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ABSTRACT   

A single-shot technique to measure areal profiles on optically smooth and rough surfaces and for applications in non-

cooperative environments is presented. It is based on hyperspectral interferometry (HSI), a technique in which the output 

of a white-light interferometer provides the input to a hyperspectral imaging system. Previous HSI implementations 

suffered from inefficient utilisation of the available pixels which limited the number of measured coordinates and/or 

unambiguous depth range. In this paper a >20-fold increase in pixel utilization is achieved through the use of a 2-D 

microlens array as proposed for integral field units in astronomy applications. This leads to a 35×35 channel system with 

an unambiguous depth range of 0.88 mm. 

 

Keywords: height measurements, metrology, single-shot, hyperspectral interferometry, microlens array, integral field 

unit. 

 

1. INTRODUCTION  

Scanning white light interferometry (SWLI) has become an established technique to measure absolute distance and 

surface profile of components with height steps and steep height gradients. The use of a broadband source eliminates the 

need for phase unwrapping and increases the unambiguous measurement range with respect to systems that use 

monochromatic light. In SWLI, the object or a Mirau objective is scanned axially while keeping the reference beam 

stationary
1-3

. The surface height with respect to a datum is then found by detecting the point of maximum fringe 

modulation on a pixelwise basis. In a closely related technique, known as wavelength (or frequency) scanning 

interferometry (WSI or FSI), the optical path difference between both arms in the interferometer remains fixed while the 

wavelength is scanned over time
4-5

. The scanning nature of these approaches imposes stringent environmental stability 

requirements during the acquisition of typically hundreds of interferograms. To overcome this limitation, a ‘single-shot’ 

method has been proposed in which all the spatial and spectral information is recorded simultaneously in a single 

exposure
6-7

. Known as hyperspectral interferometry (HSI), the output of a white-light interferometer provides the input to 

a hyperspectral imaging system to spatially separate, onto a photodetector array, a set of narrowband interferograms from 

a single white-light interferogram. Unfortunately, existing implementations based on an etalon filter and a diffraction 

grating use only ~2% of the available pixels, which limits the number of measured coordinates to ~200 pixels with an 

unambiguous depth range of ~0.3 mm.  

 
In this paper, in order to spatially separate the spectral information onto the photodetector array we use a microlens array 

that leads to a pixel usage of over 40%, i.e. a 20× improvement on previous HSI setups. The concept has been adapted 

from integral field units used in astronomy, where pixel usage and throughput are optimized
8
. Using a Linnik type 

interferometer, the object is imaged onto a microlens array, where it interferes with the reference beam. Behind the 

microlens array white light spots are produced, which are then dispersed by a grating and imaged as an array of linear 

spectra onto a large area photodetector array. For each microlens, the optical path between its corresponding point on the 

object and the reference beam determines a modulation frequency along the wavelength axis of its spectrum. Fourier 

transformation along each of the spectra in the wavenumber domain leads to a 2-D map of surface height. 
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2. SYSTEM DESCRIPTION 

2.1 Optical Setup  

The system consists of a Linnik-type imaging interferometer and a hyper-spectral imager – see Fig. 1. A super-

luminescent light emitting diode, SLD, is used as the light source (Superlum Diodes Ltd, 840 HP1; 15 mW output 

power; centre wavelength c = 840 nm; bandwidth = 50 nm). Two different configurations are used to launch light 

into the interferometer, as shown schematically in the top left of Fig. 1 and described below. 

 

 

 
Figure 1. Optical setup of the Hyperspectral Interferometry system based on a microlens array, showing: SLD: Super-

luminescent light emitting diode; FBG1, FBG2: Fibre Bragg gratings; Lc: collimator; BS: beam splitter; O: object; R: 

reference mirror; L0, L1, L2, L4 and L5: NIR achromatic lenses; E1: aperture stop; MLA: microlens array; L3: lenslet; G: 

diffraction grating and PDA: photodetector array. At the top of the imaging interferometer box, the ‘two wavelengths’ and 

‘broadband’ illumination configurations are shown. 

 

1) ‘Two wavelengths’ illumination. In this configuration, the output of the SLD is connected to fibre (1) of a 2×2, 

90:10 fibre coupler. Fibre (3) of the coupler is connected to a single mode fibre with two fibre Bragg gratings 

FBG1 and FBG2 which act as spectrally selective mirrors for wavelengths 1 = 820 nm and 2 = 853 nm with a 

narrow spectral bandwidth (<0.01 nm). Light reflected at FBG1 and FBG2 is delivered to the interferometer via 

fibre (2) of the fibre coupler. This configuration is used to calibrate the wavelength axis in the spectral images.  

2) ‘Broadband’ illumination. In this configuration, fibre (4) of the fibre coupler is connected to the output of the 

SLD source, bypassing the fibre Bragg gratings and delivering broadband light directly to the interferometer via 

fibre (2) of the fibre coupler, as in the two wavelengths configuration.  

 

At the interferometer’s input, collimator Lc, lens L0 and beam splitter BS produce a pair of point sources at a distance f0 

from L0, one on each arm of the interferometer. The point sources are at the back focal planes of lenses L1, which 

collimate the beam onto the reference mirror and the object. Doubly telecentric systems formed by lenses L1 (at both 

reference and object arms) and L2 image the reference mirror and the object at the back focal plane of L2. At that plane, 



 

 
 

 

 

 

an image of the object is recombined with a collimated reference beam so as to form a broadband interferogram. The 

output of the interferometer, i.e. the image of the object recombined with the reference beam, acts as the input for a 

hyper-spectral imager. At the image plane, a microlens array, MLA, spatially samples the image of the object (Suss 

MicroOptics, fused silica refractive index nr = 1.4525 at 840nm, lenslet diameter 100m, arranged on a square grid of 

pitch 100m, regions between lenses chrome-coated, radius of curvature ROC = 60m, effective focal length f = 

ROC/(nr-1) = 130m, numerical aperture NA = 0.38, array size = 5×5×1.2 mm
3
). A given lenslet labelled by indices (m, 

n) collects light from a small region on the sample surface, centred on the point with coordinates (xm, yn),  where m = 

0,1,2,...,Nx – 1, n = 0,1,2,...,Ny – 1, and Nx, Ny are respectively the number of lenslets along the x and y axes. 

 

At the back focal plane of each lenslet (the pupil plane) a diffraction pattern is formed. When a flat wavefront is 

incident on the lenslet, the diffraction pattern corresponds to the point spread function (PSF) of the lenslet. The resulting 

array of pupils is imaged with a doubly telecentric system formed by lenses L4 and L5 onto a large format photodetector 

array, PDA   (Apogee U16M: 4096×4096 pixels, pixel size 9 m, array size 36.86 mm, array diagonal 52.13 mm). At the 

pupil plane of this telecentric system a transmission, near-infrared diffraction grating G (300 lines mm
-1

) diffracts the 

collimated beams produced by L4 from each lenslet PSF. The first diffracted order is collected by lens L5 so that the 

spots at the back focal plane of the MLA become lines in the plane of the PDA. In our MLA, the spots diameter at the 

pupils plane was ~10m as implied from their image on the PDA, most likely due to spherical and chromatic aberrations 

of the microlenses due to their high NA. In order to avoid spectra overlap on the PDA, the MLA is rotated a small angle 

with respect to the lines on the diffraction grating. The PDA array is aligned so that pixel columns are parallel to the 

lines of the diffraction grating
8
. 

 

2.2 Surface height maps 

The procedure to obtain a surface height map from the image of the spectra produced from the MLA pupils consists of 

the following steps, which are performed for all spectra in the image: 

1. Find the coordinates ),( 1 

,

1 

,
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nm

PDA

nm yx  and ),( 2 

,
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,

PDA

nm

PDA

nm yx  of the points where the reference wavelengths 1 and 2 

fall on the PDA array when the ‘Two wavelengths’ illumination configuration is used. This is performed for all 

(m, n) with sub-pixel resolution by fitting a 2-D Gaussian function to the diffraction pattern within each Airy 

disk. 

2. Evaluate the distance, d(m, n), between points ),( 1 

,

1 

,

PDA

nm

PDA

nm yx  and ),( 2 

,
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,

PDA

nm
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subtended to the PDA rows) of the line that connects them.  

3. Use the distance d(m, n) to scale the spectrum and find the wavelength for all other points along the spectrum. A 

linear relationship between position and wavelength is assumed, as the residuals relative to the case described 

by the grating equation do not exceed 0.08 of a pixel between 815 nm and 865 nm. 

4. Evaluate pixel coordinates along the wavelength axis of the spectrum so that it can be re-sampled with equal 

steps along the wavenumber axis. 

5. Interpolate the spectral interferogram, the reference beam spectrum and the object beam spectrum at the pixel 

coordinates found in step (4).  

6. Remove the background intensity, or dc term, by subtracting the reference and object spectra from the spectral 

interferogram
6
.  

7. Multiply the re-sampled, dc-free 1-D intensity signal obtained in step (6) by a Hanning window to reduce phase 

noise due to crosstalk and then evaluate its Fourier transform. 

8. Find the frequency at the maximum of the magnitude of the Fourier transform, which localizes the surface 

relative to a datum defined by the reference mirror in Fig. 1. This is done with sub-pixel resolution using the 

continuous Fourier transform
9
.  

9. Convert the peak frequency into optical path difference, z, using the relationship 2 ,kz f k   where fk  is the 

frequency in units of cycles across the spectral bandwidth used, k.  



 

 
 

 

 

 

10. Evaluate the surface height as 
0 2,h h z   where h0 is the known distance from the sample datum surface to 

the plane of zero optical path difference. 

 

3. RESULTS 

Figure 2(a) shows a horizontal profile along one spectrum on the PDA corresponding to one lenslet on the MLA. The 

spectral range (expressed in wavenumber in the figure) corresponds to 810 nm to 835 nm. This is a spectral 

interferogram resulting from Step 7 of section 2.2 in which spatial frequency encodes optical path difference between the 

reference mirror and the object at the point imaged by the corresponding lenslet in the microlens array. The modulation 

drops to values close to zero outside the range k = 7.54 – 7.74 × 10
6
 m

-1
, corresponding to an effective wavelength range 

between  812 nm and 833 nm, which is less than half the specified bandwidth of the SLD source. The low modulation 

elsewhere in the spectrum is believed to be due to interference between front and back surfaces of the pellicle beam 

splitter (BS in Fig. 1) which leads to reduced spectral power of the reference and object beams for certain wavelengths. 

Figure 2(b) shows the magnitude of the Fourier transform of the signal in Fig. 2(a). The peak position is found between 

the integer frequency values produced by a discrete (fast) Fourier transform, by using an algorithm based on the 

continuous Fourier transform
9
. The continuous trace of the transform from which the peak is extracted is shown with a 

dashed line and the position of the peak is indicated with a vertical line.  

 

 

Figure 2. Spectral interference profile for one lenslet after removal of the dc component: a) intensity signal; b) Fourier 

Transform of (a). The output of the Fast Fourier Transform algorithm is shown as open circles, with the continuous Fourier 

transform overlaid as a dashed line, from which the peak position (vertical line) is evaluated. The peak frequency is then 

converted to optical path difference and height as described in points 9 and 10 in section 2.2.  

 

3.1 Translation of flat mirror 

Figure 3 shows the 3535 point surface profiles obtained when a flat mirror was used as the object and shifted along the 

optical axis by a step of 100 m  2 m. 3675 independent coordinates were therefore measured. The mean displacement 

between the measured profiles was 97.62 m. The field of view on the object corresponds to 3.5 mm  3.5 mm and the 

lateral resolution to 0.244 mm. The spectral range 810-835 nm was effectively sampled with 131 pixels, i.e.  = 0.19 

nm, and k = 1.7710
3
 m

-1
, which corresponds to a depth range hM = /2k = 0.88 mm. An rms value of 0.49 m was 

(a) 

(b) 



 

 
 

 

 

 

obtained for the height data after subtracting second order terms that arise due to lens distortions. In profilometry, the 

height measurement accuracy is usually expressed as the surface position uncertainty relative to the height measurement 

range, rms/hM, with rms the root mean square deviation of the measurement relative to the true figure. This ratio defines 

the inverse of the ‘dynamic range’. In this system, they are equal to 5.310
-4

 and 1871, respectively. 

 

Figure 3. Surface height measurements of a flat mirror shifted 100±2 m normal to its surface by means of a micro-

positioning translation stage. 

 
3.2 Optically rough surface 

Many potential applications of the depth sensor involve surfaces that are rough on the scale of the wavelength of light. 

Such surfaces are more challenging due to speckle effects: dark speckles fall on some of the micro-lenses which lead to a 

very low signal to noise ratio of the spectra captured by the PDA and therefore no measurements at the corresponding 

object points. On the other hand, a greater range of surface tilts can be accommodated as compared to specularly 

reflecting surfaces because light is scattered over a wide range of angles. Figure 4(a) shows the height map of a surface 

grinding roughness standard (CLA1, from Rubert & Company Ltd, Cheshire, UK), which has an average Ra roughness 

value of 3.2 μm. Figure 4(b) shows a cross section of Fig. 4(a) at row n = 15. The spectral interferogram for one lenslet 

in the MLA, together with its Fourier transform are shown in Fig. 5. Compared to the signal from a smooth surface (Fig. 

2), the intensity signal is less symmetrical and the Fourier peak is lower (notice the same vertical axis scale in Figs. 2(b) 

and 5(b)). The variation in modulation depth with wavenumber that causes the asymmetry can be attributed to the fact 

that speckle patterns decorrelate with changing wavelength, thus giving a non-constant object wave amplitude over the 

full bandwidth of the source
10

. Despite this, the measured profile of the sample (Fig. 4(a)) shows valid coordinate data 

over most of the field of view, with a residual height error with respect to the best fit plane of 13.87 m. Only one point 

of low modulation due to a dark speckle was eliminated from the measured profile shown in Fig. 4(a). Spatial smoothing 

was not required for these results, unlike the case for the etalon based system from Ref. [7].  

 

4. CONCLUSIONS 

A high-throughput, single-shot areal profilometry system based on hyperspectral interferometry was presented. Spatial 

and spectral separation is achieved by means of a microlens array, a diffraction grating and a large area photodetector 

array. The optical configuration presented here uses significantly more of the pixels from a square or rectangular format 



 

 
 

 

 

 

image sensor than do previously reported systems (>40% instead of ~2%), with consequent benefits to the number of 

measured coordinates and/or the measurable depth range. The setup also avoids the need for the etalon used in previous 

systems and thus has significantly improved light efficiency. One limitation of the approach is that changes in surface 

slope have the effect of shifting the spectra on the photodetector array, eventually leading to cross talk between channels. 

An array of 35 × 35 independent points was measured simultaneously in a square grid with a pitch of 100 μm, covering a 

FOV of 3.5 × 3.5 mm2 and with a depth range of 880 μm. Absolute height measurements were validated using a flat 

mirror mounted on a translation stage. This test achieved an rms height error of 0.49 μm, mainly dependent on lens 

aberrations which affect in particular the off-axis spectra. Measurement of a roughness gauge was also demonstrated. 

 
Figure 4. Surface profile of a surface roughness gauge: (a) measured surface profile from 35×35 lenslets of the MLA; (b) 

cross section of (a) along row n = 15. 



 

 
 

 

 

 

 
Figure 5. Typical intensity signal from one microlens (a) and its Fourier transform (b), for the case of a rough 

surface. 
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