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ABSTRACT

A fully coupled system in which a vehicle’s aerodynamic and handling responses can be
simulated has been designed and evaluated using a severe crosswind test. Simulations
of this type provide vehicle manufacturers with a useful alternative to on road tests,
which are usually performed at a late stage in the development process with a proto-
type vehicle. The proposed simulations could be performed much earlier and help to
identify and resolve any aerodynamic sensitivities and safety concerns before significant

resources are place in the design.

It was shown that for the simulation of an artificial, on-track crosswind event, the use
of the fully coupled system was unnecessary. A simplified, one-way coupled system, in
which there is no feedback from the vehicle’s dynamics to the aerodynamic simulation
was sufficient in order to capture the vehicle’s path deviation. The realistic properties of
the vehicle and accurately calibrated driver model prevented any large attitude changes
whilst immersed in the gust, from which variations to the aerodynamics could arise. It
was suggested that this system may be more suited to other vehicle geometries more
sensitive to yaw motions or applications where a high positional accuracy of the vehicle

is required.
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Aerodynamic performance is an important attribute to consider during a vehicle’s de-
sign and testing processes. Of leading interest is a vehicle’s aerodynamic drag, as this
force has a direct impact on fuel consumption and journey range. Obtaining the value
of the force requires a replication of the flow environment through which the vehicle
travels, and is usually generated artificially using experimental wind tunnel facilities
and complementary computational fluid dynamics simulations. The onset flow is nor-
mally smooth, quasi-steady and aligned with the the vehicle’s forward direction. Such
conditions provide the best environment for acquisition of repeatable data, making it
possible to reliably resolve the effects of detailed shape changes through a vehicle’s
design phase, however these conditions are rarely met on the road. Velocity variations
can arise from numerous sources such as atmospheric winds, the wakes of other vehicles
and gaps in road side obstacles, all of which can significantly alter the drag acting on
the vehicle when compared to the value obtained in the ‘ideal’ conditions of a wind

tunnel.

In addition to drag, a realistic environment can also affect other important metrics of

vehicle performance, such as handling and stability. Surprisingly, given the importance



of this performance metric in terms of vehicle quality, refinement and even safety, this
impact has received much less attention. A vehicle that is sensitive to typical wind
fluctuations under normal driving conditions will be unpleasant to drive and felt by
any passengers within the vehicle. Whereas under more extreme events such as high
speed gusts and prolonged crosswinds, it is vital that the vehicle is stable and does
not behave unexpectedly. In both cases, quasi-steady loads obtained under ideal wind
tunnel conditions will not pick up the frequencies and instantaneous peaks that are
associated with these events. This is becoming more important due to the trends
in low-drag, lighter vehicles with highly curved features and sloped fastback rear ends
that are more susceptible to large aerodynamic loads. The current methods of assessing
handling and stability issues due to unsteady aerodynamics, are on-road tests or vehicle
dynamics simulations using the simplification of quasi-steady aerodynamics loads of the
vehicle at yaw. The first of these methods requires a prototype vehicle, and hence occurs
at a late stage in the development process where shape modifications are usually an
expensive process. Whereas in simulation, there is little evidence to suggest that using

quasi-steady loads to assess an unsteady event is an acceptable simplification.

The purpose of this thesis is to present and document the results of a fully coupled
simulation method in which a vehicle’s unsteady aerodynamics and multi-body, 6 degree
of freedom motion including a typical driver’s response can be predicted simultaneously.
This will require an appropriate meshing technique such that geometry is free to move
within the computational fluid domain alongside a system in which aerodynamic loads
and vehicle positional data can be exchanged. The thesis will start by collating existing
knowledge and evaluating appropriate techniques. The simulation method will be used
to determine the response to an unsteady crosswind event whilst comparing to the

existing simplified quasi-steady method.

1.1 The Natural Wind

The natural wind is unsteady, continuously changing in speed and direction. In an
attempt to understand what appears to be random behaviour, wind engineers have

and continue to measure the natural wind’s velocity at locations all over the world. A
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generic sample of instantaneous wind speed U, (t) at height z is shown in Figure 1.1.

Wind Speed U

Time
Figure 1.1: Wind speed data sample.

Databases usually do not contain complete samples of measured instantaneous speeds
as per Figure 1.1, but rather consist of mean values U, calculated over a period of
time T using Equation 1.1, published by the Engineering Sciences Data Unit ESDU
82026 [1].

U, = ;/OT U.(t)dt, U,(t) = U, + ul(t). (1.1)

The period over which wind speeds are averaged is chosen to ensure a stable average,
typically one hour. Spectral analysis of annually measured wind speed data obtained by
Van der Hoven [2] confirms the suitability of this period length. Figure 1.2 shows how
this value falls within a spectral gap between two peak energy spectrum values associ-
ated with the passage of large, synoptic-scale pressure systems and the high frequency,
small scale fluctuations in the natural wind. Although the data used in Figure 1.2 refers
only to a single location at a height of 100 m, similar spectral gaps have been measured
at different locations and heights from as low as 30m over North America [2, 3]. It

is proposed that the reason for this spectral gap is the lack of a physical process that



supports wind fluctuations in the frequency range from approximately 10 minutes to 1

hour, inferring the suitably of this averaging period.
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Figure 1.2: Spectrum of wind fluctuations at 100m taken from Cooper based on Van

der Hoven [4, 2]

1.1.1 The Natural Wind'’s Velocity Profile

Measurements at different heights and locations are key in understanding the behaviour
of the natural wind. Close to the Earth’s surface, the wind is more strongly influenced
by local terrain features, where drag forces induced by obstacles on the ground, lead to a
reduction in wind speed. In contrast, moving far above the surface, the wind eventually
becomes unaffected by these shear forces, a state referred to as the gradient wind. As
a result, the atmosphere is commonly divided into three regions: the free atmosphere,
atmospheric boundary layer and surface boundary layer. The gradient wind defines
the start of free atmosphere, where wind speed is determined by pressure gradient,
Coriolis and inertial forces [5]. Under the free atmosphere is the atmospheric boundary
layer where the viscosity of the air has an influence on the wind speed. The height of
this layer has been quoted anywhere between 300m up to 3000 m, depending on the
specific roughness of the terrain upstream and strength of the gradient wind [5, 6, 7].
The surface boundary layer is a low-level sub-layer of the atmospheric boundary layer

extending from the ground up to approximately 60 m, within which a constant shear
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stress and lack of Coriolis forces are assumed. Again the height of this layer is dependent

on surface conditions.

As shown by Watkins [6], the profile of the atmospheric boundary layer can be approx-
imated using a logarithmic law, Equation 1.2, along with a numerical interpretation of

the local terrain roughness zg, for which typical values are shown in Table 1.1.

Terrain zg (m) @ k zo (m)

Open Terrain 300 0.16 | 0.005 0.03

Woodland Suburbs 430 0.28 | 0.015 0.20

City Centre 560 0.40 | 0.050 1.00

Table 1.1: Characteristics of the natural wind for different terrain [7].

In Equation 1.2, U, is the average wind speed at height z, u, is friction velocity
calculated from the density of the air p and surface shear stress 7y and k is the von
Karman constant. This expression was originally derived by Prandtl for turbulent
boundary layers on flat plates [8] and as shown by Flay [9], this expression only applies
to the entire boundary layer in flat, open, homogeneous terrain, conditions which are
rarely met in the real world. In areas of significant surface roughness, the accuracy of
the prediction from the ground up to the height of the roughness-producing obstacle
breaks down, due to the complexity of the flow in this region. Therefore it is common
to define a displacement plane, known as the zero-plane displacement, to which the
bottom of the boundary layer profile is shifted and all heights used in the calculations
are referred. Consequently this shift mathematically invalidates the logarithmic law
under the zero-plane as z takes a negative value. The height of this plane d, is usually
less than the height of the roughness-producing obstacle H, Holmes suggests 75% of

H, and is a function of the surface roughness zo and its plan-area density A [1, 10].



For 0.2 < A < 0.8,

d=H— (43 z (1 - \)).

An alternative expression for the boundary layer profile is the power law

o

U. =17, (Z) , (1.4)
g

where U, and z, are the gradient wind speed and height, and « is a best-fit constant

that takes into account surface roughness, typical values for which can be found in

Table 1.1 [6].

In practice, the values for the gradient wind and height required in the power law are
often hard to measure, so for convenience it is common for these values to be replaced

by values of Uyp and z4 =10m, as this is a typical height of anemometer measurements

[6].

U, =T <1zo)a. (1.5)

Although the power law is mathematically valid for heights under the zero-plane dis-
placement, the accuracy of the expression for the velocity profile in this region is still
questionable, especially for heights under 10 m. This low-level region of the surface
boundary layer is of minimal importance to civil engineers and meteorologists and
hence, has received little attention. One exception is the work by Flay [9], where
measurements suggest that the power law is only suitable in this low-level region for
smooth, open terrain. For lack of a more suitable alternative, the power law is still

being used to model this region for all terrain conditions.

1.1.2 Average and Maximum Wind Speeds

With an appropriate averaging method established and a general understanding of the

influence of shear forces in the majority of the atmospheric boundary layer, analysis
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of the natural wind data can be performed. Figure 1.3 shows the results of a study
by Archer and Jacobson [11], used to assess the potential of renewable global wind
power. Wind speeds were recorded at an elevation of 10 m at over 8000 weather stations
worldwide and global averages for the year 2000 were calculated: 6.64m/s over oceans
and 3.28 m/s over land. In their study, these measurements were used along with the
power law to approximate the average wind speeds at a height of 80 m, the typical hub

height of modern wind turbines, and placement of such were suggested.

Wind classes at 10 m
1(V<4.4 m/s)
2 (4.4<V<5.1 m/s)
3(5.1<V<5.6 m/s)
4(5.6<V<6.0 m/s)
_5(6.0=V<6.4.m/s) |
664<V<7.0m/s)

7 (V=7.0 m/s)

Figure 1.3: Average global wind speed at a height of 10m for the year 2000 [11].

In the UK wind speeds are typically larger than the global average, with an average
for 2001, measured by the Met Office [12] at 4.42m/s and over the last 15 years the
average wind speed has raised to 4.53m/s. Whilst long period averages give a good
indication of the typical wind speed in a particular geographical location, extreme
wind speeds are generally a deeper concern, due to the added risk that accompanies
them. Figure 1.4 shows the extreme hourly-mean and 3-second gust speeds for the UK,
with a chance of reaching the quoted value being a once in fifty year occurrence. All
values assume uniform open country terrain (zp = 0.03) but do not account for local
topography changes such as speed up effects over hills and through valleys. The velocity
is referenced at a height of 10 m and is increased by 10% for every 100 m above sea level.
Much like the yearly averages, the hourly-mean values still veil the true extremes of the
gust, with the three second gust almost double the mean-hourly value over most parts

of the UK. The ratio of the instantaneous gust to the mean-hourly speed is know as the



gust factor. Sachs [13] suggests that where no instantaneous gust records are available,
gust factors can be applied to the mean-hourly measurements for an approximation of

the maximum gust speed, and these are presented for a range of terrains in Table 1.2.
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Figure 1.4: Maximum wind speeds at 10 m, once in 50 year occurrence.

Terrain Maximum Gust Factor
Open Terrain 1.59
Woodland Suburbs 1.91
City Centre 2.22

Table 1.2: Maximum gust factors for different terrain [13].

1.1.3 Turbulence in the Natural Wind

‘The variation of gusts in the natural wind is known as turbulence and emerge as a
result of exchanges in momentum due to the vertical movement of air; a secondary

effect of the retarding forces generated by the FEarth’s surface and obstructions upon
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it” [13]. Turbulence can be quantified using two parameters: turbulence intensity and

length scale.

Turbulence intensity, is a measure of the magnitude of the fluctuating velocity com-
ponent, compared to the mean wind speed at the same height. Referring back to
Figure 1.1, the fluctuation to the mean at any given time, in the direction of the mean
wind, is given by the value v (¢). By definition of the average wind speed, the average
of this fluctuation over the period T is zero, however the mean square, also known as

variance over this period has value and is calculated as follows,

T
o2 = % /O (1)) 2dt. (1.6)

The longitudinal component of the turbulence intensity, denoted by I, is then cal-
culated by taking the square root of the variance, otherwise know as the standard
deviation, and dividing through by the mean wind speed. Components of velocity are

defined by u, v, w,

Oy
o (1.7)
Similarly for the other components of turbulence intensity,
=22 p,=2v (1.8)
U, U,

Both Harris and Davenport [16, 17] suggest that as the variance of turbulence is pro-
portional to the shear stress (assumed constant in the surface boundary layer) a mod-
ification to the power law can yield an expression for the longitudinal component of

turbulence intensity at any given height .

Ju _95k> (U“’> . (1.9)
U. U.

In a similar fashion, Flay [9] showed that the logarithmic law can be used to express



turbulence intensity,

Ou 1
Uziln<%>.

It is generally agreed that up to a height of 20 m, the components of turbulent intensity

(1.10)

can be approximated relative to each other, as shown in Equation 1.11, although there

is slight variation on the specific values of this ratio within the literature [5, 10].

Oy =0y =0yuw=1:0.8:0.5. (1.11)

Studies that measure the behaviour of turbulence in the lowest level of the atmospheric
boundary layer are limited, making validation of these laws difficult. One exception is
the study performed by Flay [9], who obtained turbulence intensity measurements from
a stationary tower situated near Christchurch, New Zealand over a height range from
3.3 m to 20 m metres. The test site was situated in open grassland and terrain conditions
were maintained for the surrounding area (29 = 0.03), ensuring an equilibrium boundary
layer at the measurement site. Measurements correlated well with theoretical data
obtained using Equations 1.9 and 1.10, and confirmed that larger longitudinal and
lateral intensities are found closer to the ground increasing from I,, = 16% and I, = 12%
at 20m to I, = 19% and I, = 15% at 3.3m. Vertical intensities behaved slightly
differently, decreasing linearly towards the ground from I, = 8.5% at 13m to I, = 7%
at 3.3m. It is claimed by ESDU 83045 [18], that theoretical methods such as Equations
1.9 and 1.10, should hold true for any equilibrium boundary layer, even in areas of
substantial roughness (z9 > 0.1) and ESDU 85020 [19] provides theoretical data for
turbulence intensity with respect to height at a range of surface roughness values,
Figure 1.5. This measurements by Flay [9] agree well with this theoretical data for a
comparable roughness value. Intuitively, the theoretical data shows how added surface
roughness increases turbulence intensity, and the subplot of Figure 1.5 shows how an
increase in wind speed can reduce the turbulence intensity at low heights (< 10m),

whilst the opposite is true for heights greater than 60m.
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Figure 1.5: Turbulence intensities for equilibrium conditions [19].

Turbulence is only partly defined by intensity as these values give no information on
the probability of a specific gust occurring. Statistical methods are used to define the
proportion of time that a wind velocity U, spends in a specific range U, 440U, otherwise

know as the probability density f;(U,) for each wind component i = u, v, w [19].

(1.12)

1 1 (U, -T\°
fZ(UZ) = O'i\/%exp [_5 ( o )

However, this function alone is still not sufficient to define the random nature of gusts,
as it only provides information about the magnitude of a specific wind velocity and
does not describe how slowly or quickly it varies in time. This is done by a function

called the spectral density or spectrum S;(n), where n is a specific gust frequency [19].

o = / Si(n)dn i =u,v,w. (1.13)
0

As already shown, Figure 1.2 shows the spectrum of wind fluctuations from measured
data. Although no details on the equations used in the calculation of spectral density

were provided by Van der Hoven [2], it is reasonable to a assume that the value was

11



calculated using the model developed by von Karman [19], in which the spectral density

n-Sy(n)

takes on the non-dimensional form g

(3

n-Sy(n) 4n,, S n*L,
o2 (14 70.8n2)5/6 YU,
n-Si(n)  4ni(1+ 755.2n?) n*L;

= g n;, = —
o? (1 + 283.2n2)11/6 U.

(1.14)

(1.15)

In Equation 1.15, *L; is known as the turbulent length scale of the ith velocity com-

ponent in the z direction (the direction of the wind). It is a measure of the physical

size of the eddies constituting the turbulence and is dependent on height and surface

roughness. ESDU 85020 [19] shows how the value of the longitudinal length scale in-

creases with height, Figure 1.6. This trend was also confirmed by the measurements of

Flay [9] up to a height of 20m.
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Figure 1.6: Integral length scales for equilibrium conditions [19].

In his attempts to derive a mathematical model of the atmospheric boundary layer,

Flay [9] states that when considering the boundary layer as a whole, length scales can

12
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be approximated using the following relations,
T Ly = 2017,

YLy ="Ly =04z,

(1.16)

and when considering the surface layer alone the following modifications are suggested,

TLy = 4.22073,
(1.17)
TLy=2%L, =2%Ly,.
Although these relations provide a useful approximation of the turbulent length scale

components, they should be used with caution as they are primarily based on a single,

smooth, uniform terrain condition under which Flay [9] obtained his results.

It is clear that there is a good understanding of the natural wind’s behaviour and several
theoretical laws can be used to predict its defining parameters. Measurements of the
wind speed at a height of 10m are most common, and these laws can be adapted for use
with such measurements to gain a reasonable understanding of the wind’s profile and
fluctuations throughout the majority of the atmospheric boundary layer. The main
difficultly is predicting the wind’s behaviour in close proximity to the Earth’s surface.
Variations in terrain roughness and its plan area density result in a highly complex
flow and a lack of measurements have restricted the advancement of knowledge of the

wind’s behaviour within this region.

1.2 The Flow Seen By a Road Vehicle

Throughout a journey on the road, a vehicle will be subjected to a range of yaw angles
since the flow seen by the vehicle is the combination of the wind velocity vector and
the inverse of the vehicle’s velocity vector, both of which are time dependent. This
is shown in Figure 1.7 as angle 8 and is calculated along with the value of resultant

velocity Ug using the Equations 1.18 and 1.19.

Ur? = Uyen? + Uy? + 2UenUy, cos @. (1.18)
U, sin ®

=tan! i : 1.19

f =tan <Uveh + Uy COS(I)> ( )

13



Figure 1.7: Yaw angle of resultant flow velocity.

1.2.1 A Sheared Velocity Profile

Shear in the natural wind results in a velocity profile and thus flow yaw angle profile
which varies over the height of the vehicle, as shown in Figure 1.8. As already discussed,
an approximation of this wind profile over typical vehicle heights can be provided by

the power law, Equation 1.5.

Natural cross wind

Figure 1.8: The effect of shear on the flow seen by a vehicle [20].

A typical on-road scenario is described as follows: a truck of standard height 4m is
travelling at 25 m/s. A prolonged gust or crosswind acts perpendicular to the direction

of travel, the speed of which at a height of 10 m is measured at the global average of

14
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4.5m/s. Using the power law (Equation 1.5) and assuming an « value of 0.16 (indicative
of smooth, open terrain) the wind speed at the top of the cabin can be calculated at
approximately 3.9m/s. Furthermore, the wind speed at typical bumper height of 0.5 m
can be found to be approximately 2.8 m/s. Whilst this difference may seem small,
Equation 1.19 can be used to show how the flow yaw angle seen by the truck varies
from 8.9° at the top of the cabin to 4.4° at bumper height and 0° at the ground, and
stronger wind speeds will increase this yaw angle difference. As increases in flow yaw
angle can be associated with larger aerodynamic drag forces and stability issues, this
effect can be of particular interest to vehicle aerodynamicists. However the effect is
typically ignored and a constant wind speed and yaw angle is assumed to act over the

height of the vehicle.

1.2.2 Wind Speed and Flow Yaw Angle Probability

Figure 1.9 shows the probability distribution of this assumed constant flow yaw angle,
taken from on-road measurements by Lawson et al. [21]. Although the distribution is
centred around zero degrees, there is still good probability of the flow yaw angle falling
in £10°. Their results also imply that the most probable wind speed encountered by
vehicle in the UK is < 5m/s and this agrees well with annual averages over the last

fifteen years [12].

Measurements during more gusty periods have been recorded Wojciak [22] in Germany.
Wind speeds from 6 m/s to 14 m/s were taken in an attempt to classify gusts into profiles
and determine their probability. Figure 1.10 shows an extract from their wind samples,
with a gust event identified by a disturbance in v and v velocities as well as turbulence
intensity and length scale. Maximum intensity and length scale values for the gusts
were calculated at 7% and 80m respectively. By applying a low pass filter to the
complete dataset, the gusts were classified into three categories, where it was found
that the single peak gust was the most likely profile to occur with a probability of 63%.
Furthermore, it was found that 75% of all gusts feature a zero-crossing in yaw angle. It
has been found by Theissen [23] that the switch between windward and leeward sides

on the vehicle leads to increases in unsteady phenomena.
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1.2.3 Turbulence Seen By a Moving Vehicle

The turbulence parameter values calculated Wojciak [22] are only relevant for gusty and
similar road conditions. Studies which measure the behaviour of turbulence at vehicle
heights and in more typical conditions are limited. In the study by Flay [9], turbulence
intensity measurements were obtained from 20m down to 3m which although useful, is
a height range above that of the majority of road vehicles. In addition, measurements
were obtained from stationary apparatus, whereas on the road, the speed of the vehicle
will invoke a different range of intensities. This was shown by Watkins and Saunders
[24] in their attempt to derive a model capable of predicting the flow seen by a moving
vehicle based on stationary measurements. Using the stationary data obtained by Flay
[9] at a height of 3.3m, intensities were predicted for a range of wind speed and yaw

angles at a vehicle speed of 30 m/s, Figure 1.11.
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Figure 1.11: Predicted longitudinal turbulence intensity experienced by a moving ve-

hicle [24, 25].

For each wind speed at zero yaw angle, there are two values for turbulence intensity
due to head and tailwind arrangements, with a higher intensity for the tailwind due
to the lower resultant velocity. It was shown by Watkins and Saunders [24] through
comparisons to measured moving data that the prediction method developed could be

used reliably in smooth, open terrain, however in the presence of roadside obstructions,
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these predictions were inaccurate and moving data was required.

On road measurements such as those obtained by Watkins and Saunders [24] are gen-
erally recorded using a test rig of pressure tappings mounted to the front of the vehicle.
Wordley and Saunders [26] used similar apparatus to measure the wind environment
along roads in Australia at a height of 0.5 metres. The test locations were carefully
chosen to ensure a variety of terrain conditions: open terrain, tree lined roads, city
buildings and freeway traffic. In general, their results agree with the observations of
Flay [9], with added surface roughness leading to higher turbulence intensities as shown
in Figure 1.12a. The freeway driving conditions generated the largest intensity values
due to the wakes of upstream vehicles, with a maximum longitudinal value of 16%
and an average of 9%. Average values for road side obstacles and open terrain were
measured at 4.4% and 4.2% respectively. The exception to this trend is the city terrain
with an average intensity value of 2.4%. Although the low value is counter-intuitive
based on the high surface roughness value this terrain invokes, it occurs due to the
sheltering effect of the buildings on the ambient wind. This is a clear indication of the
inadequacy of the surface roughness parameter, for describing the wind conditions at

heights relevant to road vehicles.

The most surprising result was a high correlation and consistency in the ratio between
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Figure 1.12: Turbulence intensities at a height of 0.5m, taken from a moving car Uyep, =

100km/h [26].
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the turbulence intensity components, despite the range of terrain and traffic conditions
tested, Figure 1.12b. The specific values of the ratio are quoted in Equation 1.20,
and differ to those theoretically determined, most noticeably in the lateral component,
Equation 1.11. This is consistent with the results of Watkins and Saunders [24], which
displayed lateral components up to 30% larger than the predicted values. In a follow-up
study using the same test sites and modified measurement apparatus [27], this ratio

was still found to apply over the height range of 0.25m to 1m.

I,=1I,=1,=1:1.01:061. (1.20)

A similar study by McAuliffe et al. [28] measured the turbulence experienced by a
moving vehicle in Eastern Canada over the height range of heavy duty trucks, 0.5m
to 4m, and in a wide range of terrain, traffic and wind conditions. The values of
intensity components appear to follow the updated, experimentally determined ratio,
but more generally, their results agree with the wider trend of increases in intensity
with roughness, with measured values typically < 8% in heavy traffic compared to 9%
measured by Wordley and Saunders, [27]. Their measurements also suggest that within
the range tested, traffic density and in particular the wakes of heavy duty vehicles have
a much stronger effect on turbulence intensity than either wind speed or terrain type.
With this in mind a modification or redefinition of the surface roughness parameter
to incorporate this effect may help in providing more accurate predictions of intensity

values seen by a moving vehicle.

Values of turbulent length scale across all studies and terrain conditions are found to be
less than 6m on average. Unlike the relationship between the measured intensities, the
lateral length scale is smaller than the longitudinal, in some cases by as much as 50%.
Vertical scales are substantially lower, typically less than 0.5m, most likely due to the
close proximity of the ground. Over the range of typical vehicle heights 0 — 4m, length
scales are seen to decrease towards the ground, with traffic density being a crucial
determining factor. Saunders and Mansour [29] showed that upstream vehicles reduced
the longitudinal length scale component to below 1m, although this seems to be an

extreme case with the average from the majority of traffic studies below 3m.
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In obtaining a generalisation of on-road turbulence and comparing flows of varying
intensities and length scales, the wind energy spectrum is considered a more appropriate
metric [27, 28]. Figure 1.13 shows the way in which the frequency distribution of on-
road wind energy changes with turbulence intensity and length scale, taken from the

measurements of Wordley and Saunders [27].

1%
3 Intensity

10 ¢

f(Hz)

Figure 1.13: Variation of power spectra with turbulence intensity and length scale [27].

Initial observations reveal that high spectrum values are associated with lower frequen-
cies, with a roll off to lower energy content as the frequency increases beyond 1Hz.
High values of intensity result in the greatest spectral values and for frequencies below
5Hz, large length scales also lead to large spectral values. Above this frequency, larger
length scales are found to reduce the energy content. Using this wind spectrum metric,
Wordley and Saunders [27] measured the turbulence properties of the Monash full scale
wind tunnel and compared these value to the range of on-road spectra. It was shown
that the wind tunnel was unable to replicate the on-road turbulence low frequency en-
ergy content, most noticeably in reproducing highway traffic conditions and road-side
obstacle terrains. As a result, wind tunnel target length scale and intensity values were
suggested to shift the spectral range and provide a reasonable compromise in simulating

a typical on-road environment, as shown in Figure 1.14.

From the limited on-road measurements of wind speed at vehicle heights, the complexity
of the wind’s behaviour has been shown. Turbulence intensity measurements have

been shown to lie within a range from 1% for city terrain up to 16% for heavy traffic
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conditions with longitudinal and lateral components of similar magnitude. Turbulent
length scale values were found to vary drastically depending on the terrain and traffic
conditions but were on average, found to be less than 6m. These ranges can be combined
in a single wind energy spectrum metric, to provide an indication of how the wind
energy content varies with frequency. The resulting band of energy spectra can be used

to assess the methods of simulating these real-world conditions.

10 T T 10 T T
D Range of U on-road spectra D Range of V on-road spectra

. Range of U tunnel spectra | ) . Range of V tunnel spectra

= Suggested U target spectra:
3% intensity, 1m length scale

= Suggested V target spectra:
3% intensity, 1m length scale

s(f)
s(f)

I:' Range of Won-road spectra

. Range of Wtunnel spectra

==+ Suggested W target spectra:
2% intensity, 0.5m length scale

S(f)

f(Hz)

Figure 1.14: Comparison of component on-road power spectra (grey), to Monash wind

tunnel (black) and suggested wind tunnel target (dashed) [27].

1.3 Simulating Typical On-Road Conditions

Simulating the flow around a vehicle is crucial for vehicle aerodynamicists who would
otherwise rely solely on on-road tests. Simulation of the flow, either experimental or
computational, offers control over the flow’s properties, providing a level of repeatability

necessary to monitor the effect of shape modifications and aerodynamic devices on a
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vehicle’s design. In addition, simulation offers a vast array of flow field and force
measurements, properties that are often limited or not possible to record during on

road tests.

1.3.1 Experimental Simulation

The flow produced by the majority of wind tunnels is deemed smooth due to its low
turbulence properties, with typical values of intensity < 0.5%. These flow conditions
fulfil the repeatability requirement whilst also widening the potential applications of the
facility, although as already shown, they are not a correct replication of the conditions
found on the road. To be able to use wind tunnels to simulate a typical on-road
environment, turbulence has to be added to the flow through turbulence generation
systems (TGS). These systems generally fall into one of three categories: passive, active

drag based or active lift based devices [30].

Passive devices are defined as static objects place upstream to generate controllable
disturbances. Purpose built turbulence grids are an example of this, where turbulence
properties can be varied through the design and placement of such a device, as shown in
Figure 1.15a. The disturbance scales generated by these devices are generally an order
of magnitude smaller than the vehicle and thus only represent the high frequency end
of the on-road wind spectra. One example of such a device is the NRC Road Turbu-
lence System designed by McAuliffe et al. [31, 32] and calibrated using their measured
on-road data discussed previously [28]. The spectra of their generated turbulence was
shown to match to on-road values during moderate traffic conditions only at high fre-
quencies, with an under prediction of the highest energy content at low frequencies.
Although high frequencies are associated with low energy content, it was shown by
Howell et al. [33] and Newnham [34] that the introduction of such small scale turbu-
lence at post-critical Reynolds numbers increases the turbulence inside the vehicle’s
boundary layer, consequently delaying flow separation and increasing skin friction and
base suction. This led to increases in the drag coefficient with freestream turbulence
intensity, suggesting that the drag of a vehicle on the road will be greater than the

value obtained in the smooth flow of the wind tunnel.
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Figure 1.15: Examples of passive TGS.

Placement of a second vehicle upstream can also be used as a passive device, an ar-
rangement shown in Figure 1.15b. Saunders and Mansour [29] and Cogotti [35] showed
how this arrangement can be used to provide a reasonable replication of the turbulence
properties at a buffeting distance of one vehicle length, although there were some dis-
crepancies in the results due to the fluctuations in the natural wind during on-road

testing that were not replicated in the wind tunnel.

In summary, passive devices appear to work well in adding turbulence to smooth flow,
however the conditions that they can simulate are very limited. It is clear that an
alternative method is required in order to simulate the complete on-road wind energy

spectra.

Active devices have been shown to generate much larger length scales and capable
of simulating the low frequency, high energy content of on-road wind. Examples of
active drag based devices are the oscillating grids used by Kobayashi and Hatanaka
[36] and upstream deployable blades as shown in Figure 1.16, at the Pininfarina wind
tunnel facility [35, 37]. For the latter, Carlino et al. [38] showed that controlling the
relative phasing of the opening and closing of the blades provides a dynamic yawing
of the flow in the frequency range of 0 — 1Hz, thus making it possible to investigate a
meaningful range of the on-road energy spectra. As an addendum Carlino et al. [38]
also demonstrated the ability of this TGS in generating the turbulent length scales

found when following in the wake of an upstream vehicle and even programmed the
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blades to simulate the flow behaviour during a real-time overtaking manoeuvre.

Active lift based devices such as a collection of vertical oscillating airfoils upstream
of the test section, as shown in Figure 1.17, have been employed by Bearman and
Mullarkey [39], Passmore et al. [40], Schrock et al. [41], Mankowski et al. [30] and
Blumrich et al. [42]. These devices offer the greatest control over the turbulence
behaviour with intensity determined by the amplitude of the aerofoil oscillation, and
length scale by its frequency, although for the majority of devices, disturbances can only
be introduced laterally. However, the design by Mankowski et al. [30] allows for three

component disturbance with longitudinal and vertical velocity variations introduced

through a set of shutters in the throat of the main collector and a horizontal aerofoil

U

located at the top of the inlet respectively.

2 200

Figure 1.16: Active drag based turbulence generation system at Pininfarina [35, 37].
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Figure 1.17: Active lift based turbulence generation systems.
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It is clear that there are a range of wind tunnel devices capable of replicating typical
on-road turbulence levels however as already discussed, in addition to turbulence, the
flow seen by a vehicle contains shear and simulating this property in a wind tunnel
facility has proven difficult. The velocity profile seen by a vehicle is determined by
upstream terrain over a distance much larger than the upstream length of wind tunnel
facilities and thus to correctly simulate shear effects, this profile has to be imposed
on the flow. A device which is capable of generating a realistic velocity profile, whilst

including the unsteady turbulent behaviour has yet to be designed.

1.3.2 Computational Simulation

In more recent years, simulations using computational fluid dynamics (CFD) have
become more feasible. This type of simulation removes many of the restrictions imposed
by physical testing with turbulence and shear parameters such as intensity, length scale
and velocity profile simply given as inlet boundary conditions, as shown in Figure 1.18.

LocarvawAngle (deg]

Lecarvawangle (deg]
.

. :
° P #°
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(a) 0 degrees yaw (b) 6 degrees yaw

Figure 1.18: Example of inlet turbulence (7%) by D’Hooge et al. [43].

Many studies have reproduced realistic on road turbulence levels using CFD through
defined, time-varying velocity functions at the inlet, such as Gaylard et al. [44, 45]
and D’Hooge et al. [43, 46] with the emphasis on understanding the effect of realistic
turbulence levels on the flow around a vehicle when compared to the smooth flow
found in wind tunnels. Both studies show how increased turbulence intensity, up to
7%, increases overall drag and this is in agreement with the experiments of Howell et al.
[33] and Newnham [34]. Plots of drag coefficient distribution, Figure 1.19, show how

the wheels, backlight and bootdeck regions have the largest contribution to this drag

25



increase. Both studies agree that upstream turbulence increases the turbulent mixing
within the separated flow structures, consequently reducing their size and pressure.
This is most noticeable in the wakes of the front and rear wheels, as shown in Figure
1.20, which also shows how this effect is maintained at a typical on-road flow yaw angle

of 6 degrees.

Delta Drag: Body 0.070
Delta Drag: Wheels

Static-noGust-odeg
Static-noGust-6deg
[[ —— Upstream-Turb-0deg
Upstream-Turb-6deg

Delta Cd
Delta Cd
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X[m]

(b) D’Hooge et al. [46]
(a) Gaylard et al. [45]

Figure 1.19: Drag coefficient delta distribution, upstream turbulence (7%) minus no

turbulence.

No Turbulence, 0 deg No Turbulence, 6 deg

Figure 1.20: Isosurfaces of total pressure for yaw and upstream turbulence from

D’Hooge et al. [46].

In addition to the impact on drag, high turbulence intensities are associated with cabin

noise. Oettle et al. [47, 48, 49], Lawson et al. [21, 50] and Lindener et al. [51] have
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published comprehensive results quantifying the effects of on-road turbulent flow on
window surface pressures and cabin noise, with measurements taken from on road and
wind tunnel tests. Most recently, Kounenis et al. [52] built on this work and showed
how the introduction of turbulence representative of a moderate traffic environment
produced a sound pressure level (SPL) modulation of up to 5dB at various locations
on the driver side glass and 1-2dB at the driver’s position in the cabin. Currently the
effect of on-road conditions on aeroacoustics is a deep concern for aerodynamicists, as

the noise heard in the cabin is often perceived as an indication of the vehicle’s quality.

It is clear that there are a range of methods in simulating typical on-road conditions.
Experimentally, only the most advanced facilities, with active turbulence generation
systems are able to simulate conditions which cover the range of spectral energy en-
countered on the road, whilst the majority of passive systems can only generate the
highest frequencies and lowest energy content. In addition, including realistic shear ef-
fects within a wind tunnel appear to be problematic. Computational simulations offer
a way around this through dynamic boundary conditions. Using both approaches, it
has been shown that typical on-road conditions can lead to increases in vehicle drag
and cabin noise. These effects fall under ‘quality and refinement’ and contribute to
the perceived quality of the vehicle and customer satisfaction, hence for automotive
OEMs, accurately simulating a typical on-road environment is an important stage in a

vehicle’s aerodynamic optimisation.

1.4 Simulating Extreme On-Road Conditions

So far this review has only considered simulating typical on-road turbulence levels;
conditions which impact on a vehicle’s perceived quality. During the development of a
vehicle, it is also important to consider extreme wind conditions such as the 3-second
gust speeds shown in Figure 1.4. Such conditions can influence the vehicle’s handling
and stability, thus requiring a response from the driver. In mild cases, the vehicle
response may be small enough to be classed as a quality and refinement issue, but more
extreme conditions could present a safety risk. Simulating these conditions rather than

testing on-road is highly desired, as it allows control over the test environment and
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removes some of the risks placed on test drivers.

It is generally assumed that a driver will be able to provide an adequate response to
prevent a significant deviation as any lateral or yaw accelerations are sensed, however
this is not always the case. Along with the driver’s ability, the frequency of the gust
plays a large part in actual response of the vehicle. As shown by Wagner and Wiede-
mann [53], within a frequency range of 0.5 Hz to 2 Hz, the driver’s response can amplify
the vehicle’s response. This occurs as the vehicle reactions due to the crosswind and
due to the driver’s steering input approach an in-phase state at around a frequency
of 1.4Hz. For frequencies <0.5 Hz the driver has a positive influence on the vehicle’s
response, whereas at higher frequencies >2Hz, the driver has little to no influence as

the gust has passed before it is felt.

1.4.1 Experimental Simulation

In order to assess the vehicle’s response to such an event, a desired flow disturbance
has to be generated, either naturally or artificially. On road vehicle testing in extreme
gusts is uncommon, due the rarity and risks of such events and hence the controlled
environment of crosswind generators beside test tracks such as Figure 1.21 are a more

appealing alternative.

(a) Crosswind generator at Applus IDIADA,
Barcelona [54] (b) MIRA crosswind generator [55]

Figure 1.21: Examples of crosswind generators.

One of the earliest examples of this type of testing was performed by Klein and Hogue

[56], using the full-scale facility designed by Klein and Jex [57]. A crosswind velocity
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of 15.7m/s (35 mph) and vehicle speed of 22.4 m/s (50 mph) generating a flow yaw angle
of 35° was applied to a collection of five vehicles, with and without a driver’s input.
Similarly, Howell [55] exposed a small Sports Utility Vehicle (SUV) to a severe at
a slightly lower yaw angle. A trifurcated tail pipe attached to the exhaust of a jet
engine generated a wind speed of 14.5m/s, which when combined with a vehicle speed
of 27.8m/s (100km/n), produced a flow yaw angle of approximately 28°. The length
of the gust was measured at ten car lengths, which when combined with the vehicle
speed, corresponds to a disturbance frequency of 0.7 Hz. Although this value falls
within the frequency range where Wagner and Wiedemann [53] showed that a driver
can exaggerate the vehicle response, the tests by Howell [55] were open-loop, with no
driver response. For a two second period after entering the crosswind, the steering
wheel was held fixed. Gyroscopic rate transducers and accelerometers were fitted to
measure the chassis moment rates and lateral acceleration respectively, while course
deviation was measured with a dye trail. After two seconds, the lateral deviation from

a collection of runs fell within a range of 2m to 3 m.

In an attempt to standardise such facilities and testing procedures, an International
Standard ISO 12021:2010 [58] was derived. This standard prescribes a crosswind veloc-
ity of 20m/s and vehicle speed of 27.8 m/s (100 km/n), thus a flow yaw angle of approx-
imately 36° is generated. The minimum length of the gust is required to be at least
15m and preferably more than 25m, whilst the ambient wind speed cannot exceed
3m/s. Following on from the test procedure of Howell [55], the test is open loop with a
fixed steering wheel position. This testing procedure eliminates any variability in the
driver’s response and determines the response as a function of the vehicle’s properties.
Required measurements are wind speed over the length and height of the wind zone
and also lateral deviation, yaw velocity and lateral acceleration of the vehicle. The
downside to this testing procedure is the limited flow field measurements that can be
obtained, which makes it difficult to identify the aerodynamic structures responsible for
the vehicle’s dynamic behaviour. In addition, such tests cannot be performed until the
late stages of prototype development, at which point, significant financial investment

has been placed into the design and any changes are costly.

For these reasons, full scale and model scale wind tunnel tests earlier in the design
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phase are an appealing alternative. In assessing a vehicle’s crosswind sensitivity using
such facilities, it is common practice to simplify the event and obtain the quasi-steady
aerodynamic force and moment values at a range of static flow yaw angles. From the
resulting database, stationary gradients of aerodynamic coefficients can be extracted. In
general, a vehicle is deemed less sensitive to crosswinds, if the yawing moment gradient
is small. This method was used by Stoll et al. [59] to assess the crosswind sensitivity of
estateback and notchback geometries, in which the latter was more sensitive to gusts.
Whilst this may at first appear counterintuitive, it can be traced back to a reduction
in side area, reducing the rear side force and increasing the yawing moment. The
advantage of this method is the convenience of testing, as the majority of wind tunnels
can accommodate yawed models, however as the tests are quasi-steady, any unsteady
effects of the gust passing over the vehicle are ignored and hence an alternative method

is highly desired.

A real world crosswind introduces a time dependent yaw angle profile to the vehicle.
Wind tunnel turntables are also capable of subjecting a vehicle to a time dependent yaw
angle change, however the rotational speed of most turntables is slow in comparison to
the rate of yaw angle change in a real world environment. Even if a turntable was able
to rotate at the desired speed, Watkins et al. [60] showed how the additional angular
velocity of the vehicle as it rotates, results in an inaccurate streamline curvature along
the vehicle’s length. During a simulation of a vehicle leaving a open region of crosswind,
the resultant flow vectors would imply that the rear of the vehicle leaves the gust first.
Hence, simulation using this turntable technique is not correct for gust penetration and

exiting.

One of the earliest methods of correctly capturing this behaviour involved traversing
a vehicle across the width of the working section on a purpose built track, originally
designed by Beauvais [61] and used later by Macklin et al. [20]. This approach, shown
in Figure 1.22, generally requires small scale, simple shaped models to avoid Reynolds
number effects and requires a range of model scales to change the gust length. For

these reasons, this method has received little attention.

Ryan and Dominy [62] introduced an alternative approach in which the model is kept
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Figure 1.22: Wind tunnel track traversing system used by Beauvais [61].

stationary in a conventional wind tunnel, whilst a crosswind jet scans along the model,
as shown in Figure 1.23. This is achieved with a secondary tunnel placed at a 30°
angle to the axis of the main working section. The model is gradually exposed to
the secondary flow through a moving belt with variable aperture or in an updated
configuration, an actuated shutter mechanism [63, 64]. More recently, Volpe et al.
[65, 66] used this experimental approach coupled with particle image velocimetry (PIV)
apparatus to identify the flow structures present during a crosswind event. Although
this method removes the gust length restrictions imposed by the track method, it is
accompanied by unwanted undershoots and overshoots in the generated flow yaw angle
due to mixing effects between the main and auxiliary flows on opening and closing of

the shutters.
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Figure 1.23: Wind tunnel facilities with additional crosswind jet.

Simulating the impact of gusts on a vehicle’s response is a straightforward process when
using track testing and crosswind generators as it places the real vehicle in the presence
of the gust and allows it to respond. However, in a wind tunnel environment, behaviours
of the vehicle such as lateral deviation and yaw angle change are not simulated as the
vehicle is fixed in the working section. Therefore, when using these facilities, the effect
of the vehicle’s response on the aerodynamic is ignored. In order to obtain a prediction
of the vehicle’s dynamic response, the aerodynamic loadings are given to a vehicle
handling model after the tests have taken place, in a one-way coupled manner. This
input can be obtained from a set of quasi-steady simulations of a vehicle at a range
of yaw angles interpolated over the crosswind profile, or from a transient history of
aerodynamic loads from a single test, however there is still an underlining flaw in this
one way coupled approach. The positional change of the vehicle during the event is
not accounted for in the aerodynamics. For example, it can be predicted that in the
presence of a crosswind a vehicle will yaw, with the front of the vehicle moving with
the direction of the gust. As shown by Figure 1.7, for a gust which initially acts
perpendicularly to the path, the additional yaw angle of the vehicle will reduce the
resultant flow yaw angle. For large vehicle yaw angles, the reductions in the resultant
flow yaw angle may be large enough to significantly alter the flow structures around
the vehicle and impact the aerodynamic loads and consequently, the vehicle’s response.

This fully coupled system describes the real world interaction that takes place on the
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road.

The methods of assessing vehicle response resulting from aerodynamic inputs are sum-
marised as follows, where static refers to the one-way coupled methods and dynamic

the fully coupled:

e Quasi-Steady Static Coupling - A database of steady state simulations at a range
of yaw angles, with interpolated aerodynamic forces and moments over the gust

length used as handling model inputs.

e Unsteady Static Coupling - A transient history of aerodynamic forces and mo-

ments over a static model used as handling model inputs.

e Unsteady Dynamic Coupling - A system where aerodynamic forces/moments and

positional data are being exchanged simultaneously.

1.4.2 Computational Simulation

An alternative to physical testing is CFD simulation. As already discussed, this simu-
lation method removes many of the restrictions imposed by physical testing, through
dynamic boundary conditions capable of replicating the unsteady environment. In a
similar fashion to experimental tests, it is possible to assess the vehicle’s response to
an extreme gust using the one-way coupled methods previously mentioned, but im-
portantly, it is possible to simulate the fully coupled approach due dynamic meshing
methods that allow for large motions of geometries during a simulation. Over the
last ten years, research in this area has been lead by Tsubokura, Nakashima et al.
[67, 68, 69, 70, 71, 72] with emphasis on heavy duty trucks, which due to their large

lateral area and extreme weight variations make them highly susceptible to crosswinds.

In one of their first studies, Tsubokura et al. [67] assessed the computational methods
that are capable of implementing the three coupled approaches using simplified two
dimensional simulations. Quasi-steady static coupling to a simplified two-equation, two
degree of freedom handling model was performed using a step input, formed from the

aerodynamic side force and yaw moment at a steady-state flow yaw angle. The vehicle
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response was then compared to that obtained using the unsteady dynamic method.
This fully-coupled method included the motion of the vehicle in the CFD simulation
via the overset grid or Chimera method [73], a dynamic grid method which uses a
sub-grid around the vehicle and moves through the main grid and crosswind region,
as shown in Figure 1.24. Hence by running the aerodynamic and handling simulations
simultaneously, the vehicle’s position could be updated continuously, giving the most
accurate replication of the on-road event. The results of the quasi-steady approach
showed a large time delay in lateral displacement and vehicle yaw angle responses
when compared to the fully-coupled approach, suggesting that the gust penetration
behaviour is not accurately captured using this approach. Later, this was confirmed
by Nakashima et al. [68] who showed that the quasi-steady aerodynamic response was
unable to capture an unsteady overshoot and undershoot of the aerodynamic yawing
moment, formed as a the vehicle is gradually exposed to the gust along its length, when

entering and exiting (>30° flow yaw angle).
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Figure 1.24: Overset model used for unsteady-dynamic coupling by Tsubokura et al.

[67).

However, there are certain conditions, as shown by Hucho and Emmelmann [74] and
Nakashima et al. [68], where long, shallow gust gradients in relation to the vehicle
length and small flow yaw angles <10°, may bring about a quasi-steady behaviour of

the yaw moment, hence justifying the use of this coupling method.

The overset grid method employed in the fully coupled, unsteady dynamic approach
used by Tsubokura et al. [67] has the disadvantage of requiring a long fluid domain,

equal to the simulated distance of the vehicle motion, and thus is computationally
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expensive. Tsubokura et al. [67] suggested two alternative methods: a turntable model
and convective crosswind model as shown in Figure 1.25. In the turntable model,
a yawing motion of the vehicle is used to reproduce the transient flow yaw angle.
However, as already shown by Watkins et al. [60], this method fails to capture the
correct penetration and exiting behaviour and thus is not correct for this application.
On the other hand, in the convective crosswind model, a band of crossflow is convected
downstream with the main flow and passes over a fixed vehicle and this is the most
common method of computationally simulating a crosswind event. Favre [75] used
this method to investigate the effect of substantial crosswind (20° flow yaw angle)
over simple geometries while Hemida and Krajnovic [76] investigated the effect of a
realistic gust profile on a double-deck bus using the approach. This method includes
the effects of the vehicle entering and exiting the crosswind, however since the vehicle
is fixed in the domain it falls under a one-way coupled approach. A comparison of the
turntable and convective crosswind model responses is shown in Figure 1.26, where the
target response is obtained with the fully-coupled, overset method. As anticipated, the
convective crosswind responses follow the target response more accurately, most likely

due to the improvements in flow prediction when the vehicle is at the edges of the gust.
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Figure 1.25: Crosswind models of Tsubokura et al. [67].
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Figure 1.26: Comparison of the predicted response of simplified crosswind models [67].

A fully-coupled, unsteady dynamic approach that does not use the computationally
heavy overset method was applied a few years later by Tsubokura and Nakashima [69]
and Nakashima et al. [72]. The method uses grid-deformation based on the Arbi-
trary Lagrangian-Eulerian (ALE) formulation combined with a moving reference frame
approach to include yaw rotation and lateral translation respectively. Thus these sim-
ulations are classed as having only two degrees of freedom. The effect of an extreme
crosswind (45° flow yaw angle) on a heavy-duty truck is shown in Figure 1.27 and Fig-
ure 1.28 shows the magnitudes of the response and how they compare to those obtained
with the quasi-steady static approach. Consistent with their previous two dimensional
simulations, the quasi-steady static approach is unable to capture the response of the
unsteady dynamic approach, most noticeably in the vehicle yaw angle. Figure 1.28 also
gives an indication of a driver’s steering input, as they attempt to recover from the
course deviation. The quasi-steady approach clearly over predicts the peak steer angle
values and this is responsible for a large over prediction in vehicle yaw angle after the

gust has passed.

Despite their substantial work in this area, Tsubokura, Nakashima et al. fail to make
comparisons between all three coupling methods, hence the necessity of the more com-
putationally expensive unsteady dynamic coupling method cannot be verified. An un-
steady static coupling may be sufficient to capture the response to a crosswind event,

as this method includes the unsteady aerodynamic effects that the vehicle experiences
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Figure 1.27: Snapshots of pressure coefficient and lateral velocity using the unsteady-

dynamic approach [72].
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Figure 1.28: The predicted response of a heavy-duty truck to an extreme crosswind

using the fully coupled 2DOF approach [72].
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at the edges of the gust. In addition there is evidence in the force and moment histories
of Nakashima et al. [70] to suggest that the aerodynamic rolling moment and lift force
have a sizeable impact on the vehicle’s response. Thus a fully coupled 6DOF simula-
tion that includes rotation and translation about all three axes may yield a different

outcome.

1.5 Summary

It has been shown that the environment through which a vehicle travels is unsteady.
Shear and turbulence in the natural wind result in a time and position dependent
velocity distribution over the vehicle, the effects of which cannot always be investigated
using a wind tunnel. Disturbances to the smooth flow generated by such a facility can
be introduced, but only the most sophisticated can reproduce the full range of energy
spectra values typically experienced on the road. For this reason, the effect of turbulence
on road vehicle aerodynamics has received much more attention than the effect of shear

and the influence of the two combined appears to be unknown.

In addition to typical wind conditions, the understanding of a vehicle’s behaviour during
extreme crosswind events is important from a safety perspective and testing of such
events is limited to test-track crosswind generators and prototype vehicles. Simulating
the correct behaviour in a wind tunnel is fundamentally flawed as the vehicle remains
fixed in position and is unable to dynamically respond to the gust. This implies that
the vehicle remains on a constant trajectory through the gust and does not deviate.
Changes to a vehicle’s position and orientation whilst immersed in the highly yawed
flow will produce variations to the aerodynamic loads, which in turn can influence the
dynamics in a closed loop cycle. However, it is common for this effect to be ignored,
and a vehicle’s response is predicted in a one-way coupled manner using quasi-steady
loads or unsteady loads produced by scanning a lateral velocity along the vehicle using

a secondary tunnel.

Computational simulation removes many of the restrictions imposed by physical ex-

periment, with time dependent inlet boundary conditions and dynamic grid methods
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that allow geometries to move within a fluid domain. Such simulations, referred to as
fully-coupled, unsteady dynamic, have been performed previously, but considering mo-
tion in only two degrees of freedom (lateral translation and yaw rotation) whilst there
are several dynamic grid approaches that can be applied to model this motion. With
the continual improvement in computational performance, the impact of such methods
on accuracy and run times is constantly evolving. Finally, the need for such complex
simulations is yet to be determined. Previous work suggests that a one-way coupled
approach tends to over predict the values of deviation, but this research has focused
heavily on large trucks, rather than typical family sized passenger vehicles. Due to the
substantial reduction in lateral area, the variation in vehicle response may be minimal

and thus a one-way coupled approach may be sufficient.
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1.6 Obijectives

The aim of this work is to design, implement and evaluate a fully-coupled, six degree of

freedom system, of a vehicle’s aerodynamics and dynamics. In particular, this system

will be applied to the simulation of a severe crosswind.

In order to achieve this, there are several objectives that need to be fulfilled.

40

Determine a suitable numerical methodology and turbulence model for accurate
prediction of the flow around a road vehicle geometry. This is crucial as the
aerodynamics and resulting loadings on the vehicle can have a large impact on

handling properties.

Evaluate and determine the most suitable methods of including moving geometry
within a CFD simulation. This will allow any dynamic vehicle motions such as
ride height, roll angle and global position changes to be included in the aerody-

namics simulation.

Design the coupling mechanism, in particular the method of communication be-

tween the CFD code and the handling model.

Investigate the importance of shear and turbulence in the natural wind on a
vehicle’s aerodynamics. This will help to determine if such conditions will have
significant impact on vehicle handling and need to be included in the fully-coupled

simulations.

Implement the fully coupled system using a severe crosswind test case and eval-

uate the fully-coupled response against the simplified one-way coupled approach.
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2.1 Introduction

In order to determine a best practices for simulation of the flow field around an automo-
tive body, specifically a sports utility vehicle (SUV) geometry, a selection of methodolo-
gies will be assessed for their suitability in reproducing experimental results. Analysis
will focus on wake structure and base pressure predictions which will have a large

impact on the accuracy of the predicted drag value.
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2.2 The Generic SUV Geometry

The Generic SUV model used for these tests was designed by Dr. Daniel Wood, within
the Aeronautical and Automotive Engineering department of Loughborough University
[77]. The design was the result of a thorough analysis of 39 SUVs, from 12 manufac-
turers with model years spanning 1970 to 2011. With 27 characteristic length measure-
ments taken and collated: the vehicle side profiles, normalised by vehicle height, were
overlaid as shown in Figure 2.1a. Geometrical trends over the years were extracted,
such as increasing wheelbase and decreasing sill height and based on extrapolation of

these trends, a 2017 Generic SUV geometry was predicted, as shown in Figure 2.1b.

0.

0.0
x| Hody Herght)

Lo
L L

Mlodel Yenr; 1972 1676 1980 1984 T4EE 1907 1996 DN 200 2008

(a) Overlaid side profile of 39 SUVs (b) Projected 2017 SUV Geometry

Figure 2.1: Design stages of the Generic SUV geometry.

The wind tunnel model is an evolution of this geometry, with modifications to make it
suitable for experimental testing. The final model is shown in Figure 2.2 and features a
steep diffuser of 30° and substantial taper angle of the body’s front overhang along with
radiused edges to promote attached flow. The model was dimensioned in such a way as
to limit solid blockage in the Loughborough University model scale (LUMS) wind tunnel
to approximately 5% which results in an overall model scale size of 25%. An overview
of some of the key geometry dimensions is provided in Table 2.1. The model was
designed to facilitate a number of different configurations, with changes in ride height,
underfloor roughness and with and without wheels. Details of these configurations have
been published by Wood et al. [77], and for this study, the standard configuration with
nominal ride height (65 mm), wheels and no underfloor roughness as shown in Figure

2.2 is used.
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Figure 2.2: Generic SUV wind tunnel model.

Table 2.1: Generic SUV dimensions.

Length (L) 1040mm
Width 410mm
Height 376mm

Wheelbase 650mm

Frontal Area (A) | 0.139m?

Re (L, 40m/s) | 2.85 x 10°

2.3 Experimental Data

The experimental Generic SUV data, used for the purposes of validation, was obtained
by Wood et al. [77] in the LUMS wind tunnel. This wind tunnel is an indraft, low-
turbulence facility, designed to accommodate automotive shapes of up to 1/4 scale at
5% blockage. The novel ‘horseshoe’ design and important dimensions are shown in

Figure 2.3.

The geometry features a bell-mouth intake, settling chamber, contraction of ratio 7.3 : 1

and working section measuring 1.92m X 1.32m in width and height. Flow is guided
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(a) 3D Solid Model of the LUMS wind tunnel  (b) Dimensions of the LUMS wind tunnel

Figure 2.3: The LUMS indraft, low-turbulence wind tunnel [78].

around the 90° corners of the tunnel by vertically mounted turning vanes. A 140kW fan
located downstream of the second corner is capable of driving flow through the working
section at a maximum speed of 45m/s. The contraction section and flow conditioning
screens located in the settling chamber, limits freestream turbulence intensity to 0.15%
in the centre of the working section, as measured by Johl et al. [79, 78]. Corner
fillets originating at the start of the contraction aim to reduce secondary flows while
diverging walls of the working section aim to eliminate any horizontal buoyancy in the
flow. With a model installed, aerodynamic forces and moments can be measured using
a six-component balance, located underneath the working section. Four pins of 8 mm
diameter pass through the working section floor, with a 2 mm clearance ring, to support
the model under each wheel and connect to the balance. This arrangement isolates the
model from the ground but results in a wheel standoff. Transparent side walls in the
working section allow flow field measurements using Particle Image Velocimetry (PIV)
whilst more flow intrusive methods such as hotwire and cobra probe measurements are

COminon.

In the Generic SUV tests, PIV was used by by Wood et al. [77] to obtain two-
dimensional, planar velocity fields along six planes, (three horizontal and two hori-
zontal) in the vehicle’s wake. These planes stretched downstream with a length of ap-
proximately 0.4L and their width, height and position relative to the vehicle is shown
in Figure 2.4. Base and diffuser surface pressure values were recorded using an array
of 75 pressure tappings, 63 on the base and 12 on the diffuser, but due to the scale
of the model and size of the instrumentation located inside the model, tappings were

limited to one half of these surfaces. As a result, experimental surface data is subject to
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interpolation errors and assumes a symmetric base and diffuser pressure distribution.
Finally, the six-component, underfloor, virtual centre balance measured aerodynamic

force and moment data.

Surface pressures and forces were corrected for blockage effects using the MIRA correc-
tion based on continuity, Equations 2.1 and 2.2 where A’ is the ratio of model frontal

area to working cross sectional area (A'=0.056 for the Generic SUV).

1-C
Cpcor =1- (1 _ A/;:)_Q (21)
CDcor - (1 o Al)_2 (22)

u/u: -02 0 02 04 06 08 1 1.2

Figure 2.4: Experimental normalised u velocity on PIV planes.

A fixed ground plane in the tunnel required non-rotating wheels and led to the develop-
ment of a floor boundary layer. No boundary layer reduction devices were employed and

previous measurements in an empty tunnel at model centre have recorded thicknesses
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(699) of around 60mm. Coincidently, this height approximately corresponds to the ride
height of the SUV, hence the flow in the underbody region will be strongly influenced
by this tunnel boundary layer. Wheels were not in contact with the ground, which
ensures balance measurements were not influenced by any grounding of the model. All
wheels feature a flat on the tyre surface to simulate a typical contact patch and rested
on pins, leaving a 4 mm clearance between the wheel and the ground, as shown in Fig-

ure 2.5.

J

Figure 2.5: 4mm clearance between wheel and floor of the LUMS wind tunnel.

2.4 Computational Domain and Grid Generation

A simplification of the LUMS geometry is used to define the outer boundary of the
computational domain. The complete indraft loop is not modelled, but is extended
downstream from the end of the first diffuser with uniform cross-section, as shown
in Figure 2.6. It is assumed that this simplification does not affect the flow within
the working section and also avoids the 3D modelling of the corner turning vanes.
The bell-mouth at the inlet of the tunnel has also been removed and the inlet of the
computational domain is taken from the location of the final flow conditioning screen
within the settling chamber, 0.20 m upstream of the contraction. The SUV body is

located at the centre of working section replicating the experimental setup.

On the SUV’s surface, triangles are limited to a size of 1 mm (0.001L) to help maintain
curvature and prevent any unphysical flow separation. Figure 2.7 shows the surface
elements around one of the front wheels where due to the high curvature of the geometry

and high flow velocity this may be an issue. The pins on which the model rests are 8 mm
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Figure 2.7
functions. Thus the thickness of the near wall layer for the SUV surfaces is set to ensure

In the simulations, the SUV boundary layers are resolved and not modelled using wall
a non-dimensional near wall spacing y©= < 1. Eleven additional layers of

increasing

ons.

elements, shown in Figure 2.8b. It is not practical to resolve the boundary layers along
the tunnel walls due to the large surface area and significant amount of cells that would
result, thus a near wall grid of y* > 30 is used and the velocity gradient at the walls is
Five refinement regions are added around the SUV where cells halve in size between

thickness ensure even blending into the adjacent, 1 mm isotropic, hexahedral, core grid
The hexahedral volume elements in the core grid are set using a dimension of 16 mm.

modelled using wall funct
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each refinement region from 16 mm to 1 mm (0.015L to 0.001L) elements. Downstream
and within the first diffuser, elements are allowed to grow up to a size of 64 mm. The

total number of volume elements for the complete domain is approximately 74 x 106.

|
m
He
SE
{

(a) Vertical, axial cut through volume (b) Prism layers on SUV surface

T

i

(c) Vertical, transverse cut through volume (d) Refinement around SUV

Figure 2.8: SUV volume grid.

2.5 Numerical Approach

Three methodologies are assessed for their suitability in predicting the experimental
flow field. A single steady-state Reynolds-Averaged Navier-Stokes (RANS) method
and two unsteady methods: unsteady RANS (URANS) and Detached-Eddy simulation
(DES). For all methods, a segregated incompressible finite volume solver is used with a
second order upwind scheme for convection and diffusion terms of the momentum and

turbulence equations.

For the RANS method, turbulence is modelled using the k —w SST model. This model

was developed by Menter [80] with the aim of reducing a high sensitivity to values of
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w in the freestream (a behaviour of the standard k — w model) by switching to a k — €
model outside of the boundary layer. As a result, this model performs wells in strong
pressure gradients and large separated regions, both of which are features of the SUV

flow.

The validity of this model in the flow prediction around automotive bodies has been
shown by Ashton and Revell [81] and Ashton et al. [82]. In their studies, several
RANS turbulence models have been compared for their accuracy in capturing the flow
field around an Ahmed body [83]. This bluff bodied geometry features a large, smooth
vertical base surface as well as a top roof slant which could vary in angle between 25°
and 35°. Thus, inverted, this rear-end is geometrically similar to the Generic SUV
and should exhibit comparable flow separation characteristics. From the wide selection
of RANS turbulence models assessed in their study, the k —w SST turbulence model
provided the most accurate flow prediction of the flow velocity and turbulent kinetic
energy over the top-slant and within the base wake. However the downstream length
of the wake was still significantly over predicted. As the angle of the SUV diffuser is
comparable, it will be interesting to see whether a RANS methodology will perform to

a similar level.

For the URANS method, the k — w SST turbulence model is maintained and time
dependency is introduced with a second order temporal scheme and time-step At =
2.5x107* seconds (or non-dimensional AtU/L = 1x1072). This limits the CFL number
to < 10 throughout the domain. In comparison, the DES simulation is performed using
the Spalart-Allmaras IDDES formulation and to ensure a desired CFL < 1, the non-
dimensional time-step is reduced by an order of magnitude, At = 2.5x 10~° seconds (or
non-dimensional AtU/L =1 x 1073). For both unsteady methods, the simulations are
initialised using the converged RANS predictions to speed up the settling period. The
initial transient is defined as the point at which the backward average of the drag and
lift coefficients stabilises and settles. The flow fields are time averaged from this point
for a period of 1 second or 40 convective flow units (40 x L/U). All simulations are run
using CD-Adpaco’s Star-CCM+ v10.04.009 on 320 2.0GHz Intel E5-2650 processors of
the HPC-Midlands facility,.

49



2.6 Boundary and Inlet Conditions

A velocity inlet and flow outlet are used at the entrance and exit of the domain re-
spectively and no-slip boundary conditions are applied to the tunnel walls. A working
section velocity of 40m/s is desired to mirror the experimental tests. This velocity is
measured by a pitot-static tube located at the end of contraction/start of working sec-
tion, 0.2m below the roof and 0.5 m right of centre. Thus, in order to set appropriate
inlet values, a preliminary calibration study is required. A theoretical law derived by
Batchelor [84] states that the u velocity component through a contraction increases
with the inverse of the contraction ratio. Using this relationship, the flow should enter
the contraction at a velocity of 5.46 m/s, in order to achieve the desired working section
speed. Due to the inclusion of settling chamber upstream of the contraction, it was
found that the actual value defined at the inlet needed to be slightly lower, at a value
of 5.39m/s. An inlet turbulence intensity value of 3% is required to achieve a value of
0.15% at the centre of the empty working section in accordance with the measurements
of Johl [79, 78] and as no turbulence length scale measurements have been taken, an
inlet value based on the aperture of the last flow conditioning screen 1.29 mm, is used.

The set of inlet conditions is given in Table 2.2.

Table 2.2: LUMS inlet conditions.

Velocity (m/s) | Turb. Intensity(%) | Turb. Length Scale (mm)

LUMS Domain 5.39 3 1.29

Using the above inlet conditions, a simulation of an empty working section was per-
formed. For this simulation, the Generic SUV geometry was removed from the domain
along with the five grid refinement regions but the non-dimensional near wall grid
spacing y* > 30 on the tunnel walls was maintained. Figure 2.9a shows the predicted
boundary layer profile on the floor at the centre of an empty working section. Also
shown is the experimental profile measured by Johl [78] at the same location. The
results suggest that the simulation provides a good replication of the boundary layer,
most noticeably in the upper half of the profile. Below 30 mm, a small velocity over-

shoot is present, which shows up greatest in the lowest levels of the boundary layer,
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although this is emphasized due to the coarse resolution of the measured values (a

factor of the physical apparatus size).
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Figure 2.9: Validation of the simulated flow in an empty working section by experiment

values.
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Above the boundary layer and in the freestream, the velocity variation with height at
the centre of the working section is shown in Figure 2.9b, where all values are expressed
as a percentage of the pitot velocity. Again, a good correlation with experiment values
is clear, with the simulation capturing the velocity profile reasonably well. A slight
difference in the values around the core of the working section exists, but this is due to
the limited number of experimental measurements which make up the average velocity
profile. Due to the duration of physically obtaining these measurements, the experi-
ment profile represents an average of only three tests and thus, is heavily weighted by

variations between each test.

Accurate simulation of the wind tunnel flow is crucial for future simulations which use
the LUMS wind tunnel, and the results from this preliminary study give confidence in

the simplified domain, generated grid and chosen boundary and initial conditions.

2.7 Results

Before any flow field comparisons are made between the methodologies, an important
result from the steady state RANS simulation is discussed. The behaviours of the
drag coefficient and momentum and turbulence residuals for the RANS simulation are
shown in Figure 2.10. It can be seen that there is good convergence during the first 750

iterations, however after this point, the solution is unable to settle at a steady state.

The source of these numerical fluctuations can be found by analysing the standard
deviations or root mean squares (RMS) of the pressure and u velocity variables on and
around the SUV, Figure 2.11. Using this method provides a quantitative measure of the
numerical fluctuations in these variables over the last 2000 iterations. It is clear that
the inability to converge to a steady state solution is a result of large fluctuations in the
underbody flow, particularly in the wakes of each wheel, Figure 2.11a. Furthermore, by
analysing the RMS of pressure in Figure 2.11b, the fluctuations in the drag coefficient
can be identified on the shoulders of each wheel, within their housings and on the
diffuser surface. With such large fluctuations, the most sensible method is to average

the flow field over the last 2000 iterations. This data is presented henceforth in Figures
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2.12 and 2.13 for comparison with time-averaged URANS and DES predictions in the

form of coloured contours of u velocity, normalised by the freestream velocity of 40 m/s

and constrained to the PIV planes.
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Figure 2.10: Behaviour of the RANS drag coefficient and residuals.
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Figure 2.11: Standard deviations of velocity and pressure on and around the SUV

over the last 2000 iterations.
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On first inspection, all methodologies appear to predict the wake structure reasonably
well, with arguably, no obvious, large-scale differences in the flow. In order to extract
some of the finer differences, Figure 2.14 shows a selection of overlaid contour levels

from these planes.

— EXP
RANS
-+ URANS
—- DES

— EXP
— RANS
--- URANS
— DES

(c) Z = 0.187 (d) Z =0.318

Figure 2.14: Overlaid normalised u velocity contour levels [77].

All methodologies provide a reasonable prediction of the large recirculating base wake
structure in the centreline plane Y = 0. The overall length of this structure varies
between the methodologies: URANS and RANS over predicting and DES under-
predicting the length, but despite this, the contouring of velocity levels within this

region are fairly consistent with the experiment. Towards the ground, the strength
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of the high velocity flow which exits the underbody and is accelerated by the diffuser
also varies slightly between the methodologies, and are on average, an under predic-
tion of the experiment. There is a much larger variation in the path of this flow and
in fact one may argue that the URANS and RANS methods provide a more accurate
prediction of the direction present in the experiment. On closer inspection through the
flow streamlines of Figure 2.15, it appears that this is coincidental as the RANS and
URANS methodologies both predict a separation bubble over the diffuser surface which
leads to a stronger upwash into the base wake. On the other hand, the DES prediction
shows attached flow in this region and although no experimental measurements in this
region have been taken, evidence of attached diffuser flow can be seen in the contouring

of the experiment results highlighted in Figure 2.12.

As expected, these results are comparable to the Ahmed body simulations of Ashton et
al. [81, 82], who showed that switching from a RANS to a DES methodology provided
a more accurate velocity prediction in the wake. More specifically, DES was shown to
increase the magnitude of turbulent kinetic energy (TKE) in the top-slant shear layer
which led to more turbulent mixing and a shorter recirculation region. The Generic
SUV is similar to the Ahmed body in the rear end geometry, with a vertical base
surface and 30° diffuser comparable to the top-slant. Although no turbulent kinetic
energy values were recorded in the SUV experiments, Figure 2.16 shows the differences
in TKE between URANS and DES predictions over the diffuser surface. The DES
methodology clearly predicts much higher levels of turbulent kinetic energy which is
ultimately responsible for keeping the flow attached over this surface as already shown
in Figure 2.15. These larger energy levels are transported into the base wake which
promotes more turbulent mixing and a shorter base wake, which is consistent with
Ashton et al. [81, 82]. However, in this particular case, the increase in turbulent
kinetic energy is a result of differences in the flow prediction over the rear axle, a
geometric feature not present in the Ahmed body simulations of Ashton et al. [81, 82].
It is unconfirmed whether without the rear axle, the angle of slant alone would effect
the TKE prediction, due to rounding of the diffuser’s bottom edge which is designed

to promote flow attachment.
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Figure 2.15: Streamlines over the rear diffuser in the centreline Y = 0 plane.
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Figure 2.16: Turbulent kinetic energy over the rear diffuser in the centreline Y = 0

plane.
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Moving outboard to the plane inline with the wheels Y = 0.17, the quality of the RANS
and URANS predictions deteriorates in comparison to the DES. A more clearly defined
over prediction in the downstream length of the base wake structure and a weakening of
the strongest recirculation value are features of both the RANS and URANS predictions
and strong indicators to a reduction in turbulent mixing and inability to correctly

resolve the highly unsteady wakes of the rear wheels.

In the lower horizontal plane, the low velocity horseshoe structure is formed due to the
entrainment of the wheel wakes into the base wake. Again, due to the highly unsteady
nature of the flow in this region, the DES methodology outperforms the RANS based
methods in predicting the shape and volume of this structure. A slight asymmetry
in the results suggests that a longer averaging period (> 40 convective flow units) is
required, however, this structure still displays a level of asymmetry in the experimental
results which were averaged over a much longer period (5480 convective flow units).
Thus, due to the length of simulated time required, increasing the averaging period in

an attempt to obtain symmetric results is computationally impractical at present.

On the upper horizontal plane, wake asymmetry is even more clear in the DES pre-
diction, suggesting a large-scale, low frequency bi-stability in the wake. The levels of
recirculation are coherent with the experiment, however the overall shape of the wake
varies towards the tail, with a more rounded shape predicted. Interestingly for the
same averaging period, the URANS prediction does not display the same level of asym-
metry and as a result, the shape of the wake in this plane is more consistent with the

experiment.

In terms of wake structure alone, these comparisons show that a RANS or URANS
methodology is unable to accurately capture the entire experimental wake structure,
generating unwanted flow separation over the diffuser and over predictions in the length
of the base wake. A DES methodology is the preferred choice. By keeping the flow
over the diffuser attached and resolving the highly unsteady flow in the wake of the
rear wheels, the velocity distribution in the base wake more accurately matches the

experimental flow field.

As well as flow velocity within the wake, comparisons of base pressure are performed
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in Figure 2.17, where the pressure coefficient values have been corrected for blockage
using Equation 2.1. It is clear that the move from a RANS to a URANS methodology
does not offer any improvements with both methods over predicting the pressure in
the centre of the base. In comparison, the distribution obtained with DES matches
the experiment much more closely, with pressure values evenly growing up the base
surface. On the diffuser, limited pressure tappings restrict a thorough comparison to
the experiment over the entire surface, however differences between the computational
predictions can be assessed. Behind the wheels, pressure distributions are similar be-
tween all predictions, but towards the centreline, the RANS and URANS separation

bubble is clearly identified by a region of low pressure.

The accuracy of the base pressure prediction has a strong influence on the body’s drag
coefficient. As shown in Table 2.3, the base drag contributes to approximately 46% of
the total drag coefficient. It is important to mention that the experimental base Cp
has been calculated using an area weighted integration from the coarsely distributed
pressure tappings on one half of the base. Thus in order to make a true comparison,
the simulation averages have been calculated in the same fashion, with base pressures
extracted from the same locations rather than using the finer resolution of the surface
grid. In contrast, the total Cp and Cy, values were measured using the underfloor
balance, thus the simulation values represent the sum of both the pressure and shear

force components over all surface elements.

The high qualitative accuracy of the DES base pressure prediction is reflected in the
base drag coefficient value, differing by only 6 counts (1 drag count = 0.001) to the
experiment. For the URANS and RANS predictions, these errors are much larger, 27
and 23 counts respectively. In terms of total Cp error, these values are reduced to 4, 16
and 14 counts respectively, implying an over prediction in drag elsewhere on the SUV.
However without experimental drag evolution data over the body, the source(s) cannot

be identified.

The errors in lift coefficient are consistently large across the methodologies: —104,
—107 and —99 counts for DES, URANS and RANS respectively, with all simulations

predicting a negative lift in contrast to the experiment. The same is true for both front
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Figure 2.17: Base and diffuser pressure coefficient distribution [77].

and rear lift values, with simulations predicting a weaker lift or stronger downforce for
all methodologies. This consistency suggests that there is something in the experiment
setup that is not being correctly simulated. One explanation may involve the standoff
between the wheel and floor of the tunnel and in particular the clearance around the
pins on which the model rests. The pins have diameter of 8 mm, whereas the holes in
the floor have a diameter of 12 mm, leaving a 2 mm clearance around the pin. With the

tunnel running, the pressure difference inside and outside the working section will draw
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flow through the gaps and into the working section. This will lead to an increase in
pressure on the flat of each wheel and an overall increase in lift force. Again, without
experimental pressure data on these surfaces this cannot be confirmed. It would be
possible to investigate this effect computationally by creating additional inlets around
the pins, however as this is an undesirable effect of the experimental facility and not
representative of the on-road interaction between a wheel and the ground, no resources

have been invested in exploring this.

Table 2.3: Averaged force coefficients.

Exp DES | URANS | RANS
Base Cp | 0.203 0.197 0.176 0.180

Cp 0.445 0.441 0.429 0.431
Cr 0.041 | —0.063 | —0.066 | —0.058
Cry 0.194 0.133 0.120 0.115

Crg —-0.153 | —0.196 | —0.186 | —0.173

A comparison of the computational resources required for the three simulations used
in this study is shown in Table 2.4. The high cost of running a DES simulation in
comparison to RANS or even URANS is clear. In order to obtain a converged and
equally averaged solution, the time taken to run a DES simulation in comparison to
RANS and URANS is increased by a factor of approximately 35 and 9 times respectively.
Therefore it is reasonable to suggest that if computational resources are limited, a
URANS methodology can be used to provide an initial, economical flow field prediction.
However as shown by the flow field comparisons, a DES methodology should always be
used where possible to provide the most accurate representation of the experimental

flow.
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Table 2.4: Computational costs and run times.

RANS | URANS DES
Computational time step At (s) - 2.5x107* | 2.5 x 107
Wall clock time per iteration or At (s) 3.00 12.03 10.49
Simulated time averaging window (s) - 1 1
Number of iterations or At in averaging window | 2,000 4,000 40,000
Wall clock time for averaging window (s) 6,008 48,095 419, 600
Total number of iterations or At 5,000 5,000 50,000
Total wall clock time (s) 15,021 60, 150 524, 500
Speed up factor from DES 34.92 8.72 1

2.8 Summary

This study has shown that a RANS methodology is unsuitable for the simulation of
wind tunnel flow around a Generic SUV geometry. Large numerical fluctuations due to
the wheel wakes and their interactions with the body prevent a converged steady-state
solution. As a result, an unphysical average over solver iterations was generated in
an attempt to remove the fluctuations from the final solution. Despite this averaging,
there were large differences to the experiment flow, with separation over the diffuser, re-
ductions in turbulent mixing, and an overall longer base wake. A URANS methodology
introduced a meaningful time dependency into the solver but offered no improvement
in accuracy to the final time-averaged flow field. A DES methodology is the preferred
choice as this approach was capable of matching the attached experiment diffuser flow

and resolving the highly unsteady flow in the wake of the rear wheels.

The respective accuracies of the flow field predictions were reflected in the base pressure
distributions and force coefficient values. The base drag coefficient differed by only 6
counts to the experiment compared to 16 and 14 counts for the two RANS based
methods. All lift coefficient values were under predicted, regardless of the methodology.
This suggested that the experiment setup was not correctly simulated and a theory
concerning the clearance around the balance pins and standoff between the wheels and

ground was proposed.
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In terms of computational expense, the DES methodology added significant cost to the
simulation. The RANS prediction was obtained in approximately 1/35" of the time
and URANS 1/9'". Tt was suggested that a URANS methodology could be used to
provide an economical flow field prediction should computational resources be limited,

however where possible, a DES methodology should always be used.
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3.1 Introduction

In determining a suitable technique of including geometry motion within a computa-
tional fluid domain, simulation of an oscillating Davis model is performed. In particular,
the simulation will recreate the experimental tests performed by Baden-Fuller [85]. The
advantages of this particular test case are the simplicity of the model and an existing
strong understanding of the specific flow topology [86, 87]. As a result, any differences
that may exist in the choice of motion technique should be clearly identifiable and not,

as may be the case with a more detailed and realistic geometry, lost in the complexity

of the flow.



3.2 A Review of Motion Techniques

Including motion of geometry within an automotive CFD simulation is becoming a more
common occurrence, driven primarily by concerns regarding correct wheel simulation.
The difference in flow physics between static and rotating wheels and the contribution
to overall vehicle drag has been shown comprehensively over the years [88, 89, 90, 91].
As a result, this has been recognised by the ‘United Nations Economic Commission
for Europe’ (UNECE) in their ‘Worldwide Harmonised Light Vehicles Test Procedure’
(WLTP), which states that for determination of vehicle road load for use in emissions
calculations, the aerodynamic drag obtained using wind tunnel facilities shall incor-
porate rotating wheels and a moving ground. For this reason, the inclusion of wheel
rotation in experiment will become standard practice for automotive OEMs, and the
importance of being able to move geometry within computational simulation will be

magnified.

The most straightforward method of including wheel rotation in CFD simulation is via
traditional boundary conditions, where rotating surfaces are described by imposing a
rotational velocity as a wall boundary condition. For a surface of revolution such as
a solid, cylindrical wheel this boundary condition is exact as shown in Figure 3.1, but
for realistic wheel designs, it does not accurately reproduce the effect of rotation. In
particular, the transient changes in pressure distribution and mass flow through the
wheel caused by the rotation of the wheel are neglected [92]. Thus the rotating wall
boundary condition cannot be used with confidence to investigate key aspects of wheel
design [93]. In spite of this, studies that do use the rotating wall boundary condition
show reasonable validation results for overall vehicle force values and because of this,

the method is commonly used despite the inaccuracies in flow physics, [94, 95, 96, 97].

An alternative and more commonly used method is the Moving Reference Frame (MRF)
approach [91, 98, 99, 100, 101]. This approach requires the definition of an ‘MRF
region’ around the rotating component, in which an artificial momentum is added to
the flow without physically moving the solid or mesh elements . At the interface, flow

properties are directly translated from the rotating to the stationary regions however,
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Velocity: Magnitude (m/s)
0.0 8.0 16.0 24.0 32.0 40.0

Figure 3.1: An example of the rotating wall boundary condition on a simplified wheel.

as flow within the MRF region is quasi-steady, any transient effects of the rotation are
not translated across the interface. The size of the MRF region for which momentum
is applied should ideally only include those fluid elements which are swept through
by the rotating geometry. If the region is too large, an excessive amount of angular
momentum will be added to the flow, creating unphysical results in the flow field [100].
For this reason, a popular method of employment is to model the rotation of the wheel
hub using the MRF approach and to use a rotating wall boundary condition on the tyre
surface. An example of this technique is shown in Figure 3.2a and has been performed

by Waschle [91] and Landstrom et al. [98, 102] amongst others.

The MRF approach is generally considered to provide a good approximation of wheel
rotation however, one should bear in mind that as the wheel is not physically rotating
in the MRF, the positioning of the spokes can have a critical impact of the resulting
flow field [103]. A way of resolving this issue is the addition of mixing planes at the
interfaces to average the properties of the flow circumferentially, however this adds to
the cost of the simulation and still does not account for any transient wake effects

resulting from the rotation.

In order to include these transient effects, a sliding mesh approach can be employed
within an unsteady simulation. When using this approach, a sliding mesh region is

defined in a similar fashion to the MRF region as shown in Figure 3.2b, however unlike
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- MRF volume

(a) A moving reference frame (MRF) volume (b) A sliding mesh region defined around the

defined around the wheel hub [98] wheel hub [92]

Figure 3.2: Methods of simulating wheel hub rotation.

the MRF, all geometry and mesh elements within the region physically rotate. Thus,
for every time-step, the location of the wheel’s spokes are changing and flow is allowed
to move through the sliding mesh while subject to the highly transient effects of the
rotating geometry. An advantage of this approach is the versatility in its application,
as rotation of non-axisymmetric geometry can be simulated. Conversely the approach

comes with the added cost of running an unsteady simulation.

A number of comparison studies have shown an improvement in flow field accuracy
when using the sliding mesh approach rather than the MRF and rotating wall methods,
[92, 97, 103, 104]. Kandasamy et al. [97] showed a greater accuracy in predicting
aerodynamic force coefficients for a collection of vehicle rear end variants ranging from
estateback to fastback and a selection of these results are shown in Figure 3.3. Across
the majority of designs, errors in the drag coefficient appear higher for both rotating
wall and MRF with a maximum error of 5% in both cases, compared to a value of
2% for the sliding mesh. The errors in lift coefficient are even more conclusive with

consistently smaller deltas using the sliding mesh approach across all rear end designs.

The application of these approaches in automotive aerodynamics simulations is not
restricted to wheel rotation; other dynamic motions of road vehicles can be simulated
using these methods. One example where the sliding mesh approach is directly applica-

ble is for simulation of vehicle yawing motions. This has been shown by Tsubokura et
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al. [105], Theissen [23] and Wojciak [22] in reproduction of dynamic yawing motion of a
vehicle on a wind tunnel turntable. With a sliding mesh region enclosing the complete
vehicle geometry as shown in Figure 3.4, rotation about the yaw axis can easily be

achieved.

I Expermental Results (AWK} | I PowerFLOW (Sliding Mesh} I | PowerFLOW {Rotating Wall} | l PowerFLOW (MRF}
m m
(F)(b2Y) FE-1 (FE-1) - (Bp) FE-1 (FE-1) - (Bxp) FE1 (FE-1)- (Bp)
Rear Ends Rear End Deltas Base Absolute Error Base Absolute Error Base Absolute Error
A,B,CD
and variants
* 1.000 0.000 0.996 -0.004 1.000 0.000 1.011 0.011
A-1 Base ﬁ CLF*| 0.004 0.000 0.000 -0.004 -0.023 0027 -0.011 0.015
CLR*| 0.013 0.000 0.011 -0.002 -0.005 -0.018 0.001 -0.012
': * 1.151 0.000 1.129 <0.022 1.118 0033
= B-1 Base CLF* -0.052 0.000 -0.048 0.004 -0.071 -0.019
@ CLR* -0.046 0.000 -0.048 -0.002 -0.049 -0.003
c* 1.008 0.000 1.004 -0.004 1.008 0.000 1.027 0.019
1 Base CLF* -0.026 0.000 -0.025 0.001 -0.047 0021 -0.032 -0.006
CLR*| 0.044 0.000 0.051 0.007 0.034 -0.010 0.043 -0.001
Trunk * 1.019 0011 1.008 -0.011 1.011 -0.008
2 R0 CLF* -0.027 -0.001 -0.025 0.002 -0.045 -0.018
CLR* 0.012 -0.032 0.021 0.009 0.010 -0.002
Trunk edpe * 1.095 0.087 1.091 -0.004 1.129 0034 1144 0.049
3 ro\:mdedg CLF* -0.027 -0.001 -0.022 0.005 -0.045 -0.018 -0.031 -0.004
CLR* 0.159 0a1s 0.145 -0.014 0.134 0025 0.146 0013
Roof edge w* 1.038 0.030 1.034 -0.004 1.057 0.019
ca — d:d 100 mm CLF* -0.031 -0.005 -0.030 0.001 -0.049 -0.018
CLR* 0.073 0.029 0.070 -0.003 0.061 -0.012
f c* 1.042 0.000 1.038 -0.004 1.091 0.049 1.084 0.042
D-1 Base % CLF* -0.004 0.000 0.002 0.006 -0.020 -0.016 -0.011 -0.007
CLR*| 0.122 0.000 0.126 0.004 0.108 -0.014 0.111 -0.011

Figure 3.3: Effect of motion technique for rotating wheel simulation [97].
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Figure 3.4: Sliding mesh boundary conditions of Wojciak [22]
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Motion relative to other objects, such as overtaking manoeuvres can also be performed
using the sliding mesh approach [106, 107, 108]. However, in order to fix the domain
dimensions whilst keeping the desired level of grid refinement around the moving ve-
hicle, grid deformation is commonly used in addition to the sliding mesh. Figure 3.5
shows how when using this approach, the domain is initially split longitudinally into
two sections: a static region on one side of the domain containing the overtaken vehi-
cle, and a sliding mesh region on the other side containing the overtaking vehicle. The
sliding mesh is then split into three sections. A region of constant size fixes the grid
refinement around the vehicle, which is bookended by two regions in which the grid
elements are allowed to deform, stretching and shrinking accordingly to account for the
motion of the vehicle along the domain. This type of motion would not be possible
with the sliding mesh technique alone, as the inlet and outlet boundaries on either side

of the sliding interface would no longer coincide.

Figure 3.5: Dynamic grid technique to simulation overtaking [106].

All the motions discussed so far have only one degree of freedom: rotation about a
single axis or translation along a fixed path. For more complex motions, the use of the
techniques discussed so far is limited. One example is a superposed steering action on
top of wheel rotation. For the simulation of wheel rotation, it has been shown that a
cylindrical MRF or sliding mesh region can be defined around the wheel hub as this
shape is symmetrical about the rotation axis. With the addition of steering motion,
this shape is no longer appropriate as a symmetrical region about both the rotation and
steering axes is required (a sphere). In addition this region can no longer only surround

the central hub and has to expand to also enclose the tyre surface as both the hub and
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tyre undergo the steering motion. However, due to the contact with the ground and
the close proximity of the chassis, a shape with these symmetrical properties is not

possible and thus the use of the MRF and sliding mesh approaches is limited.

A second motion with more that one degree of freedom is body movement on a sus-
pension system, with potential motions including pitch, roll and heave. Again the
limitations of the MRF and sliding mesh approaches are exposed due to the close prox-
imity of the wheels and ground. In other industries such as aerospace and marine, this
is not an issue as the bodies are surrounded by fluid and are located far from external
wall surfaces. Dean et al. [109] and Morton et al. [110] demonstrated this in the

simulation of high speed aircraft manoeuvres containing up to six degrees of freedom.

In order to simulate these complex motions, alternative techniques are required. One
example is grid deformation which is usually coupled with the arbitrary Lagrangian-
Eulerian (ALE) method to handle the motion of the grid vertices. Grid deformation
has already been touched upon in this review for the simulation of overtaking, and was
shown to help remove many of the limitations of the MRF and sliding mesh approaches.
In this approach, volumetric grid elements are able to deform to allow motion of solid
geometry, thus no additional regions need to be defined and the close proximity of
wall boundaries are not an issue. Cheng et al. [111] and Tsubokura et al. [105, 112]
showed how this technique was capable of simulating flow around a vehicle subjected
to a dynamic pitching oscillation. More recently Kawamura and Ogawa [113] combined
pitch and heave, motion in two degrees of freedom, to investigate the effect of unsteady
aerodynamic lift force on vehicle dynamics and Kawakami et al. [114] combined lateral

and yaw motions to investigate the effect on aerodynamic side force and rolling moment.

These studies clearly demonstrate the suitability of the grid deformation technique
for simulation of chassis motions in multiple degrees of freedom, however care has to
taken when employing this method for large scale motions. Excessive grid distortion,
highly skewed elements and negative volume cells are all potential consequences of the
method and can deteriorate the quality of the flow prediction. For this reason, the
grid deformation technique is only suitable for small scale motions unless coupled with

additional methods such as the sliding mesh as shown in simulation of overtaking.
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3.3 Overset Grid Method

The overset grid method was developed by Steger et al. [73] in collaboration with the
NASA Ames Research Center as a means of generating a high quality, structured grid
around complex geometries. By dividing the geometry into several parts, a collection of
individual grids can be patched together, or overlaid to form one single computational
domain with data exchanged between the grids via inter-grid communication methods.
Fittingly, the method is also known as the Chimera approach, named after the legendary

Greek creature that was compounded of incompatible parts.

Over the years, research into the method has been funded due to prominent mission-
critical projects of the NASA Johnson Space Center’s Space Shuttle Program and a
useful review of the internal technology development has been performed by Chan [115].
The earliest application of the structured overset grid method to a real engineering
problem [115], is taken from Buning et al. [116] who adopted the method to perform
ascent analysis of the integrated space shuttle vehicle, in the wake of the 1986 Challenger
accident. As shown in Figure 3.6, individual, high quality grids were generated around
the external tank (ET), solid rocket booster (SRB) and orbiter (ORB) components.
For each grid intersection, a background and overset region was identified and a hole
was cut in the background mesh to accommodate the overset grid. The specific details
of this hole cutting procedure are described in detail shortly and Figure 3.7 shows the

result of the hole cutting procedure on each grid.

VI i

Figure 3.6: Overset grids around an integrated space shuttle vehicle [117].
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It was realised that the overset grid method could also be applied to relative body-
motion simulations, with individual geometry parts moving through the domain. Thus
the hole cutting procedure would take place at every simulation time-step. This re-
alisation initiated studies into separation characteristics of the solid rocket boosters
from the external tank [118] and debris analysis after the Shuttle Columbia accident in
2003 [119]. The success of these simulations has led to higher fidelity simulations with
significantly finer grids and the overall development of six-degree of freedom (6DOF)

multi-body motion capabilities [115].
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(b) ORB Grid

Figure 3.7: Holes cut in the grids around the space shuttle [117].
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In order to describe the steps in implementing the overset grid method, a simple,
two-dimensional example has been created in which a structured overset grid around a
square body sits within a larger background grid. These two grids are shown separately
and overlaid in Figure 3.8. With an overset mesh boundary condition applied to the
outer boundary of the overset region, the hole cutting procedure takes place. There are
variations across codes in the algorithms employed in this step, but generally speaking,
all algorithms determine, for each cell in the background region, wether the cell centroid
lies underneath the overset region. If this is the case, the cell is classed as inactive and
temporarily removed from the background mesh, thus creating a hole, as shown in
Figure 3.9. However to ensure successful inter-grid communication, there is a slight
overlap in the background and overset active cells so that no unwanted holes are left in
the assembled grid. The inactive cells are not permanently deleted from the background
region because should the overset grid move, inactive cells may need to become active

at a later time.

(a) Background Grid (b) Overset Grid

(c) Background and Overset Grids Overlaid

Figure 3.8: A 2D example of background and overset grids.
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Figure 3.9: A 2D example of hole cutting and initialised overset grid.

With a hole cut in the background region, the next step of the overset grid procedure
is acceptor and donor cell search. Acceptor cells (also referred to as ghost cells) are
defined as the first layer of inactive cells adjacent to active cells. Thus, these cells form
a seal around the inactive region of the background grid and active cells of the overset
grid, as shown coloured in red in Figure 3.9. Donor cells, shown in green, are active cells
of the background grid which are overlaid by the overset’s acceptor cells. Between these
two cell types, data transfer takes place. The accuracy of the transfer is determined
by the order of the interpolation scheme used and also the difference in grid element
size between the two regions at this point. For this reason it is recommended that
the background region has additional refinement at the point of intersection with the
overset region. This can have an impact on computational cost especially for moving
geometry, as the background grid refinement will have to be put in place pre-emptively

over the anticipated path of the overset region.

In the automotive industry, examples of the overset grid method are few and far be-

tween. This is surprising as there are several potential applications where this technique
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could be useful. For example, design optimisation studies which require evaluation of
component geometry variations such as the profile or inclination of vehicle’s rear spoiler.
With an overset grid around the spoiler, variations to this geometry can be performed
without the time consuming and expensive task of re-meshing the complete domain for

every design. However, an application of this type could not be found in literature.

Peters et al. [120] applied the structured grid technique to assemble a high quality grid
consisting of 176 individual grids, around the complex shape of the DrivAer fastback
model, shown in Figure 3.10. Surface pressure values obtained using the assembled
grid, agreed reasonably well with results obtained using traditional gridding techniques.
However, a significant drawback and a possible reason for the scarce application of the
method in the automotive industry is the substantial labor time and expertise required

to generate the overset grids, approximately 90 man hours in their study.

(b) Intersection of volume grids between Hood

and Windshield

(a) Overlapping surface grids

Figure 3.10: Structured overset grids used by Peters et al. [120].

For road vehicle body motion simulations, Tsubokura et al. [67] and Carbonne et
al. [121] applied the method to investigate the effect of unsteady aerodynamic forces
due to a crosswind on a vehicle’s path. Although useful, this simple, two-dimensional
test case does not take full advantage of the method’s 6DOF capabilities. Similarly,
Winkler et al. [122] used the overset grid method to study the effect of crosswinds on
a road vehicle, shown in Figure 3.11. The simplified bus geometry used in their study
represents a more realistic on-road problem as the large side area results in a vehicle

more susceptible to this type of event. However, in a similar fashion to Tsubokura et
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al. [67], motion was restricted to the dominant motions, yaw angle rotation and side
translation, thus only two degrees of freedom. Again, the full 6DOF capabilities of the

method were not exploited.

Figure 3.11: Overset grid used by Winkler et al. for evaluation of vehicle behaviour in

a crosswind [122].
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3.4 Experimental Data

The Davis model used in these tests was taken from the original development by Davis
[86]. The geometry features a long front slant, short roof and a sloped 20° backlight.
This fastback shape is more representative of a production vehicle than the more com-
monly used Ahmed body [83], whilst the simple geometric features allows the assess-
ment of more fundamental flow field characteristics. The wind tunnel model was built
to 1/6% scale with a characteristic length L=0.625m, frontal area of 0.036m? and
a blockage factor of approximately 1.4% based on the model frontal area and cross-
sectional area of the LUMS wind tunnel working section. Other important dimensions
such as width (W) and height (H) are provided in Figure 3.13. Baden-Fuller investi-
gated the effect of rounded and square rear pillars but for this study, only the rounded
pillars are used. As a result, all edges were rounded to a radius of 20 mm. The ground

clearance between the model and the floor was set to 40 mm.

160

L cey

60 222

Figure 3.12: Davis model drawing [85].

The experimental tests were performed in the LUMS wind tunnel and were divided into
two sets: static tests of the model at several fixed yaw angles and dynamic tests where
the model was driven in a sinusoidal yaw angle oscillation. For the static tests, the
model was connected to the underfloor balance and turntable of the working section
however, for the dynamic tests, the desired oscillating frequency of 1Hz and amplitude
of £10° was too high for the balance yaw drive, so an oscillating model rig was used.

This rig was an adaptation of the one designed by Mansor [123] in which free oscillation
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of the model, driven by the aerodynamic yaw moment, was performed. The springs
in Mansor’s rig were replaced by an electric motor and crank arm and the model was
connected to the rig using a 20 mm diametre support shaft and low-friction bearings,

as shown in Figure 3.13.

Bearing
Support

Arm

Connecting
Rod

Figure 3.13: Driven oscillation model rig used by Baden-Fuller [85].

The amplitude of the driven oscillation was designed at £10°, however due to flexing
in the motor caused by the inertia of the model, a consistent overshoot in yaw angle
produced an actual amplitude of +11°. The oscillation frequency of 1Hz and wind
speed of 40 m/s corresponds to a reduced frequency of K = 0.098 using the definition
of Sims-Williams [124] shown in Equation 3.1. A 10 second sample of the motion is

shown in Figure 3.14.

Yaw Angle {deg)

“0 1 12 13 14 15 16 17 18 19 20
Time (sec)

Figure 3.14: A sample of the oscillating model motion [85].
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For both sets of tests, two-dimensional, planar velocity fields were recorded using par-

ticle image velocimetry (PIV) on two vertical cross planes parallel to the base of the
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model. These planes were located 0.25L and 0.5L downstream from the base surface.
In addition, surface pressure values were recorded using an array of 241 pressure tap-
pings located symmetrically on both sides of the model and on the backlight and base
surfaces. The exact locations of these tappings are shown in Figure 3.15. As a result, ex-
perimental surface pressure distributions are subject to interpolation errors. Extracted
values of pressure were corrected for the 1.4% blockage using equation 3.2 where A’ is
the ratio of model frontal area to working section cross sectional area (A’=0.0148 for

the Davis body at 0° yaw angle).

G +2AY
Pcor 1+2Al

Figure 3.15: Davis model pressure tapping locations [85].

The tests differed in their measurements of aerodynamic forces and moments. For the
static tests, the six-component, underfloor, virtual centre balance was used. Whereas
for the dynamic tests, the model was not connected to the balance, thus forces and

moments were calculated through an area weighted integration of the surface pressures.

3.5 Computational Domain and Grid Generation

To determine a suitable grid for prediction of the Davis model flow field with reasonable

accuracy, two static tests at yaw angles of 0° and —10° are simulated initially. This is
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then followed by the dynamic tests, using two motion techniques: the sliding mesh and
overset grid methods. For this reason, a total of four computational grids have been

generated.

As the experimental tests took place in the LUMS wind tunnel, the outer domain
generated in the previous SUV case study can be transferred. This simplified geometric
model features the contraction and first diffuser sections and was shown to provide an

excellent replication of the empty working section flow.

For the two static grids, the Davis model is placed at the centre of the turntable at
the appropriate yaw angle. On the surfaces of the model and support shaft, triangular
surface elements are limited to a size of 1mm (0.0017L) in order to maintain the
curvature of the model’s radiused edges, Figure 3.16. As a result, approximately 7 x 10°
elements define the model’s surface and contribute to a total of 1.8 x 10° for the complete

domain.
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Figure 3.16: Davis model surface grid.

Growing outwards from the surface, prism layers are defined to capture the developing
boundary layer. A non-dimensional wall spacing value y* < 1 and 8 prism layers to
a total thickness 1mm (0.0017L) are used to resolve the near wall velocity gradient.
Unlike the SUV case study, wall functions are used on the walls of the tunnel, thus the

near wall spacing value is increased to y™ > 30.

A polyhedral mesher is selected to discretise the fluid volume. A slow expansion rate of

1.2 is chosen to slow the growth of volume element size from the edge of the model prism
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layers, thus keeping a moderate level of refinement around the entire model. Elements
grow up to a maximum volume of approximately 0.001 m? in the bulk of the domain.
Over the rear half of the model, a volumetric control region of fixed 2mm (0.0034L)
diametre elements is added to capture the wake of model with reasonable accuracy.
As shown in Figure 3.17d for the —10° yaw angle grid, the location of the refinement
region is also yawed, thus its location with respect to the vehicle is consistent. Finally,
the grids are subjected to 8 optimization cycles to ensure the highest quality. The total

number of volume elements is approximately 15.7 x 10% for both grids.

(a) Vertical, axial cut through volume (b) Wake Refinement

(c) Horizontal cut through volume, 0° yaw  (d) Horizontal cut through volume, —10° yaw

Figure 3.17: Static Davis model volume grid.

For the first dynamic grid using the sliding mesh approach, the domain is split into
two separate regions. A cylinder is defined around the Davis model with the same
diameter of the wind tunnel turntable 1.6m and a chosen height of 0.4m (2.5H).
This cylindrical region is then subtracted from the LUMS domain to generate a new
‘background’ domain. At the intersection of the background and sliding mesh regions,
an in-place internal interface is created to allow data transfer between the to regions. To
maintain accuracy of this transfer, a similar element size on the interface is set in both
the sliding and background mesh regions. The resulting total number of volumetric

elements is approximately 16 x 10% with 10 x 10° in the sliding mesh region and 6 x 10°
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in the background. The two regions are shown in Figure 3.18.

(a) Vertical, axial cut through sliding mesh (b) Vertical, axial cut through background

region region

(c) Horizontal cut through sliding mesh region (d) Horizontal cut through background region

Figure 3.18: Sliding mesh volume grid.

For the overset approach, the same cylindrical region can be used as the overset grid
however, the background grid is different. No subtraction takes place, and the back-
ground grid simply takes the form of the empty LUMS domain. As shown in Figures
3.19 and 3.20, additional refinement is required in the background region in the volume
where the overset grid lays, in order to maintain accuracy of the inter-grid communica-
tion. As a result, the number of elements in the background grid increases to 6.4 x 10°

and the total number to 16.4 x 10°.
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Overset Cell Type
10 00 10

(a) Background (b) Overset

Overset Cell Type

1.0

Overset Cell Type 0 2.0
1.0

-1.0 0. 3.0

(c) Background (d) Overset

Figure 3.20: Overset grids: -1: inactive, 0: active, 1: donor, 2: active (intermediate

cell layer used by the hole cutting process), 3: acceptor.
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3.6 Numerical Approach and Boundary Conditions

As intended, the numerical approach and boundary conditions follow on from the results
of the first SUV case study. The IDDES formulation of the Spalart-Allmaras Detached
Eddy turbulence model is selected, alongside a second order temporal scheme with a
time-step of At = 2.5 x 107° seconds (non-dimensional AtU/L = 1.6 x 1073). This

limits the CFL number to < 1 in the smallest wake elements.

A DES method is usually applied to much finer grids with a total number of elements
closer to 100 x 10%, however a grid containing this level of refinement is impractical
due to current computational resources and the simulated time required to capture
several periods of the model’s oscillation. In a thorough evaluation of computational
methods for the simulation of flow around an Ahmed body, Ashton and Revell [81]
obtained reasonable results using a DES methodology on a grid of similar size. The
main shortcoming of their approach was a slight under prediction of the turbulent
kinetic energy in the initial separated shear layer of the 25° rear slant. This led to
a reduction of turbulent mixing in the wake and ultimately an over prediction of the
downstream wake length. This may be a similar issue for the Davis model which

features a comparable 20° rear slant.

For the static cases, simulations were initialized using a steady state RANS solver before
switching to DES for 10 convective flow units (10 x L/U) to allow the flow to settle.
This was followed by an averaging period of 40 convective flow units (0.625 seconds).
Similarly, the dynamic simulations were initialized at a fixed 0° yaw angle using the
same procedure. After this, the model was allowed to oscillate at the same rate as the

experiment for a total of two time periods (2 seconds).

An inlet velocity of 5.39 m/s and turbulence intensity of 3% provides values of 40 m/s and
0.15% respectively in the working section. As shown in Case Study 1, at the model’s
location in the tunnel, these boundary conditions also provide an accurate replication
of the boundary layers formed over the tunnel walls and the velocity variation over
the total height of the working section. Baden-Fuller [85] found that the model was

insensitive to Reynolds number effects above a critical value of 1.3 x 10° based on model
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length L. Hence these tests were performed at a Reynolds number of 1.7 x 106.

3.7 Results - Static Tests

The results of the two static tests at 0° and —10° yaw are presented first. A comparison
of the wake flow field at 0° yaw angle in the two PIV planes located at 0.25L and 0.5L
downstream of the model are presented in Figure 3.21. The colouring of the contours
indicates values of the in-plane velocity magnitude (v and w velocity components) and
are expressed as a percentage of of the onset velocity (40m/s). In addition, in-plane
velocity vectors are overlaid on top of the contours to show the direction of the flow as

well as its strength.

For the 0° yaw angle at 0.25L, the computational results are in good agreement with
the experiment, with an accurate prediction of the location and strength of the two
counter-rotating vortices which dominate the wake flow. This accuracy is maintained
downstream as indicated by the high similarity between results in the 0.5L plane. One
noticeable difference between the results is the slight asymmetry in the experimental
flow field. This is especially interesting given the difference in averaging windows: the
computational results represent an average of 0.625 seconds or 40 convective flow units
whereas the experimental PIV measurements represent a much longer average of almost
300 seconds or 19,200 convective flow units. This suggests that the experimental asym-
metry is a consequence of yawed onset flow conditions or imperfections in the model
which have not been included in the simulation. This is consistent with the Generic
SUV experimental results shown in Case Study 1 which also displayed an asymmetric,
yawed flow field at 0° yaw angle for a similarly long averaging window and the results
of Pavia et al. [125] and Perry et al. [126] who showed, that a simplified square-back

vehicle exhibited a long-period bi-stability in the flow using the same facility,.

This experimental asymmetry is maintained in the surface pressure values as shown in
Figure 3.22. A higher pressure at the front lower edge of the body’s right hand side
and asymmetric distribution over the backlight and base surfaces suggest that the onset

flow is slightly yawed with respect to the body. Although the time averaging window

89



In Plane Velocity Magnitude (% of Onset): 0 5 10 15 20 25 30 35 40 45 50

z/H

(a) Simulation 0.25L (b) Simulation 0.5L
0.25L 05
5 2
18 18
16 15
14 1.4
1.2 12
: 0 1
08 NI 08
e
] VL fes
04 IRRIEEEEREEY 3 04
!l
0.2 74 H 02
0 . - . . 0 L L L N
-1 05 1] 05 1 -1 05 0 05 1
(c) Experiment 0.25L [85] (d) Experiment 0.5L [85]

Figure 3.21: Davis model 0° yaw angle PIV planes showing in-plane velocity

magnitude as a percentage of onset velocity (40m/s).

is shorter in comparison to the PIV data, (2048 convective flow units compared to
19,200), the simulated surface distribution is much more symmetric for a considerably

shorter window (only 40 convective flow units).

The coarseness of the experimental pressure tappings and resulting data interpolation
makes comparison to the more detailed distribution and peak regions such as the suc-
tions at the roof edges slightly misleading. For this region a second distribution has
been generated using interpolation of the simulation pressure values extracted only at

the locations of the experimental tappings. Using this to compare to the experiment it
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(c) Experiment [85]

Figure 3.22: Davis model 0° yaw angle surface pressure coefficient.

is clear that the pressure distribution on the sides of the body is predicted well, with
the exception of the slight asymmetry. This has a direct influence on the high accuracy
of the C pillar vortices identified in the PIV planes which are sourced by this flow along
these surfaces. Contrastingly, on the backlight, there are differences in the distribution
most clearly towards the roofline. A U shaped region of lower pressure is predicted in
the simulation which is not present in the experiment. This lower pressure indicates
a much stronger flow separation from the roof’s trailing edge and is clear evidence of
an under prediction of the turbulent kinetic energy in the initial separated backlight
shear layer in agreement with the Ahmed body simulations of Ashton and Revell [81].
The reduction in turbulent mixing keeps the flow separated over the upper portion of
the slant but is contained by the strong C pillar vortices. As a result, the pressure

recovery over the lower half of the backlight is slightly over predicted in strength. The
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anticipated over prediction in wake size as a consequence of the turbulent mixing deficit
as shown by Ashton and Revell [81] is not relevant in this case. As shown in the PIV
planes, the wake is dominated by the C pillar vortices, which due to the longer back-
light, are much stronger in comparison to those present in the Ahmed body flow and

hence control the size and structure of the wake.

The large differences in backlight surface pressure distribution are not reflected in the
force coefficients. Table 3.1 presents the force coefficients calculated from an area
weighted integration of the surface pressures at the pressure tapping locations. The
simulation backlight lift and drag contributions differ to experiment by 7 and 16 counts
respectively. This is a useful example of how reliance on force coefficient comparisons
can be misleading. The large differences, specifically the stronger suction towards the
top of the backlight and the over prediction in pressure recovery towards the lower edge

appear to balance out in the area weighted average.

On the base surface, the pressure distributions appear significantly different with much
lower pressures found in the experiment. The effect of using coarsely distributed pres-
sure tappings (only six tappings on the base surface) is evident by comparing the two
simulation distributions. The reasonable level of symmetry seen in the full simulation
data is lost in the coarse interpolation procedure, implying an unphysical asymmetric
nature of the flow and this may also be the case with the experiment results. There
appears to be an disproportionate difference in the drag coefficient values, however,
it is believed that the experimental value reported by Baden-Fuller is incorrect by an

order of magnitude based on an interpreted average pressure value on the base surface.

Table 3.1: Force coeflicients at 0° yaw angle, calculated from integration of surface

pressures at tapping locations.

Experiment [85] | Simulation
Backlight Lift 0.254 0.247
Backlight Drag 0.092 0.108
Base Drag 0.009 0.110
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At —10° yaw angle, an A pillar leeward vortex is formed in addition to the two C pillar
trailing vortices. These three vortices are identifiable in the velocity fields shown in
Figure 3.23. The locations and strengths of the two trailing vortices are matched well
by the simulation, however this is not the case for the A pillar vortex. The rotational
strength of this structure appears to be over predicted and is located higher up the

body, aligned with the roof.
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(a) Simulation 0.25L (b) Experiment 0.25L [85]

Figure 3.23: Davis model —10° yaw angle PIV planes showing in-plane velocity

magnitude as a percentage of onset velocity (40 m/s).

It is predicted that the inaccuracies in the A pillar vortex are a consequence of the
short time averaging window in comparison to the experiment rather than an effect
of the coarse grid and computational method. Baden-Fuller showed how this A pillar
vortex is an unsteady flow feature, with a weak, periodic separation behaviour. In all
instantaneous experimental vectors field, the A pillar vortex was present but its location
varied vertically and laterally with significant but seemingly uncorrelated changes to its
size and strength. An example of the instantaneous, experimental flow field is shown in
Figure 3.24a which shows the position of the vortex at (y/W = —0.25,z/H = 1.3), a
location which more closely agrees with the simulation. Using cross-correlation based
conditional averaging on the experimental data, repeated modes were extracted and it
was found that the vortex could separate at the roof trailing edge or remain attached

all the way down the backlight. Figure 3.24b shows the result of experimental vortex
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core tracking on the leeward side confirming the unsteady nature of this flow structure.
Given this behaviour, lengthening the simulation’s averaging window in an attempt to

achieve a similar mean vortex location is computationally impractical at this stage.

BH
-

(b) Experimental leeward side vortex core
(a) Experimental instantaneous vector field at 0.25L
tracking at 0.25L

Figure 3.24: Davis model —10° yaw angle unsteadiness in the A pillar vortex [85].

A comparison of the surface pressure distribution at —10° yaw angle is presented in
Figure 3.25. The predicted distribution on the windward side of the body is in excellent
agreement with the experiment, whereas on the leeward side, the effects of the A pillar
vortex unsteadiness and the shorter time averaging window are evident in the low
pressure region underneath this flow structure. This is made even clearer by Figure
3.26, which shows the difference in pressure |AC,|, between the windward and leeward
sides of the body. Despite this, the overall effect on the balance measured side force and
yaw moment coeflicients shown in Table 3.2 is small, with values differing by only 9 and
5 counts respectively, to the experiment. On the backlight, a similar behaviour to that
seen in the 0° yaw angle simulation exists. An over prediction in the roof separation
is indicated by the larger region of low pressure towards the top of the backlight and
an over prediction in the pressure recovery on the lower portion can be seen. Again,
on the base surface, there is a significant change in the pressure distribution, but due
to the coarseness of the pressure tappings, conclusions on the simulation accuracy for

this surface cannot be made with confidence.
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Figure 3.25: Davis model —10° yaw angle surface pressure coeflicient.

There is good evidence to suggest that the current grid and computational methodology
can be used to provide an accurate prediction of the flow field at static yaw angles up to
the designed maximum yawed angle of the oscillating rig. The largest effect of the coarse
grid appears to be an over prediction in the separation off the roof trailing edge over the
entire yaw angle range. The wake dominating trailing vortices are predicted well, as is
the unsteady A pillar vortex which is formed as the yaw angle increases. In conclusion,

this grid and methodology can be adopted for use in the dynamic simulations.
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Figure 3.26: Davis model —10° yaw angle, |AC,| = |Cp, windward — Cp leeward|-

Table 3.2: Force coefficients at —10° yaw angle, (measured by balance in experiment).

Experiment [85] | Simulation
Side Force -0.217 -0.208
Yaw Moment -0.062 -0.057

Front/Rear Side Force | -0.171/-0.047 | -0.161/-0.047

3.8 Results - Dynamic Tests

The results for the driven 1Hz sinusoidal oscillation are now presented. Initially the
sliding mesh method is used and later comparisons will be made to the overset tech-
nique. Figure 3.27 shows the behaviour of the side force coefficients for one oscillation
period. For both experimental and computational results, front and rear side force
values have been calculated using the total side force and yawing moment, as shown in
Equation 3.3. This data has been smoothed using a low pass filter to remove some of
the small scale unsteadiness in the side force. Also shown are the experimental coef-

ficients which have been periodically averaged over 1056 oscillation periods to remove
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cycle-to-cycle variations in frequency and magnitude due to the supply voltage and the
effect of the forces on the motor. Finally, the quasi-steady experiment values at static

yaw angles have been included.

C C
Cy, = 7Y + Cnmz, Cyy = = _ Cumz (3.3)
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Figure 3.27: 1Hz oscillation: Side force coefficient.

It is clear that the simulation does not predict the large hysteresis that is present in
the experiment, with the front and rear side force following the static values. It is also
clear that the hysteresis present in the experiment only exists around the front half of
the body. Baden-Fuller showed that this hysteresis was a consequence of a time lag
in the evolution of the leeward A pillar vortex. Isosurfaces of Q criterion=200000s2
are useful in identifying this vortex in the simulation results and Figure 3.28 shows the
high similarity and lack of any lag in this structure at the two —10° yaw angle states.
In this instance, increasing and decreasing yaw angle is independent of sign and thus

refers to growth in the absolute value of the yaw angle.
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(a) —10° Increasing (b) —10° Decreasing

Figure 3.28: 1Hz oscillation: Isosurfaces of Q criterion=200000s2.

Figure 3.29 shows the surface pressure on the sides of the body, instantaneous pressure
for the simulation and averaged at the same position over multiple oscillation periods for
the experiment. The high similarity in simulation pressure distributions between —10°
increasing and —10° decreasing yaw angle could be expected from the lack of hysteresis
observed in the force coefficients, whereas variations in the experimental distributions
can be identified as expected. At —10° and increasing in yaw, the experimental pressure
distribution bears a much closer resemblance to the 0° static distribution of Figure 3.22
than the —10° static distribution of Figure 3.25. However, on the windward side, there
is evidence of yawed flow with high suction over the C pillar. The beginning of a shift
in pressure along the windward A pillar indicates a delay in the dissipation of the A
pillar vortex that was formed on this side of the body when it was at positive yaw.
The experimental hysteresis in this region is confirmed by Figure 3.30 which shows the

behaviour of pressure at a single tapping location under the A pillar.
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Figure 3.29: 1Hz oscillation: Surface pressure on sides of the oscillating Davis body

(windward RHS and leeward LHS).

At —10° and decreasing in yaw angle, the pressure distribution is much closer to that
when static at —10°, albeit with a stronger suction over the leeward C pillar indicating
the location and strength of the leeward A pillar vortex. It is clear that the behaviour
of the A pillar vortex over the front half of the body is the main source of the hysteresis

that exists in the experiment.

The existence of hysteresis at this reduced frequency (K = 0.098) is surprising. Sims-
Williams [124] described how at frequencies as low as this, the flow can be expected to
behave in a quasi-steady manner. This is consistent with the simulation results which
displayed minimal hysteresis and suggests that an external source such as yawed onset

flow or imperfections in the wind tunnel model are responsible for the experimental
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Figure 3.30: 1Hz oscillation: Pressure at A pillar tapping location.

time lag. Asymmetric A pillar radii or leading edge imperfections could introduce
variations in the formation of the A pillar vortex and evidence of this is shown by the
shift in the origin of the front side force hysteresis which is not centred about zero. On
close inspection of the physical wind tunnel model, such features are found. Due to the
nature in which the model is assembled, from a base plate and upper section, an offset
in the leading edge geometry is present. This is more clearly shown in Figure 3.31 and
it is unknown whether any attempts were made to reduce this offset during the tests.
If present in the wind tunnel tests, it is reasonable to assume an early separation from
the leading edge and possible reattachment will exist. Evidence of this is shown in the

experiment pressure distributions around the leading edge.
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Figure 3.31: Leading edge of the wind tunnel model.

In an attempt to generate flow hysteresis, the simulation has been repeated at the
higher frequency of 10Hz, which corresponds to a reduced frequency of K = 0.98.
This frequency falls around the value where the flow will no longer be quasi-steady,
as stated by Sims-Williams [124] and hence hysteresis can be expected. The same

oscillation amplitude has been used for the higher frequency simulations.

The side force behaviour at this higher frequency is shown in Figure 3.32. As expected
hysteresis has been generated, but unlike the experiment results at 1Hz, the amount of
hysteresis has increased at a similar rate in both the front and rear side force contribu-
tions. It is clear from Figure 3.33 that the A pillar vortex has not fully developed along
the length of the body as it increases in yaw angle. However when returning, sufficient
time has passed for the vortex to grow in strength and downstream length, hence the
two different values of side force at —10° yaw angle. In a similar fashion, the time taken
for this vortex to convect downstream and pass the body is longer than the time taken
for the body to return to 0° yaw, hence the asymmetric flow topology at this angle.
The two topologies that are generated are dependent on the direction of rotation and
interestingly are mirror images of each other. Hence, the overall hysteresis, unlike the

experiment, is centred about (0, 0).
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Figure 3.32: 10Hz oscillation: Side force coefficient.
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(a) —10° Increasing

(c) 0°: Negative rotation

(d) 0°: Positive rotation

Figure 3.33: 10Hz oscillation: Isosurfaces of Q criterion=200 000s~2.
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3.9 Results - Motion Evaluation

The overset grid approach was only applied to the higher frequency 10Hz oscillatory
motion and not the lower 1Hz motion. In terms of computational resources this was
considerably more efficient since the oscillation period and thus time to obtain a com-
parison of one complete rotation is much shorter. The choice of motion technique,
sliding or overset grid, has a minimal effect on the flow prediction for this particular
simulation. This was shown in Figure 3.32 in which the force coefficient curves of the
two approaches lie on top of each other. The largest difference between the two ap-
proaches was computational expense. Table 3.3 shows the cost per time step and for
one complete oscillation period for each method. Also included in this table, is the cost
for a static simulation, which is used to show the effect on cost of including motion
in general. For this particular simulation, the sliding grid approach is clearly a much
faster option, offering a speed up of approximately 84% over the overset grid, although

whether this level of speed up is maintained for more complex motions or finer grids is

undetermined.
Table 3.3: Computational costs of motion techniques.
Static | Sliding Grid | Overset Grid
Wall clock time per At (s) 5.78 7.28 13.36
Wall clock time per oscillation period (s) - 29,188 53,432
Speed up from overset grid approach 2.31 1.84 1

3.10 Summary

In the simulation of the Davis body wind tunnel tests by Baden-Fuller, a coarse compu-
tational grid with a DES turbulence model has been used to provide results with a good
level of accuracy. At static yaw angles, the dominant flow structures such as trailing
vortices were predicted well and the location of the leeward A pillar vortex present at

large yaw angle is consistent with the unsteady behaviour of this structure that was
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found in the experiments. A slight over prediction in the amount of separation off the
roof trailing edge is an indication of a lack of turbulent kinetic energy in the backlight

shear layer and this is consistent with existing literature.

For the dynamic tests in which the body undergoes a driven, periodic sinusoidal rotation
in yaw angle, the flow hysteresis found in the experiment could not be matched at
the same frequency. The simulated flow displayed a quasi-steady behaviour obtained
from static yaw angle tests and this is consistent with existing literature for the given
reduced frequency value. The source of the experiment hysteresis was located in side
pressure distributions underneath the front A pillar. It was suggested that this was
due to an external source such as yawed onset flow or asymmetric A pillar radii that
would cause variations in the flow around this edge and formation of the A pillar
vortex. Imperfections in the wind tunnel model’s leading edge added further evidence
to this claim. Increasing the oscillation frequency by an order of magnitude was found
to generate a large flow hysteresis, visualised in both the front and rear side force
coefficients. Iso surfaces of QQ criterion were used to identify the largest source of this

hysteresis: the delay in the formation and dissipation of the A pillar vortex.

The choice of motion technique, sliding or overset grid, had a minimal effect on the
flow prediction for this particular simulation. The largest difference was found in com-
putational expense where the time taken to run using the overset grid approach was a

factor of approximately 1.84 times slower than when using the sliding mesh.
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4.1 Introduction

The aim of this study is to design and implement a coupled system between CFD
software and a vehicle dynamics model. In this particular system, aerodynamic loadings
will be used as an input into a dynamics model to cause or influence body motion.
This motion will be returned to the CFD simulation where the position of the body is

updated. Thus the two simulations run simultaneously, with continuous data exchange.

A suitable test case for a system of this type is the experiments of Mansor [123], in which
the Davis model rotates in yaw due to variations in the aerodynamic yaw moment. The
motion is restricted by a pair of springs which limit the angular displacement and rate,
thus producing an oscillatory motion. A simplified sketch of the test rig is shown in
Figure 4.1. This arrangement is the basis for the tests performed by Baden-Fuller [85]
which were simulated in Chapter 3, however, the motion is no longer controlled by an
electric motor but by the properties of the springs, the inertia of the model and the

aerodynamic yaw moment. A single degree of freedom, second order equation serves
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as a simple dynamics model and this is shown in Equation 4.1 where I, is the body’s
moment of inertia, C). is the mechanical damping term, K, is the mechanical stiffness

term and My is the aerodynamic yaw moment input.

Rigid support
structure

To data acquisition computer

Potentiometer —

Spring

Wind

/

Figure 4.1: The Mansor oscillating test rig [123].

L.B+C.5+ K, =My. (4.1)

The test rig was designed so the effect of both reduced frequency and Reynolds number
could be investigated by varying the properties of the springs or the wind speed. A
total of ten springs with increasing levels of stiffness were used in the experiments,
with a reduced frequency range of (0.1-1.6), using the definition of Sims-Williams
[124]. Similarly, the range of Reynolds number tested was (4.3 x 10°- 1.7 x 106).
For this computational study, only one spring type is used. The K5 spring used by
Mansor [123] has a linear stiffness K, of 806 N/m which when installed as a pair on
the rig (separated by a distance of 2b) provides a torsional stiffness K., of 16.12 Nm/rad,
Equation 4.2. Mansor estimated the model’s moment of inertia, I, = 0.095 kgm? and
calculated the natural frequency of the rig with these springs installed, w,, = 13.01rad/s

using Equation 4.3. A value for the mechanical damping C, was determined using a
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wind-off oscillation test in which the model was released from an initial yaw angle with
no wind input and the yaw angle response recorded. It was found that for an oscillation
frequency in the range of 1-2Hz, a damping ratio value ¢ of approximately 0.005 (0.5%
of critical damping ¢ = 1) is appropriate and correlates to a C, value of approximately

0.0124 Nms/rad using Equation 4.4.

K, = 2K b (4.2)
K,
Cy = 2wnl,. (4.4)

Using these values and the graphical programming environment Simulink, the second

order spring equation 4.1 can be visualised by the dynamics model shown in Figure 4.2.

1 ‘ -
L >

Aerodynamlic Yaw Moment Integrator Integrator Yaw Angle

nput

P Moment of Inertia Inverse Output
(e Scope

Mechanical
Stiffness

Mechanical
Damping

Figure 4.2: Simulink model of spring equation.

This model has been validated using the same wind-off test method: a value of Mz = 0
is set as the aerodynamic input and an initial yaw angle Sy = 17° is set at the second
integrator. The model’s yaw angle response is shown in Figure 4.3 alongside the outer

bounds of the equivalent experimental response.
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Figure 4.3: Wind-off yaw angle response.

4.2 The Coupled System

For the coupled system, a feedback loop is added to return the angular yaw rate to the

CFD simulation as shown in Figure 4.4.

The data exchange between the CFD code and the dynamics model is handled via
a Level-2 MATLAB S-Function and Javascript coding. This S-Function controls the
opening of a port over which data is sent back and forth. The actual transfer is
performed by a collection of Java macros as both Simulink and Star-CCM+ can be
controlled using Java APIs. The procedure of connecting the two simulations and the

data exchange is described below.

Initialise CFD simulation

Initialise and run Simulink model

Port opened with specified hostname and number

Run connector macro in Star-CCM+ and connect to open port
Yaw rate and solution time values sent from Simulink

CFD solution advanced one time-step

Aerodynamic yaw moment value sent from Star-CCM+

Data received by Simulink and simulation advanced one time-step

© 0N O WD

Step 5-8 repeated automatically

—
e

Finish time reached and port closed
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— .
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Figure 4.4: Coupled model of spring equation.

This coupled model has been used for the wind-on simulations, which were conducted
at wind speeds of 10, 20 and 40 m/s or reduced frequencies of 0.79, 0.39 and 0.20 based

on the wind off natural frequency of the rig.

4.3 Computational Grid and Numerical Approach

The only difference between the experimental setups of Mansor [123] and Baden-Fuller
[85] were the radii of the Davis body edges, 10mm for Mansor and 20mm for Baden-
Fuller. However, the Baden-Fuller model has been used for these simulations so that
the computational grid and boundary conditions can be taken directly from the previ-
ous case study. This will be taken into account when comparing to the experimental
response. It was shown in the previous case study, that the choice of motion tech-
nique had a minimal effect on the resulting flow prediction, and the only difference
was found in computational cost. For this reason the sliding grid approach containing

approximately 16 x 10% polyhedral elements has been selected.

In order to determine the effect of the aerodynamic yaw moment on the body’s motion,
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a minimum simulated time of 10 seconds has been chosen based on preliminary anal-
ysis of the experimental results. It was found that this time window corresponds to
approximately 20 oscillation periods when using the K5 spring, and should provide an
adequate sample to determine the effect of any aerodynamic stiffness and damping on
the body’s yaw response. However, due to the now substantial length of the simulation,
changes to the numerical methodology are required to obtain results in a practical time
frame. A URANS methodology with & —w SST turbulence modelling has been chosen
for which the time step is increased by an order of magnitude to 2.5 x 10~* seconds
(AtU/L = 1.6 x 1072). The Simulink dynamics model was initialised with the same
time step value and thus when running, the data exchange between the two simulations

took place at every time step.

A URANS methodology was shown to provide an economical prediction of the flow
around the Generic SUV geometry with the largest inaccuracies found in the prediction
of the wheel wakes. As the Davis body is a more geometrically simplified vehicle design,
this methodology should provide reasonable results. This assumption has been tested
by repeating the 10Hz driven oscillation simulation of the previous case study using the
URANS approach. Figure 4.5 shows a similar level of hysteresis in the front side force
coefficient when compared to the DES methodology however, the rear contribution is
clearly over predicted. Figure 4.6 shows that a larger leeward A pillar vortex and lower
shedding frequency, keeps the vortex in place over the rear half of the body for longer,
and is the source of the larger rear contribution. This may not be a significant issue for
the free oscillation simulations as the maximum reduced frequency to be tested (0.79)
is lower than the value at this driven frequency (0.98). In this instance, the benefits
of reduction in computational cost outweigh the potential improvements in flow field

accuracy due to the length of simulated time needed.

The initial yaw angle of the body was set to Sy = 17° in reproduction of the experiment
and the flow was initialised using a steady-state RANS methodology followed by 10
convective flows units using URANS. Thus the flow is fully developed at this static
yaw angle. It is unclear whether this is the correct approach, as the experimental yaw
response data suggests that the body was displaced by an external force from 0° yaw

angle up to 17° with the wind on. The rate of this displacement is not known, and may
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in fact vary between tests, thus the flow field at the start of the oscillation (5y = 17°

yaw angle) may not be fully developed. This may contribute to or even cause, hysteresis

of the flow.
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(c) DES: Negative rotation. (d) DES: Positive rotation.

Figure 4.6: URANS vs DES at 0° yaw angle, 10Hz driven oscillation: Isosurfaces of Q
criterion=200000s"2.
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4.4 Results

The effect of aerodynamic stiffness and damping on the body’s yaw angle response is
clearly shown in Figure 4.7: by increasing the wind speed, the oscillation of the body

is more heavily damped and the frequency of the oscillation is reduced.
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Figure 4.7: Simulated yaw angle response at different wind speeds.

The dominant frequency values for each response have been obtained using a Fast
Fourier Transform (FFT) and presented as a damped frequency ratio fq,,/f4., (between
wind on and wind off conditions) in Figure 4.8. The values have been plotted against
reduced frequency, calculated using the definition of Sims-Williams [124]. The three
simulation data points fit the experiment data curve exceptionally well. This curve was

formed through testing of all ten springs at a full range of wind speeds, thus producing
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a large span in reduced frequency values. The data trend implies that as reduced
frequency is increased, the effect of aerodynamic stiffness on the body’s rotation is

reduced.

B —— Experiment

[ Simulation

Frequency Ratio
o
o]
1

06 T I T I T I T I
0 0.5 1 1.5 2
Reduced Frequency

Figure 4.8: The effect of reduced frequency on the damped frequency ratio fq,,/fa s

Stiffness can be defined as a force which acts to oppose a displacement, whereas damp-
ing is a force which acts to oppose a motion. Thus the aerodynamic force can be
decomposed into a stiffness and damping component. These components will have an
opposite sign to the mechanical components, for example, when the model is at a given
yaw angle, the mechanical spring stiffness will act in a direction to return the model
to its initial orientation, whereas the aerodynamic stiffness will act to increase the yaw

displacement.

The reduction in aerodynamic stiffness and reduced frequency increases suggests a
shift, or hysteresis in the aerodynamic yaw moment. Figure 4.9 shows the yaw angle
displacement along with the aerodynamic yaw moment for 10 and 40 m/s wind speeds.
Although due to the scaling, Figure 4.9 does not clearly show any delay between the
responses at either speed, cross correlation of the signals reveal a phase angle shift

between the aerodynamics and displacement of approximately 12° for a wind speed of

115



10m/s and 0° for 40m/s. Thus, the result follows the principle of aerodynamic stiffness.
The result is also consistent with the data collected by Sims-Williams [124], as the
values of reduced frequency fall within the range where the aerodynamics move from a

quasi-steady to an unsteady behaviour.

It has already been shown that at high reduced frequencies, there is a hysteresis in the
aerodynamic yaw moment. As the velocity and displacement responses are already 90°
out of phase, this hysteresis increases the phase angle between the yaw moment and
velocity response further and moves closer towards the anti-phase state, as shown in
Figure 4.10. Therefore, it can be expected that at high reduced frequencies, a reduction
in aerodynamic damping will exist. This is the case as already shown in Figure 4.7,
where for the same spring properties, a decrease in wind speed and thus increase in

reduced frequency, lowers the total damping of the system.

In contrast to the experimental results shown in Figure 4.11, self-sustained oscillation of
the body is not found at the higher wind speed. A self-sustained oscillation implies that
there is no damping acting on the system or in other words, the aerodynamic damping
is equal in magnitude to, and thus cancels out, the mechanical damping. The reason
this does not occur in the simulations is unknown, however, some possible explanations
are made. The smaller model edge radii of 10mm in comparison to the simulation’s
20mm, may introduce a stronger sensitivity to Reynolds number. This may effect the
formation of the pillar vortices which have been shown to have a dominant influence
on the aerodynamic yaw moment and any hysteresis in this load. Alternatively, the
increase in wind speed and resulting increase in drag force may introduce additional
mechanical damping into the system. More specifically, the increase in load on the
supporting shaft may increase the friction on the bearings. The value of mechanical
damping used in the simulations was obtained from the wind-off response, thus any
change to this value caused by the increase in wind speed is not accounted for. One
final explanation may concern the accuracy of the turbulence model. The self-sustained
oscillation was found to exist even with no initial body displacement. This suggests
that the oscillation is driven by an unsteady vortex shedding from either side of the
body which the current k& — w SST turbulence model and larger time step value may

be unable to resolve.
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Figure 4.9: Hysteresis of the aerodynamic yaw moment with respect to angular

displacement for different wind speeds.
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Figure 4.10: Hysteresis of the aerodynamic yaw moment with respect to angular

velocity for different wind speeds.

118



THE FULLY-COUPLED SYSTEM

0 m/s 5 mis 10 mfs
0 0 0
=20 -20 -20
0 50 100 0 50 100 0 50 100
20 20 20
’En 15 m/s 20 m/s 25 mfs
=
=
B0 0 0
e
&
o
-
=20 - -20 - =20
0 50 100 0 50 100 0 50 100
20 20 20
10 m/s 15 mfs 40 mfs
0 0 0
220 -20 . -20 :
0 50 100 0 50 100 0 50 100
Time (sec)

Figure 4.11: Experiment yaw angle response at different wind speeds [123].

4.5 Summary

Despite the lack of self-sustained oscillation, these results clearly demonstrate the ef-
fectiveness of the proposed fully coupled system for simulating aerodynamically driven
motions. As originally intended, aerodynamic data is given to a dynamics model which
returns positional data in a continuous closed-loop cycle. For the current simulations,
the rate at which data can be transferred appears to have a negligible effect on the total
expense when compared to a single, moving geometry, CFD simulation. As a result,
this underlying coupling mechanism can be applied to more complex motions containing

multiple degrees of freedom and influence by more aerodynamic loading components.
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5.1 Introduction

The natural wind contains both shear and turbulent effects as shown in Chapter 1, con-
ditions which are rarely included when assessing a vehicle’s aerodynamic performance.
The main reason for this is this difficulty in generating such conditions during physical
testing. On road tests rely on the desired conditions occurring naturally, and when
they do, limited apparatus prevents detailed measurements of both the natural wind’s
behaviour and the effect on the flow around the vehicle. On the other hand, wind tun-
nel tests offer a degree of control and repeatability over the upstream conditions whilst
also allowing detailed capture of the flow and accurate force measurements. Despite
these benefits, tests are often limited in the magnitude of flow unsteadiness that can
be generated and are unable to produce the levels of shear in the natural wind. For

this reason, such facilities cannot be used for all conditions experienced on the road.
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It was shown in Chapter 1 that computational simulation removes many of these phys-
ical restrictions imposed when studying the effect of a real world environment on a
vehicle’s aerodynamics. Time dependent boundary functions can be used to generate
an infinite number of potential flow conditions and thus are a much more appealing

method of assessing the effects of a real world environment on a road vehicle.

The effects of realistic turbulence levels on a vehicle’s aerodynamics have been discussed
previously, where it was shown that added turbulence leads to more mixing in the wheel
and base wakes. This increase in mixing lowers the pressure within these structures
and ultimately increases the drag. On the other hand the effect of shear is relatively
unknown. This is surprising given the ease in which a velocity profile can be imple-
mented at the boundaries of a CFD domain. Furthermore, the effect of both shear and
turbulence together, thus providing the closest representation of the natural wind, has
yet to be determined. For these reasons, a computational investigation to determine
the effects of shear and turbulence in the natural wind on a vehicle’s aerodynamics is

undertaken here.

5.2 Simulation Approach

The vehicle geometry used for these simulations is the full-scale DrivAer model as first
presented by Heft et al. [127]. This geometry can take three vehicle forms through
interchangeable rear ends. Due to the benefits this can provide in the grid generation
process, both the estate and fastback variants have been selected for use in this study.
Testing two different vehicle types has a more purposeful benefit, as it helps to identify
any effects and conclusions that may be specific to that class of vehicle. It is understood
that this could be improved further by widening the range of geometries, as even with
different rear end geometries, the DrivAer model maintains the same characteristic di-
mensions such as length, width and height, the latter of which may be most important
for wind shear. The model is a closed design with no internal cooling flow, features a
smooth underbody, side mirrors, with non-rotating wheels and treadless tyres. All tyres
have been sliced at a height of 10 mm to produce an approximate contact patch and

these flat surfaces rest on the fixed ground of the domain. The geometry, in both forms,
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(a) Estate (b) Fastback

Figure 5.1: The DrivAer model.

Table 5.1: DrivAer model dimensions.

Length (L) 4.613m
Width 1.753m
Height 1.418 m

Wheelbase 2.786m

Frontal Area (A) | 2.168m?
Re (L, 27.8m/s) | 8.9 x 106

is shown in Figure 5.1 with Table 5.1 providing some of the key dimensions. Initially,
the effect of shear alone without any turbulence is investigated, thus two gust profiles
are required: with and without shear. Without shear, a wind speed of 4.9 m/s, constant
with height, is applied perpendicular to the vehicle’s path. When combined with a
vehicle speed of 27.8 m/s (100 km/h) a resultant flow yaw angle of 10° with a magnitude
of 28.2m/s is generated. As shown previously in Figure 1.9, this yaw angle falls towards
the upper limit that a vehicle will typically experience on the road. For the shear pro-
file, an adaptation of the power law, Equation 5.1, is used with the gradient velocity
vy taking the value of 4.9m/s and the roughness exponent, o = 0.16 describing open,
smooth terrain. For a fair comparison, the same mass flow should act over the side area
of the vehicle. Thus, the height at which the gradient wind acts is calculated by equat-
ing the flow rate equation, as shown in Equation 5.1. It follows that the gradient wind

velocity of 4.9 m/s should act at a height of z = 0.561 m or 39.5% of the height of the car.
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(5.1)

The two v velocity profiles are shown in Figure 5.2 where it can be seen that without

shear, the velocity at the roof of the car is approximately 0.862 times the value with

shear. When combined with the vehicle’s velocity vector, the resultant three dimen-

sional flow velocity is shown in Figure 5.3. As already stated, without shear, the wind

generates a constant resultant flow velocity vector, however, with shear, the angle and

magnitude of this vector increases with height.
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Figure 5.2: Sheared and unsheared lateral velocity profiles.

In the next stage of this study, the effect of turbulence on top of shear is investigated.

Turbulence is introduced into the flow using the synthetic eddy method (SEM) as

proposed by Jarrin et al. [128]. The desired intensity and length scale values of these

turbulent structures are taken from literature and represent typical on road conditions

as shown in Figure 1.12, an intensity and length scale seen by the vehicle of 8% and 2m

respectively. The intensity at the inlet is assumed to be homogeneous across all three

components of velocity, this disagrees with literature, but without measured values of
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Figure 5.3: Sheared and unsheared resultant velocity profiles.

the Reynolds stress tensor obtained from experiment this uniformity is unavoidable
in the selected code. An instantaneous snapshot of the flow with this turbulence is
shown in Figure 5.4 and the variation in the three components of velocity one car
length upstream of the vehicle and at roof height are shown in Figure 5.5. From this
velocity distribution, the actual turbulence intensity experienced by the vehicle can be
calculated, I, = 8.0%, I, = 6.5% and I, = 5.1%. Clearly the turbulence is no longer
homogenous as defined at the inlet due to dissipation of the velocity through the coarse
grid upstream of the vehicle and the presence of the ground. As shown in Equation
5.2, the ratio between the components matches the theoretically determined ratio more

favourably than the experimentally measured values.

Theoretical [1.11]
—

Oy =0y=0,= 1:0.8:0.5

Experimental [1.20]
—_—~~

= 1:1.01:0.61

Simulated

=1:0.81:0.64. (5.2)
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Figure 5.4: Simulated turbulent and sheared flow field.
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Figure 5.5: Turbulent velocity field measured one car length upstream at roof height.

126



A REALISTIC ROAD VEHICLE IN A REAL WORLD ENVIRONMENT

5.3 Computational Grid and Boundary Conditions

For each vehicle type, the full-scale geometry is positioned in a computational domain of
size x=18L, y=13L, z=3L at a distance of 5. and 6L from the primary and secondary

inlets respectively, as shown in Figure 5.6.

Secondary Outlet

Figure 5.6: DrivAer model computational domain.

On the majority of the vehicle’s surface, grid elements of size 0.001L are used, a value
taken from the SUV simulations of Chapter 2. However, due to the more realistic, and
thus more geometrically complex model, smaller elements of size 0.0001L are required
in certain locations in order to maintain a reasonable quality of highly curved, critical
features such as the A and C pillars. Figure 5.7 shows a section of the surface grid
around these features. To within a small range, the total number of surface elements

for the estate and fastback geometries are consistent, approximately 3.6 x 109.
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(a) Front left wheel (b) A pillar and side mirror

Figure 5.7: Surface grid of the DrivAer model.

Extruded from the surface, 8 prism layers to a total thickness of 5mm (0.001L) with
a ratio of 1.2 between the layers are used to capture the boundary layer. A non-

dimensional near wall spacing value y* < 1 over the entire surface ensures that the
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boundary layer is resolved and not modelled using wall functions. Two hexahedral
volume grids are generated using identical parameters: elements grow uniformly in size
from the outer prism layer into a region of fixed 10 mm (0.002L) sized elements. This
region has been shaped in order to capture the yawed wake caused by the crosswind
and stretches 0.5L downstream and 0.3L to the leeward size of the vehicle. This first
refinement region is enclosed by a second of fixed sized 80 mm (0.017L) elements. This
region stretches much further downstream to a length of 2.7L and out to leeward side
by a distance of 1L. Away from this second refinement, grid elements grow uniformly
up to a maximum size of 640 mm (0.14L). These refinement regions are shown in Figure
5.8. As a result, the total number of volume elements is approximately 69 x 106 for

both grids.

(a) Estate centreline (b) Fastback centreline

(c) Horizontal cut at axle height (d) Transverse cut through wheelbase centre

Figure 5.8: Volume grids around the DrivAer estate and fastback geometries.

5.4 Numerical Approach

The numerical method used for these simulations is taken from the practices used in
the previous SUV and Davis model simulations. A segregated, incompressible, finite
volume, semi-implicit, pressure based solver is chosen for all simulations with a hybrid
2nd order upwind /bounded central-differencing convection scheme. Turbulence is mod-

elled with the IDDES variant of the Spalart-Allmaras Detached-Eddy model. Figure
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5.9 shows the locations where the solver switches from RANS to LES: RANS in the
boundary layer and LES away from the vehicle. Consequently, an LES solver is used in
the coarse grid upstream of the vehicle, which will limit the scales of turbulence that
can be resolved when artificial turbulence is introduced at the inlet. A second-order
temporal scheme limits the numerical dissipation of the sheared and unsheared velocity
profiles and time-step of 1 x 10™* seconds (non-dimensional AtUr/L = 6 x 10™* en-
sures a Courant number below one within the wake of the vehicle. Five inner iterations
per time-step ensure consistent convergence of the residuals. All CFD simulations are

carried out using Star-CCM+ v10.04.009 from CD-Adapco.

______,_,'/ \l
\
_
Delayed DES Function
0.0000 1.0000

Figure 5.9: Delayed DES Function fy (f; = 0 RANS treatment, f; = 1 LES

treatment).

This numerical method is in close agreement with that used by Ashton and Revell
[129] and Ashton et al. [82] in their determination of an appropriate numerical method
to simulate the flow around the estate and fastback variants of the DrivAer model.
They showed that a DES method offered considerable improvements over RANS based
methods in terms of force coefficients wake flow field prediction. The main differences
from their simulation setup are the smaller time-step value and larger face count on

the DrivAer surface.

All simulations were initialised using a steady state RANS solver, before switching to
DES for a settling period of 1 second or 6 convective flow units; (6 x L/Ug). The
simulations were then allowed to run for 2 seconds (12 convective flow units) during
which the flow field was averaged. Ideally, this averaging interval would be longer but
due the number of simulations in this study, computational resources were limited.
One 3 second simulation, with or without shear, took approximately 58 hours to run in

parallel on 320 cores of the HPC-Midlands Facility, UK. When turbulence was added
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using the SEM method, this wall clock time increased to approximately 108 hours
due to an increase in the time per iteration. This highlights the significant impact on

computational cost when including synthetic turbulence using this method.

5.5 Results

5.5.1 Sheared Wind Profile

The effects of a sheared wind profile are shown through force and moment coefficients
in Tables 5.2 and 5.3. The values are presented alongside those at 0° yaw angle, without
a wind input, to show the effect of wind in general. In addition, these values can be
compared to a number of experiments that have been conducted at zero yaw and a
measure of simulation accuracy can be determined. The reference velocity used in the
coefficient calculations is taken as the resultant of the vehicle and wind velocities, Ug, as
shown in Equation 1.18, however, it is unclear whether this is the appropriate quantity
to use. The forces and moments act in the body coordinate system, (aerodynamic
drag opposing the vehicle’s forward direction) and hence there is an argument that
the reference velocity should be the velocity of the vehicle Uy, alone. The coefficient
values using this alternative reference velocity are also presented in Tables 5.2 and 5.3,
and show increases of up to 13 counts in some cases. Although this does not affect
the overall conclusions as all values are calculated using the same reference velocity,
in other applications such as emissions calculations, the value and hence definition of
drag coefficient is especially important. In addition, at larger yaw angles where the
difference between Ugr and Uy is much greater, the variation between these values will

be even larger.
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Table 5.2: Estate force and moment coefficients (reference velocity = Ugr and [Uyen])-

Estate 0° Yaw 10° Yaw

Unsheared Sheared Sheared and Turbulent

Cp 0.309 0.358 0.357 0.372
0.309] [0.368] [0.368] [0.384]
Cy, -0.166 -0.015 0.012 -0.0002
[-0.166] [-0.016] [0.012] [-0.0002]
Crp/CrLr  -0.111/0.055 -0.082/0.067 -0.078/0.090 -0.090/0.090
[-0.111/0.055] [-0.084/0.068) [-0.081,/0.093)] [-0.092/0.092]
Cy 0 0.411 0.409 0.393
[0] [0.423] [0.422] [0.406]
Cumx 0 0.056 0.056 0.053
[0] [0.058] [0.058] [0.055]
Cwmz 0 0.077 0.077 0.074
[0] [0.079] [0.079] [0.076]

Table 5.3: Fastback force and moment coefficients (reference velocity = Ug and [Uyen))-

Fastback 0° Yaw 10° Yaw

Unsheared Sheared Sheared and Turbulent

Cp 0.257 0.333 0.335 0.338
[0.257] [0.343] [0.345] [0.348]
CL -0.020 0.056 0.071 0.032
[-0.020] [0.058] 0.073] [0.033]

Crr/Crr  -0.081/0.061 -0.051/0.107 -0.042/0.114 -0.060/0.092

[-0.081/0.061] [-0.052/0.110) [-0.044/0.117] [-0.062/0.095]

Cy 0 0.351 0.354 0.337
[0] [0.362] [0.365] [0.348]
Cumx 0 0.048 0.049 0.045
[0] [0.050] [0.050] [0.046]
Cmz 0 0.096 0.093 0.092
[0] [0.098] [0.096] 0.095]

For both vehicle types, a sheared wind profile has a minimal effect on the vehicle’s force

and moment coefficients, when compared to a constant velocity profile with the same
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mass flow acting over the height of the vehicle. For the fastback, a sheared profile raises
the drag by 2 counts, whereas for the estate, the drag reduces by a single count. The
distributions of drag over the height of the vehicle are presented in Figures 5.10a and
5.10b, where the solid lines represent the front contribution to drag, and the dotted,
the rear. The front distributions for the two vehicles are very similar, as could be
expected for the identical front end geometry, and the sheared profile only appears to
effect the drag generated over the lower portion of the front bumper. In addition, the
distributions for the two yawed cases are the same as the zero yaw case, suggesting
that the rise in drag which accompanies an increase in yaw angle is purely due to an

increase is base drag, this is consistent with the claims of Kawamata et al [130].

0°
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10° Sheared

Z(m)
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(a) Estate
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-0.02 -0.01 0 001 0.02 0.03 0.04
CD FRONT? cD REAR

(b) Fastback

Figure 5.10: The effect of shear on drag coefficient distribution (Front - solid, Rear -
dashed).

It is clear that the small differences in overall drag coefficient is caused by small vari-
ations in the rear distribution. For the fastback, the drag with sheared profile is con-
sistently higher over the height of the vehicle, thus reflecting the overall increase of

total drag. In contrast, the rear distribution over the estate is much more balanced,
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undershooting the unsheared distribution at low heights and overshooting towards the
roof. This behaviour is consistent with the magnitude of the wind velocity which is a
function of height and a result of the estate’s larger lateral area over which this wind

acts.

In addition to drag, side force and yaw moment are important quantities, especially in
crosswind flows, as they have a direct impact on the handling qualities of a vehicle. A
vehicle’s sensitivity to crosswinds is usually determined using the stationary gradients
of side force coefficient dCy/df and yaw moment coefficient dCyjz/d3, with the latter
deemed most important as stated by Stoll et al. [59]. These values have been calculated
assuming a linear relationship between the coefficients and yaw angle over the range
0° to 10°. A larger side force coefficient gradient of the estate, 0.041 /° compared to
0.035 /° of the fastback, is a result of a larger rear lateral area and thus greater rear
side force contribution. Figures 5.11a and 5.11b show the distribution of side force
coefficient along the length of the vehicle and confirm this. The larger rear side force
also has the effect of restoring the yaw moment and thus the yaw moment coefficient
gradient of the estate is smaller than the fastback, 0.008 /° compared to 0.010 /°. As a
vehicle is defined to be less sensitive to crosswinds if the yaw response is small, these
results suggest that the fastback will be judged more sensitive to crosswinds than the

estate [59]

Stoll et al. [59] obtained very similar experimental values of the stationary side force
and yaw moment coefficient gradients for the DrivAer estate geometry, dCy/dfS =
0.039 /° and dCy1z/dS = 0.007 /°. These values were obtained from a wind tunnel yaw
sweep, where the change in flow yaw angle was achieved by oscillating upstream airfoils
rather than a secondary crosswind inlet or rotation of the model on a turntable. The
high similarity of these values to those simulated places confidence in the computational
values but also the linear assumption of the force coefficients over the yaw angle range.
In addition to these results, Stoll et al. [59] also obtained values for the third DrivAer
geometry variant, the notchback, dCy/dS = 0.036 /° and dCyz/dS = 0.008 /°. These
values imply that this vehicle type will be more sensitive to crosswinds than the estate,

but not as susceptible as the fastback.
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Figure 5.11: The effect of shear on side force coefficient distribution.

Figures 5.11a and 5.11b show that the majority of the contribution to the total side force
contribution comes from the front half of the vehicle. This is due to the large pressure
difference between the windward and leeward sides over this half of the vehicle. The
maximum value for both vehicles occur over the A pillar, where a strong flow separation
and low pressure on the leeward side is produced due to the high velocity yawed flow

which accelerates over and across the windscreen.

Much like the drag coefficient, the effect of shear on the side force coefficient is small.
For the estate, a sheared wind profile reduces the side force coefficient by just 2 counts,
whereas for the fastback, shear increases the coefficient by 3 counts. Analysing the side
force distributions, Figures 5.11a and 5.11b, the high similarity can be visualised. As
expected, due the identical front end geometries, the front side force distributions of
the estate and fastback are very similar. In the region of largest side force contribution,

from the front of both vehicles up to the midpoint of the windscreen, a sheared profile
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has very little effect on the side force. There is a slight difference in the distributions
within the range of the front wheels due to the smaller velocity of the sheared profile
which acts in the lower regions and to which the bottom halves of the wheels are
exposed. This reduces the pressure acting on the wheels and hence lowers the side

force in comparison to the unsheared case.

Over the passenger compartment and main section of the vehicle, the effect of shear is
still minimal despite the higher velocity which acts over the upper 60% of the vehicle’s
height. Figures 5.12a and 5.12b show the lateral velocity distribution constrained to a
transverse plane located at £ =2 m, close to the top of the windscreen. It can be seen
that despite the large velocity variation of the sheared profile, the local velocity field
around the vehicles are almost identical. As a result, the surface pressure distribution
at this point, especially the pressures on the windward and leeward sides, shown in

Figure 5.13, are very similar between the sheared and unsheared cases.

The minimal differences in front and rear side force distribution are reflected in the
yaw moment coefficient values. For the estate, the slightly larger contributions without
shear over the front wheels and over the rear balance out, resulting in a negligible
impact on the final yaw moment coefficient value. However for the fastback, the same
behaviour over the front, but identical distributions over the rear cause a slight increase

in yaw moment coeflicient, 3 counts, without shear.

So far, the magnitudes of the force coefficient variations have been small, a maximum of
3 counts, however these magnitudes increase for the lift coefficient. Tables 5.2 and 5.3
show how the lift coefficient with a sheared wind profile is much larger for both vehicle
types, 27 counts for the estate and 15 counts for the fastback. In addition to side force,
this force can have a large effect on the handling of the vehicle. As shown by Howell
and Le Good [131], similar magnitudes in lift coefficient can influence the subjective
performance of a vehicle during a high speed lane change manoeuvre. For the estate,
the majority of the increase is sourced in the rear contribution (approximately 85% of
the increase) whereas for the fastback the increase is much more even over both the
front and rear. These increases can be more clearly identified in the lift distribution

along the length of the vehicle, shown in Figures 5.14a and 5.14b.
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Figure 5.12: Mean transverse velocity at  =2m (Top of windscreen).

The increase in lift is a result of the lower velocity underneath the vehicle and thus
higher pressure on the underbody, similarly a higher velocity over the roof results in
a lower pressure on this surface. Evidence of this has been seen in Figure 5.13, which
shows a slight variation in the suction strength over the roof and leeward A pillar. This
trend continues downstream from the windscreen as indicated by the distributions
shown in Figures 5.14a and 5.14b and results in a much more substantial impact on

the total lift coefficient.
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Figure 5.13: Fastback surface pressure distribution at £ =2m.
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Figure 5.14: The effect of shear of lift force coefficient distribution.
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5.5.2 Sheared Wind Profile with Turbulence

The effect of a sheared velocity wind profile with added turbulent structures, the sizes
and strengths of which are typical of on road conditions, can be seen in Tables 5.2 and
5.3. For both vehicle types, these flow conditions cause the vehicle’s side force coefficient
to decrease, by 14 counts for the fastback and 18 counts for the estate. Figures 5.15a and
5.15b show the evolution of side force along the length of the two vehicles and Figures
5.16a and 5.16b show the delta of side force coefficient ACvy between the turbulence
and baseline cases. The majority of the decrease can be sourced over the front halves
of the vehicles and as this portion of the geometry is identical between the two vehicle

types, the profile of the delta curve in this region is maintained.
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Figure 5.15: The effect of shear and turbulence on side coefficient distribution.

Isosurfaces of total pressure coefficient, Cp, < 0, rendered by values of pressure co-
efficient Cp,, provide a useful visualisation of the wake structures around the vehicle,
Figures 5.17 and 5.18 and suggest that with added turbulence, the sizes of these struc-

tures are reduced. This is consistent with the work of Gaylard et al. [44, 45] and
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Figure 5.16: Delta of side coefficient ACy =

CYShear+Turb - CYUnsheared'

D’Hooge et al. [46], who showed that turbulence intensity levels of up to 7% delays
flow separation and thus reduces wake sizes. On first inspection, the large reduction
in the size and length of the front wheel wakes, particularly that of the wheel on the
windward side and the leeward A pillar vortex, appear to be responsible for the de-
crease in side force coefficient. However, analysing the flow around the front bumper at
the height of the wheel axles z = 0.32 m, there is a suggestion that the flow yaw angle
has reduced, Figure 5.19. An increase in the velocity around the windward corner and
decrease around the leeward side can be identified in the contouring of lateral veloc-
ity, whilst the direction of the upstream streamlines indicate a reduction in yaw angle.
Further evidence of this can be seen in the direction of the wheel wakes, Figures 5.17
and 5.18, which also appear to be more inline with the vehicle. This is a consequence
of the short time averaging period which is unable to completely smooth out the turbu-
lent structures and reproduce the exact sheared velocity profile over the entire domain.
Therefore, without calculating and subjecting the vehicle to this lower yaw flow angle,
or running the simulations for longer, it is unclear whether the reduction in side force

coefficient is a result of the change in upstream conditions or a consequence of delayed
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separation due to higher turbulence intensity levels.

Due to the reduction in side force coefficient and the location of this reduction towards
the front of the vehicle, the yaw moment coefficient is also reduced. As already dis-
cussed, the vehicle’s yaw response is the critical parameter when crosswind sensitivity
is concerned, thus these results suggest that subjecting the vehicle to steady onset flow

(a uniform or sheared velocity profile) will provide a worst case condition.

Unsheared

C,:

06 -05 -04 -03 -02 -01 0 0.1

Figure 5.17: Estate: Isosurfaces of Cp, =~ < 0, rendered by values of pressure

coefficient Cp,.
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Figure 5.18: Fastback: Isosurfaces of C < 0, rendered by values of pressure
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coefficient Cp,.
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Figure 5.19: Flow around the front windward corner, plane at axle height z = 0.32 m.
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In agreement with the work of Gaylard et al. [44, 45], D’Hooge et al. [43, 46], Howell et
al. [33] and Newnham [34], the addition of freestream turbulence causes an increase in
drag coefficient. For these geometries, the magnitude of this increase is much larger for
the estate geometry than the fastback, 14 and 5 counts respectively, when compared
to coefficients obtained using the baseline, unsheared flow conditions. As the only
difference between the vehicles lies in the rear end geometry, it is reasonable to expect
that the variation in drag will be sourced in this region and this is confirmed by the

ACp shown in Figures 5.20a and 5.20b.
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Figure 5.20: Delta of drag coefficient ACp = Cpgy .. rur, — CDyneneared-

The fastback geometry used by Gaylard et al. [45] displayed a much larger increase in
drag coefficient, up to 24 counts, for similar turbulent conditions albeit at an averaged
zero degree yaw angle. It their case, it was found that increases in turbulent mixing as
a result of the higher intensity levels in the onset flow, delayed flow separation around
the highly curved rear corners and generated more inboard flow. This in turn increased
the suction at the outer edges of the base surface, generating a larger drag coefficient.
However, this is not the case for the DrivAer geometry, as the sharp edges of the base

surface as shown in Figure 5.1, promote a fixed separation point and hence the ACp
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in this region is small in comparison.

For the estate geometry, the much larger increase in drag coefficient can be sourced
using Figures 5.21 and 5.22, which show the time averaged base pressure distribution
and flow structures in the wake. As flow separates from the roof trailing edge, the
increase in turbulent mixing strengthens and tightens the wake’s upper vortex to the
rear of the vehicle, leading to a reduction in pressure on the rear screen. In comparison,

the flow over the fastback remains attached along the majority of the backlight surface,

as shown in Figure 5.23, and hence a comparable increase in drag does not exist.

Cp: -04 -0.35 -0.3 025 -0.2 -0.15 -0.1 Cp: -04 -0.35 -0.3 -0.25 -0.2 -0.15 -0.1

(a) Unsheared (b) Sheared

Cp: -04 -0.35 -0.3 -025 -0.2 -0.15 -0.1

(¢) Sheared and Turbulent

Figure 5.21: Estate: Time averaged base surface pressure coefficient and flow

streamlines in planes Y = —0.318,0,0.318m.
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Figure 5.22: Estate: Time averaged vorticity magnitude in plane ¥ = 0.318m
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Figure 5.23: Fastback: Time averaged base surface pressure coefficient and flow

streamlines in planes Y = —0.318,0,0.318m.
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5.6 Summary

It has been shown that a sheared crosswind velocity profile, representative of the condi-
tions experienced when travelling through smooth open terrain, has a minimal effect on
a vehicle’s aerodynamic loading when compared to those generated with a uniform ve-
locity profile. However, caution must be taken with this conclusion as only two vehicle
types have been evaluated, and are very similar in geometric dimensions and styling.
It was suggested that of the two geometries, the fastback will be more sensitive to
crosswinds, due to the larger stationary yaw moment gradient, and a sheared velocity

profile did not appear to affect this result.

With the introduction of freestream turbulence, of 8% intensity seen by the moving
vehicle, on top of a sheared velocity profile, much larger variations to the aerodynamic
loads were found. An increase in drag coefficient, consistent with existing literature,
arose most noticeably for the estate geometry, due to a strengthening of the wake’s
upper vortex. In contrast, the side force and yaw moment coefficients were found to
decrease with the realistic flow conditions. It was unclear, whether this reduction was
a result of a reduction in wake size, especially those of the front wheels, or a lowering

of the onset flow angle due to the short time averaging window.

Overall the results suggest that the fastback geometry presents a larger safety concern
in the presence of crosswinds, and the steady, uniform flow conditions, provide the
maximum aerodynamic loads relevant to vehicle stability in this type of event. Hence,
these conditions will serve as a useful application of the six degree of freedom, fully

coupled system.
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6.1 Introduction

The fully coupled system is now applied to the simulation of crosswinds. An event

of this type can introduce large disturbances to a vehicle’s aerodynamic loads, which

in turn can have a large impact on its handling and stability. Hence, this event is a

relevant and meaningful application of the fully coupled technique.

As opposed to simulating a naturally occurring crosswind, the flow conditions and test
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procedures will initially follow those set out in an international standard for experi-
mentally assessing road vehicle sensitivity to lateral winds, ISO 12021:2010 [58]. This
standard uses an artificial, 20 m/s gust, produced by a crosswind generator adjacent to
a test track, as shown in Figure 6.1. A vehicle is driven through the gust at a speed
of 27.8 m/s (100 km/n), on what is initially, a trajectory perpendicular to the gust. This
generates a severe flow yaw angle of approximately 35° and a resultant flow velocity
of 34m/s. The standard is open-loop, meaning no driver response is permitted. The
steering wheel is simply held fixed for a two second period after entering the gust and
as a result, the vehicle deviates from the intended course. This deviation is a direct
consequence of the aerodynamics and not the driver’s ability which can vary across test
drivers, hence the test procedure is highly repeatable and provides a good measure of

the vehicle’s sensitivity to crosswinds.

Figure 6.1: An example of a crosswind generator facility and vehicle response [23].

It has been shown in Chapter 5 that the inclusion of a realistic sheared wind profile
with typical on-road turbulence levels has a minor effect on the vehicle’s aerodynamics.
Hence computationally simulating this experimental test rather than using measured,
on-road gust data is sufficient for assessing a vehicle’s response to an event of this type
and will hopefully promote and ease any future experimental validation of the results

obtained using this fully coupled simulation.

In addition to this open loop test procedure, the same flow conditions will be used for
a closed loop simulation, with a modelled driver in the loop aiming to maintain the
vehicle’s initial trajectory. This is described in Figure 6.2. Using the results of both
simulations, the influence of the driver on the vehicle’s response can be obtained, and

the effectiveness of their input can be determined.
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Open loop

(b) Closed Loop

(a) Open Loop

Figure 6.2: Example vehicle responses during open and closed loop tests [132].

The vehicle geometry chosen for these simulations is the fastback variant of the DrivAer
model. It was shown previously that this geometry has the potential of being the most
sensitive to crosswinds when compared to the estate and notchback variants, based
on the calculation of stationary yaw moment coefficient gradient. As the main reason
for performing this test is to expose any safety concerns, this geometry is the most
appropriate. In addition, this geometry has the benefit that the numerical approach

and grid refinement can be transferred from the previous study.

6.2 Crosswind Profile

Two gusts have been generated, with lengths corresponding to 4 and 12 car lengths
respectively. Both lengths comply to the minimum length prescribed by the standard,
and at a vehicle speed of 27.8 m/s, correspond to a disturbance frequency of approxi-
mately 1.5Hz and 0.5Hz. It has been shown previously by Wagner and Wiedemann
[53], that at frequencies between 0.5Hz and 2Hz, a driver can amplify the vehicle’s
response. Hence after the initial open-loop simulation, the closed-loop simulations can

be used to investigate this result further.

Although a crosswind facility generates a step change in lateral velocity, this is not seen
at the vehicle due to mixing layers at the edges of the gust. Such conditions occur on
the road when passing gaps in roadside obstacles during gusty conditions, as illustrated
by Favre [75] in Figure 6.3a. Hucho and Emmelmann [74], showed that the profile of a

mixing layer seen by a moving vehicle approximately follows a cosine function, shown
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in Figure 6.3b and described by Equation 6.1, where vy,q; is the maximum strength of
the crosswind in the undisturbed region and Xy, is the width of the mixing layer. As
shown in Figure 6.3a, the value of Xy, is dependent on the distance from the fans.
For these simulations, the width of a mixing layer X, is chosen as one car length
corresponding to a frequency of 6Hz or a reduced frequency value of 1.5, based on
the forward speed of the vehicle. It has already been shown in the oscillating Davis
model simulations, that such high values of reduced frequency results in flow hysteresis.
This was also confirmed by Hucho and Emmelmann [74], who found that increasing
the length of a gust’s mixing layer, thus lowering the reduced frequency, reduced the
transient behaviours of a vehicle’s side force and yaw moment coefficients. Therefore

it is reasonable to expect a transient behaviour in these forces for the generated gust

profiles.
14
Mixing Mixing
Layer Layer Top g
E View -~
Direction of =~
Travel S
Obstacle Obstacle
o . : : : ]
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(b) Cosine function for modelling mixing

(a) Mixing layers in an on-road scenario [75] layers [74]

Figure 6.3: Crosswind mixing layers.

o(z) = “";“ <1 — cos (Xfﬂ : 71')) . (6.1)

Equation 6.1 provides a global description of the mixing layer profile, however from the
moving vehicle’s perspective the profile will vary with respect to time. Equation 6.2

describes this, where Ty, represents the time taken to pass through the mixing layer.

o(t) = Jmaz (1 — cos (Tt - 7r>> g My (6.2)
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The resulting profiles of the gust seen at the vehicle follow a trapezoidal shape, shown

in Figures 6.4 and 6.5, where ¢t = 0 corresponds to the front of the vehicle hitting the

crosswind region. Due to a time lag as the gust passes down the vehicle’s length, it is

only fully immersed in the maximum yawed flow for 1 and 9 car lengths respectively.

These profiles are similar to the ones used by Favre [75], and represent a third of all

on-road gusts, as found by Wojciak [22].
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Figure 6.4: Crosswind profile for gust of length 4L (1.5Hz at Uye, = 27.8m/s).
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Figure 6.5: Crosswind profile for gust of length 12L (0.5Hz at Uy, = 27.8m/s).
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6.3 Simulation Approach and Boundary Conditions

Whilst the aim of this study is to apply the fully coupled system to the simulation of
crosswind, in order to determine whether this level of complexity is need, it is important
to make comparisons to existing, one way coupled methods. As found in the literature

these methods are as follows:

e Quasi-Steady Static Coupling - A database of steady state aerodynamic force and
moments at a range of yaw angles, interpolated over the gust profile and used as

a vehicle dynamics model input.

e Unsteady Static Coupling - A transient history of aerodynamic forces and mo-

ments over a static model used as a vehicle dynamics model input.

The aerodynamic response for the quasi-steady case is formed from two quasi-steady
solutions of constant flow yaw angle: 0° and 36°. These solution are obtained using
an arrangement of traditional boundary conditions with an inlet, outlet and slip walls
as shown in Figure 6.6a. For the 0° yaw angle case the u velocity component is set
to 27.8m/s at the inlet whereas for the 36° yaw angle case, the vehicle is yawed in
the domain and the resultant velocity of 34 m/s is applied through the inlet u velocity
component. The resulting quasi-steady aerodynamic force and moment values are then

interpolated over the crosswind profile to form an input for the vehicle dynamics model.

The boundary conditions for the unsteady static simulation are more complex, as they
need to be capable of exposing the vehicle to a time dependent velocity profile. There
are several arrangements that can achieve this, the most popular of which is a pair of
inlets and outlets in an arrangement shown in Figure 6.6b. Tsubokura, Nakashima et
al. [72, 133, 67, 68, 70, 134] and Favre [75] showed how this approach requires a pair
of functions at each inlet in order to convect the crosswind profile over the vehicle.
At the main inlet, the u velocity function describes the vehicle’s velocity and a time
dependent v velocity function introduces the crosswind profile. At the secondary inlet,
the u velocity function still describes the vehicle’s velocity but the v velocity function

describing the crosswind now depends on time and position.
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Figure 6.6: Boundary conditions for all simulation approaches.

An alternative to this replaces the secondary inlet and outlet with periodic boundaries,
an arrangement more typically using in the simulations of turbo-machinery blading. By
removing the additional inlet and outlet, only two velocity functions at the main inlet
remain, as shown in Figure 6.6c. When using this method, it is important to ensure
that the domain is wide enough to prevent any flow disturbances from re-entering the
domain on the windward side and influencing the flow around the vehicle, however
for typical vehicle speeds and domain sizes this interference is rare. The method has

been used successfully in crosswind related applications by Demuth and Buck [135] and

Theissen [23].

So far the arrangements discussed all feature static geometry over which the gust passes,
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a frame of reference fixed on the vehicle and comparable to a wind tunnel arrangement
such as that used by Dominy and Ryan [63, 64] and Volpe et al. [65, 66]. In contrast,
the overset grid approach allows a switch to a global frame of reference, so that the
crosswind’s position is fixed in the domain and the vehicle passes through. Thus, this
approach only requires a single, position dependent v velocity function at a secondary
inlet and no u velocity function at either. However, additional grid refinement along
the predicted path of the vehicle is required in order to reduce the interpolation error
between the overlapping grids and thus the increases in computational cost makes this

method a less attractive option.

From the three options discussed, the periodic boundary conditions have been chosen for
the unsteady static simulations. This method is the most straightforward to implement
as it only requires one set of velocity functions at the main inlet and no additional grid
refinement due to moving overset grids. Therefore, the crosswind profile is introduced
via a v velocity disturbance at the main inlet and convected downstream by the u

component.

A one off simulation of the unsteady-static approach using overset boundary conditions
was performed in order to highlight any unwanted artifacts of the overset method.
Although results are not presented, there was a negligible impact on the forces and flow
field between the overset and traditional, fixed vehicle methods. Thus fair comparisons

between the methods can be made.

Including a six degree of freedom vehicle response in the CFD simulations for the fully
coupled, unsteady dynamic approach adds a higher level of complexity to the bound-
ary conditions. The vehicle motions that need to be included can be split into two
categories. The ‘global group’ describes motions of the entire vehicle and includes
longitudinal and lateral translations along with yaw rotation. The ‘body group’ con-
tains motion of the vehicle’s sprung mass on its suspension system, namely vertical
translation (heave) as well as pitch and roll rotations. Nakashima et al. [72] suggest
a combination of grid deformation and a non-inertial reference frame to include all
six degrees of freedom. In their approach, grid deformation based on the arbitrary

Lagrangian-Eulerian (ALE) method was used for the small-scale body motions as well
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as the yaw rotation, while longitudinal and lateral translations were implicitly treated
through additional terms in the Navier-Stokes equations. The multiple inlet and out-
let boundary conditions were used to convect the crosswind over the vehicle, thus the
flow’s frame of reference was fixed on the vehicle. As the yaw rotation of the vehicle
was physically modelled via grid deformation, the vehicle’s frame of reference yaws,
however after any motion of this type, the flow’s u velocity component imposed at the
main inlet will no longer represent the reciprocal of the vehicle’s forward velocity as
the two frames of reference no longer align, shown in Figure 6.7. Nakashima et al. ac-
counted for this via additional longitudinal and lateral translational terms to ensure the
flow’s u velocity component coincided with the vehicle’s forward direction throughout

the simulation.

Whilst this method has proven effective at including motion within a CFD simulation,
grid deformation can only be used for small scale displacements such as those experi-
enced on a vehicle’s suspension system and small yaw angle rotations. For large-scale
motions, grid deformation can generate highly skewed grid elements and impair the ac-
curacy of the flow prediction. The overset grid approach offers an alternative, capable
of including both large and small scale motions. The proposed method of including
motion in all six degrees of freedom for a fully coupled, unsteady dynamic simulation
uses two nested overset regions: one around the complete vehicle and one around the
vehicle’s sprung mass. In this arrangement, the global and body motions can be treated

separately without deteriorating the quality of the grid elements.

The global overset grid moves in only three degrees of freedom, whilst the body grid
moves in six with the addition of heave, pitch and roll motions. As a result of using this
method, the vehicle ‘drives’ through the domain and through the band of crosswind,
as shown in Figure 6.6d. Due to the switch in frame of reference from a typical wind
tunnel arrangement to an on road observer’s perspective, this is a direct replication of
the vehicle driving passed the crosswind generator and hence could be used to simulate

more Complex manoeuvres.
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Figure 6.7: The effect of yaw rotation on simulation boundary conditions: vehicle

forward velocity no longer aligned with « component of inlet velocity.

6.4 Computational Grids

For the three cases, two grids are generated: a static grid and a dynamic grid with
domain sizes (x = 20L,y = 13L, z = 3L) and (z = 25L,y = 10L, z = 3L) respectively.
As the overset grid moves through the domain in the dynamic simulation, the length of
the domain is determined by the desired duration of the simulation. A value of 25 car
lengths at a vehicle speed of 27.8 m/s corresponds to just over 4 seconds, sufficient for
a one second initialisation period during which the flow can develop and then a 2 and
2.5 second simulation time for the two gusts respectively. This is not the case for the
static grid, as the vehicle remains stationary in the domain, and hence the domain can
be shorter in length. The large width value of the static grid ensures that disturbances
do not re-enter the domain on the windward side when using the periodic boundary
conditions. This value is reduced for the dynamic grid as such boundary conditions are

not used and hence, this narrowing can remove unnecessary grid elements.

As already discussed, two overset regions are required for motion in six degrees of
freedom. One overset region, highlighted red in Figure 6.8, includes all four wheels
while the second, highlighted in blue, contains only the vehicle’s sprung mass and
lies nested, within the first. This arrangement allows the global and body motions of
the vehicle to be applied separately. Even though the geometry is fixed in the static
simulations, the overset regions are maintained in the static grid for consistency in grid

refinement, but also allows yawing of the vehicle for use in the quasi-static 36° yaw
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angle simulation without additional re-meshing.

Figure 6.8: Nested overset grid arrangement used by static and dynamic grids.

The position of the refinement that is contained within the overset grids, shown in
Figure 6.8, has been taken from the previous DrivAer model grid as the shape of this
region is still able to capture the predicted flow yaw angle generated over the vehicle.
The volume element size within this refinement is double the value used previously,
with an isotropic dimension of 20mm (0.004L). The coarsening of the grids when
compared to the previous DrivAer model grid is required in order to speed up the hole
cutting and interpolation stages of the overset grid procedure. This allows acquisition

of results in practical times.

Unlike the local refinement, the global refinement and position of the vehicle within
the domain varies between the two grids. For the static grid, the vehicle is positioned
approximately 6L from the inlet, this allows a one second initialisation period before
the crosswind reaches the vehicle. In the region upstream of the vehicle, refinement
is added to reduce the numerical dissipation of the crosswind profile and as a result,
the static grid contains a total of approximately 1.6 x 107 active, hexahedral elements.
Figure 6.9 shows a horizontal slice through the front portion of the domain at axle
height and gives an indication of the locations of the refinement and vehicle position.
For the dynamic grid, the vehicle is initially positioned at the far end of the domain,
close to the main outlet, thus a refinement region which spans the width of the domain
is positioned at a distance corresponding to one second upstream of the vehicle to

maintain the crosswind velocity profile. The length of this refinement varies due to
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the differences in length of the two crosswind profiles, but this does not have a large
effect on the total element count. An additional refinement region runs along the length
of the domain, along a predicted path of the vehicle as shown in Figure 6.9. This is
needed so that the size of the donor grid elements in the outer overset region matches
those of the background; thus reducing interpolation errors during the inter-grid data
exchange. Due to this additional refinement, the total number of elements increases to

approximately 2 x 107,

(a) Upstream Portion of Static Grid

(b) Dynamic Grid

Figure 6.9: Position of vehicle and grid refinement within the domain.

160



A FULLY COUPLED, SIX DEGREE OF FREEDOM RESPONSE TO A CROSSWIND EVENT

6.5 Numerical Approach

Again the numerical method follows on from the previous DrivAer model simulations
with a segregated, incompressible, finite volume, semi-implicit, pressure based solver
chosen for all simulations and a hybrid 2nd order upwind/bounded central-differencing
convection scheme. Turbulence is modelled with the IDDES variant of the Spalart-
Allmaras Detached- Eddy model. A second-order temporal scheme limits the numer-
ical dissipation of the crosswind profiles and a time-step of 1 x 10™* seconds (non-
dimensional AtUr/L = 6 x 107% ensures a Courant number below one within the
LES region. Five inner iterations per time-step ensure consistent convergence of the
residuals. All CFD simulations are carried out using Star-CCM+4 v10.04.009 from
CD-Adapco.

As already discussed in the oscillating Davis model study, a DES method is usually
applied to much finer grids with a total number of elements closer to 100 x 10°, however
a grid containing this level of refinement is impractical due to current computational
resources and the increase in physical time that accompanies the overset grid technique.
Table 6.1 shows the values of drag and lift coefficient at zero yaw angle that are obtained
when using this coarse grid alongside the fine grid and several experimental values. It is
clear that this grid and numerical approach is capable of predicting the geometry’s drag
coefficient well. Furthermore the traditional boundary condition method, or the moving
overset technique appears to have a minimal impact on the drag, with a variation in
the coefficient value mimicking the variation between the two experiment values. The
difference in lift coefficient is most likely a result of the variations in the mounting of
the model between the simulation and experiment, the latter featuring a large vertical

mounting strut and small clearance between wheels and ground.

The fully coupled system follows the same format as designed in Chapter 4, with the
addition of a complex vehicle dynamics and driver model. The system is summarised in
Figure 6.10. Due to the differing timescales between the fluid and the vehicle motion,
a difference in timesteps between the aerodynamics and dynamics simulations was

introduced. Thus the data exchange between the two simulations only takes place once
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every 10 fluid timesteps.

Table 6.1: Drag and lift coefficient values using coarse overset grids.

Cp CL
Unsteady Static 0.258 | -0.038

Unsteady Dynamic 0.254 | -0.022

Fine Grid (Chapter 5) | 0.257 | -0.020

Wieser et al. [136] 0.258 | -0.096

Heft et a. [127] 0.254 -

Vehicle Translational and Angular Velocities

MATLAB-
FYRSr— Star-CCM+ SIMULINK 6DoF Vehicle
‘ —> i
ke —» CFD Simulation , Vehicle Response
Excitation Aerodynamic 2 -
: = Handling Model
Forces

and Moments ;I

Road/Driver
Excitation

Figure 6.10: Fully coupled vehicle aerodynamics and dynamics system.

6.6 Vehicle Dynamics and Driver Model

The vehicle handling and dynamics model was designed by Dr. Matt Best in the Aero-
nautical and Automotive Engineering department of Loughborough University [137].
The same model is employed on the in-house, 6 degree of freedom Stewart-type plat-
form driving simulator. The vehicle is modelled as a rigid body, free to move in six
degrees of freedom under the influence of nominal drag and tyre forces found from a
combined slip Pacejka formula. The vertical load used in these calculations is com-
puted assuming a linear spring-damper suspension system compensated by suspension
link forces that act at static roll centres. The model has been assembled in the model-

based design environment Simulink, integrated within MATLAB, and initialised with
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values representative of an average family saloon as shown in Table 6.2. The model

includes the weight of the driver with no additional passengers or load.

Table 6.2: Vehicle initialisation parameters.

Kerb Weight + Driver (kg) 1345475
Wheel Mass (kg) [40, 40, 40, 40]
Roll Inertia (kg m?) 532
Pitch Inertia (kg m?) 2000
Yaw Inertia (kg m?) 2150
Wheelbase (m) 2.786
Height of mass centre above ground (m) 0.53

The vehicle dynamics coordinate system follows the SAE standard J670 [138] and is
shown in blue in Figure 6.11. The centre of this coordinate system is located at the
vehicle’s centre of gravity, split 47/53% along the length of the vehicle and 0.38H above
the surface of the road (approximately coinciding with the top of the wheel hubs). This
weight distribution is representative of a front wheel drive vehicle. In contrast, the
vehicle’s aerodynamics are referenced in a separate coordinate system, defined in SAE
J1594 [139] and shown in black in Figure 6.11. In this coordinate system, the origin is
located on the ground at a mid-track, mid-wheelbase location and the directions of the
x and z axes are reversed. This switch in direction is a result of a desire for positive
aerodynamic drag and lift values but in spite of this switch, the sign convention of all
aerodynamic moments is consistent with the vehicle dynamics. For use in the vehicle
dynamics model, all acrodynamic forces and moments are converted into the vehicle

dynamics coordinate system and thus acts through the vehicle’s centre of gravity.

The driver model was also developed by Best [137] and is a simple path following model
for which the driver provides lateral control through a steering input. For these partic-
ular simulations, the driver provides no longitudinal control as the vehicle is in a cruise
control condition. The parameters which define the model are preview time to a single
point on the road ahead t,,, a proportional lateral gain K., a driver reaction time #j,g,

and a final parameter defining a basic approximation of the understeer gradient K.
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Figure 6.11: Vehicle aerodynamics (black) and dynamics (blue) coordinate systems.

Figure 6.12 shows the calculation of the preview point P after preview time ¢,, and the

lateral deviation from both linear and circular track types. Under a fixed steered wheel

angle ¢ at time ¢t and constant forward speed u, the forward path radius can be defined

from the well known steady-state handling equation,

_ Lw + Ky u?(t)/g
S0

With a vehicle orientation ), units vectors are,

. cosy ) —siny
lg = NG =

sin cos Y
and the angle traversed along the arc,
0 = u(k)T,/R.
The preview point P can then be calculated using the arc centre O,

cosf) —sind
P=G+|1- Riq.
sinf cos@

The deviation of this point from the line segment track type can be calculated,

dr, = (P—SL) -np
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and steering control is applied (with time delay #1,5) based on correction of the current

value 0(t), and the predicted future point error dr,,

5(t + tlag) = 5(t) + Kjatd. (6'8)

line segment
track type

circular  Ec
track type

“\\ OC
S c ‘\.

Figure 6.12: Preview point and lateral deviation from both circular and line track types

[137).

This driver model has been tuned to real driver steering data recorded on the in-
house vehicle simulator. Participants were advised to maintain their position within
the lane of a two-laned dual carriageway whilst the vehicle was subjected to the long
crosswind profile. The gust was applied to the vehicle through external aerodynamic
loads obtained from the unsteady static open loop simulation. No warning or prior
knowledge of the gust was given to the participants. There is an argument to suggest
that this information should have been provided as a gust of this profile typically occurs
when exiting a tunnel or passing over an open bridge for which the driver may be given
a visual cue and be prepared to react. From a total of ten participants, five responses
were excluded as they represented a poor driver’s response, either failing to return
to the lane or returning with a significant delay. Such responses could be utilised to
investigate the effect of variation in driver ability, but for the current initial simulations
it was felt that a competent driver’s response was appropriate. For this reason, the

remaining five responses were used to calculate an average steer angle response and
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this is shown in Figure 6.13.

Steer Angle (Deg)

Driver 1
Driver 2
Driver 3
Driver 4
Driver 5
Average

| | | |
0 2 4 6 8

Time (s)
Figure 6.13: Recorded driver response and calculated average.

A low pass filter was applied to the average steer angle response to remove the unphys-
ical small scale fluctuations resulting from the averaging process. The driver model
was tuned to this smoothed average response using an unconstrained, multivariable
minimisation function. More specifically, the optimal solution was found by minimis-
ing the covariance of the difference between the modelled and reference steer angles.
The variables that were tuned were the preview time ¢;,, proportional lateral gain Kj,,
driver reaction time fj,4, and approximation of the understeer gradient K,z. The op-
timal values are presented in Table 6.3, with the modelled steer angle response shown
in Figure 6.14. Although the value of driver reaction time appears small (from the

reference data it is expected that this value is approximately 0.5 seconds) the current
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value provides a suitable curve fit to the reference data over the initial steer input.

This suggests that the t),, parameter is ill-defined, and not a true representation of the

driver’s reaction time. It is most likely that this parameter represents a generic time

lag that is dependent on the values of additional parameters such as the preview time.

Table 6.3: Tuned driver model parameters.

tp (s)

Klat tlag (S) Kug

1.132

0.003 | 0.041 | 0.188
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Figure 6.14: Tuned driver response.
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6.7 Results - No Driver Response

The results of the open loop manoeuvre, without a driver’s response, are analysed first,
with Figures 6.15a and 6.15b showing the behaviour of the vehicle as it moves through
the two bands of crosswind. The figures have been scaled consistently, and therefore
show the differences in gust length with reasonable accuracy. The overlaid horizontal

lines are set at a distance of 1.8 m apart to indicate half a typical motorway lane width.

In an initial analysis of the vehicle’s response, the gust appears to alter the yaw angle
of the vehicle and as there is no driver response, the vehicle deviates laterally from
its initial path. Within the simulated time, this deviation is large enough to encroach
upon the adjacent lane in both events and hence presents a severe safety concern. The
underlying aerodynamics that are responsible for this response and the compete vehicle

six degree of freedom behaviour is now discussed in more detail.

(a) Short Gust (4L)

v Velocity
-25.000 25.000

(b) Long Gust (12L)

Figure 6.15: Motion of the vehicle in the fully coupled, open loop simulations.
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6.7.1 Short Gust

The effect that the gust has on the aerodynamic side force and yawing moment, and
the influence of the coupling method for the short event are presented in Figures 6.16
and 6.17. In these figures, all forces and moments are defined using the standard SAE
aerodynamic coordinate system SAE J1594 [139], thus the moment centre is defined
at mid-wheelbase, mid-track on the surface of the road. However as already discussed,
for use in the dynamics model, these forces are converted into a vehicle dynamics

coordinate system. All vehicle response figures use this dynamics coordinate system.

Over the duration of the gust, there appears to be very little difference in the predicted
loads between the two unsteady approaches. The timings and gradients of the increase
and decrease in side force and yaw moment display minimal variations between the
two. In comparison, there is a clear delay in the loadings when using the steady static
approach. This is caused by the time dependent effect of the gust travelling along
the length of the vehicle, whereas the steady state approach assumes that there is a
constant force acting over the entire vehicle. In this case, the aerodynamic response

follows the timing of the aerodynamic centre’s exposure to the gust.

The front of the vehicle enters the gust at ¢ = 0 and the side force builds. As the
length of the gust’s mixing layer was set to one car length, by the time the maximum
yawed flow hits the front of the vehicle, the rear is only starting to feel the presence of
the gust. By point A, the entire front half of the vehicle is immersed in the maximum
yawed flow, and due to the angle and strength of the resultant velocity vector, the
flow’s front stagnation is shifted from a central position, to the front windward corner,
as shown in Figure 6.18a. In this state, the front contribution to the total side force
dominates over the rear and the aerodynamic yaw moment over shoots the steady static
value. This behaviour agrees well with the observations of Hucho and Emmelmann [74]
and the experiments of Beauvais [61]. In addition, this behaviour is in keeping with
the phenomenon of flow hysteresis identified earlier, conforming to the relationship of

reduced frequency and unsteady aerodynamic loads.

At point B, the entire vehicle is immersed in the maximum yawed flow and thus an
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Figure 6.16: Short gust: Side force Figure 6.17: Short gust: Yaw moment

increase in rear side force restores the yaw moment to the steady static value. The
front of the vehicle then starts to exit the gust, indicated by the early decrease in both
loads, and by point C, the entire front half of the vehicle has left the crosswind region.
This point correlates to a negative peak in side force, caused by the larger resultant
velocity and thus low pressure acting over the rear windward side. A similar peak does
not exist in the yaw moment as this load is most strongly influenced by the location of
the high pressure stagnant flow on the vehicle’s front bumper, which has returned to a

central position as shown in Figure 6.18b.

The largest differences between the two unsteady methods occur during the latter half
of the event. It is predicted that the early decrease in aerodynamic yaw moment seen in
the unsteady dynamic response is a result of including the vehicle’s dynamic response
in the CFD simulation. Figure 6.19 shows that during the gust, the vehicle’s yaw angle
increases up to a value of 2.5°. Interestingly, with the arrangement of the crosswind
and vehicle velocity, this positive increase in the vehicle’s global yaw angle, decreases
the resultant flow velocity acting on the vehicle, as shown previously in Figure 1.7 and

Equations 1.18 and 1.19. Although the resultant yaw angle can be shown to increase,
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Figure 6.18: Short Gust: Pressure coefficient at the entrance and exit of the gust.

it is thought that the reduction in dynamic pressure dominates over the yaw angle
change and is responsible for the early drop off in the aerodynamic yaw moment, thus
imparting an aerodynamic damping on the vehicle’s motion. After leaving the gust, the
vehicle’s yaw angle continues to grow due to the build up in vehicle’s yaw momentum.
The data curves show that the yaw angle eventually settles at a value between 3.5° and
3.8°. Variations in this value are a result of the delay in the steady static aerodynamic
response and the early decrease in aerodynamic yaw moment identified in the unsteady
dynamic response. These results imply that a one-way coupled, unsteady static method
provides an over estimated or ‘worst case’ prediction of the vehicle’s yaw response which

would be a ‘safe’ technique to use in a design process.
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Figure 6.19: Short gust: Yaw angle Figure 6.20: Short gust: Lateral deviation

The vehicle’s lateral deviation is shown in Figure 6.20. This deviation is a result of the
change in yaw angle only, as the friction acting on the tyres is large enough to prevent
any lateral slip. Whilst immersed in the gust, the vehicle deviates by only 0.25m and
as no driver response can be applied, this deviation grows up to a total distance of
approximately 1.85m after 2 seconds, corresponding to half a typical motorway lane
width. The variations between the unsteady method’s yaw angle response do not appear
to have a substantial effect on the total displacement, whereas the delay in aerodynamic
response between the steady and unsteady methods results in an 8% reduction in the
final value. These results are comparable to the recent two degree of freedom crosswind
simulations by Carbonne et al. [121] and Winkler et al. [122], who showed a similar

behaviour in vehicle response and aerodynamic loadings for various methods.

In addition to yaw rotation and lateral deviation, the current study considers motions in
six degrees of freedom. Figures 6.21 and 6.22 show how the vehicle undergoes a negative
roll angle displacement (into the gust) as a result of a large increase in aerodynamic
roll moment. The use of two separate coordinate systems to describe aerodynamics

and dynamics introduces some confusion when analysing this results, as a positive
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aerodynamic roll moment appears to produce a negative vehicle roll angle. However
when converted into the vehicle dynamics coordinate system, the positive aerodynamic
roll moment becomes negative, due to the difference in origin height between the two
sets of axes. As was the case with the yaw moment, a delay in the development of
the roll moment is a feature of the steady static response, whereas the timing in the
two unsteady methods is much more comparable. On top of this rolling motion, the
body pitches, nose down, and the centre of gravity is raised by 6 to 8mm. When
combined, these three motions describe a overall downward motion of the windward
front corner during the gust which is consistent with the movement of the flow’s large
front stagnation region. For all motions, the maximum angular displacement is small,
most likely due to the realistic levels of suspension stiffness and body inertia. Therefore
the seemingly large response differences between the coupling methods are exaggerated
by the scales of the figures and ultimately have a minimal impact on the overall response

of the vehicle.
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Figure 6.21: Short gust: Roll angle Figure 6.22: Short gust: Roll moment
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6.7.2 Long Gust

For the long gust, the aerodynamic and vehicle responses show many of the same
properties as identified in the short gust. Figures 6.25 and 6.26 show the same delay in
the steady static side force and yaw moment, whilst the high similarity between the two
unsteady methods as the vehicle enters the gust, specifically the percentage of the over
shoot in yaw moment, is maintained. Over the latter half of the event and as the vehicle
exits, the reduction in yaw moment previously identified is more substantial, due to a
larger vehicle yaw angle whilst immersed in the gust, reaching a value of approximately
11.25°, as shown in Figure 6.27. A second consequence of the large yaw angle is that
the vehicle is exposed to the gust for longer. The resulting curved trajectory through
the gust is evident in the aerodynamic side force by a delay beyond the steady static,
when exiting the gust. This effect was not as clear in the short gust as the change in

yaw angle and hence path through the gust was much more direct.

As shown by Figure 6.27, at 2.5 seconds, after the vehicle has emerged from the gust,
the yaw angle is clearly over predicted by both one-way coupled methods. This is
due to the larger aecrodynamic yaw moment generated over the latter half of the event
when using these techniques. As with the short gust, the deviation is a result of

the change in yaw angle during the event and at the end of the event, this deviation
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Figure 6.25: Long gust: Side force Figure 6.26: Long gust: Yaw moment

has grown to approximately 5.7 m. At this moment, the entire vehicle lies within the
adjacent lane. Again due to the delay in the steady static yaw angle, the final deviation
value when using this method is reduced, by approximately 7% from the unsteady
static, a percentage comparable to the reduction value calculated for the short gust.
Interestingly the predicted deviation for the unsteady dynamic method falls between the
two one-way coupled methods, which suggests that for this gust length, the steady static
delay has a stronger effect on the deviation, than the inclusion of vehicle motion within
the simulation. The unsteady static method still provides a ‘worst case’ estimate of the
vehicle’s yaw, but now also lateral response. Based on the current trend, it is reasonable
to predict that for an even longer crosswind event, the one-way coupled methods will
substantially over predict the lateral deviation, as the differences in vehicle yaw angle

and hence aerodynamic yaw moment during the gust will be magnified even further.

The magnitude of the deviation for this long gust is comparable to full-scale exper-
iments of Howell [55]. After repeatedly subjecting an SUV vehicle to an artificially
generated crosswind with total length of ten car lengths and mixing layers of three

car lengths, this vehicle deviated in the range of 2m to 3m after 2 seconds. Figure
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Figure 6.27: Long gust: Yaw angle Figure 6.28: Long gust: Lateral deviation

6.28 shows that after a similar amount of time, the predicted deviation of the fast-
back is approximately 3.2m. The difference between these values can be attributed to
the change in vehicle classes and hence dynamic properties as well as the variations
in the mixing layer lengths, which at larger values, have been shown to produce a
quasi-steady behaviour of the aerodynamic loads. Although no specific experimental
validation has been performed for the fastback geometry, the similarity in these values

instills confidence in the simulation results.

The collective roll, pitch and heave motions still combine to produce a downward motion
of the front windward corner, as shown in Figures 6.29, 6.30 and 6.31, however there are
some differences in magnitude from the short gust. The maximum roll angle reached
by the vehicle is much larger than in the short gust, approximately double in all cases.
As with the yaw and lateral responses, the unsteady static method provides an over
prediction of this roll response. Although the difference is small, approximately 0.2°,
this is further evidence that the inclusion of motion (in this case roll motion) within
the CFD simulation, has a damping influence on the overall vehicle response. The

small magnitudes of the pitch angle and heave responses are comparable to the short
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gust and thus imply that from these three motions, the vehicle is more susceptible to

rolling during a crosswind event. The steady static pitch response seems to provide

a reasonable average of the two unsteady methods, whereas for heave, this method’s

results suggest that the body is continually rising on the suspension system throughout

the event. In comparison, the unsteady methods predict that after an initial peak in

displacement, the body gradually returns to its initial position. From Figure 6.32, it

can be seen that this is a direct result of the unsteady aerodynamic lift force.
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6.7.3 Computational Costs

The costs of running the methods (on 320 cores) are shown in Table 6.4. The steady
static cost takes into account the time for two simulations, required as a minimum
to generate the aerodynamic response. A speed up parameter, shown alongside the
physical time, has been calculated by normalising the two one-way coupled costs by

the fully coupled.

Table 6.4: Computational costs of coupling approaches.

SS | US | UD
Short gust wall clock time (hrs) 24 | 36 | 121
Long gust wall clock time (hrs) 30 | 45 | 151
Speed up from unsteady dynamic approach | 5.1 | 3.4 | 1

The addition of the moving overset grid approach increases the simulation time by
approximately 3.4x over the unsteady static approach. This is a substantial increase
from the 2.31x found in the oscillating Davis body simulations, Table 3.3, and provides
a measure of the added cost when using more than one overset region in the domain.
Over the steady static approach, this speed up is even more substantial, with the fully

coupled simulation requiring a factor of 5.1x longer.

6.8 Summary

The results from the open loop manoeuvre, with no driver response, suggest that one-
way coupled methods provide a reasonable estimate of the vehicle’s response at signif-
icant reductions in computational cost, when subjected to both short (4L) and long
(12L) crosswind events. The largest differences in the response between a one-way and
fully coupled approach are a result of failing to including the vehicle’s time accurate
yaw angle and position whilst immersed in the gust. As the vehicle yaws during the

crosswind region, the resultant flow velocity reduces, thus lowering the dynamic pres-
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sure and consequently the aerodynamic yaw moment, providing a damping effect on
the yaw displacement. The one way coupled methods do not include this effect, and
thus exposes the vehicle to the maximum flow velocity throughout the event. This
leads to over predictions in the values of vehicle yaw angle and lateral deviation. It is
predicted that for an even longer event, the quality of the one way coupled response

will deteriorate.

It is clear that yaw rotation and lateral translation are the dominant motions in response
to a crosswind event with no driver input. With a realistic vehicle dynamics model, the
stiffness of the suspension system and inertia of the body limit the pitch, roll and heave
motions and do not appear to influence the dominant aerodynamic loads. For future
fully coupled crosswind simulations, it seems appropriate to remove these motions from

the simulation which will also offer reductions in computational expense.

It can also be seen that the steady static method introduces a time delay into the
response, a result of failing to simulate the transient aerodynamic loads as the vehicle
enters and exits the gust. In addition, the method inaccurately predicts the unsteady
behaviour of the aerodynamic lift force throughout the event. An unsteady method cap-
tures the over shoot in the aerodynamic yaw moment which is consistent in magnitude
with empirically calculated and experimentally measured values whilst also including
the unsteady behaviour of the lift force. It is suggested that for future simulations of
this particular test case, an unsteady static approach is used, as this method exposes
the vehicle to the largest aerodynamic loads for the duration of the event, thus pro-
viding a ‘worst case’ prediction of vehicle response. However, when accurate deviation
values are required, or the gust no longer acts perpendicularly to the vehicle’s initial

path, the fully coupled approach is needed.

6.9 Results - Closed Loop

The fully coupled simulation method has also been applied to a closed loop vehicle
dynamics system, with a driver in the loop. As already shown, the driver model has

been developed using human steering angle data obtained through vehicle simulator
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tests of the long crosswind event. The intention of the driver is to maintain their
position within the lane. Using the model, the short and long crosswind simulations
have been repeated to investigate the influence of a driver during both of these events.
The length of the closed loop fully coupled simulations are consistent with the open
loop simulations, 2 and 2.5 seconds respectively, however after this point, the vehicle
dynamics simulation continues to run to a total time of 10 seconds. This simulation
length captures the complete driver’s response. As a result, the aerodynamic loads
are assumed to be quasi-steady after the aerodynamic simulation has ended. This
decision was based on the computational resources that would have been exhausted for
a simulation of the complete length, but also the predicted minimal impact that the

driver’s input would have on the aerodynamics after leaving the gust.

6.9.1 Short Gust

For the short crosswind event, the effect of the driver can be seen in the vehicle’s lateral
deviation, shown in Figure 6.33. Unlike the open loop response, the driver is able to
return the vehicle to its initial path, as intended. A delay in the lateral deviation
when compared to the vehicle’s yaw angle is consistent throughout the event. When
the vehicle first returns to a 0° yaw angle after a positive peak of approximately 2°,
the lateral deviation is not at its maximum. This delay is maintained at the next
zero-crossing which does not coincide with the negative peak in position as the driver
overshoots the initial path. This delay implies that in addition to yaw angle, a lateral

slip contributes to the deviation.

The driver applies a steering input in an attempt to bring the vehicle back to its
initial path. Figure 6.34 shows the steering wheel angle during and after the gust. By
comparing this response to the vehicle’s lateral deviation in Figure 6.33, it is clear that
the driver is not explicitly responding to the position of the vehicle, as the peak steer
angles occur well before the vehicle has reached the positive and negative extremes of
lateral position. The driver actually responds to the vehicle’s yaw motion. A negative
steer angle of approximately 12° in magnitude is applied in an attempt to recover from

the positive yaw angle that has developed as a result of the gust. This peak value is
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Figure 6.33: Short gust, closed loop: Lateral deviation and yaw angle (Dashed).

applied approximately 1 second after entering the gust and is delayed from the peak
yaw angle by approximately 0.15 seconds. As a result the driver is still increasing
the magnitude of their steer angle input when the yaw rate of the vehicle switches
direction. Due to the length of the gust and the reaction time of the driver, Figure
6.34 clearly shows that the driver only begins to apply the maximum steering input
after the crosswind has passed and this delay is responsible for the overshoot from the

vehicle’s initial path.

The total vehicle response is the sum of the vehicle’s reactions due to the driver and due
to the gust. The latter has already been obtained with the open loop simulations, thus
the influence of driver can be calculated by subtracting the open loop response from
the total response with a driver. This is shown in Figure 6.35 through the vehicle’s yaw
rate and clearly shows the delay in the driver’s response. An ideal response would take
the form of the anti-phase of the vehicle reactions due to the gust, however the delay

in the driver’s steer response shifts the vehicle reaction due to the driver. A measure
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Figure 6.34: Short gust, closed loop: Steering wheel angle and yaw rate (Dashed).

of the quality of the driver’s reactions can be calculated using the integral of the yaw
rate’s absolute value | B |. This value represents the total yaw angle displacement of
the vehicle, thus by calculating this value for the simulations with and without driver,
the influence of the driver can be numerically quantified. A value of 3.69° for the
open loop and 8.86° for closed loop implies that the driver intensifies the vehicle’s yaw

displacement by a factor of approximately 2.4.

6.9.2 Long Gust

For the long gust, the driver is still able to return the vehicle to its initial path as
shown in Figure 6.36, but the time taken to recover is substantially longer than for the
short gust. Again a delay in the lateral deviation when compared to the yaw angle of
the vehicle indicates that lateral slip contributes to the vehicle’s position. The driver’s
steering input is much more aggressive for this gust, as shown in Figure 6.37. A peak

steering wheel angle of over 20° in magnitude is applied to oppose the growing vehicle
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Figure 6.35: Short gust, closed loop: Vehicle reactions due to crosswind and driver.

yaw angle, however the rate at which this angle is applied is similar to the shorter gust.
As a result, the delay between the steer angle and vehicle yaw rate responses is similar

and an overshoot from the vehicle’s initial path is still present.

Deconstructing the vehicle’s yaw rate into the reactions due to the gust and due to the
driver it is clear the driver’s reactions are still unable to cancel out the vehicle reactions
due to the gust, as shown in Figure 6.38. By the time the vehicle’s yaw rate due to the
gust is decreasing, the rate due to the driver’s input is still increasing in the opposite
direction. The direction of this steering angle is quickly reversed, however as was the
case for the short gust, the delay in this switch causes the vehicle to over shoot its

initial path.

Due to the longer event and larger steering input, the values of total yaw angle displace-
ment are much larger: without the driver 14.17° and with the driver 18.05°. Despite
these larger values, the factor by which the driver intensities the vehicle’s response is

reduced to 1.27. This is consistent with the work of Wagner and Wiedemann [53] who
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Figure 6.36: Long gust, closed loop: Lateral deviation and yaw angle (Dashed).

%

N W A OO

P R RN RN N . |

Trrrrcasces:

%
!
%
%
%
%
%,

7,

Steer Angle (Deg)
Yaw Rate (Deg/s)

Steady Static
Unsteady Static
Unsteady Dynamic

P I RN R TN N S
A

Time (s)

Figure 6.37: Long gust, closed loop: Steering wheel angle and yaw rate (Dashed).

184



A FULLY COUPLED, SIX DEGREE OF FREEDOM RESPONSE TO A CROSSWIND EVENT

Yaw Rate (Deg/s)

Vehicle Reactions due to Crosswind
Vehicle Reactions due to Driver
Total Vehicle Reactions

-12 T T T T ™
0 2 4_ 6 8 10
Time (s)

Figure 6.38: Long gust, closed loop: Vehicle reactions due to crosswind and driver.

showed that at the frequency of the short gust (1.5Hz) a driver amplifies the vehicle’s
reactions with the largest intensification factor, whereas at lower frequencies, such as

the long gust (0.5Hz), the driver is able to compensate for the gust to a better extent.

6.9.3 The Influence of Coupling Approach on the Closed Loop Response

For both gusts, the choice of coupling approach has a minimal influence on the driver’s
and vehicle’s responses. As shown in the open loop simulations, variations in the vehicle
response are caused by the change in yaw angle and hence aerodynamic loads whilst
immersed in the gust. As the driver’s input is determined by the vehicle’s response,
the same will be true for the steering input. For the short gust, due to its length, the
variation in vehicle response between the approaches was already minimal in the open
loop results and with the addition of the driver, a smaller yaw angle is reached during
this period. As a result, the choice of coupling approach has almost no effect on the

driver’s and vehicle’s response for this gust event.
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Similarly, for the longer gust, the driver’s input reduces the yaw angle reached during
the length of the gust. However, the maximum yaw angle reached during this period,
3°, is still large enough to introduce variations into the aerodynamic yaw moment, as

shown in Figure 6.39.
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Figure 6.39: Long gust, closed loop: Yaw moment

At approximately 1.3 seconds, the yaw angle of the vehicle reduces the aerodynamic
yaw moment by approximately 14% when compared to the steady static value. After
this point, a reduction in the yaw angle as the driver returns the vehicle to its ini-
tial orientation, increases the aerodynamic yaw moment back towards the maximum
loading. However this ‘dip’ in load is reflected in the steer angle input and lateral
deviation, by a reduction of 4% and 3% respectively, from the unsteady static values.
This maintains the conclusions of the open loop simulations that the one-way coupled
approaches provide a worst case response, although with the addition of the driver, the
magnitude of the difference between this worst case and the fully coupled response is

reduced.
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6.10 Summary

With the inclusion of the driver, it has been shown that the vehicle is able to return
to its initial path. The time taken for this recovery is dependent on the length of
the gust and it has been shown that for a gust of frequency 1.5Hz, a driver amplifies
the vehicle’s response. The delay in the driver’s response causes the vehicle’s yaw
displacement to be increased by a factor of approximately 2.4 and this results in an
over shoot from the vehicle’s initial path. In contrast, for a longer gust of frequency
0.5Hz, the intensification factor of the driver’s response on the yaw angle displacement
is much lower, approximately 1.27, implying that they have a more positive influence

on the vehicle’s response.

The use of a fully coupled approach for the closed loop simulation is computationally
expensive and does not justify the differences seen in the vehicle response over the
one-way coupled methods. As shown in the open loop simulations, the largest varia-
tion between the approaches emerges from the difference in vehicle yaw angle whilst
immersed in the gust. Due to the driver’s steering input, this yaw angle does not
reach the levels of the open loop simulations and thus is not large enough to promote

significant variation into the aerodynamic loads and vehicle response.
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CHAPTER 7

CONCLUSIONS

A fully-coupled, six degree of freedom system in which a vehicle’s aerodynamics and
dynamics can be assessed using simulation has been designed and evaluated against

current, traditional methods.

In such a system, a vehicle’s aerodynamics should, where possible, be simulated using
a detached-eddy simulation methodology. It was shown through comparison to exper-
imental wind tunnel data of a generic, simplified vehicle geometry, that a Reynolds-
Averaged Navier-Stokes method with k-w SST turbulence model is unable to capture
the large levels of turbulent mixing in a vehicle’s base wake, resulting in a much larger
structure and consequently inaccurate force coefficients. It was felt that despite the
large increase in computational time, with DES taking approximately 35 times longer
than the RANS simulations to obtain a converged and sufficiently time-averaged predic-
tion, the increase in expense justifies the improvements that are gained in flow physics

prediction.

The overset grid technique was shown to be a suitable method of including moving
geometry components within a CFD domain, such that a vehicle’s dynamic response
could be included in an aerodynamics simulation. This was achieved through simula-
tion of experimental wind tunnel data in which a Davis body underwent a continuous
oscillation in yaw angle. Although the large levels of flow hysteresis present in the
experiment could not be reproduced at the specific reduced frequency (K = 0.098),
it was felt that this was due to imperfections in the experiment, yawed onset flow or
model imperfections, rather than the simulation method. This also agreed with the

relationship of reduced frequency and flow unsteadiness published in literature. Flow
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hysteresis was present in the simulation at a much larger frequency, (K = 0.98), due

to delays in the formation and dissipation of the A pillar vortices.

An alternative technique of including motion using a sliding mesh showed minimal
differences in side force coefficient behaviour, but ran in approximately 55% of the time
taken for the overset grid approach. Despite this speed up, the technique can only be
applied to motion with one degree of freedom, thus the method was not suitable for

the six degree of freedom, fully coupled system.

The aerodynamic side of the system’s architecture uses CD-Adpaco’s STAR-CCM+
v10.04.009 and the dynamics model has been programmed in Simulink/MATLAB.
Communication between software is performed using a collection of Java macros and a
Level-2 MATLAB S-Function. The full set of aerodynamic forces and moments (Drag,
Side Force, Lift, Roll, Pitch, Yaw) are sent to the dynamics model and the appropriate
vehicle response is calculated. The three translational velocity components and three
angular velocity components of the vehicle are then returned to the CFD simulation
and the vehicle’s position in the domain is updated. This data exchange takes place at

every time step, or as desired.

The fully-coupled system was applied to the simulation of crosswind behaviour, but
initially the influence of real world flow conditions on a vehicle’s aerodynamics was in-
vestigated. It was found that the shear in the natural wind during such an event, a re-
sult of the atmospheric boundary layer, has a minimal effect on a vehicle’s aerodynamic
loadings, although this was only investigated for two very similar vehicle geometries
(DrivAer model: fastback and estate) and a single, moderate flow yaw angle of 10°.
Turbulence of 8% intensity on top of a sheared velocity profile has a much larger effect,
decreasing the vehicle’s side force and yaw moment coefficients but increasing the drag.
Inspection of the flow around the vehicle revealed a reduction in the onset flow yaw an-
gle and delay in flow separation from the rear corners and were suggested as sources for
the variations in these aerodynamic loads. The stationary force and moment coefficient
gradients suggested that the fastback geometry was more sensitive to crosswinds than
the estate and that a steady, unsheared crosswind profile would provide the maximum

aerodynamic loads relevant to vehicle stability.

190



CONCLUSIONS

With these conclusions, the fully coupled simulation was performed. The fastback
geometry and steady, unsheared flow conditions were selected to provide the potential
worst case conditions. Despite this, the results suggested that an unsteady, one-way
coupled approach, in which the vehicle position is fixed in the CFD simulation, provides
a reasonable prediction of the vehicle’s fully coupled response. The realistic but large
yaw inertia of the vehicle and high suspension stiffness prevents the vehicle reaching any
large attitude or positional change whilst immersed in the gust, from which variations
to the aerodynamic loads can arise. These vehicle properties also limited the roll, pitch
and heave of the body, and the results suggested that these motions could be removed in

favour of a less computationally intense simulation with only three degrees of freedom.

The largest variations between the coupling approaches were between the fully coupled
and a steady, one-way coupled approach. Introduction of a time delay due to the loads
acting through a single point, neglected any unsteady effects of the gust passing over the

length of the vehicle and resulted in an overall under-prediction of the vehicle response.

For the current crosswind conditions, the unsteady, one-way coupled method provided
the worst case response. This was due to a constant resultant flow velocity magnitude
throughout the event. Whereas in the unsteady-dynamic event, the inclusion of the
vehicle’s yaw angle response led to reductions in the magnitude of this vector, thus

lowering the dynamic pressure and aerodynamic forces.

These conclusions were maintained with the addition of a driver model, calibrated from
real driver data recorded on a vehicle simulator. The driver’s steering input reduced
the vehicle’s yaw angle growth whilst immersed in the gust, thus variations between the
one-way and fully coupled methods were minimised even further. By comparing the
vehicle response with and without a driver, the effectiveness of the steering input could
be determined. It was shown that at a gust frequency of 1.5Hz, a driver intensifies the
vehicle’s yaw angle displacement to a greater extent when compared to the response
during a longer gust of over three times the length. This was mainly due to a delay in

the driver’s initial reaction to the gust and is consistent with existing literature.

For the crosswind conditions simulated, which represent a severe and rare event, the

computational cost of running a fully-coupled simulation does not justify the differences
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between the one-way coupled vehicle response. A change in gust conditions or an
alternative vehicle that is more sensitive to yaw motion, either through production of
a larger aerodynamic yaw moment or lower body inertia, may widen the differences in

dynamic response and support the use of the fully-coupled system.

It is suggested that in future applications, for example during a vehicle’s design pro-
cess, that an unsteady, one way coupled approach is taken to determine the effects of
severe crosswinds on vehicle dynamics. This technique can be performed using the vast
majority of commercial and open-source CFD codes and does not require any com-
plex features, such as the overset grid method, which at present is not widely available.
Should the results obtained using this approach suggest that the response of the vehicle
will be significantly altered during the event, then the more computationally intense

and complex fully coupled approach is an appealing tool that could be exploited.
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