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Abstract 
 

In this work, data quality control and mitigation tools have been developed for improving 

the accuracy of photovoltaic (PV) system performance assessment. These tools allow to 

demonstrate the impact of ignoring erroneous or lost data on performance evaluation and 

fault detection. The work mainly focuses on residential PV systems where monitoring is 

limited to recording total generation and the lack of meteorological data makes quality 

control in that area truly challenging. Main quality issues addressed in this work are with 

regards to wrong system description and missing electrical and/or meteorological data in 

monitoring.  

An automatic detection of wrong input information such as system nominal capacity and 

azimuth is developed, based on statistical distributions of annual figures of PV system 

performance ratio (PR) and final yield.  This approach is specifically useful in carrying out PV 

fleet analyses where only monthly or annual energy outputs are available. The evaluation is 

carried out based on synthetic weather data which is obtained by interpolating from a 

network of about 80 meteorological monitoring stations operated by the UK Meteorological 

Office. The procedures are used on a large PV domestic dataset, obtained by a social housing 

organisation, where a significant number of cases with wrong input information are found.  

Data interruption is identified as another challenge in PV monitoring data, although the 

effect of this is particularly under-researched in the area of PV.  Disregarding missing energy 

generation data leads to falsely estimated performance figures, which consequently may lead 

to false alarms on performance and/or the lack of necessary requirements for the financial 

revenue of a domestic system through the feed-in-tariff scheme. In this work, the effect of 

missing data is mitigated by applying novel data inference methods based on empirical and 

artificial neural network approaches, training algorithms and remotely inferred weather data. 

Various cases of data loss are considered and case studies from the CREST monitoring system 

and the domestic dataset are used as test cases. When using back-filled energy output, 

monthly PR estimation yields more accurate results than when including prolonged data gaps 

in the analysis.  

Finally, to further discriminate more obscure data from system faults when higher 

temporal resolution data is available, a remote modelling and failure detection framework is 
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developed based on a physical electrical model, remote input weather data and system 

description extracted from PV module and inverter manufacturer datasheets. The failure 

detection is based on the analysis of daily profiles and long-term PR comparison of 

neighbouring PV systems. By employing this tool on various case studies it is seen that 

undetected wrong data may severely obscure fault detection, affecting PV system’s lifetime. 

Based on the results and conclusions of this work on the employed residential dataset, 

essential data requirements for domestic PV monitoring are introduced as a potential 

contribution to existing lessons learnt in PV monitoring.  
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Nomenclature 

𝑉 = Voltage (Volts - V) 

𝐼 = Current (Amperes - A) 

𝑃 = Power (Watts - W) 

𝐼0 = Diode saturation current (A) 

𝐼𝑃𝐻 = Photogenerated current (A) 

𝑅𝑆 = Series resistance (Ohm - Ω) 

𝑅𝑆𝐻 = Shunt resistance (Ohm - Ω) 

𝑞 = Elementary charge = 1.6∙10-19 in Coulombs 

𝑛 = Diode ideality factor 

𝑘 = Boltzmann constant = 1.38∙10-23 J∙K-1 = 8.167∙10-5 eV∙K-1 

𝑇 = Temperature (Kelvin or Celsius) 

𝑎 = Fraction of ohmic current involved in avalanche breakdown 

𝑚 = Avalanche breakdown exponent 

𝑉𝐵𝑅 = Breakdown voltage (V) 

𝑉𝑇𝐻 = Thermal voltage (V) 

𝐼𝑆𝐶  = Short circuit current (A) 

𝐼𝑀𝑃𝑃 = Current at maximum power point (A) 

𝑉𝑀𝑃𝑃 = Voltage at maximum power point (A) 

𝑃𝑀𝑃𝑃 = Maximum power (W) 

𝑉𝑀 = Voltage of the module (V) 

𝐼𝑀 = Current of the module (A) 

𝑉𝐴 = Voltage of the array (V) 

𝐼𝐴 = Current of the array (A) 

𝑁𝑆 = Number of cells in series 

𝑁𝑃 = Number of strings in parallel 

𝐹𝐹 = Fill factor 

𝐺 = Irradiance (W/m2) 

𝐻 = Irradiation (Wh/m2) 

𝐾𝑖 = Temperature coefficient for short-circuit current (A∙K-1) 
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𝐸𝑔 = Semiconductor bandgap (eV) 

STC = Standard Testing Conditions 

𝐸𝐷𝐶  = Energy output at the DC side of the inverter (Watt hours – Wh) 

𝐸𝐴𝐶  = Energy output at the AC side of the inverter (Watt hours – Wh) 

𝑃𝐷𝐶  = Power output at the DC side of the inverter (W) 

𝑃𝐴𝐶  = Power output at the AC side of the inverter (W) 

𝐺𝑆𝑇𝐶  = In-plane irradiance (W/m2) at STC = 1000 W/m2  

𝑃𝑆𝑇𝐶  = Nominal capacity (WP) = peak power at STC  

𝑇𝑆𝑇𝐶  = Module temperature at STC (K) 

𝐺𝐻𝐼 = Global horizontal irradiation (Wh/m2) 

𝑃𝑂𝐴 = Plane of array (in-plane) irradiation (Wh/m2) 

𝜃 = Azimuth angle (0) 

𝜑 = Inclination (tilt) angle (0) 

𝑘t = hourly clearness index 

𝐾t =daily average clearness index 

𝐺𝑏 = beam irradiance (W/m2) 

𝐺𝑑 = diffuse irradiance (W/m2) 

𝐺𝐻𝐼 = global horizontal irradiance (W/m2) 

𝑅𝑑 = diffuse irradiance transposition factor 

𝜌 = ground reflected albedo 

𝑅𝑟 = ground reflected irradiance transposition factor  

𝑧 = angle of incidence of the beam on the tilted plane 

𝑇𝑚 = Module temperature (K)  

𝑇𝑎 = Ambient temperature (K) 

𝑘𝑅 = empirical Ross’ coefficient (K∙m2/W) 

𝑘1 − 𝑘6 = power model coefficients  

𝜂 = Array or system efficiency 

𝜂INV = instantaneous inverter efficiency 

𝑌𝐴 = Array yield = 𝐸𝐷𝐶/𝑃𝑆𝑇𝐶  (h or kWh/kWP) 

𝑌𝐹 = Final yield = 𝐸𝐴𝐶/𝑃𝑆𝑇𝐶  (h or kWh/kWP) 

𝑌𝑅 = Reference yield (h) 
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𝐿𝐶  = Array capture losses (h) 

𝐿𝑆 = System losses (h) 

𝑃𝑅 = Performance ratio   

𝑃𝑅𝑆 = System performance ratio (= PR including system losses) 

𝑃𝑅𝐴 = Array performance ratio (= PR not including system losses) 

PRtheor = Theoretical performance ratio = 0.85 

𝑃𝐼 = Performance index  = 
𝐴𝑐𝑡𝑢𝑎𝑙 𝑓𝑖𝑛𝑎𝑙 𝑦𝑖𝑒𝑙𝑑 (𝑖𝑛 𝑘𝑊ℎ/𝑘𝑊𝑃)

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙  𝑓𝑖𝑛𝑎𝑙 𝑦𝑖𝑒𝑙𝑑 (𝑖𝑛 𝑘𝑊ℎ/𝑘𝑊𝑃)
 

𝑀𝐴𝐷 = Median absolute deviation 

𝑀𝐸𝐷𝑋 = Median of a distribution X 

(r)RMSE = (percentage) root mean square error 

(r)MAE = (percentage) mean absolute error 

(r)MBE = (percentage) mean bias error 
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Chapter 1 

1 Introduction 

 

As of the end of August 2017, the overall UK solar capacity stood at about 13 GW, according 

to the latest report on solar PV deployment by the Department for Business, Energy and 

Industrial Strategy [1]. A significant 20% of this installed capacity (about 868,000 systems) 

comes from small scale domestic PV systems with an average peak capacity of 

3kWP.  Accurate evaluation of photovoltaic (PV) system performance is key element for the 

further advancement of the solar industry. This is ensured by effectively monitoring PV 

systems throughout operation. Without accurate data monitoring, actual field performance 

cannot reliably be compared to what is guaranteed, thus increasing financial risks.    

A significant monitoring effort was carried out almost 17 years ago in the UK, known as the 

domestic field trials (DFT), which was the first wide spread monitoring of PV systems on a 

national level [2]. Lessons learnt, with regards to data quality in monitoring primarily included 

erroneous measurements, sensor shading or malfunction and interrupted monitoring. The 

acquisition of high resolution data of both meteorological and electrical measurements 

allowed for the identification of such issues and their correction, where possible.  This further 

enabled reliable performance assessment, which was the main goal of the project. Today, the 

level of domestic PV monitoring is largely limited to total generation while the attention is 

mainly focused on the decrease of utility bills. Sophisticated monitoring solutions may be 

offered as extra commercial services, which are, however, not compelling to domestic PV 

owners due to increased costs.  The lack of sufficient monitoring not only entails risks on the 

performance of these systems but also obstructs any efforts carried out to analyse their 

performance, by means of remote monitoring.  

To evaluate PV performance, the most employed index is the performance ratio (PR) per 

the IEC (International Electrotechnical Commission) standards [3]. The accurate estimation of 

PR requires the knowledge of the total energy produced by the system, its nominal rating and 

the irradiation received. For the analysis of domestic systems, solar radiation and/or 

temperature are usually derived from satellite data or from nearby meteorological stations, 
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thus the assessments are primarily carried out remotely.  There is a plethora of studies on the 

remote performance assessment of PV systems,  such as [4]–[6]. Although data quality in solar 

radiation datasets has been largely researched [7],  data quality in terms of accurate PV 

system descriptions and/or interrupted monitoring are occasionally broached but not studied 

in depth in recent assessments.  Erroneous system descriptions in domestic PV monitoring 

make data interpretation and performance modelling extremely difficult and often result in 

unusual annual PR values and sometimes in excess of unity.  Evidently, low data quality 

obscures the overall assessment and often hides potential faults, which have detrimental 

impact if not detected. The question arising at this point is to what extent can bad data be 

detected and/or corrected remotely so as their impact on the subsequent performance 

assessment is minimised. This becomes even more challenging in cases where insight into 

individual systems is troublesome as in PV fleet assessments.  

This work aims to investigate common data quality issues in PV monitoring and to propose 

means to identify and remedy their impact on performance assessments. There are often 

cases where due to power outages, communication link failures and component faults, 

missing data occur.  In such cases the performance evaluation will be weighted towards the 

period in which data are available. Thus, the estimation of the annual PR with the inclusion 

of prolonged missing periods would lead to biased results and a financial penalty if the PR is 

lower than a contractual threshold.  In this work, various methodologies are developed for 

the inference of missing data in PV monitoring, both for domestic and non-domestic PV. The 

ultimate aim of these methods is to “recover” the lost data, if the operation of the PV system 

has not been affected by unknown faults while monitoring is interrupted. 

In the context of domestic PV systems, statistical procedures for the detection of wrong 

PV system description are focused on PV fleet analyses, where meteorological data are 

inferred. Performance ratio is thereby calculated based on estimated rather than measured 

incident irradiation. Consequently, modelling of irradiation is affected by the installation 

azimuth and inclination of the PV surface. Common errors in this information in addition to 

modelling uncertainty compromises the quality of the performance assessment. Similar 

errors are found in the declared nominal capacities. Thus, in terms of domestic monitoring 

accurate PR estimation becomes more difficult due to limited input information and low data 

quality.  
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In addition to PR estimation, remote detection and identification of specific failures, 

occurring during PV system operation, is realised based on the comparison of actual to 

simulated output and remotely assessed weather data. The impact of the lack of data quality 

assessment monitoring on PR calculation and fault detection is demonstrated, focusing on 

domestic PV systems.  

In Chapter 2, the background of the fundamental blocks required for modelling and 

assessing PV system performance is provided. The most important aspects of remote 

monitoring are discussed, such as commonly employed meteorological datasets and the 

models required to translate these into system-specific variables. Performance indicators and 

fault detection methodologies are reviewed, where the differences between domestic and 

large PV system monitoring are discussed.   

In Chapter 3, a chain of statistical tools is developed to automatically classify PV systems 

based on selected quality indicators. Wrong input information is discriminated based on 

annual figures of performance ratio and specific yield. The proposed tools are applied on a 

large PV domestic dataset obtained by the Nottingham City Homes social housing association, 

and for a year’s worth of data. The impact of missing data and wrong input information on 

the annual performance figures is demonstrated. Finally, an azimuth correction tool is 

developed based on a clear sky model and Gaussian fits of hourly energy readings, which can 

be used for the automatic correction of wrong input azimuth, where daily profiles are 

available.    

In Chapter 4 novel data inference techniques are developed. Different cases of data loss 

are introduced, whereby each case is associated to specific PV system configurations and 

monitoring granularity.  The accuracy of the applied back-filling methodologies is discussed 

for each case and the benefits from back-filling are presented in terms of the significant 

reduction of the bias in the calculated performance ratio. For one case of data loss, two 

different modelling approaches are applied, based on a commonly employed empirical model 

and on an artificial neural network approach respectively.  

In Chapter 5 a remote failure detection framework is developed where the impact of data 

quality on the efficiency of remote fault detection is demonstrated. It is shown that bad data 

in domestic monitoring lead to false estimations of performance and entail risks with regards 

to the system’s lifetime.  Based on the overall number of issues found in the test dataset, 
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specific data requirements are highlighted, as a further contribution to existing lessons learnt 

in domestic PV monitoring.  
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Chapter 2 

2 Photovoltaic system performance evaluation framework 

 

 

 

This chapter reviews the processes of photovoltaic (PV) system performance assessment 

and monitoring. Performance assessment can be differentiated from energy yield prediction 

as, while often used in the same context, they are different in terms of their objectives.  

Performance assessment aims to evaluate the outcome of an operating system and 

determine its efficiency under various weather or design effects at any time. Energy yield 

prediction most often refers to estimating the energy output of a system based on historical 

weather data, often expressed in annual terms, and typically carried out before the 

installation of a PV system at a given location.   

Performance assessment of PV systems comprises an extensive framework of various sub-

processes; from monitoring to modelling to performance prediction and fault detection of 

actual PV installations. In order to determine whether a PV system behaves as expected a 

comparison to a theoretical system of the same characteristics is required, as measuring 

power production against performance benchmarks allows to determine if and when a failure 

is present in the system. The outcome of this comparison is the most crucial step in the 

performance evaluation framework.  

Modelling the theoretical output of a PV system requires a collection of models which 

overall take into account various effects such as meteorological variables (incident solar 

radiation and temperature) and system specific variables such as installation configuration 

and PV module performance data. Each model describes specific blocks of the procedure, 

starting from modelling a PV cell to a module, array and then system. In its simplest form, the 

transition to a PV system can be described by incorporating an inverter model which describes 

the output of a system at various array voltage and power levels. 

By comparing actual to measured data, increased system losses can be detected, and the 

next step is to estimate the factors that could have caused the system to under-perform. 
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Ideally, failure detection should take place during monitoring a PV system in order to repair 

any occurring failures as soon as they appear. However, this cannot be applied with the same 

manner for domestic and utility scale PV systems, as monitoring granularity differs 

significantly between these two cases. This is because the value of monitoring in the case of 

a large-scale PV system is much higher, whereas for a domestic PV system installing a 

monitoring service is generally not considered. The granularity and type of monitoring used 

in each system category also dictates the applied procedures for performance assessment 

and fault detection for that application, which is further analysed in this chapter. Specifically 

for domestic PV systems the lack of climatic monitoring make remote monitoring a useful way 

of determining system under-performance, whereby modelled rather than measured 

weather data are employed, which area comprises a separate sub-modelling chain. The 

performance assessment framework can be summarised in the block diagram in Figure 2.1. 

Major blocks are the modelling of the theoretical output of a PV system, the analysis of PV 

monitoring data, which depends on the size and type of system, and the comparison between 

the above as part of the fault detection process. Each block includes its own sub-models and 

processes, which are described in the following sections, starting from modelling the PV 

system.  
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Figure 2.1. Main performance assessment blocks including the data quality functions applied in this 

work. The dotted lines denote optional steps when data from onsite monitoring or device 

characterisation measurements are not available. 
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There is a plethora of models which can be used to predict the performance of a PV array. 

There are two major categories of PV models; those based on the equivalent circuit 

representation of the cell and those based on empirical correlations. Within these categories, 

models are differentiated according to the complexity of the underlying physics and the 

fundamental parameters needed as input. A large number of models lie within these two 

categories, differing in complexity and the number and type of input parameters required, 

whether the output is the full I-V curve (parametric continuous), a set of I–V points (discrete), 

or just the maximum power point. In practice, there is no such thing as “best model”. A 

significant number of models has been reviewed within the “Performance” round robins [8] 

showing that deviations in module modelling uncertainty were within 5%, but rather higher 

errors were observed when the same models were applied to describe different PV modules 

of the same manufacturer and technology. The choice of model becomes truly situational, 

where in some cases simplicity is preferred over accuracy or cases where the accuracy of 

modelling input parameters is more important than the model itself [9]. These two major 

categories are discussed in this section.  

 

 

In the context of device physics modelling the solar cell is the basic building block of the 

PV array. A simplified representation of solar cell operation is described in Figure 2.2.  A solar 

cell comprises of a junction of p-type and n-type semiconductors. The n-type semiconductor 

has a high concentration of electrons whereas the p-type semiconductor has a high 

concentration of holes. When the two types of semiconductors form a contact, holes diffuse 

from the p to n type region and electrons diffuse from the n to the p type region, and as a 

result, an electric field is formed. The charge diffusion process continues until an equilibrium 

is reached between the charge concentration and the developing electric field at this interface. 

Such a field is called the “depletion region” or the “space charge region”. When radiation is 

absorbed, electrons and holes are generated and the electric field at the junction pushes the 
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carriers across the junction which separates the charges. These charge carriers are then 

diffused towards the metallic contacts. 

 

 

Figure 2.2. Simple schematic diagram of a solar cell, where Voc is the open circuit voltage. 

 

Charge carriers are generated at different depths according to the wavelength of the 

absorbed photon. Only photons with sufficient energy to create an electron–hole pair are 

absorbed, that is photons with energy equal or higher than the semiconductor’s bandgap. 

Short wavelengths (higher energy photons) are absorbed near the surface and longer 

wavelengths (lower energy photons) are absorbed in the bulk. In the absence of sunlight, the 

solar cell acts as a simple diode described by Shockley diode equation [10]: 

 

 𝐼𝐷 = 𝐼0 [exp (
q𝑉

𝑛k𝑇
) − 1] (2.1) 

Where, 

𝐼0 = diode saturation current (Amperes) 

𝑞 = elementary charge = 1.6∙10-19 in Coulombs 

𝑉 = Voltage (Volts) 

𝑛 = diode ideality factor 

𝑘 = Boltzmann constant = 1.38∙10-23 J∙K-1 

𝑇 = temperature (Kelvin) 
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For an ideal solar cell under illumination, Equation (2.1) becomes: 

 

 
𝐼 = 𝐼𝑃𝐻 − 𝐼𝐷 = 𝐼𝑃𝐻 − 𝐼0 [exp (

q𝑉

𝑛k𝑇
) − 1] (2.2) 

 

Where IPH is the photocurrent.  Realistic solar cell operation is never ideal and so the current-

voltage characteristic of the p-n junction is given by altered diode expressions, where 

different charge carrier recombination mechanisms are also considered. By adding parasitic 

resistances in Equation (2.2), it becomes: 

 

 
𝐼 = 𝐼𝑃𝐻 − 𝐼0 [𝑒

𝑞(𝑉+𝐼𝑅𝑠)
𝑛𝑘𝑇 − 1] −

𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
 (2.3) 

 

Where RS, RSH are the series and shunt resistance respectively. Sources of series resistance 

include metal contacts and current flow resistance, while shunt resistance represents the 

leakage current in the p-n junction. Equation (2.3) is  associated with the equivalent electrical 

circuit given in Figure 2.3 and is known as the one-diode model, which is the longest 

established in literature [11].  

 

Figure 2.3. Single diode equivalent circuit 

 

Equivalent circuit models define the entire I-V curve of a PV device (cell, module, or array) as 

a continuous function for a given set of operating conditions. For a good working cell, series 

resistance should be close to zero (𝑅S → 0) and shunt resistance close to infinity (𝑅SH → ∞). 
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Typical I-V, P-V curves produced by Equation (2.3) are given in Figure 2.4, where the three 

characteristic points on the I-V curve are highlighted, namely: 

 

Short circuit current: I = ISC, V = 0 

Maximum power point: I = IMPP, V = VMPP, PMPP = maximum power  

Open circuit voltage: I = 0, V = VOC 

 

The maximum power (PMPP) that can be obtained is given by the largest area rectangle under 

the I-V curve:  

  𝑃 = 𝐼 ∙ 𝑉 (2.4) 

The fill factor (FF) is a measure of “squareness” of the IV curve and is given by: 

 

 
𝐹𝐹 =

 𝐼𝑀𝑃𝑃 ∙ 𝑉𝑀𝑃𝑃

𝐼𝑆𝐶∙𝑉𝑂𝐶
  (2.5) 

 

 

Figure 2.4. Example I-V and P-V curves of a PV device. 

 

Series resistance has no effect on the open-circuit voltage but reduces short circuit current, 
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current, but reduces open-circuit voltage, when it becomes too low [12]. Both effects reduce 

the fill factor, and thus the power output of the solar cell. The one-diode model may also have 

a simpler form: the 4-parameter or RS model, which completely omits the shunt resistance 

and therefore the number of unknown parameters is reduced to four, namely (n, RS, IPH, I0). 

This is usually the case when the shunt losses are considered too small compared to the 

current output. Four-parameter models are obviously less complicated but it has been shown 

that they are unable to predict the effect of high temperature on the current, and thus they 

lead to a less accurate prediction when considering temperature variations and high 

temperatures operation [13]. The effects of series and shunt resistances are further seen in 

Figure 2.5. 

 

Figure 2.5. Series and shunt resistance effect on the I-V curve. 

 

The diode ideality (quality) factor typically has a value between 1 and 2 for crystalline silicon 

solar cells, with n ≈ 1 for cells dominated by recombination in the bulk (quasi-neutral) regions 

and n → 2 when recombination in the depletion region dominates. In order to represent 

recombination effects in the depletion zone a second diode can be added and Equation (2.3) 

becomes [14]: 

 
𝐼 = 𝐼𝑃𝐻 − 𝐼01 [𝑒

𝑞(𝑉+𝐼𝑅𝑠)
𝑛1𝑘𝑇 − 1] − 𝐼02 [𝑒

𝑞(𝑉+𝐼𝑅𝑠)
𝑛2𝑘𝑇 − 1] −

𝑉 + 𝐼𝑅𝑆

𝑅𝑆𝐻
 (2.6) 
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The one-diode model (usually) employs five parameters (n, RS, RSH, IPH, I0), also known as 

the 5-parameter model, while the two-diode model employs seven (n1, n2, RS, RSH, IPH, I01, I02) 

due to the additional diode. One- and two-diode models are the most commonly employed 

in device physics modelling [15]–[20]. For crystalline silicon solar cells one-diode models have 

been found to perform well, especially for solar cells with high fill factors, i.e. low RS and high 

RSH. Several improvements have been proposed for the representation of cell behaviour when 

translating I-V data from Standard Testing Conditions (STC)(cell temperature (TSTC = 25 oC), 

solar irradiance (GSTC = 1000 W/m2) and a spectrum equivalent to clear sky conditions at a 

relative air mass (AM) of 1.5 [21]) to other conditions of irradiance and temperature [15][17]. 

These apply a correction factor which can be extracted if I-V curves are provided for more 

than one operating conditions of temperature (including STC) if that is available. Various 

assumptions or modifications are also applied for describing thin film solar cells. These should 

consider device specific behaviours (on shunt and series resistances) and different 

recombination mechanisms in thin film devices as shown for amorphous silicon [22]–[24] and 

CIGS or CdTe solar cells [24]–[26]. Two-diode models are usually more appropriate to describe 

thin film solar cells [19],[27] and also show greater accuracy at low irradiance conditions. 

While the two-diode model is generally more accurate, it is also more complicated and 

requires extra computational time to be solved due to the iterative numerical optimisation 

problem the circuit equation presents. Thus, the one-diode model is often preferred for 

simple modelling applications. 

An extension term can be added in both models, which includes the diode breakdown at 

very high negative voltages. This extension is given by [28]:  

 

 
𝑑𝑖𝑜𝑑𝑒_𝑏𝑟𝑒𝑎𝑘𝑑𝑜𝑤𝑛_𝑡𝑒𝑟𝑚 = − 𝑎 (1 −

𝑉 + 𝐼𝑅𝑠

𝑉𝐵𝑅
)

−𝑚

    (2.7) 

Where,   

𝑎 = fraction of ohmic current involved in avalanche breakdown 

𝑚 = avalanche breakdown exponent 

𝑉𝐵𝑅 = breakdown voltage (Volts) 
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This term is employed when modelling specific conditions such as mismatches between 

different cells connected in series or parallel. The breakdown voltage ranges between -5 and 

-20 Volts, depending on the device material and technology. It is generally omitted when 

modelling cells or modules under uniform conditions (𝑎 = 0).    

To describe the electrical behaviour of a module as illustrated in Figure 2.6, Kirchhoff’s 

laws for voltage and current are employed. So, for a series connection between N number of 

cells or modules or any PV device, the following laws apply for current and voltage 

respectively: 

 
𝐼 = 𝐼1 = 𝐼2 = ⋯ = 𝐼𝑁 (2.8) 

 
𝑉 = 𝑉1 + 𝑉2 + ⋯ + 𝑉𝑁 (2.9) 

 

 

Figure 2.6. Graphical representation of a silicon PV module of 24 cells connected in series and by pass 

diodes. Typical silicon PV modules range from a few Watts to about 300 Watts.   

 

Additionally, a PV string consists of NSeries modules connected in series and a PV array 

consists of NParallel PV strings connected in parallel as depicted in Figure 2.7.  
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Figure 2.7. Graphical configuration of a PV array consisting of NSeries x NParallel PV modules.  

For parallel electrical connections (for example PV strings) Kirchhoff’s laws are as follows:  

 
𝐼 = 𝐼1 + 𝐼2 + ⋯ + 𝐼𝑁 (2.10) 

 
𝑉 = 𝑉1 = 𝑉2 = ⋯ = 𝑉𝑁 (2.11) 

 

Finally, one-diode and two-diode models can be used to describe a PV module/string and 

a PV array by slightly modifying the corresponding equations for a solar cell [29],[30]. 

Specifically, in the case of the one-diode model equation (2.3) can be re-written for a module 

as:  

 
𝐼𝑀 = 𝐼𝑃𝐻 − 𝐼0 [𝑒

𝑞(𝑉𝑀+𝐼𝑀 𝑁𝑠𝑅𝑠)
𝑛𝑁𝑠𝑘𝑇 − 1] −

𝑉 + 𝐼𝑀𝑁𝑆𝑅𝑆

𝑁𝑆𝑅𝑆𝐻
 (2.12) 

 

Where,  

𝑉𝑀 = Voltage of the module (Volts) 

𝐼𝑀 = Current of the module (Amps) 

𝑁𝑆 = Number of cells in series 
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The five modelling parameters appearing in Equation (2.12), namely n, RS, RSH, IPH and I0 

imply cell properties whereas voltage and current describe the module (or string). For a PV 

array with NS cells in series and NP strings in parallel Equation (2.3) becomes:  

 

 

𝐼𝐴 = 𝐼𝑃𝐻 − 𝐼0 [𝑒

𝑞(𝑉𝑀+𝐼𝐴
 𝑁𝑠
𝑁𝑃

𝑅𝑠)

𝑛𝑁𝑠𝑘𝑇 − 1] −
𝑉 + 𝐼𝐴

 𝑁𝑠

𝑁𝑃
𝑅𝑆

 𝑁𝑠

𝑁𝑃
𝑅𝑆𝐻

 (2.13) 

 

Where, 

𝑉𝐴 = Voltage of the module (Volts) 

𝐼𝐴 = Current of the module (Amps) 

𝑁𝑆 = Number of cells in series 

𝑁𝑃 = Number of strings in parallel 

 

As before, the modelling parameters n, RS, RSH, IPH and I0 in this expression imply cell 

properties whereas voltage and current correspond to the electrical output of the array. Both 

equations (2.12) and (2.13) assume that modules and arrays consist of identical cells with the 

exact same characteristics described by the same modelling parameters under the same 

temperature and irradiance conditions. This assumption, however, is unrealistic. For the sake 

of simplicity, a PV module or a small string consisting of several modules, can be roughly 

described as comprising a number of identical cells operating at the same temperature and 

under the same irradiance at all times. However, this assumption is a compromise between 

modelling accuracy and complexity which grows weaker as the size and area of the array 

surface increases.  

In reality, non-uniform conditions often occur across the area of a PV module. This can be 

due to the intrinsic variations of cell and module characteristics due to fabrication processes. 

For example, variations in rated power between different modules in a PV array can cause an 

average of 1.3% power loss annually based on simulations carried out for PV systems of over 

250 kWP using UK climatic data [31]. Another common reason is partial shading. Different 

areas across the module or array may experience different conditions of irradiance and 

operating temperature. Therefore, the same equation cannot describe all blocks of the PV 

array accurately. Mismatches in cell characteristics cause modules (and consequently entire 
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arrays) to operate at suboptimal conditions, generally governed by the weakest cell. In order 

for mismatches and inhomogeneities to be represented, circuit based modelling is employed. 

In these models the module is resolved to smaller units of substrings or cells or even sub-cells 

where each one is represented by its own diode characteristics added up to form the array 

electrical circuit [14], [28], [32], [33]. In terms of performance assessment, however, this 

electrical mismatch is commonly included as a factor in the estimated system losses, as 

further discussed in 2.4.   

 

 Extraction of the modelling parameters 

Diode models described by Equations (2.3) and (2.6) require a number of parameters in 

order to be solved, varying from 5 to 7 for one- and two-diode models respectively. Thus, the 

accuracy of the 5 (or 7) parameters also affects the accuracy of the model and subsequently 

the accuracy of PV performance prediction. Yet these parameters are not readily available as 

they are not provided on manufacturers’ data sheets. Manufacturers provide the following 

information [34]: open circuit voltage (VOC), short-circuit current (ISC), voltage (VMP), and 

current (IMP) at maximum power point (MPP), temperature coefficient of open-circuit voltage 

and the temperature coefficient of short-circuit current, measured at STC. PV manufacturers 

typically provide I-V curves at other environmental conditions for specific PV module models 

within the datasheet. To extract these five or seven parameters and enable modelling at a 

wider variety of operating conditions, there is a plethora of proposed solutions, especially for 

the five-parameter model starting as early as 1963 [35]. Generally, I-V parameter extraction 

methods can be classified into two main categories, based on the applied approach: those 

that employ analytical expressions and those that use curve fitting and numerical 

optimisations [36].  

The first category is a more practical approach since it utilises information that can be 

taken from manufacturers’ datasheets. Specifically, to solve for a number of unknown 

parameters, an equivalent number of equations is required. Three of these equations can be 

taken from the three characteristic points on the I-V curve, namely open circuit, short circuit 

and maximum power point. The remaining equations can be the reciprocal of slopes at the 

open circuit and short circuit conditions which are used to estimate shunt and series 

resistance or by utilising temperature coefficients or by using combinations of the above [29], 
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[36]–[41]. A review of five analytical models explaining their physical and mathematical 

assumptions is given in [17]. Model differences compared to manufacturer’s I-V curves are 

generally insignificant, except for those models that employ several simplifications in order 

to reduce the computational time [42] such as assuming diode ideality factor as unity or 

photocurrent equal to short circuit current. Other differences are due to the assumptions 

made on the dependence of the modelling parameters on irradiance and temperature (see 

2.2.1.2). Some analytical solutions exploit mathematical tools such as the Lambert W [43] and 

co-content functions [44] in order to convert Equation (2.3) into an explicit form and solve for 

I = f (V). These show satisfactory results with relatively fast solutions but the mathematical 

expressions are more complex to apply. 

Numerical methods employ iterative optimisation algorithms and curve fitting techniques 

based on experimental I-V curves. Other so-called “soft computing” approaches are popular 

due to their capability of handling non-linear equations relatively easily and through 

embedded toolboxes in popular software packages (for example MATLAB/GNU Octave) but 

their nature is primarily stochastic. Examples of popular optimisation algorithms employed in 

parameter extraction with modern computing are genetic algorithms [45] differential 

evolution [46], simulated annealing [47] and particle swam optimisation [48]. Other 

“conventional” optimisation algorithms are the Simplex and Levenberg – Marquardt methods 

[45]. The accuracy of the parameter extraction techniques mainly relies on three elements:  

the choice of the initial guess values, the optimisation algorithm and the error criterion [49]. 

The performance of any optimisation algorithm depends on its initial starting point, however 

some algorithms are more sensitive than others. Moreover, the speed of convergence and 

the determination of the appropriate solution also depends on the algorithm as well as the 

error criterion, as shown in early work [50]. That is, evaluating how close the simulated curve 

is to the experimental one.  Solving Equation (2.3) may lead to many different solutions 

depending on the chosen error criterion. Furthermore, the quality and number of the 

measurement points are important factors that should be considered prior to applying the 

extraction method, as they may also affect the accuracy, for example if there is significant 

measurement noise in the data (instabilities in power supply or small variations in irradiance 

and temperature during measurements) [51].  

Overall, the most important part in the list of all methods applied in literature is the 

achieved accuracy of the extracted parameters, which is further validated by testing these to 
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predict power output at various irradiance and temperature levels than STC. That is because 

in their majority and especially for the models which use data from manufacturer datasheets, 

the extraction of the modelling parameters is applied at STC. Additionally, the choice of the 

parameter extraction method also depends on the availability of measurement data, 

otherwise curve fitting techniques cannot be applied. 

 

 Variation of modelling parameters with irradiance and temperature 

The modelling parameters namely n, RS, RSH, IPH and I0 are extracted at STC if no 

measurement values are available at other conditions. For the majority of the studies, only 

IPH and I0 are assumed to change with irradiance and temperature while n, RS, RSH remain 

constant (static parameters) [31]. Although this assumption may be a simplification, it 

describes crystalline PV modules well [15]. In the case of thin film solar cells, empirical 

correlations can be found for RS and RSH [49], [52] which are validated by using experimental 

I-V curves.  

In literature, there are several empirical expressions proposed for the diode saturation 

current [53] but the most commonly employed Equation for I0  is given by [54]:  

 

 
𝐼0 = 𝐼0𝑆𝑇𝐶

(
𝑇

𝑇𝑆𝑇𝐶
)

3

𝑒𝑥𝑝 [
1

𝑘
 (

𝑞𝐸𝑔𝑆𝑇𝐶

𝑇𝑆𝑇𝐶
−

𝑞𝐸𝑔

𝑇
)] (2.14) 

 

Although, for this expression, the energy bandgap needs to be known.  The effective variation 

of energy bandgap with temperature is described by the following empirical expression for 

semiconductors [55]: 

 
𝐸𝑔 = 𝐸𝑔𝑆𝑇𝐶

−
𝑎𝑇2

𝑇 + 𝛽
 (2.15) 

 

Where, α, β are empirical coefficients and EgSTC is 1.121 for crystalline silicon at STC. For 

crystalline silicon solar cells a commonly employed equation is [54]:  

 

 
𝐸𝑔 = 𝐸𝑔𝑆𝑇𝐶

(1 − 0.002677(𝑇 − 𝑇𝑆𝑇𝐶)) (2.16) 
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And the photocurrent is given by IPH [56] : 

Where  

𝐺 = Irradiance (W/m2) 

𝑇 = Device temperature (K) 

𝐾𝑖 = Temperature coefficient for short-circuit current (A∙K-1) 

𝐸𝑔 = Semiconductor bandgap (eV) 

𝑘 = Boltzmann constant = 8.167∙10-5 eV∙K-1  

 

And the temperature coefficient 𝜇Q, of a measured quantity 𝑄(𝑇), is given by the following 

formula, at two temperatures, T1, T2:   

 

 
𝜇Q =

𝑑𝑄

𝑑𝑇
=

𝑄2(𝑇2) − 𝑄1(𝑇1)

𝑇2 − 𝑇1
 (2.18 ) 

 

So far, the effect of irradiance and temperature on ISC and VOC is not mentioned. Short 

circuit current relation with irradiance is described by the same equation as (2.17) by 

replacing IPH with ISC. The relation of VOC with temperature can be given by the following 

equation, (by setting I = 0 in Equation (2.3):  

 

  
𝑉𝑂𝐶 =

𝑛𝑘𝑇

𝑞
ln (

𝐼𝑃𝐻

𝐼0
+ 1) (2.19) 

 

The effect of irradiance and temperature on the I-V curve of a PV device is shown in the 

following graphs for a PV module.  

 

 
𝐼𝑃𝐻 = 𝐼𝑃𝐻𝑆𝑇𝐶

𝐺

𝐺𝑆𝑇𝐶
(1 + 𝐾𝑖(𝑇 − 𝑇𝑆𝑇𝐶)) (2.17) 
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Figure 2.8. Effect of irradiance (in W/m2) (a) and temperature (in Kelvin) (b) on the I-V curve of a PV 

device is shown in the following graphs for a simulated solar cell. 

 

Measured I-V curves can also be directly translated from one condition of irradiance and 

temperature to another, by using translation equations directly for current (I) and voltage (V) 

without translating all the five parameters and repeating the modelling procedure. These 

comprise semi-empirical equations based on the one-diode model and empirical correction 

factors [39], [57]–[62] such as the IEC standard 60891 [41] and the module energy rating 

model (MER) [46]. These equations mainly employ the temperature coefficients at short-

circuit current and open-circuit voltage and correction factors for temperature and irradiance 

determined from indoor or outdoor measurements at different conditions. The drawback of 

these methods is that they depend on the availability of a set of measurements carried out at 

certain conditions, as for example described in [60] and in [41].  

 

 

Empirical models are quite simplistic in nature as they only estimate key points on the I-V 

curve, for example the maximum power point (VMP, IMP). Thus, the modelling procedure is by 

far less computationally intensive. Empirical models use a variant number of fitted 

parameters for the calculation of the maximum power output. As a consequence models may 

vary significantly in the used expression and simplicity [8], [63], [64]. Furthermore, empirical 

models are power (P) or efficiency (η) based. Efficiency and power are generally related with 

the following equation: 

(a) (b)
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 𝑃 = 𝜂 ∙ 𝐺 ∙ 𝐴𝑟𝑒𝑎 (2.20) 

 

Where G is the irradiance on the PV surface area.  Empirical models are used to describe 

PV modules, for example the models proposed for Energy Rating (ER) standards [8], [65]–[67] 

but also for modelling larger PV arrays [4],[68].  The power output (or efficiency) is usually 

obtained by fitting a function of total irradiance and module temperature. In their simplest 

form, empirical models can be described by a simple matrix of irradiances and temperatures 

multiplied with a device descriptor matrix, which is obtained either by using outdoor or indoor 

measurements at different operating conditions.  

One of the most employed empirical models is Sandia’s array performance model (SAPM) 

[69] which calculates maximum power with an algebraically simple method, using two extra 

points on the I-V curve (Ix, Ixx at VOC/2 and (VOC+VMP)/2 respectively). This model includes 

spectral and angle of incidence phenomena, which are described with polynomial functions 

of fourth and fifth order respectively. The disadvantage of this model is that it requires many 

empirical parameters (about 27 parameters in total) which need to be determined using real 

measurements. These can otherwise be obtained from Sandia’s database for known modules.  

A simplified and popular version of King’s model [70],[71] can be obtained for maximum 

power estimation where small simplifications take place, omitting spectral corrections 

introduced in SAPM. This model only requires in-plane irradiance (G) and module 

temperature (T) and predicts power output with good accuracy for crystalline silicon modules 

[70][65]. The power output is given by:  

 

 𝑃′(𝐺′, 𝑇′) = 𝐺′ ∙ (1 + 𝑘1C + 𝑘2𝐶2 + 𝑘3𝑇′ + 𝑘4𝐶 ∙ 𝑇′ + 𝑘5𝑇′ ln 𝐶2 + 𝑘6𝑇′2
) (2.21) 

 

Where,  

𝐺′ = Normalised irradiance to STC = G/GSTC  

𝑃′ = Normalised maximum power to STC = P/PSTC  

𝑇′ = Module temperature difference from STC = T - 

TSTC 
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𝐶 = ln (𝐺′) 

𝑘1 − 𝑘6 = empirical coefficients 

 

Empirical models that only depend on G, T input and predict maximum power are called 

single-point efficiency models or power matrix or performance surface models as they 

produce a 3D surface. However, also in this case, power (P) measurements at different 

operating conditions of irradiance (G) and module temperature (T) must be realized in order 

to produce the surface and extract the coefficients for a particular module or array. 

 

 

 

So far, it has been shown how a module is formed from PV cells, a string by connecting PV 

modules in series and a PV array by combining strings in parallel. A PV system as a whole 

includes further components, the most important of which is the inverter, which converts DC 

output power into AC output. A key role of the inverter is to optimise the load in order for the 

connected strings or arrays to operate at their maximum power point (see Figure 2.4), which 

is realised by an embedded maximum power point tracker (MPPT). Thus, in order to describe 

the performance of a PV system, it is necessary to model the behaviour of the inverter, 

incorporating operational losses affecting PV performance. The instantaneous conversion 

efficiency of the inverter is given by: 

 𝜂INV =
𝑃𝐴𝐶

𝑃𝐷𝐶
 (2.22) 

 

Where,  

𝑃𝐴𝐶  = AC power output (W)   

𝑃𝐷𝐶  = DC power output (W)  

 

However, inverter efficiency is not fixed but it rather varies with input power and input 

voltage  [72]. Typically, inverter datasheets will include maximum efficiency (usually between 

95% and 98% depending on the inverter technology), maximum power point tracking 

efficiency (usually between 95% and 100% depending on the algorithm) as well as a weighted 
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efficiency to account for the operation at different input power levels, such as the Euro 

efficiency [73] in Europe. Efficiency curves are also provided at different levels of input voltage 

as seen in Figure 2.9 for a typical commercial inverter. 

 

 

Figure 2.9. Efficiency curves with power output for different levels of input voltage for a typical 

commercial inverter.  

Most manufacturers provide inverter efficiency with regards to the output power (PAC) and 

for different input voltages: the minimum input voltage, nominal input voltage and 90% of 

the maximum input voltage. For operation at input voltages and power, other than those 

given in the datasheets, interpolation can be implemented as for example shown in Figure 

2.10 (see Chapter 5). 
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Figure 2.10. Interpolated surface of efficiency vs input voltage vs input power for a commercial 

inverter. 

For system modelling, if efficiency curves are available at various input power and voltage 

levels as shown in Figure 2.9 and Figure 2.10 then this is preferred over weighted (for example 

Euro) efficiency while the latter is preferred over peak efficiency.  

 

 

 

The overall performance of a PV system results from the performance of its components, 

predominantly PV modules and inverters, which are in turn affected by a number of factors. 

These generate a different impact on the overall efficiency of the plant. Energy losses are 

present at all stages of solar energy conversion. Specifically, losses can be categorized into 

pre-module losses, module losses and system losses. Losses due to downtime periods should 

also be taken into account. A PV system comprises three main units: the PV generator unit, 

the string combiner unit and the power conditioning system. The PV generator unit is the PV 

array. The string combiner unit includes the connections and wiring between strings as well 

as the fuses/block diodes, which are employed for string overcurrent protection. Finally, the 
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main parts of the power conditioning system are the inverters, AC connections and wiring. All 

three units are associated with operational losses which are discussed next.  

 

 

Figure 2.11. Simplified sketch demonstrating energy losses in a PV system. 

 

Shading [74], temperature[75],[76], dust [77], module [78] and inverter [79] losses as well 

as electrical mismatches [31] are the most common sources of energy loss. Shade, dirt, soil, 

snow, reflection and spectral effects can be considered as pre-module effects since they 

prevent part of solar radiation from being absorbed by the modules. Shading can be either 

due to far (for example hills) or near objects (trees, chimneys etc.) with regards to the PV 

array vicinity. However, (partial) shading, dirt and soiling technically are not inherent PV 

system losses but installation or location specific losses and in many cases can be avoided or 

remedied. Module losses are due to mismatch effects, ageing and temperature as 

temperature can result in high conversion losses. On the system’s side, wiring, maximum 

power point tracking, inverter and transformer are the primary loss factors.  

Spectral and angle of incidence effects have a stronger dependence on the material and 

the type of the PV device. It has been shown in several studies that this effect is more evident 

for semiconductor materials with larger energy band gaps such as  amorphous silicon  while 

it is less evident in crystalline silicon modules [80] [81]. On an annual basis, spectral losses are 

considered only a small percentage of the energy output but this also varies amongst different 

technologies [81]. For crystalline silicon modules, which is predominantly used in small and 

large scale PV systems, an example of maximum moderate gain of +4% is observed in the 

winter and a very small loss of -0.8% is observed in the summer in Switzerland and countries 

with similar weather patterns [82]. 

Shading losses

Spectral losses

Temperature losses
Mismatch losses

Inverter losses

DC wiring 
losses

AC 
connection 
and wiring 
losses
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Temperature losses are caused due to high operating module temperature with regards to 

STC and this effect varies for different PV technologies [83] and locations [80] as well as 

different mounting configurations [84] as the latter affects the natural ventilation of the PV 

modules. Mismatch losses are caused due to variations in the physical parameters of the 

modules as well as possible defects. These defects might be caused during installation, 

manufacturing or transportation and usually appear at the beginning of their lifetime, also 

known as infant failures  [78]. These losses are typically about 2% and may slightly increase 

with PV system size [85].  

Additionally, inverter sizing plays a significant role in power losses. If the inverter is 

undersized then power is clipped for higher irradiance levels, whereas if it is oversized, its 

efficiency is too low for lower irradiance levels [86]. Other losses with regards to inverter are 

the MPPT mismatch losses, which for modern inverters are less than 1%. 

Finally, wiring losses are caused from series resistance in electrical connections between 

modules and strings (DC wiring losses) or between the inverter and the grid (AC wiring losses). 

In larger systems of several megawatts energy losses due to electrical mismatches only, are 

about 2% and decrease for smaller systems [31]. These effects can be minimised by choosing 

the appropriate cables and by reducing their length. The wiring losses under normal operation 

will depend on national guidelines, but are typically 1-3% for systems of several hundred 

Watts and above [87].   

Overall losses are typically described using a Sankey diagram such as in [88]. Generally, 

these can be assessed by calculating the performance indicators and increase over time due 

to various module degradation modes. These mainly concern the semiconductor material (e.g. 

stresses due to temperature, humidity, thermal cycling, high voltage etc.), the cell 

interconnects (due to increased thermo-mechanical stresses) and the packaging material (e.g. 

glass breakage, cracks, browning of the encapsulant, delamination) [78][89]. Increased losses 

and potential component failures are detected via analysing the electrical output of the 

system in fault detection. 

 

 

Monitoring the performance of PV systems, of any size, is necessary in order to detect and 

identify system faults as early as possible. Performance optimisation, operational efficiency 
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and system uptime are the main considerations for the operation and maintenance (O&M) of 

a PV system. System monitoring is therefore an integral part of a cost-effective O&M as it 

enables system owners to diagnose and repair faults, minimise downtime and mitigate 

revenue loss.   

Monitoring systems differ for residential, commercial, or utility scale PV systems in terms 

of the number of utilised sensors and the monitoring granularity (e.g. sub-array or string 

inverters). As the system size increases, monitoring granularity becomes more critical but also 

economically more viable. This means that for smaller PV systems, for example domestic PV 

systems (≤ 4 kWp in the UK) the costs for monitoring become proportionally larger compared 

to the overall installation costs. For example, a relatively cheap pyranometer (Kipp & Zonen 

CMP3) costs about 800 £, which is currently between 9 and 12% of the overall cost of an 

average 3 kWP system [90].  By omitting this cost, the near-term financial benefits are 

increased making PV investments more appealing, especially considering the continuous 

degradation of the FIT in the UK [90]. In fact, only energy (or power) readings are usually 

available. At the simplest level, cumulative energy production in kilowatt-hours, is recorded 

by electricity meters. The exact metering arrangement varies depending on whether the site 

has a high or low voltage connection and whether the country has a feed in tariff or net 

metering for renewable energy systems. These meters are usually operated by the public 

utility company or its contractors and may also be remotely accessible.  Modern ‘smart’ 

electricity meters generally have the capability to measure a wide range of electrical 

parameters relating to power quality and at relatively low cost, however energy or average 

power is more commonly the only recorded parameter. Due to low monitoring granularity in 

domestic PV systems, occurring failures may require time consuming tests and expensive 

maintenance visits, which increases the lifetime O&M costs of the system. A large proportion 

of domestic systems in the UK are under an infrequent (for example every 6 months) or no 

maintenance plan, which increases the risks for achieving the investment potential [91].  

Guidelines on the minimum requirements on monitoring data are given in the IEC standard 

61724 [3]. In practice the number of available monitoring parameters may be less than 

indicated in this standard, since as already mentioned different monitoring approaches are 

applied in different scale PV systems. The monitored parameters which are normally 

employed are summarised in Table 2.1, grouped in three different categories of data 

availability.  
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Monitoring data availability as well as the type of collected data, namely electrical and 

meteorological, differs according to the applied monitoring strategy. Commonly, the type of 

monitoring system depends on the size and the inverter topology of the PV system it is 

connected to. In larger projects, stakeholders typically require a higher degree of visibility of 

system performance. A higher level of monitoring granularity can be provided by a dedicated 

string level monitoring system. DC and AC current, voltage, power and energy are recorded 

in addition to network and inverter status.  The granularity of data collection will further 

depend on the number of inverters used in the array, for example using a larger number of 

smaller inverters will provide more detailed data than a single centralised inverter. Dividing 

the array into smaller parts offers faster and more efficient fault detection, as the problematic 

areas are more easily located, especially for larger PV plants. In some cases, inverters have 

isolated inputs with independent monitoring, which further reduces module mismatches and 

increases system efficiency. High level monitoring provides a better insight for O&M into 

system performance, thus minimising the risks of reduced energy production and downtime.  
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Table 2.1. Monitoring parameters for three common cases of data availability 

Parameters symbol Low 

kWh 

meter only 

Medium 

Inverter built 

in monitoring 

Medium + 

Inverter built 

in monitoring 

with added 

features 

High 

Detailed 

monitoring 

system 

In- plane irradiance Gin - -   

Ambient 

temperature 

Ta - -   

Module 

temperature 

Tm - - -  

String current DC IDC - -* -  

Array current DC IDC -    

Array voltage DC VDC -    

Array current AC IAC -    

Array voltage AC VAC -    

Current, Voltage at 

maximum power 

point 

IMPP 

VMPP 

-    

Array output 

power (DC) 

PDC 
-    

AC Energy (AC) 
EAC 

    

*: String current or even module DC current may be available with some systems for example those 

with micro inverters. 
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There are numerous studies in literature focused on analysing the performance of 

photovoltaic systems whether these are ground mounted PV plants or rooftop installations. 

These are focused on a single or bulk of PV installations, for case studies per country such as 

France [92], Belgium [93], UK [94], Germany [95], Greece [88], Spain [96] and for wider 

projects including more than one country [97], [98]. Country-wide projects spawned in the 

1990s and early 2000s with the incentive to monitor and analyse PV rooftop installations; for 

example the German 1000 roof PV programme [99] and the domestic field trials in the UK [2]. 

Groups of domestic buildings were monitored in order to allow information to be collected 

on buildability, reliability, maintainability and PV performance under real operating 

conditions. Part of the efforts on monitoring and analysing PV performance has been 

dedicated to enabling the improvement of guidelines for a better planning and design of PV 

systems. In this context, the international energy agency (IEA) Photovoltaic Power Systems 

Programme has released a series of annual reports and Tasks summarising methodologies 

and outcomes as well as suggestions for improvement on various topics; as for example on 

performance evaluation of grid connected PV systems [100] and monitoring practises and 

fault detection [85]. 

Long term performance and reliability of PV installations are reviewed  based on field 

experience and common loss factors are identified [101]–[103] based on selected 

performance indicators. Performance indicators are related to performance guarantees 

which ensure that the system will produce a certain amount of energy each year. The most 

common indicators used to assess the performance of a (grid connected) PV system are the 

following, corresponding to both DC and AC side of the system:   

 

Final yield, 𝑌𝐹 = 𝐸𝐴𝐶/𝑃𝑆𝑇𝐶  (2.23) 

Reference yield, 𝑌𝑅 = 𝐻/𝐺𝑆𝑇𝐶  (2.24) 

Array yield, 𝑌𝐴 = 𝐸𝐷𝐶/𝑃𝑆𝑇𝐶  (2.25) 
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Array 

performance 

ratio, 

𝑃𝑅𝐴 = 𝑌𝐴/𝑌𝑅 (2.26) 

System 

performance 

ratio, 

𝑃𝑅𝑆 = 𝑌𝐹/𝑌𝑅 (2.27) 

 

Where,  

𝐸𝐴𝐶  = Energy output at the AC side of the inverter (in Watt hours – Wh)  

𝐸𝐷𝐶  = Energy output at the DC side of the inverter (in Watt hours – Wh) 

𝐺𝑆𝑇𝐶  = In-plane irradiance (W/m2) at STC = 1000 W/m2  

𝑃𝑆𝑇𝐶  = Nominal capacity (WP) = peak power at STC  

 

The performance ratio (PR) is a dimensionless quantity and it is the most common metric 

used to assess the performance of a PV system as it enables comparison of systems of 

different power ratings, by normalising the energy produced under actual operating 

conditions to the rated power at STC of the module and the incident solar radiation. The PR 

is usually calculated either on a monthly basis to determine performance variations within 

the year or annually to determine performance losses over time.  Typical module PRs (MPRs) 

differ for various module technologies [80] or between different modules as well as location. 

This is because PV power output is affected by additional parameters, such as spectral effects 

and temperature which are not included in the PR expression but they implicitly affect system 

performance (see 2.4).  

The final (or array) yield often referred as kWh/kWP is a common performance metric and 

it is usually calculated on annual terms. This indicator is directly translated in terms of 

produced energy normalised to the rated output of the system and allows comparing systems 

of different sizes. However, due to the fact that it does not include incident solar radiation it 

is not a suitable metric for comparing systems installed at different inclination and azimuth 

angles or systems in locations with significantly different solar resource. Specifically, countries 

with medium solar resource report an average annual kWh/kWp of 700-900 kWh/kWp [93], 

[99] whereas countries with higher solar resource report values over 1300 kWh/kWp [88]. 
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These values, however, are not strictly indicative as they refer to PV systems installed at 

optimal angles. 

To evaluate a PV plant’s performance, based on losses, the most important indicators are: 

the final yield (YF), the array yield (YA), the reference yield (YR), and the performance ratio (PR) 

as defined by the IEC Standard 61724 [3]. Losses can then be calculated using yield results. So, 

system losses (LS) reflect the inverter and transformer conversion losses, and the array 

capture losses (LC) are due to the PV array losses.  

 

 

𝐿𝐶 = 𝑌𝑅 − 𝑌𝐴 

 

(2.28) 

 

𝐿𝑆 = 𝑌𝐴 − 𝑌𝐹 

 

(2.29) 

 

Although the aforementioned indicators are most commonly employed, additional 

indicators are utilised in literature such as the performance index, the ratio of actual to 

theoretical output for e.g. in [92]. This represents conversion losses compared to a theoretical 

ideal system of the same characteristics but without the inverter losses. Also, system 

efficiency as the actual output per incident solar radiation per system area, is a very common 

metric [104]: 

 𝜂 =
𝐸𝐴𝐶

𝐺 ∙ 𝐴𝑟𝑒𝑎
 (2.30) 

 

In overall, performance evaluation can be carried out based on temporal differences, 

theoretical output and/or annual performance distributions for more than one system. In the 

first case the indicators are applied on one system each time and can be calculated on 

monthly and annual basis. This shows performance trends but the method is not indicative 

whether the system actually performs as expected. To realise that, expected output is 

compared to actual output employing measured weather data in a performance model [6] of 

choice, namely using a reference system. Finally, in the latter case a large statistical example 

is utilised, usually for systems in the same or similar locations (example [104]). Selected 
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performance indicators are presented in terms of statistical distributions. Using statistical 

distributions for example of PR assists in detecting outliers in large samples, namely systems 

with unexpected performance which then enables to then focus on the detected cases.  

 

 

 

As mentioned earlier, in larger PV systems monitoring granularity becomes more critical 

and therefore higher level monitoring strategies are applied. Conversely, for smaller systems 

monitoring equipment is usually not financially viable and therefore, small scale projects such 

as domestic systems (about 4 kWp) are typically not equipped with climatic sensors, hence 

analysing data from these systems is primarily based on approximations to local conditions. 

In such cases in-plane irradiance and module temperature must be acquired with alternative 

and indirect methods. Global horizontal irradiance and ambient temperature can be acquired 

from meteorological stations as well as satellite imagery. The acquisition of localised weather 

data is non-trivial and requires modelling and interpolation techniques in order to determine 

local conditions and to then convert global horizontal irradiance and ambient temperature 

into in-plane irradiance and module temperature respectively.  

There are various products of satellite data, and their main differences lie in their spatial, 

spectral, temporal and radiometric resolution [105]. Spatial resolution corresponds to the size 

of the image pixel that corresponds to the Earth’s field size. Spectral resolution corresponds 

to the employed spectral channels. Additional information on the spectrum of the reflected 

radiation is useful in order to determine effects that have little differences in the visible range, 

for example snow cover and clouds. These effects can result in significant overestimation of 

GHI. Temporal resolution is the time between collections of images on specific locations. 

Finally, radiometric resolution determines the ability of a satellite image to record various 

levels of brightness [106].  

Ground based data are acquired from meteorological ground based stations. The 

difference between the two sources is that global horizontal radiation is directly obtained 

from ground based sensors (usually pyranometers) whereas in the case of satellite imagery 

this information is extracted from Earth and atmosphere reflected solar radiation by applying 
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additional modelling algorithms. However, the spatial coverage from satellite data is larger as 

opposed to ground based measurements which are only available at the point of 

measurement. In this case, in order to obtain global horizontal irradiance at different 

locations, spatial interpolation algorithms need to be applied [4],[107]. To date there aren’t 

any conclusive studies as to which source is more suitable for PV applications but the trends 

are rather towards using satellite data mainly due to their larger spatial coverage, data 

continuity and historical repository [108].  However, comparison with available ground based 

data is a common way of validating satellite data. A characteristic example is by using the 

Baseline radiation surface network stations (BSRN)1 as per [109]. It has been found that the 

efficiency of satellite data decreases in high latitudes (over 50 degrees), mountains, high 

albedo areas (such as deserts and showy areas) and in cases of other rapidly occurring 

weather and aerosol concentration variations in the atmosphere [108].  So, in fact there can 

be combinations of both satellite and ground based measurements in order to optimise 

prediction accuracy [110].   

Various studies have employed remote weather monitoring for the performance 

assessment of distributed small scale PV systems, which is also used for the detection of 

failures [4], [92], [93], [98], [105], [111]. In those cases, the accuracy of the solar radiation 

data mainly determines the accuracy of the performance assessment. Specifically, annual 

global horizontal irradiation can be predicted with an average error of -5 to 8% [4] using 

satellite data but differences can be larger and up to 4% depending on the utilised satellite 

source [105]. Additional modelling errors arise from the modelling steps required for the 

translation of global horizontal irradiation to in-plane, as discussed next. The entirety of the 

models tested in literature are found to underestimate in-plane irradiation compared to 

measured data up to 13% annually [112]–[116] which, consequently, affects the estimation 

of PV performance and performance ratio.  

 

 

In this step, the acquired global horizontal irradiance (GHI) is translated to the tilted plane 

of the PV array. This is normally realised by employing two separate algorithms; the first 

                                                      
1  The Baseline Surface Radiation Network (BSRN) is a world-wide collaboration of organizations which 

maintain high-quality ground measurements. BSRN stations are only two in the UK, in Camborne and Lerwick.  
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algorithm requires that global horizontal irradiance is separated into its components namely 

beam and diffuse. The second algorithm requires that both beam and diffuse components are 

then translated to the tilted plane in two distinct steps. The split of global horizontal radiation 

to its beam and diffuse components relies upon determining the clearness index, given by:  

 

 
𝑘t =

𝐺𝐻𝐼

𝐸𝑇
 (2.31) 

 

Where ET represents the extraterrestial radiation. Therefore, the clearness index is a 

measure of radiation attenuation in the atmosphere, or else “cloudiness” in the sky.  

The next step is to define the ratio of diffuse irradiance to GHI with regards to the clearness 

index since it is: 

 𝐺𝑑

𝐺𝐻𝐼
= 𝑋(𝑘𝑡) (2.32) 

 

Where 𝑋 = 𝑓, 𝑔, ℎ  corresponding to three portions of the clearness index. Theoretically, 

clearness index can be the only predictor used to estimate the diffuse fraction of GHI [117]. 

That, however, only gives a one-dimensional approximation of reality. More sophisticated 

models include a number of predictors such as ambient temperature, humidity, sun elevation 

and other factors which gives a better approximation [118],[119] but also assume knowledge 

of more input variables, which in remote monitoring applications is not always available.  

In the translation part, ideally a third step can be included which involves the ground 

reflected albedo on the PV surface. In this case the total in-plane irradiance is ultimately given 

by [56]: 

 
𝐺𝑃𝑂𝐴 = 𝐺𝑏 ∙ 𝑐𝑜𝑠𝑧 + 𝐺𝑑 ∙ 𝑅𝑑 + 𝜌 ∙ 𝐺𝐻𝐼 ∙ 𝑅𝑟 (2.33) 

 

Where, 

𝐺𝑏 = beam irradiance  

𝐺𝑑 = diffuse irradiance 

𝐺𝐻𝐼 = global horizontal irradiance 

𝑅𝑑 = diffuse irradiance transposition factor 
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𝜌 = ground reflected albedo 

𝑅𝑟 = ground reflected irradiance transposition factor  

𝑧 = angle of incidence of the beam on the tilted plane 

 

The transposition factors describe the ratio of the incident irradiation (diffuse or beam) on 

the plane of array, to the global horizontal irradiation. Beam radiation can be readily 

translated onto plane of array as this can be realised by applying geometric terms [56], having 

calculated the position of the sun in the sky (for example refer to [120] for the calculation of 

sun position). Conversely, diffuse radiation on plane is generally difficult to model as its spatial 

distribution is unknown and time dependent. The simplest model for diffuse translation is 

based on isotropic sky assumption. This essentially assumes that diffuse radiation is uniform 

across each point at the sky. In order to improve the accuracy of diffuse radiation translation, 

anisotropic models are proposed [121].  

Module or cell temperature is another essential modelling parameter as it plays an 

important role in device physics. As already seen, the voltage of a module decreases when its 

operating temperature rises, while short-circuit current slightly increases. The result is a 

decrease in its output power. The operating temperature of photovoltaic modules under real 

operating conditions is important information for calculating power output. Generally, 

thermal models can be split according to the simplicity or complexity of their expression [122]. 

In their most explicit form models only depend on in plane irradiance, ambient temperature 

and/or wind speed [69],[84], [123]. One of the most popular simple models used for the 

assessment of module temperature is the Ross’ model [124]. As a steady state model, it 

assumes that for the calculated time the intensity of solar radiation, wind and other 

parameters that affect PV module performance are constant. The equation is given by:  

 

 
𝑇𝑚 = 𝑇𝑎 + 𝑘𝑅 ∙ 𝐺 (2.34) 

Where, 

𝑇𝑚 = Module temperature (K)  

𝑇𝑎 = Ambient temperature (K) 

𝐺 = In-plane irradiance (W/m2) 
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𝑘𝑅 = empirical Ross’ coefficient (K∙m2/W) 

 

The kR is known as Ross coefficient and it takes different values according to the mounting 

configuration of the module, as experimentally determined in [75]. Typical values of the kR 

are given in Table 2.2.  

 

Table 2.2. Ross coefficient values for various mounting configurations [75] [125]. 

Mounting configuration 

Ross coefficient 

(K∙m2/W) 

Free -standing 0.021 

Flat roof 0.026 

Sloped roof: well cooled 0.020 

Sloped roof: not so well 

cooled 
0.034 

Sloped roof: highly 

integrated 
0.056 

 

 

These are empirical values that can be obtained from graphical representation of (Tm-Ta) 

against G. Ross model is sufficient in cases where irradiance and ambient temperature are 

the only available weather data. Simpler models can be accurate when hourly or generally 

lower resolution measurements are used as input [122].  

Implicit models not only account for ambient temperature, in-plane irradiance and wind 

speed but also the energy balance between the module and its environment. Therefore, they 

may include a number of intrinsic factors such as heat transfer coefficients, cell absorption 

coefficient, glass transmittance etc. [126]–[130]. These models are generally more 

sophisticated and they describe module temperature more accurately in high resolution time 
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series since they account for non-steady state conditions and thermal lag. However, they 

demand a higher number of input variables, which are often not available in remote modelling.   

 

 

 

The lack of a detailed data analysis in domestic monitoring often leads to two situations: 

the existence of system faults, such as non-generating or generally under-performing systems 

and the existence of undetected data quality issues, such as missing data and invalid system 

description.  These factors can severely affect the quality of the performance assessment 

especially with regards the performance ratio (PR) distribution. Assuming that only total 

generation (𝐸𝐴𝐶) is available in kWh and there is no climatic monitoring, PR is defined as [101]: 

  

 𝑃𝑅 =
𝐸𝐴𝐶 ∙ 𝐺𝑆𝑇𝐶

𝐻 ∙ 𝑃𝑆𝑇𝐶
 (2.35) 

 

The parameters that mostly affect the calculation of PR are the accuracy of the modelled 

in-plane irradiation H and the accuracy of the given PSTC for each system. Thus, the uncertainty 

in PR calculation (𝑢𝑃𝑅) can be shown as a combination of factors:  

 

 𝑢𝑃𝑅 = 𝑓(𝑢𝐸𝐴𝐶
, 𝑢𝐻 , 𝑢𝑃𝑆𝑇𝐶

) (2.36) 

 

Whereby uncertainty in PSTC (𝑢𝑃𝑆𝑇𝐶
) expresses the error in the declared nominal capacity 

compared to its actual value. Additionally, modelling of irradiation (H) is affected by the a) 

quality of the solar radiation data and b) the validity of the declared installation azimuth and 

inclination of the PV surface.  

 

This is one of the most unpredictable and therefore hard to identify issues. The majority of 

these are caused by human error and are fairly common in similar applications [4]. Often, 

these are due to installers or the people entering data working under time pressure or 
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insufficient training. As an example, Figure 2.12 depicts the impact of different azimuth (South 

=0) and tilt angles on modelled in-plane irradiance. It is seen that using the wrong azimuth 

has a higher impact on modelling in-plane irradiance than tilt angle, where the difference is 

expected to be small for ±10 degrees. Azimuth may be incorrectly derived from satellite 

images, whilst measurements taken with magnetic compasses or smartphone sensors may be 

affected by factors such as the presence of nearby metalwork and magnetic declination.  

 

 

Figure 2.12. In-plane irradiance on a clear day for different cases of azimuth (0,-10,-30) and tilt angles 

(35, 45). 

 

Erroneous nominal capacity also lies in this category, and such errors are generally not 

straightforward to verify automatically as opposed to system azimuth. The actual capacity of 

a PV system cannot be automatically inferred in PV fleet assessments, and has to be verified 

by the owner. These errors have a higher impact than expected deviations in nominal capacity 

which are within manufacturer’s tolerance. Normally, manufacturers are required to define 

module nominal rating (PSTC) within a given tolerance (for example 0/+5 WP)[34]. This means 

that, although PR may be calculated using the nominal capacity from the manufacturers’ 

datasheet, the actual value could be slightly different. Assuming that nominal capacity is 
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actually higher, then the calculated PR will also be higher than the actual PR since 𝑃𝑆𝑇𝐶𝑚𝑜𝑑𝑒𝑙
<

𝑃𝑆𝑇𝐶𝑎𝑐𝑡𝑢𝑎𝑙
. However, the impact of this on the PR is small compared to other possible errors 

discussed. In fact, assuming an average system of 8 modules of 245 WP each, and the extreme 

case where every module is 5W higher than rated, the expected increase in PR is about 0.03. 

Thus, deviations of this size in nominal ratings do not justify why some systems report 

unexpectedly high PRs for example [94].  

 

 

This refers to remote environment sensing, where different sources of solar radiation 

may use differing (temporal) reference systems. Data may be recorded at mean solar time 

(MST), local time (LT) or coordinated universal time (UTC), which may be a different 

timestamp system than the one used by the PV monitoring device. Furthermore, for hourly 

averaged data the timestamp may represent the middle or end of the averaging period 

depending on the convention used in the system or database. These factors may cause 

temporal mismatches, which are more evident in sub-daily analyses. Using mixed timestamps 

affects the disaggregation of solar radiation into beam and diffuse irradiance (via the 

clearness index calculation). This has a follow-on effect on the estimated in-plane irradiation. 

Therefore, timestamp conventions should be first examined for both solar radiation and PV 

system monitoring to avoid mismatches [131]. 

 

 

Particularly for solar radiation, the quality of performance assessment is significantly 

affected by the quality of the chosen solar radiation dataset [7]. Furthermore, when it comes 

to translating global horizontal irradiation to the plane of the PV array, the employed models 

introduce their own uncertainty and in-plane irradiation is generally underestimated [112]–

[116]. This underestimation may derive from the chosen transposition model [115] (albedo 

and diffuse irradiance underestimation and/or the selection of empirical coefficients) but it 

appears that it is more affected by the choice of  the separation model, which is location 

dependant [114] and finally, the combination of the above. Particularly, the accuracy of the 

diffuse component affects the accuracy of the transposition model.  Since, there is not a 
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universally best performing combination between separation and transposition models, the 

optimal choice would rely on comparisons carried out at same or similar locations and using 

available measurements of both global horizontal and in-plane irradiance (direct and diffuse).  

 

 

The problem of missing data arises frequently in PV monitoring as also highlighted in major 

monitoring reports [2],[6]. Missing data often occur due to equipment failure, power outages 

or monitoring interruption for maintenance reasons. This means that while a system may 

operate normally, various monitoring parameters such as its energy generation may not be 

recorded for a period of time. This creates gaps in the resulting monitoring dataset. If these 

gaps are not treated properly, they lead to false conclusions on the system’s performance, as 

for example when considering “no data” as “no generation”. For this reason, in several studies 

the amount of missing data allowed in the analysed dataset is restricted. For example, in [2] 

the tolerance of missing electrical data is set at no more than 8% while in [6] is set at 10%, 

meaning that if missing data exceed that specified threshold within a monitoring period then 

this period is not taken into account in the performance analysis.  

If missing data occur randomly within a large monitoring period (without exceeding a 

certain threshold), then the analysis may still be carried out for the remaining data. However, 

in PV monitoring these missing periods are often for consecutive weeks, which may cause a 

bias in the analysis due to seasonal performance variations. To correct for this bias missing 

data can be inferred. Inference of missing data is a major concern for example in statistical 

sciences, but has not been extensively applied in PV monitoring, though relevant work has 

been shown recently on incomplete reliability datasets [132].  Common statistical approaches 

for handling missing data are the maximum likelihood (ML) and multiple imputation (MI) 

methods. The principle of MI is based on simulating different sets of missing values to 

complete the data using regression models, then combine the results to a single set. ML is 

based on estimating missing values based on existing data by maximising a likelihood function. 

The aim in both cases is to infer the missing values with a minimum bias. However, both 

methods assume that data are missing at random, which is often not the case in PV datasets. 

In PV monitoring a complete dataset should reflect both the seasonal variations in 

performance as well as individual system characteristics. This can be realised by using a 
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performance model to predict system’s output when it is missing, instead of a purely 

statistical approach, as it is further analysed in chapter 4.   

 

 

 

As analysed in Section 2.5 monitoring a PV system is required in order to determine 

whether a system operates as expected. The definition of a fault is not really standardised but 

based on the definition for a module failure [78], it can be any occurrence which limits power 

output beyond a predicted threshold, and cannot be reversed by normal operation. Other 

occurrences can be situational or location and installation specific for example soiling, dirt, 

bird nesting or (partial) shading. These factors can potentially damage the modules if not 

repaired. Various methodologies have been developed for the detection of faults and other 

factors which increase system losses. Some methodologies also include the identification of 

specific faults. However, these methods usually rely on more detailed monitoring (medium+ 

and high in Table 2.1).  

The most common approach in fault detection is analysing the electrical output of a PV 

system namely its power, voltage and current if these are available from monitoring and 

comparing this data with a reference system. In this category, fault detection may employ 

trained models by using past data where the system is known to perform normally. Thus, in 

the case of a fault, the behaviour of the system will deviate from the one described by the 

trained model, which will indicate the existence of a fault. Examples of this approach are the 

application of decision trees (DT) [133] and neural networks [134].  However, these methods 

require the availability of past data from normal and/or fault conditions and therefore their 

efficiency largely depends on the availability and the quality of the employed dataset.  
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Table 2.3. Commonly studied failure modes in literature 

Indication Failure modes 

examined 

Reference 

Constant energy 

loss 

(hourly, daily) 

Degradation [4] 

Soiling [4] 

Module defects [4], [135], [136] 

Faulty string(s) 

[111],[137], [138], 

[139], [135], [136], 

[133], [140] 

 

Varying energy loss 

 

Mismatch 

(including shading) 

[4], [138], [104], 

[136], [133] 

Power limitation 

(MPPT error, 

decreased inverter 

efficiency and 

deration)  

[4], [139], [104], 

[136], [68], [141] 

Abrupt energy loss 

Snow cover [4] 

mechanical 

failure 
[4] 

 

Complete outage 

 

Defective 

inverter 
[104], [136] 

Component 

failure 
[104] 

Grid outage [4] 

 

On a module level power losses are caused due to increased series or shunt resistance 

which can be seen on the I-V curves of the device, in Figure 2.13 (a) and (b). Shunt losses are 

commonly caused by module defects and partial shading which create local heating and hot-

spot appearance. Module defects are generated during installation, manufacturing or 

transportation and their effects usually appear at the beginning of their lifetime, also known 

as infant failures [78]. Series losses are commonly caused by increased series resistance at the 

electrical connections between modules and strings (DC wiring losses) or between the 

inverter and the grid (AC wiring losses). These effects can be minimised by choosing the 
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appropriate cables and by reducing their length. Increased series resistance may also derive 

from PV modules under specific effects of degradation mechanisms such as solder corrosion 

or mechanical stresses that cause cell cracks and also corrosion of DC connectors and junction 

box terminals.  

 

Figure 2.13. Effect on the IV curve of (a) increased shunt, series losses and (b) mismatch losses caused 

by possible faults in the PV array.  

Energy losses are quantified for a defined time period and the result determines whether 

a fault exists in the system and if that’s the case, the next stage is initiated, which is to identify 

the fault if that is possible. Hence this part relies on performance evaluation parameters and 

array capture and system losses as described in Section 2.4. As mentioned, array collection 

losses account for the DC side of the system, and they usually refer to losses due to mismatch 

effects, wiring, maximum power point tracking errors and temperature losses, but the largest 

contributors to system losses are usually inverter and transformer losses [88].  

The evaluation of changes in performance can be achieved by comparing expected to 

actual output, for defined timespans as:  

 

 |𝑄𝑚𝑒𝑎𝑠 − 𝑄𝑠𝑖𝑚| = 휀 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 (2.37) 

 

Where Qmeas and Qsim is the compared measured and simulated quantity respectively.  For 

normal operation, this difference must lie within margins specified by a threshold which will 

discriminate between actual faults and ‘false positives’. The determination of this threshold 
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depends on the described quantities and their actual values. Therefore, the definition of an 

appropriate threshold is somewhat ambiguous. In this context, (2.37) can be used for 

performance ratio differences [136]. In this case the threshold can be defined according to 

the observed daily deviations of the PR.  

An alternative representation of (2.37) employs normal distributions of the difference ε 

over specified domains. This allows the determination of the threshold by calculating the 

standard deviation, σ, and the mean, εmean, of the distribution over a specified interval. The 

margins are then given by: 

 휀𝑚𝑒𝑎𝑛 − 𝑘 ∙ 𝜎 < 휀𝑚𝑒𝑎𝑠 < 휀𝑚𝑒𝑎𝑛 + 𝑘 ∙ 𝜎 (2.38) 

 

Where k (=1, 2 or 3) is the number of standard deviations used. This equation can be 

applied  for system efficiency (k=3) [104], normalised power (k=2) [4], current and voltage 

values [142] or collection losses [138].  

In higher resolution monitoring, I-V measurements if available can be used in order to 

detect PV system abnormalities in real time. Studies based on this approach employ I-V 

modelling to simulate theoretical output, taking into account the systems’ behaviour at 

normal operating conditions. The efficiency of the employed diagnostic indicators depends to 

a great extent on the modelling accuracy. Therefore accuracy plays a great role in detecting 

errors as significant deviations from actual values might lead to false positive alarms or worse, 

increased detection thresholds and reduce the method’s efficiency by producing false 

negatives. String monitoring enables an even better supervision of a PV system, compared to 

array monitoring, since module defects occurring in strings are more easily located. There are 

different levels of automatic detection, starting from the top level by identifying at which side 

of the system the fault occurred, namely AC or DC, (through to the sub-array, string and 

module level). To determine which side the fault is in, the power ratio, 𝑅𝑃𝐷𝐶_𝐴𝐶, can be used 

as an example [136]:  

 𝑅𝑃𝐷𝐶_𝐴𝐶 =
𝑃𝐷𝐶𝑠𝑖𝑚

/𝑃𝐷𝐶𝑚𝑒𝑎𝑠

𝑃𝐴𝐶 𝑠𝑖𝑚
/𝑃𝐴𝐶𝑚𝑒𝑎𝑠

 (2.39) 

Where 𝑅𝑃𝐷𝐶_𝐴𝐶  can be interpreted as follows: 
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𝑅𝑃𝐷𝐶_𝐴𝐶  <1 Inverter fault 

𝑅𝑃𝐷𝐶_𝐴𝐶  ~1 Normal operation 

𝑅𝑃𝐷𝐶_𝐴𝐶  >1 Array fault 

  

This assumes that inverter efficiency is calculated based on the specific inverter 

characteristics, as it drops for low power input [143]. At low power this ratio could yield a 

false alarm if simulated inverter efficiency is poorly fitted to actual inverter data.  

Taking (2.39), if 𝑅𝑃𝐷𝐶_𝐴𝐶 < 1, this indicates AC power being decreased with regards to the 

expected inverter output, indicating inverter malfunctioning or faulty connection. In such 

case, this can also be verified by the following ratio [136] for each inverter in the array: 

 𝑅𝑖𝑛𝑣 =
𝑃𝐴𝐶 𝑚𝑒𝑎𝑠

𝑃𝐴𝐶 𝑠𝑖𝑚

 (2.40) 

 

Or similarly, based on the residual [141]: 

 𝑅𝑖𝑛𝑣 =  (𝑃𝐴𝐶𝑠𝑖𝑚
− 𝑃𝐴𝐶𝑚𝑒𝑎𝑠

)/ 𝑃𝐴𝐶𝑠𝑖𝑚
 (2.41) 

 

If more strings are present then comparing output from different strings is an additional 

way of identifying an inverter fault.  String faults are the most commonly tested type of faults 

in literature as their detection routine is relatively easy in terms of their fingerprint. In case of 

a string disconnection the current of the array drops significantly. So it can be detected 

initially by using array current and voltage [136], [138], [137]:  

 

 𝑅𝑐 =
𝐼𝐷𝐶𝑠𝑖𝑚

𝐼𝐷𝐶𝑚𝑒𝑎𝑠

 (2.42) 

And  

 𝑅𝑉 =
𝑉𝐷𝐶𝑠𝑖𝑚

𝑉𝐷𝐶𝑚𝑒𝑎𝑠

 (2.43) 
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These two indicators of power losses include temperature effects (increased thermal 

losses) and miscellaneous collection losses such as wiring, mismatch, MPPT errors etc. If   RC 

>1 and RV <1, then string disconnection is most likely the fault. But to determine the exact 

location, then string currents must be compared with simulated values, hence (2.42) be used 

at each string. Moreover, since module defects may derive from various factors and their 

effect on current and voltage is more implicit than it is for a faulty inverter or a disconnected 

string. In large strings power deterioration is relatively small (unless a significant number of 

modules is affected) and may not be detected in early stage. To accurately determine such 

faults from I-V signals, the full I-V curve would be required, but as mentioned this is generally 

not available from commercially operated PV systems. Instead, only maximum power point 

current and voltage from both DC and AC sides are used [144]. 

In domestic PV monitoring the situation is radically different. First, climatic data are often 

not available which decreases the accuracy of fault detection. Second, I-V data are not 

available and thus identification of faults relies on analysing energy losses in terms of 

occurrence and duration. In this context, Firth et al. classified faults into four categories: a) 

sustained zero efficiency, where generation is zero for long time periods, b) brief zero 

efficiency, where generation is zero for short time periods, c) shading (identified utilising a 

sun position algorithm) and d) non zero efficiency (and non-shading), for other faults not 

falling into previous categories [104]. System efficiency (on the AC side of the systems) was 

plotted against in-plane irradiance and a numerical approach was applied in order to define 

the boundaries. The outliers in the resulting graph were classified into the four fault 

categories. This technique relies on analysing long–term performance and hence does not 

enable automatic detection, but provides a rough classification of common faults such as 

inverter power point tracking, inverter cut off at high irradiance (power limitation), shading 

and total outage due to possible inverter shutdown and system isolation. 

Similarly, in [4] and [145] failures are determined based on the amount, duration and 

variations of energy losses as well as comparison with neighbouring systems.  Failures are 

grouped into four categories such as constant energy loss (for example degradation, module 

defects and soiling), varying energy loss (for example shading, inverter disconnection from 

the network, power limitation due to inverter), snow cover and total blackout (for example 

electricity network outage and inverter failure). Because more than one failure may belong in 

one category, failure rates are also exploited, namely the probability of one failure occurring 
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compared to another in the same category. The practicality of this method is more evident 

where only energy readings are available, which is a common case for residential systems. 

However, the accuracy of irradiance data can potentially decrease the method’s efficiency in 

detecting some faults, especially on non-clear days. This is further enhanced by other quality 

issues which typically exist in domestic monitoring but are not effectively discussed. Fault 

detection can potentially be achieved without solar radiation data, only by employing 

statistical distributions of the performance indices of neighbouring PV systems and detecting 

the outliers [5]. However, the efficiency of this method primarily relies on the existence of a 

large number of neighbouring PV systems for the statistical analysis to be more reliable. Again, 

data quality in all datasets largely accounts for the accuracy of fault detection.  

 

 

 

This chapter reviewed the performance evaluation framework comprising several stages 

of modelling, performance assessment, PV monitoring and fault detection. Performance 

models are employed to either assess the efficiency of an existing system compared to its 

simulated analogue, or in yield forecasting. Modelling of a PV system can be realised by 

utilising device physics or empirical models.  Device physics models are implicit in nature and 

they require the knowledge of five to seven modelling parameters in order to be solved. These 

parameters can be acquired by extracting this information using manufacturer datasheets or 

measured I-V curves.  On the other hand, empirical models are more simplistic in nature but 

can only model specific points on the I-V curve such as the maximum power point, i.e. not the 

whole I-V curve. The choice of the model largely depends on the application. Where I-V data 

are available from monitoring, device physics modelling can be employed for the comparison 

of measured to simulated output and fault detection. Conversely, in cases where only energy 

output is available from monitoring, simple empirical models are usually used in fault 

detection.  

An inverter model is required to convert PV array to PV system modelling. The most 

comprehensive approach is the one that takes into account the dependence of inverter 

efficiency on varying input voltage and power levels, thus an interpolation needs to be applied 

in two domains of operation, namely input (DC) voltage and input (DC) power, producing a 
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three-dimensional graph of inverter efficiency. Further inclusion of operational losses in the 

performance model produces a realistic output of a PV system. These losses need to be taken 

into account in order to define reasonable thresholds in the fault detection process. The 

applicability of any fault detection procedure mainly depends on monitoring granularity, in 

terms of applied level of monitoring namely module, string, sub-array, array or system level. 

More often large systems (of over 1MWP) will monitor on string level while small domestic 

systems (of an average size of 3 kWP) will only monitor on system level. Accordingly, I-V data 

are not available in all cases, while voltage and current might be available only at maximum 

power point. High-level monitored systems provide a lot more information on operational 

and weather data at system location. Additionally, weather monitoring is very often not 

applied, thus weather profiles must be generated by using information from remote ground 

meteorological stations or satellite data. This information has to be further translated onto 

system specific variables such as in-plane irradiance and module temperature by employing 

further models.  

The quality of the performance assessment is affected by various factors which need to be 

further investigated such as the inclusion of gaps in monitoring and/or possible errors in PV 

system description which cause PR to falsely increase or decrease. These errors need to be 

identified and corrected to a large possible extent. This becomes even more crucial in fault 

detection, specifically in the case of domestic, where only power or energy output is usually 

available. Fault detection is often based on assumptions derived by comparisons of actual 

performance with pre-defined performance profiles or the comparison with neighbouring PV 

systems using remotely inferred climatic data.  High quality in performance assessment is 

crucial so that fault detection efficiency is increased. The aspects of remote monitoring, 

choice of models and fault detection on domestic systems will be examined in the following 

chapters focusing on the impact of monitoring data quality. 
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Chapter 3 
3 Data quality in domestic photovoltaic monitoring 

 

 

Shortfalls in data quality such as wrong system descriptors or missing data become 

significant obstacles when attempting robust performance assessments [5]. More 

importantly, the use of erroneous data may lead to inaccurate and rather damaging 

statements with regards the advancement of solar industry if left unrevealed (see for example 

a characteristic case of misleading analysis on PV energy return [146] and the response from 

the solar community [147]). To date, there are no studies dedicated in the quality assessment 

on residential PV data sets with minimum monitoring equipment, where the only data 

available is the technical description of the system and its total energy generation. This 

chapter focuses on the distinction of these common data quality issues found in domestic 

datasets, and their impact on the performance ratio estimation as the most established 

performance indicator. It is shown in the applied case study that even datasets from 

commercially monitored installations can suffer from unusual ‘artefacts’ which makes data 

interpretation extremely difficult. Based on the performance assessment framework 

summarised in Figure 2.1, the specific tasks which are considered here are highlighted in 

Figure 3.1. The performance ratio calculation steps by using remotely inferred solar radiation 

data are further described in Figure 3.1, whereby each step as well as the associated 

procedures and models involved are also described in this chapter.  

Statistical approaches are applied based on calculated annual performance ratios and final 

yields (kWh per kWP). This approach is specifically useful for PV fleet assessments, where 

insight into individual systems and/or higher resolution data are scarce. The utilised data 

sources and the applied practices in posing quality controls and correcting erroneous entries 

where possible are demonstrated next, using a case study of 1788 residential PV systems in 

Nottingham. Data quality is presented within two distinct categories: erroneous system 

description and missing monitoring data. Where hourly energy output data are possible to 

obtain, an azimuth correction algorithm is proposed. 
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Figure 3.1. Main blocks (highlighted in fuchsia) of the overall performance assessment framework 

associated with the work described in this chapter. 

 

Figure 3.2. Steps applied for the calculation of performance ratio based on remotely inferred solar 

radiation data from the UK Met Office (UKMO) meteorological stations. 
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Monitoring data from about 1800 domestic installations varying from 1kWp to 4kWp (see 

Figure 3.3) have been gathered from the systems’ commercial monitoring portal for the years 

2012 to 2015. The procedure for downloading and sorting this data is described in the 

Appendix. This data set belongs to a social housing association (Nottingham City Homes – 

NCH )[148] who control over 28000 rented houses in Nottingham. Essentially, the council 

owns the homes, and NCH manage them on its behalf but an independent monitoring 

company has taken over to collect this data and provide rough indications on their 

performance, namely categorise them into generating, non-generating and low performing 

systems on a daily basis. For the case study, the availability of measured performance data 

was in excess of 98% for the majority of systems. Information available for these systems 

includes location, rated (peak) capacity (kWp), PV module model, inverter model, elevation, 

azimuth and inclination as summarised in Table 3.1.  Frequency of installation capacity (as 

declared) in terms of peak power is given for 1788 PV systems in Figure 3.3.  

 

 

Figure 3.3. Histogram of installed capacity (in kWp) for 1788 PV systems at Nottingham, UK. 
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Table 3.1. Table of meta-data for the Nottingham City Homes (NCH) database. 

Parameter Comments 

Home ID Unique identifier per home 

Address - 

Postcode - 

Anticipated Annual Generation (kWh) Calculated based on past solar radiation data 

Peak Rate (kWp) Nominal capacity of the PV system 

Monitoring Type 
Refers to the way data are transmitted 

(GSM* is the only case) 

Panel Configuration 
Refers to different layouts in terms of the 

type of string connection implemented but the 

number of strings is not specified explicitly 

Panel Manufacturer - 

Panel Model - 

Inverter Manufacturer - 

Inverter Model - 

Elevation (m) As in distance from the ground 

Bearing (degrees) Usually taking North as a 0 degrees bearing 

Inclination (degrees) - 

First Meter Reading Date First day of operation 

Monitoring Status Active or in the process of activation 

* GSM = global system for mobile communication, for example via SMS (short message service) 

 

 

 

An essential step of the analysis, as shown in Figure 3.2, is to obtain solar radiation data 

for each PV system’s location. The solar radiation data used in this study were acquired from 

monitoring stations operated from the UK Met office  through MIDAS (Met Office Integrated 

Data Archive System) [149]. Hourly data of global horizontal irradiation and ambient 

temperature are downloaded from MIDAS and stored in a different database than the one 
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dedicated to the CREST outdoor monitoring system (COMS) but on the same server. The total 

number of the UK stations employed in the UK over 10 years of operation, is 123. Out of this 

number, about 75% are installed in 2005, 10% in 2015 and the rest are installed in the years 

between.  Some stations were seemingly operational for a few years but with very low data 

availability. Other stations seemed to have only a few days or months of operational lifetime 

and these were not taken into account. The lowest operational lifetime allowed in this study 

is one year, namely 365 days. Finally, the total number of stations is shown in Figure 3.4 for 

over the years 2005 to 2015. An average number of 88 meteorological stations across the UK 

were utilised for the years 2012 - 2015. 

 

 

Figure 3.4.  Map of the UK stations over the 11 years of operation (2005 – 2015) (QGIS image). 

 

 

The UK met office apply their own quality checks on the data prior to releasing them. These 

quality controls essentially include “flagging” entries with specific indicators and are applied 

on data during various stages of data transfer from point of observation to the final database. 

Values are checked based on climatological extremes, which also vary with location, and also 
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based on previous observations from the same source. For air temperature, checks are also 

applied based on comparisons against neighbouring stations.  

For solar radiation, these quality checks are further complemented by modelling clear sky 

(using Ineichen and Perez model [150]) radiation values at every hour and every location, 

namely latitude and longitude of the station according to the Helioclim algorithm described 

in [7] such that: 

 

 

𝐺𝐻𝐼 < 1.1 ∙ 𝐺𝐶𝑆 

 

(3.1) 

 

Where,  

𝐺𝐶𝑆 =  clear sky irradiation   

𝐺𝐻𝐼 = global horizontal irradiation  

 

Generally, effects such as irradiance enhancement due to cloud reflection and snow may 

lead to slightly increased limits in equation (3.1), however hourly data present much lower 

variations than instantaneous data and thus the applied limits are found sufficient [151].  

 For the calculation of PV output irradiance values lower than 50 W/m2 are not taken into 

account.  By not applying a single value restriction in this case, it is also possible to check for 

any timestamp mismatches between the met station irradiation data and the temporal 

reference system used for the analysis, which in this case is universal coordinate time (UTC).  
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Figure 3.5. Hourly irradiation for clear sky modelled output and Loughborough met station for two 

days in January 2015.  

 

Additionally, the Met Office supply their data as sums of 60-minutely readings for each 

hour which are stored at the end of observation time. For example, this essentially means 

that the average of the values between 12:00 and 13:00 would be stored in the “13:00” bin. 

Therefore, to be able to compare these aggregated results with clear sky modelled results the 

same procedure is applied for the model. Namely, minutely instantaneous values are 

modelled and then averaged over each hour of the year (see Figure 3.5).  

Additional quality controls are applied for each station which ensure that no duplicate 

and abnormal entries are detected. Duplicate entries can be readily detected by applying 

restrictions on unique identifiers per entry. This can be achieved by simple database 

commands and no additional effort is required for such occurrences.   
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Both global horizontal irradiance and ambient temperature are acquired at the 

measurement location i.e. the meteorological stations. However, both variables vary in time 

and space. In many practical applications such as in the case of domestic PV systems with no 

climatic monitoring, measured data are not available at the location of interest.  Thus, 

regional interpolation techniques are employed as means to transfer data from the 

measurement sites to the estimation point. Available information is transferred from a 

number of adjacent measurement sites to the estimation site (𝐺𝐻𝐼𝐸) through a function that 

represents the spatial weights according to the distances between n number of  sites [152]: 

 

 

𝐺𝐻𝐼𝐸 = ∑ 𝑤𝑖𝐺𝑖

𝑖

𝑛=1

 

 

(3.2) 

 

Where,  

𝑤𝑖 =  weighting factor at each measurement site  

𝐺𝑖 =  irradiance at each measurement site 

 

These weighting factors depend on the distance 𝑟𝑖  between the measurement and the 

estimation site(s). For the inference of global horizontal irradiance at multiple sites, including 

Loughborough and Nottingham, the methodology described in [153] was applied using 

ordinary kriging interpolation. Different interpolation methods may give better results for 

different variables, station densities and climate regimes but kriging has proven to give the 

overall best results for the interpolation of various climate variables [107].  

The estimation point is not a single site but rather a square grid of mapping points, which 

have a 2.5 km distance from one another, based on the applied resolution in this work.  Thus, 

for a single geographical location, for example Loughborough, the irradiance data used are 

those estimated at the nearest grid point from Loughborough, as it is graphically described in 

Figure 3.6.  Specifically for Loughborough at the monitoring site (latitude = 52.7, longitude = 

-1.2), the distance from the nearest interpolation grid point was 210 m. As implied in Equation 

(3.2) the higher density of meteorological stations close to the interpolation point, the more 

accurate kriging will be. For example, kriging for Loughborough is expected to yield better 
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results compared to a location in North Wales, where the meteorological stations are more 

scarce. 

This method is very fast, as various locations can be simultaneously inferred by using the 

same interpolation grid and only choosing a different grid point. To establish the weighting 

factors (wi) for kriging, an exponential semi-variogram (SV) is used [153]. An SV models a 

graph which shows the variance in measure with distance from all sampling locations and it 

is a significant prerequisite for the kriging process.   

In summary, the following have been applied for the inference of climate variables in the 

cases of Loughborough and Nottingham [107]. 

a) Grid cell size was chosen at 2.5 km. Higher resolution would lead to slightly more 

accurate results but would significantly increase the computational time.  

b) It was found that when using a number of stations below 30, the results became less 

accurate (which also depends on the complexity of the weather patterns at that 

particular hour). The average number of stations used for the years of study (mainly 

2014 and 2015) was 88. 
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Figure 3.6. Simplified schematics of the spatial interpolation process from measurement sites to the 

2.5 km square grid. 

 

Once global horizontal irradiance is estimated for the location of interest, this has to be 

further separated into its beam and diffuse components and translated onto the plane of 

array.  In this study the applied models and the related references are presented in Table 3.2, 

based on previous works which prove that the specific models give the most accurate results 

for Loughborough (and similar locations). The process can be summarised as follows: 

a) Climate data (global horizontal irradiation and ambient temperature) are collected 

from meteorological stations across the UK at hourly time steps. 

b) Both climatic variables are estimated at the location of interest using an 

interpolation grid derived through kriging technique. 

c) Global horizontal irradiation is then separated into its beam and diffuse components. 

d) Beam and diffuse components are translated onto the plane of array and added to 

calculate global in-plane irradiance. 
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Table 3.2. Employed models for the translation of inferred global horizontal radiation to plane of array. 

Modelling stage Validation studies Original study 

Separation Beam and 

diffuse irradiance 

components  

[153],[154] 

(for Loughborough) 

Boland-Ridley Lauret 

model (BRL) [119] 

Beam and diffuse 

translation to plane of 

array (POA) 

[155] 

(Loughborough),  

[113] 

Hay, Perez and 

McKay [156] with 

Reindl correction 

[121]  

Solar position algorithm - 
Reda and Andreas 

[120],[157] 

  

 

 

 

The applied quality checks are mainly based on two parameters, namely a) annual final 

yield (in kWh per kWP) and b) annual performance ratio. The annual energy output is 

calculated by using the following formula [3]:   

 
𝐸𝐴𝐶 = 𝑡𝑟 ∑  

𝑛 

𝑖=1

𝑃𝐴𝐶𝑖
 (3.3) 

Where, 

𝑡𝑟 =  recording interval in units of hours 

𝑃𝐴𝐶 𝑖
 =  power measured at each reporting period i (in kW) 

 

Using two parameters, instead of one, while also looking at the correlation with each other 

is useful in differentiating potential data quality faults. The expected trends in both these 

parameters are described next as this is crucial for choosing the applied thresholds. 
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The limits for PV system PRs theoretically range from 0 to 1.  Because PR is not temperature 

corrected, daily or hourly PR may sometimes exceed 1.0 for single (fault-free) modules [158] 

at optimum conditions of high irradiation, low temperature and high wind speed. These 

values are not typically the case for PV arrays, where greater operational losses occur and 

ambient conditions are hardly ever ideal. Even if temperature is taken into account, this effect 

would be more evident in monthly PR variations but not on an annual basis [159]. Recent 

studies have shown that expected system PRs are typically about 0.85 whilst higher figures 

(around 0.90) can generally be observed for a small sample of systems [160], typically large 

field based installations. Where PR is over 0.95 however, this could indicate either 

underestimated nominal capacity (where 𝑃𝑆𝑇𝐶  is significant higher than declared) or 

underestimated in-plane irradiation (an expected trend in cases where irradiance is remotely 

inferred). Even in this case though, it has been shown that for a moderate climate as in the 

UK), the module PR for c-Si is generally not higher than 0.93 [161], and this is further reduced 

for a PV system due to the additional losses (cabling, mismatch, inverter etc.).  

Final yield in kWh/kWP is a means of comparing the energy yield potential of systems of 

different sizes, and typically this is calculated per annum for optimal installation angles. 

Countries with medium solar resource report an average annual kWh/kWP of 700-900 

kWh/kWP [93][99]. A map of kWh/kWP potential for Europe and several other countries is 

given in [162], which for the Southern UK gives typical values ranging from 800 to 900 

kWh/kWP.  

In the case of residential PV systems, such as those in this study, installations are 

distributed over different inclination and azimuth angles. For this reason, annual kWh/kWP 

will be distributed over a range of values (as opposed to PR). In order to neglect this diversity, 

instead of the absolute kWh/kWP, the “normalised” kWh/kWP or performance index [92] is 

compared with an ideal 1kWP system which is modelled at different inclination and azimuth 

angles according to [162]:  

 𝐸𝑡ℎ𝑒𝑜𝑟/𝑃𝑆𝑇𝐶 = PR𝑡ℎ𝑒𝑜𝑟 ∙
𝐻

1𝑘𝑊/𝑚2
 (3.4) 
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Where PR𝑡ℎ𝑒𝑜𝑟 is taken as 0.85 [160] and H the modelled irradiation at different inclination 

and azimuth angles. Then combining (2.35) and (3.4): 

 

 
𝐸𝑎𝑐𝑡𝑢𝑎𝑙/𝑃𝑆𝑇𝐶

𝐸𝑡ℎ𝑒𝑜𝑟/𝑃𝑆𝑇𝐶
=

1

𝑃𝑅𝑡ℎ𝑒𝑜𝑟
∙ 𝑃𝑅 (3.5) 

 

The first term of (3.5) is defined here, as the performance index (PI) and it is used as an 

additional metric to detect those data outliers which cause an increased bias in either PR or 

final yield distributions:  

 

 𝑃𝐼 =
𝐴𝑐𝑡𝑢𝑎𝑙 𝑦𝑖𝑒𝑙𝑑 (𝑖𝑛 𝑘𝑊ℎ/𝑘𝑊𝑃)

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙  𝑦𝑖𝑒𝑙𝑑 (𝑖𝑛 𝑘𝑊ℎ/𝑘𝑊𝑃)
 (3.6) 

 

 

In order to classify systems by their (system or data) quality, the Median Absolute 

Deviation (MAD) is used, given by: 

 MAD = median(|𝑋𝑖 − median(X)|) (3.7) 

 

Where X is the applied distribution and Xi is a point in X.  MAD was chosen as a more robust 

metric than the widely employed standard deviation, as it is also appropriate for non-normal 

distributions and less sensitive to outliers [163][164].  

In this study, MAD is used to classify systems into categories of data and system quality 

respectively. The thresholds are given by the following expression [164]:  

 

 MED − 𝑘 ∙ MAD < 𝑋𝑖 < MED + 𝑘 ∙ MAD (3.8) 

 

Where 𝑀𝐸𝐷 =  median(X) and 𝑘 takes different values according to the applied criteria.  
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The annual PR distribution is seen in Figure 3.7 for 2014. Due to the underestimation of in-

plane irradiation, this is shifted towards higher PR values, but using the MAD limits the 

extreme cases can still be detected based on the applied thresholds. For PR distribution it is 

k = 3, for the lower region (PR < MEDPR) and k = 2 for the upper region (PR > MEDPR) [164]. For 

the upper region a stricter limit is applied as it is easier to distinguish wrongly declared 

capacity. For the distribution shown in Figure 3.7, these values corresponds to lower and 

upper limits of 0.68 and 1.05 respectively. Systems with very low PRs (lower than 0.68 in this 

case) also need to be explored further for system or data quality issues, such as over-

estimated nominal capacity, missing data and zero generation due to reasons other than 

faults in the system, such as for example the system has been turned off by the owner or for 

maintenance.  

Generally, the PR distribution shown in Figure 3.7 indicates that about 24% of the systems 

require further investigation.  In this initial analysis 1% of the systems show abnormally high 

output, 5% show very low generation and 20% in total, show annual PR well below 0.68. 

Missing data will be treated separately in the following sections. The median of the PR 

distribution is MEDPR = 0.83.  
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Figure 3.7. Annual performance ratio (2014) histogram using the initial dataset. The red line indicates 

the cumulative frequency of the PV systems. 

Annual kWh/kWP distribution is shown for the same year (2014) in Figure 3.7 where the 

median of the kWh/kWP is MEDSY = 855 kWh/kWP. It is evident also here that about 2% of the 

PV systems have a suspiciously high PR and specific yield. 

 

Figure 3.8. Annual kWh/kWp histogram (2014) using the initial dataset. 
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From (3.5) it is apparent that PR and PI have a positive correlation. By applying a linear 

regression between PR and PI it is possible to detect large data outliers (low correlation data 

points). The PR-PI linearity can be graphically realised by the coefficient of determination (R2) 

as illustrated in Figure 3.9 

Figure 3.9. Performance ratio versus performance index. Three cases of systems are highlighted here: 

low correlation, very low and very high PR and increased zero generation (prior to irradiance 

correction) 

, where three different cases are highlighted; namely very high performance ratio, systems 

with increased zero generation and low correlation. The detection of the low correlation data 

points is then realised by applying the Student’s T-test based on a 0.99 confidence level [46] 

on the residuals of the linear fitting. This additional index assisted in quickly identifying those 

cases where reference azimuth was wrongly assigned, for example by following the USA 

annotation which assumes south as -180 degrees instead of 0 degrees, conventionally used.  

 

Figure 3.9. Performance ratio versus performance index. Three cases of systems are highlighted here: 

low correlation, very low and very high PR and increased zero generation (prior to irradiance 

correction) 

Different correlation cases between PR and PI are differentiated as follows:  
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- Lower PR - high PI: This is likely to be due to overestimated irradiation at the specific 

system location. Such cases are unlikely to occur as irradiation is usually 

underestimated rather than overestimated (as discussed in 4.3.3).  

- Lower PI – high PR: This is likely to be caused by underestimated irradiation at the 

specific system location. There are two reasons for this; either calculated irradiation 

is significantly lower than in reality or the system is installed at a different azimuth 

than declared. 

 

- High PR – high PI: This could be due to underestimated nominal capacity. 

 

- Low PR – low PI: This is a more complicated situation, as several factors may contribute 

to lower indicators. These include erroneous input information (such as 

overestimated nominal capacity), or low performance due to faults and/or shading. In 

such cases, addressing data quality issues is critical, as identifying missing data.  

 

Finally, the combination of different flags and their priority is taken into account, for 

example if a system has increased missing data, it is expected to also have a lower annual PR 

which however does not imply the existence of a system fault, thus this case should be 

eliminated first. The priority in the checks goes as follows: increased missing data > low PR-PI 

correlation > abnormal PR > abnormal PI. This step is critical to eliminate cases where PR and 

PI are affected by data quality.  A summary of these identifiers is given in Table 3.3 applied on 

the particular dataset. In the case where a system is found with (very) low PR and PI, then this 

system is automatically considered as a possible faulty system. Those cases of PV systems are 

further discussed in Chapter 5 where a (nearly) real time detection procedure is presented.   
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Table 3.3. Summary of identifiers based on annual records 

 

 

 

 

 

 

Parameter Identifier Description Action 

PR, PI 

0 Normal No action 

1 Lower performance 
Yellow alarm – check other 

identifiers 

2 Very low PR 
Red alarm – check system - 

verify system description 

3 

Too high PR- 

possibly wrong system 

description 

Verify system description 

 

Missing 

data/zero 

generation 

days 

0 Normal No action 

1 15 < days <30 Yellow alarm  

2 days >30 Red alarm – check system  

 

PR-PI 

correlation 

0 Normal No action 

2 Wrong azimuth 
Red alarm – check/correct 

angle 
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Initially, a number of inconsistencies was found in terms of single module capacity and the 

number of the installed modules for specific systems, a shortcoming which is surprising given 

that this type of information is normally quite straightforward to record. Moreover, both 

panel and inverter manufacturers’ and models’ names were very often mentioned with 

different spelling whilst implying the same model or manufacturer. To be able to sort the PV 

systems into groups of same manufacturers and models, one unique spelling was chosen from 

each category and a specific ID was assigned to it using a simple string recognition algorithm.  

 

 

Figure 3.10. Percentage of systems per panel manufacturer. In total 9 different panel manufacturers 

were reported, with one of them comprising about 46% of the PV modules. 
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Figure 3.11. Percentage of systems per inverter manufacturer. For a large number of systems this 

information was an ambiguous entry such as “manufacturer 1 or 2”.  

The applied re-classification procedure reduced the number of inverter and panel 

manufacturers and models significantly (see Figure 3.10 and Figure 3.11) to 5 and 9 

respectively. Essentially, this issue indicates that hand-written entries should rather be 

replaced by an electronic drop-down list, as this information becomes particularly relevant 

when modelling the theoretical performance of each PV system.  

 

 

This is the most frequent issue met in the dataset and as seen next, it may have a significant 

impact on the PR distribution. To demonstrate this case, a clear sky day was selected for each 

system based on daily average clearness index 𝐾𝑡  where 𝐾𝑡 > 0.7, where daily clearness 

index is calculated as [119]: 

 

𝐾𝑡 =
∑ 𝐺𝐻𝐼𝑖  24 

𝑖=1

∑ 𝐸𝑇𝑖 
24 
𝑖=1

 

 

(3.9) 

 

Where, 

𝐺𝐻𝐼𝑖 =  global horizontal irradiation at hour i  
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𝐸𝑇𝑖  =  extraterrestial radiation at hour i 

 

An extreme example of plane of array irradiance for system ‘A’ is shown in Figure 3.12. 

This PV system was noted as having an azimuth of 40 degrees (northeast) where the azimuth 

should be 220 (taking North as 0) degrees approximately. This case specifically demonstrates 

the mistake caused by differing azimuth conventions. Zero degrees as South are usually used 

by PV modelling software and in this case, whereas measuring instruments such as magnetic 

compasses and GPS devices take North as the zero datum.   

 

Figure 3.12. In-plane irradiance (POA) profiles at two azimuth angles and power output 

This case can be easily distinguished from the PI-PR correlation. The effect of smaller 

deviations of up to 50 degrees on the PR which are frequently caused by human error (such 

as inaccurate compass readings or even lack of compass), is further visualised by simulating 

the annual in-plane irradiation for a PV system assuming different declared azimuths than its 

actual azimuth (θactual).  
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Figure 3.13.  Impact of wrongly declared azimuths on the PR for different PV system azimuths (θ = 0, 

40, -40). 

As shown in Figure 3.13, when the difference between the declared and the actual azimuth 

is over ±20 degrees, the difference in estimated PR may be up to 9% depending on the actual 

azimuth of this system. This could potentially place that system in a different bin of the PR 

distribution towards higher or lower values. Eventually, if a large amount of wrongly declared 

systems exist in a dataset then the initial PR distribution is expected to change.  

Azimuth has a higher impact (as seen in Figure 2.12) than inclination (see Figure 3.14) on 

modelling the PV system output. Small variations in inclination (up to 15 degrees) do not yield 

significant differences as opposed to azimuth (azimuth), when modelling the electrical output 

of a PV system. For example, in Figure 3.14 (a) and (b) a difference can be mainly seen in the 

afternoon for a system facing at 30 degrees east of south and in the morning for a system 

facing at 30 degrees west of south, respectively. Moreover, inclination angles are often 

binned within a certain range depending on the type of house and/or its location (for example 

30 degrees is predominantly found in the dataset corresponding to a particular type of house) 

[165]. 
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Figure 3.14. Modelled hourly clear sky in-plane irradiation for azimuth (a) θ =-30ο and (b) θ =30ο for 

three inclination(tilt) angles (φ=30ο, 40ο, 45ο). 

 To correct for high azimuth deviations (over 15 degrees), a simple identification procedure 

is developed based on the systems’ electrical output on a clear day and their location (latitude 

and longitude where available). It is expected that on a clear day the (ideal) electrical output 

of a system will follow the Gaussian curve and therefore adjusting a clear sky model to it by 

simply testing different azimuth angles, would indicate the azimuth which gives the best fit. 

The problem in most domestic systems however, is that the curve maximum is not always 

evident on power output, often due to partial shading or other faults, for example an 

undersized inverter. To overcome this obstacle, a Gaussian fitting is thereby used for the 

energy output of the PV system (see relative equations in the Appendix). An example of such 

system is given in Figure 3.15, where the energy output maximum is not evident.  

 

(b)(a)
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Figure 3.15. Energy output vs Gaussian fit for a PV system. 

The tool is initially tested on the hourly energy output of a PV module taken from the CREST 

monitoring system, which is placed at 0 degrees due South, with an uncertainty of ± 0.59 

degrees.  By using the Gaussian fitting tool the azimuth of the rack of the PV module was 

found to be -2 degrees east of south (see Figure 3.16) which is a good agreement, considering 

that even up to 10 degrees the difference in hourly aggregated output is barely 

distinguishable.  
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Figure 3.16. Hourly energy output, Gaussian fit and modelled clear sky irradiation for the optimum 

fitted azimuth (-2) corresponding to a PV module in CREST. Clear sky and energy output are normalised 

to their maximum values. 

Repeating the same algorithm for different inclination (tilt) angles (20 to 45 degrees per 

steps of 5) yielded the results seen in Figure 3.17 (a) and (b), where the fitting error refers to 

the applied error criterion between the (fitted) Gaussian curve and the clear sky model at 

different azimuth (azimuth) angles. For the different inclination angles, the optimum azimuth 

angle was the same (-2 degrees) in all cases, though the fitting error increased (from 0.015 to 

0.2) with deviation from the optimum tilt which was at 35 degrees, as expected.   
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Figure 3.17. Fitting error between the Gaussian and the clear sky model as a function of azimuth 

(azimuth) and inclination (tilt) angles in (a) 3D and (b) contour plot. The fitting error refers to the 

applied area criterion between the Gaussian and the clear sky model curves. 

In order to find the azimuth of a wrongly declared PV system in the domestic dataset, clear 

sky in-plane irradiation was modelled for that system at a range of azimuth values (355 

(a)

(b)
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degrees at a step of 5) at three clear days, where the azimuth is chosen based on the minimum 

fitting error between these days. Again, both clear sky and energy output were compared on 

the same aggregation basis (see Appendix). An example is given in Figure 3.18 for different 

azimuth angles where 20 degrees west of south was found as the most possible azimuth for 

the particular system, which was declared at 45 degrees. 

 

 

Figure 3.18. Energy output, Gaussian fit and clear sky in-plane irradiation (not normalised) for different 

azimuth angles (South = 0). Optimum fit was found for azimuth equal to 20 degrees west of south.  

 

Although this is a useful tool to quickly identify the possible azimuth of a wrongly declared 

PV system, there is yet validation to be carried out with comparison to a robust mapping 

software where available. This is to eliminate cases where Gaussian fitting is not possible due 

to severe (partial or uniform) shading on the systems, where a large part of the energy output 

area is “missing”.  A comparison with the LIDAR azimuth extraction method described in [166] 

was possible for a total of 287 PV systems, which were wrongly declared from as little as 5 up 

to 50 degrees. The results showed close agreement with a mean and maximum deviation 

between the methods of 8 and 16 degrees, respectively. Essentially, the 8 degrees difference 

corresponds to about half an hour where the dataset is at hourly intervals, thus it is an 

acceptable deviation. The frequency diagram of the difference between the declared and the 

extracted azimuth using the Gaussian fitting tool is shown in Figure 3.19.  
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Figure 3.19. Histogram of the differences between declared and extracted azimuth using the Gaussian 

fitting tool for 287 PV systems. 

A significant 41% of the PV systems (corresponding to 6.5% of the whole population) 

showed an absolute deviation from 20 to 50 degrees, which may cause a substantial 

difference in calculated PRs and up to 25% as shown in Figure 3.13. Considering that at least 

6.5% of the PV systems in overall present this error, shows that the verification of azimuth 

declarations is of major importance in the final PR distribution.    

 

 

Another case of wrong input information, such as erroneous capacity values, is often found. 

This can be easily distinguished based on the upper limits of both PI and PR. System ‘B’ is an 

extreme example of a system for which very high PR and specific yield is indicated (Figure 

3.20). The nominal capacity of this system is about twice as high as the declared value 

compared with systems with the same module/inverter configuration found in the dataset 

with a nominal capacity of 2.9 kWP. This value was found to give a better match with the 
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system’s output comparing it to a modelled output on a clear day, confirming the inaccurate 

sizing. These two are the most extreme cases, however there are another 25 cases with 

underestimated nominal capacity which required verification with the owners/installers. 

These cases demonstrated constantly high yield and performance ratio since the first day of 

operation. It was further found that 69% of these cases, had the same module manufacturer, 

where individual module ratings were not available.   

 

 

Figure 3.20. Actual and modelled output (considering about 10% system losses) for two cases of 

nominal capacity 1.4 and 2.9 kWp. 

On the other side of the PR distribution (lower limits) 28 cases were found with very low 

output from the first year of operation. This could either indicate wrongly declared capacity 

or an installation fault such as system shading. Nominal capacities need to be verified as well 

as additional situations which will be explored for such cases, in the fault detection framework 

presented in Chapter 5.  Due to potential faults and increased performance losses the 

corrections of nominal capacity are not as straightforward as wrongly declared azimuth thus, 

these need to be confirmed by the owner or the administrator of a system.  
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Missing data are noted with a special character in the study to discriminate the particular 

issue from the non-generating systems. In terms of the actual records, the difference between 

zero and missing entries is that in the first case, the output of a system is noted as “0.0” 

throughout the day, whereas in the second case the output of a system is blank entries. 

Missing data affects the performance analysis of a system and may often lead to misleading 

results. Particularly, in the Nottingham dataset the missing data durations ranged from 5 up 

to 360 days and only for 2014, 60 PV systems had an average of 30% of the days missing. An 

overview of PV systems with missing data of more than 30% days and for the years 2012 to 

2015 is given in Table 3.4. 

  

 Table 3.4. Number of systems with more than 30 days of missing data per year 

Checked 

parameter 
Year 

Percentage of 

systems (%) 

Missing data 

2012 3.44 

2013 1.03 

2014 2.85 

2015 7.94 

 

 

 It is evident that a large number of PV systems suffer from monitoring gaps some of which 

extend to months of missing records. Possible reasons for this issue are communication 

failures or systems switched off, though these often remain unknown. The majority of these 

systems were also found in the lower regions of PR of less than 0.68 due to this particular 

issue. If missing data are treated the same way as zero generation then the effect of this on 

both the PI and PR distribution may not be evident for up to 10% missing days, if these are 

randomly distributed within a year, as graphically presented in Figure 3.21.  
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Figure 3.21. Impact of missing data on the performance index of a PV system. 

 

However, their impact becomes more significant for missing days over 15%, as the system 

output starts shifting to the lower range of the PI. The same holds true for monthly analyses, 

i.e. ideally no more than 3-5 days should be missing. Additionally, when completely omitting 

missing data, the calculation of the PR is biased by the existing data points. This may lead to 

significant overestimation or underestimation of PR depending on the position of missing data 

within a year, as demonstrated in Figure 3.22 for a real PV system example. So, when high PR 

days are missing then annual PR is underestimated, conversely when low PR days are missing 

then annual PR is overestimated, due to PR seasonal variation.   
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Figure 3.22. Monthly performance ratio (PR) variations for a PV system (UK field trials) with 

polycrystalline silicon modules. 

The following chapter is dedicated to techniques proposed for filling these gaps with 

modelled energy output and re-calculating PR, whilst also considering the merits and 

limitations of back-filling.   

 

 

 

Domestic PV systems comprise a significant percentage of the overall photovoltaic sector 

in the UK as well as worldwide and thus attention was specifically paid on the analysis of 

domestic monitoring data including the necessary quality assessment followed on the solar 

radiation datasets. In the analysis of 1788 PV systems in Nottingham, unexpected artefacts in 

data quality such as ambiguous system information, erroneous nominal capacities and 

installation angles and missing data were found.  A significant percentage of the available 

information needs to be filtered, as otherwise it contributes towards odd results as seen in 

the initial PR distribution in Figure 3.7.  This becomes even more important considering that 

a number of studies are focused on fleet PV system performance assessments and often the 

supplied data for these studies are based on monthly outputs and information given by the 
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owners which may or may not be verified. In the majority of these studies there is no 

indication of the percentage of possible missing data nor any validation with regards to the 

technical description of each system, even though both situations seem to affect the 

calculation of the main performance indicators. Even though annual indicators can be used 

to detect cases where there was a high deviation between declared and actual system 

information, a flagging system based on hourly profiles must be applied for the detection and 

correction of more obscure data quality issues, as further seen in Chapter 5. 

Finally, missing data is identified as a common occurrence throughout system’s operation 

and missing data of over 30% of operational days within a year, which shifts the performance 

indicators to lower values, without any system faults occurring. The importance of rectifying 

the impact of missing data on performance assessments as well as novel means to achieve 

this are discussed in Chapter 4. 
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Chapter 4 
4 Inference of missing data in photovoltaic monitoring 

 

 

 

As seen in Chapter 3 missing data in monitoring is a very common occurrence. Interrupted 

monitoring data with prolonged gaps results in biased performance ratio (PR) results if these 

are ignored as seen in Chapter 2, and therefore can have a significant effect on the conclusions 

that are drawn from the data. This may be caused due to malfunctions such as power outages, 

communication failures or component faults. Although, in other fields, such as in signal 

processing and data science, dealing with missing data is a very popular area, to date there 

are no official strategies on inferring lost readings of energy output in PV monitoring. This will 

affect, as shown here, the PR calculated for the system and may hide incidents that would 

otherwise trigger warranty cases. Any attempts to back-fill data using previous dates or days 

from previous years are at best temporary with very high uncertainty attached to these 

methods. Utilising average values from dates close to the missing period may give an 

estimation of PR, but such methods become less relevant when missing periods are extended 

to several weeks. Therefore, an issue remains of how to recover lost data, and to arrive at a 

valid monthly and annual performance ratio. 

In this chapter, different cases of data loss are considered, as each case can be often 

associated to specific PV system configurations and size. Most large PV systems operate 

independent meteorological and electrical monitoring systems. In the case of domestic PV 

systems only electrical monitoring is available. Thus, three different cases of data loss are 

considered that cover the aforementioned layouts. In the first and second cases, string 

monitoring may be considered as a common monitoring practice in larger PV systems. In the 

first case, string data are missing but weather data are still available. In the second case, both 

string electrical data and weather data are lost. This case could be a smaller PV system where 

there is only one weather monitoring station. Such cases have been reported for several PV 

systems for example in the UK field trials where both weather and energy output readings 
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may be lost [2]. Finally, in the third case a domestic monitoring system is considered, where 

there is no weather monitoring and electrical data are lost.   

The approaches for inferring missing data are based on statistics as well as knowledge of 

the particular systems and weather profiles, since input weather data is a prerequisite for 

estimating energy output. Different cases of data loss are connected to certain types of 

monitoring such as in utility scale or small-scale residential PV systems. For each case, the 

results vary in accuracy which is assessed by comparing measured to modelled energy output 

data from the CREST outdoor monitoring system, the UK field trials [2] and several cases from 

the Nottingham City Homes dataset.  Finally, the benefits from back-filling are presented in 

terms of reducing the bias in calculated monthly and annual performance ratio.  

 

 

 

The prediction error of the proposed back-filling methods applied at each case is assessed 

by using the following statistical metrics, comparing measured with predicted (back-filled) 

values: 

A) Root mean square error (RMSE) 

 RMSE = (
1

N
(∑(𝑃𝑖 − 𝑀𝑖)

2

N

i=1

))

1/2

 

 

(4.1) 

 

 
rRMSE =

(
1
N (∑ (𝑃𝑖 − 𝑀𝑖)2N

i=1 ))

1/2

1
N

∑ 𝑀𝑖
N
i=1

100% 

 

(4.2) 

 

 

B) Mean absolute error (MAE) 

 
MAE =

1

N
∑|𝑃𝑖 − 𝑀𝑖|

N

i=1

 
 

(4.3) 
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 rMAE =

1
N (∑ |𝑃𝑖 − 𝑀𝑖|N

i=1 )

1
N

∑ 𝑀𝑖
N
i=1

100% 

 

(4.4) 

 

 

C) Mean bias error (MBE)  

 
MBE =

1

N
∑(𝑃𝑖 − 𝑀𝑖)

N

i=1

 
 

(4.5) 

 

 rMBE =

1
N (∑ (𝑃𝑖 − 𝑀𝑖)N

i=1 )

1
N

∑ 𝑀𝑖
N
i=1

100% 

 

(4.6) 

 

Where, 

𝑃𝑖  = predicted quantity 

𝑀𝑖  = measured quantity 

N = number of predictions 

 

The RMSE describes the scatter of the predicted data and the differences between 

measured and predicted values are added up by the second power, thus high deviations from 

measured values have a strong influence. MAE describes the absolute error, as overall 

difference between predicted and measured quantities and MBE indicates whether the 

model overestimates or underestimates the measurement value, which is also expressed as 

the “systematic” error of the distribution. MBEs close to zero signify an (almost) unbiased 

distribution. When comparing single quantities, as in the case of monthly performance, then 

the absolute values of all these metrics yield the same result, since N=1. Then MBE or more 

often rMBE, expresses the deviation of the predicted from the measured value.  

Both absolute and percentage errors are given for the test year, in order to provide a better 

understanding of the magnitude of the error. This is because in some cases, percentage errors 

tend to increase significantly at lower values of the tested parameter but their effect is 

relatively small as the absolute difference is also small.  
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For the validation of the applied models and error analysis electrical and meteorological 

data from CREST monitoring system were used. Maximum power output and module 

temperature are the utilised electrical data which are stored in 1-minute resolution. 

Meteorological data of global horizontal, in-plane irradiance and ambient temperature are 

stored in 1-second resolution. These two discrete datasets are averaged in hourly time steps, 

and joined into one dataframe which contains the five aforementioned parameters for the 

time period of test. The averaging is applied since, for the rest of the analysis, hourly data are 

required.  On this dataset simple data quality checks are applied according to [167]. The 

employed parameters and the corresponding quality checks are summarised in Table 4.1 

which are applied on the final hourly results. Specifically, the year 2014 was chosen for the 

majority of the validation processes as a year with relatively high solar resource as well as 

high data availability from the COMS. 

Table 4.1. Measured parameters obtained from COMS and the simple quality checks applied. 

Measured parameter Minimum value Maximum value 

In-plane Irradiance 0 1300 W/m2 

Global horizontal 

irradiance 
0 1300 W/m2 

Ambient temperature -20 oC +50 oC 

Module temperature -20 oC 100 oC 

Current – Voltage at 

maximum power point 

0 A 

0 V 
- 

 

The electrical data are taken for two PV module types from the CREST monitoring system 

which are described in Table 4.2. 
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Table 4.2. CREST PV modules used for the demonstration of training and back-filling procedures. 

Metrics 

in 

absolute 

units 

Module types 
Tilt angle 

(o) 
Azimuth 

Nominal 

power (W) 

Mounting 

type 
Data origin 

Module 

A 

Mono-

crystalline 

silicon 

(c-Si) 

 

32.5 South 245.0 Open-rack 

CREST 

outdoor 

monitoring 

system 

Module 

B 

Poly-

crystalline 

silicon (pc-Si) 

 

32.5 South 245.0 Open-rack 

CREST 

outdoor 

monitoring 

system 

 

 

In cases 2 and 3 weather data (namely solar radiation and ambient temperature) are not 

available from the monitoring system. Thus, these are synthesized from remote UK weather 

stations and the kriging interpolation technique as described in 3.3. Hence the accuracy with 

which these values are predicted plays a significant role in the prediction of energy output 

used for back-filling. The following analysis shows the accuracy of the inferred global 

horizontal solar radiation and ambient temperature with regards to measured data from 

COMS. Historical data of monthly total horizontal irradiation are compared to modelled 

(interpolated) data for the building (W-roof) where COMS is located. The annual analysis 

results have shown good agreement for the years 2011 to 2013 and are shown in Figure 4.2.  
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Figure 4.1. CREST outdoor monitoring facility. The modules used in this work are placed at the highest 

rack as the red arrow indicates. 

 

 

Figure 4.2. Measured versus modelled monthly global horizontal irradiation for the years 2011 to 2013. 

The average monthly (absolute) deviation for the years 2011 to 2013 is approximately 1.75 

kWh/m2 but showed noticeable underestimation particularly for February and March 2012.  

This can be due to the particularly low irradiation conditions occurring these months 

compared to other years. 
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Table 4.3. Statistical metrics for the comparison of monthly and annual modelled and measured global 

horizontal irradiation for the years 2011 to 2013. 

Metrics in kWh/m2 
2011 2012 2013 

RMSE 

Monthly Annual Monthly Annual Monthly Annual 

1.99 5.76 3.57 18.9 2.24 14.6 

MAE 1.35 “ 2.32 18.9 1.59 “ 

MBE -0.48 -5.76 -1.57 -18.9 1.22 14.6 

 

Aggregated monthly and annual results are very close to measured values for global 

horizontal irradiation (GHI) and ambient temperature as seen in Table 4.3, and in Figure 4.3 

and Figure 4.4 for the year 2014. Higher resolution analysis is carried out for the same year 

(2014), where hourly and daily results are also compared.  

 

Figure 4.3. Measured versus modelled (krigging) monthly global horizontal irradiation for 2014. 
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Figure 4.4. Measured versus modelled (krigging) monthly average ambient temperature for 2014. 

 

Table 4.4. Statistical metrics for the comparison of monthly and annual modelled and measured 

ambient temperature and global horizontal irradiation for 2014. 

Metrics in absolute 

units 

Ambient temperature 

(Kelvin) 

Global horizontal 

irradiation (kWh/m2) 

RMSE 
Monthly Annual Monthly Annual 

0.43 0.40 2.13 14.3 

MAE 0.40 0.40 1.75 14.3 

MBE -0.40 -0.40 1.20 14.3 

%RMSE 0.15 0.14 2.79 1.54 

%MAE 0.14 0.14 2.30 1.54 

%MBE -0.14 -0.14 1.54 1.54 

 

At hourly temporal resolution, RMSE becomes higher and this can be demonstrated by 

using scatter diagrams for both global horizontal irradiation and ambient temperature.  This 

is much more evident in solar radiation than in ambient temperature, as temperature is 

spatially more homogeneous, considering locations in close proximity, whereas solar 
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radiation depends on more complicated atmospheric conditions such as cloud movement, 

which are not being accounted for. A linear regression model between the modelled and 

measured results is also shown in Figure 4.5 and Figure 4.6.  

 

Figure 4.5. Scatter diagram of hourly measured versus modelled ambient temperature. 

 

Figure 4.6. Scatter diagram of hourly measured versus global horizontal irradiation (GHI). 

 

The R2 coefficient of determination is a statistical measure which shows how well the 

regression line approximates the real data points, namely indicates the linearity between the 
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measurement and the model. The closer R2 is to unity the better the regression line fits the 

data. Both hourly and daily statistical results are shown in Table 4.5. The low bias in hourly 

data indicates that the averaged values are expected to yield a better agreement between 

measured and modelled values. 

Table 4.5. Statistical metrics for the comparison of hourly and daily modelled and measured ambient 

temperature and global horizontal irradiation for 2014. 

Metrics in absolute 

units 

Ambient temperature 

(Kelvin) 

Global horizontal 

irradiation (kWh/m2) 

RMSE 
hourly daily hourly daily 

0.81 0.59 0.06 0.30 

MAE 0.60 0.46 0.04 0.21 

MBE -0.40 0.41 0.04 0.44 

%RMSE 0.28 0.21 25.8 10.8 

%MAE 0.46 0.16 16.7 7.65 

%MBE -0.14 -0.14 1.57 1.57 

 

This random error which causes the scatter in hourly global horizontal irradiation can be 

justified; firstly, prior to kriging, the raw measurements are taken at minutely intervals at each 

meteorological station and then, they are averaged at the end of each observation hour. This 

procedure is carried out by the Met Office. Theoretically, the timestamps corresponding at 

each hour for every meteorological station are the same. This corresponds to about 88 

timestamps for every daylight hour of the day, which are then to be (spatially) interpolated. 

In reality, however, it is likely that a given hour is represented by a normal distribution of 

timestamps with an average deviation of a few minutes with regards to each other. Namely, 

a station may have several minutes delay compared to another station. That is already a factor 

which may increase the random error in the prediction whose impact however, cannot be 

quantified and it is currently impossible to predict as raw data are unavailable at all cases (or 

prohibitively expensive).   

A second factor is that not all stations provide readings for every day or every hour of the 

day. Namely, Kriging is not always applied based on the same number of stations and thus 
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the prediction error may sometimes be higher. This is further discussed in detail in [168]. The 

main factor, however, is that solar radiation is highly variant throughout the day and this 

variation cannot be modelled as accurately as real time on-site measurements.  

 

 

Next, global in-plane irradiation is compared to actual in-plane irradiation for one year of 

study, where in-plane is calculated from global horizontal irradiation using the separation and 

translation models given in 3.3.3.  A noticeable deterioration in the statistic metrics is noted 

for in-plane irradiation, which is primarily due to the sub-models used in the process of 

translation of global horizontal radiation into the plane of array  [112]–[116].   

 

 

Figure 4.7. Measured versus modelled monthly global in-plane irradiation for 2014. 
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Table 4.6. Statistical metrics for the comparison of hourly, daily, monthly and annual modelled and 

measured global in-plane irradiation for 2014. 

Metrics in absolute 

units 

In-plane irradiation (kWh/m2) 

RMSE 
hourly daily monthly annually 

0.10 0.54 8.90 96.7 

MAE 0.07 0.39 8.06 96.7 

MBE -0.03 -0.30 -8.06 -96.7 

%RMSE 36.1 16.1 9.78 8.86 

%MAE 24.0 11.8 8.86 8.86 

%MBE -8.86 -8.86 -8.86 -8.86 

 

This is to be anticipated, as separation (global horizontal irradiance to beam and diffuse) 

and translation algorithms add a high percentage random and bias error [112],[114]. In-plane 

irradiation is generally underestimated, with some days giving better results than others. A 

further analysis based on different irradiation bins and clearness indices shows that the 

random error derives mainly for low irradiation and partly cloudy days as seen in Figure 4.8 

Figure 4.9. The width and the number of the irradiation bins in Figure 4.8 were adjusted 

considering the frequency of irradiation values so that RMSE in different bins is affected by 

the same number of observations.  Lower irradiation values present a higher percentage 

RMSE which however is small in terms of absolute difference. The data points in Figure 4.8, 

represent the calculation bias, which changes according to hourly clearness index (kt). It 

seems that the method tends to underestimate higher irradiance (negative MBE) which 

presents a higher bias error whereas for irradiance values lower than 100 W/m2 the result is 

slightly overestimated (positive MBE). 
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Figure 4.8. Statistical analysis on hourly irradiation bins for relative RMSE and MBE metrics 

 

  

Figure 4.9. Normalised contribution to RMSE of hours with different clearness index kt. 

This was found to be due to the separation into beam and diffuse algorithms which tend 

to overestimate diffuse radiation for days with higher clearness index. Partly cloudy days 

contribute significantly to the overall random error for the majority of the bins. This is also 

expected considering the patterns in cloud movement which vary across the distributed 
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stations and is also evident in modelled GHI. In days with high daily clearness index (Kt > 0.6) 

this phenomenon is much weaker, which results in more accurate agreement between 

modelled and measured hourly results both for POA and GHI as seen in Figure 4.10. However, 

since there is only a small percentage of clear days in the UK – about 9.2% days where Kt > 0.6 

in 2014 - the monthly and annual results are mostly affected by the days with lower clearness 

index and the overall bias is thus increased. 

 

 

Figure 4.10. Measured versus modelled (a) global horizontal and (b) in-plane irradiation on a clear day 

(16-Apr-2014). 

 

 

 

For the simulation of electrical output and module temperature (where this is not directly 

obtained from the monitoring system), two models are chosen respectively.  

 

 

The model expressed by (4.7) and as also seen in 2.2.2 is an empirical model, which was 

chosen for two main reasons; a) its small number of input parameters, in-plane irradiation 
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and module temperature, which thus enables fast computational time and b) its coefficients 

can be trained and fitted to existing data.  

 

𝑃AC
′ = G′(1 + k1𝐶 + 𝑘2𝐶2 + 𝑘3𝑇𝑚

′ + 𝑘4𝐶𝑇𝑚
′ + 𝑘5𝐶𝑇𝑚

′ + 𝑘6𝑇𝑚
′2)  

 

(4.7) 

 

Where 

𝐺′ = Normalised irradiance to STC = G/GSTC 

𝑃𝐴𝐶
′  = Normalised maximum power to STC = PAC/PSTC 

𝑇𝑚′ = Module temperature difference from STC = Tm - TSTC 

𝐶 = ln (𝐺′) 

𝑘1 − 𝑘6 = empirical coefficients 

 

Additional reasons are that the specific model has been compared with a number of other 

models [65] where it was found that it performed well for a range of PV module technologies, 

on predicting annual energy output and it is also possible to combine measured data from 

many PV modules to obtain a general model for a given PV technology [70]. It is also a 

candidate model for its implementation in the module energy rating standards as discussed 

in the relevant round-robin results [8],[65],[67]. By varying the PSTC, Equation (4.7) can be used 

to describe a single module to an entire PV system. In this study, defining the coefficients for 

a specific system is essentially training the model based on the specific system characteristics 

and re-using these coefficients to predict the output of the missing period as will be seen in 

Section 4.6.  

 

Module temperature is calculated from in-plane irradiance and ambient temperature 

using the thermal model presented in [124] and Equation (2.34): 

 

𝑇𝑚 = 𝑇𝑎 + 𝑘𝑅 ∙ 𝐺 

 

(4.8) 

 

The 𝑘𝑅, or Ross coefficient is the modified thermal resistance of the module, modified in 

terms of influence of the mounting configuration of the array [126] where typical values of 
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which are given in Table 2.2. Ross’s model is a good choice in cases where irradiance and 

ambient temperature are the only available input parameters, which is the case for remotely 

inferred weather data. Furthermore, k can also be obtained using outdoor measurements of 

module (Tm) and ambient temperature (Ta) and in-plane irradiance. In this work, Equation 

(4.8) was used by taking the hourly values of irradiance as proposed in  [122]. In the case 

where CREST data are used, k was obtained experimentally for each module by linear fitting 

of (Tm-Ta) against in-plane irradiance for one year’s worth of data (see Figure 4.11). The fitted 

value of k was found to be 0.027 K∙m2/W, which is very close to the value suggested from 

literature for a flat roof [125]. This model does not include wind speed thus it is more suitable 

for describing steady state conditions and the reason why there is an increased scatter in 

Figure 4.11.  

 

 

Figure 4.11. Scatter diagram of the difference between module and ambient temperature against in-

plane irradiation. 
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To calculate and back-fill energy output, Equation (4.7) is employed twice. Initially, it is 

used with hourly measured data of in-plane irradiation, module temperature and energy 

output to extract the model coefficients using the training period as defined by the training 

algorithm described in Section 4.6. Then, it is applied again to calculate the energy output for 

the missing month, by using either interpolated or measured climatic data (depending on the 

availability of data) only for this period. Aggregated irradiation is calculated using hourly sums 

of irradiance. Module temperature, if not available for the missing period, is calculated using 

Equation (4.8) with interpolated irradiation and ambient temperature as input parameters, 

otherwise it is taken from the monitoring system. The whole procedure steps are described 

in the flowchart in Figure 4.12.  

 

Figure 4.12. Flowchart of the back-filling process. 
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Finally, performance ratio is calculated based on the inferred energy output and the 

dataset of in-plane irradiation already employed for the back-filling of the latter.   

 

 

 

The first step prior to applying back-filling is to define the training dataset which will be 

used to acquire the coefficients for (4.7).  Defining the coefficients for a specific system is 

essentially training the model based on the specific system characteristics and re-using these 

coefficients to predict the output of the missing period [70]. The requirements for the training 

need to be determined in terms of the optimal training set’s size and how recent it should be 

with respect to the missing period of data, in order to achieve maximum agreement between 

predicted and actual energy output. This is because system performance is affected by 

seasonal variations as well as by module technology [80], [169] and this is expected to have 

an impact upon the determination of the optimum training set.  So, the training coefficients 

will vary over different PV systems or different training periods.  

The process of determination for the optimum size of the training set is demonstrated 

using data for PV module A in Table 4.2 and assuming one missing month (June 2014). For the 

training, a validation period (“missing” set) is removed from the dataset and is later used for 

comparison with the predicted output. Hourly data of in-plane irradiation, module 

temperature and energy output are taken from the training set and used to fit the model (see 

(4.7)) by means of a Marquardt-Levenberg optimisation algorithm [170], which yields the 

optimum coefficients (k1–k6) for that training set. At each training cycle the training set size 

varies with adding number of days before (going backwards in time) and/or after (going 

forwards in time) the missing period, until the remainder of the whole year is employed.  

By varying their size within a year’s full of data, each training set is sorted based upon the 

lowest MBE achieved as well as their hourly RMSE. MBE deviation across different sets is very 

low and equal to 1.67Wh with the highest MBE being 1.71Wh which is only about 0.006% of 

the total monthly energy output. Hourly RMSE with regards to different training sets is further 

shown in Figure 4.13. 
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Figure 4.13. Training sets around the missing period taking as “start date” the 1st of June and “end 

date” the 30th of June 2014, and going backwards and forwards in time, respectively. The starting point 

(0,0) indicates the 1st and the 30th of June.  

It can be seen in Figure 4.13 that although RMSE does not vary significantly across different 

training sets, there is a specific (red) area where it showed its lowest values. This area includes 

points that are closer to the missing period, which can be justified as seasonal dependence. 

The results also showed that very small training sets yielded the highest RMSE, e.g. using only 

several days before and after the missing period was not a sufficient data pool. This can be 

due to location and the local weather phenomena. Smaller training sets are expected to 

suffice for less variable weather patterns (for example a Mediterranean summer). The optimal 

training set size varies between 40 and 50 days in total, whereby good agreement is obtained 

with training sets varying from 20 to 25 days before and after the missing period, which is also 

taken into account for the back-filling cases carried out next. Repeating the process for larger 

missing periods of 2 consecutive months showed that this training set size is sufficient for 

estimating the monthly energy output with very low bias, a case which is further examined in 

4.8.4. The training algorithm defined the best set of coefficients (k1-k6) which then provided 

the power surface shown in Figure 4.14. 
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Figure 4.14. Fitting curve for the optimum training set (20 days backwards and 26 days forwards) for 

module A. 

To further test and validate the accuracy of the selected model and its customised 

coefficients, simulated hourly power output is compared to measured hourly output (from 

COMS) for a different month (May 2014). The validation results yielded an hourly %RMSE 

and %MBE of 6.6 and 0.32 respectively, where absolute RMSE and MBE were 4.7 and 0.23 (in 

Watts) respectively. These figures give an idea of the error deriving from modelling the energy 

output, which is very low compared to the error contribution from all irradiation modelling 

steps. The result is depicted in Figure 4.15.  
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Figure 4.15. Hourly modelled versus measured energy output for a selected month (May 2014). 

Finally, the training process yields valid results if no significant changes (i.e. component 

failures) have occurred in the PV system during its operation while no data are available (i.e. 

during the missing period). This is an assumption made at all cases of back-filling and it is 

further discussed in the final section of this chapter. 

 

 

 

This case of data loss can be graphically represented by the sketch in Figure 4.16. A PV 

system from the UK field trials (found as Site A) was used, comprising a single string of 8 

polycrystalline modules (where PSTC = 120W per PV module).   
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Figure 4.16. First case of missing data using a simplified sketch of string monitoring. Missing power 

output while weather monitoring is available. 

 

It has been assumed that one month of DC readings is missing as a realistic case but also 

because it comprises a sufficiently large data pool for the demonstration of the results. Dates 

around the missing period i.e. the past and later days around this gap (40 days in total) are 

used to extract the coefficients for the model. This method gives good agreement with 

measurements for hourly, daily and monthly RMSE of 0.02, 0.06 and 0.02 kWh respectively 

(see Figure 4.17, Figure 4.18). 
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Figure 4.17. Hourly back-filled versus measured energy output for a selected month (March 2005). 

 

Figure 4.18. Comparison of modelled and measured energy output and PR for the missing month. 

Additionally, using the replenished period to acquire the monthly PR of this system, it was 

found that the deviation from the actual PR (0.7545) was just about 0.0001 (namely 0.7544), 

thus yielding a very accurate monthly PR. Given that the training model provides accurate 

agreement between measured and modelled energy output (see Figure 4.15), this result is 
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expected. However, attention should be specifically paid when using sensor measurements 

from less reliable sources as these are often contaminated with random abnormalities (such 

as negative irradiance or extreme temperatures). Thus, the efficiency of the inferred output 

largely depends on the quality of the input data and specifically those random occurrences. 

Repeating the back-filling procedure for 10 months (February to November) in the same year, 

the median of the absolute differences between modelled (back-filled) and actual monthly 

energy output was 0.87 kWh where MAD = 0.35 kWh and the highest deviation occurring in 

May (equals 5 kWh). This is due to the model slightly overestimating energy output at higher 

irradiance (400 to 800) and elevated module temperatures (over 40 0C)[70], which often 

occurs in May for the particular dataset as opposed to the rest of the days used in training.  

 

 

 

In this case of data loss concurrent energy yield readings and a climatic dataset were 

utilised containing a period of one month of missing data (June 2014), during which neither 

(namely energy output or meteorological data) of the above information is available. This case 

of data loss can be graphically shown in Figure 4.19. 
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Figure 4.19. Second case of missing data using a simplified sketch of string monitoring. Both power 

output and weather data are lost. 

In order to validate the modelling results, this period is completely removed from the initial 

dataset and is treated as the “missing” period. The modelled parameters of the inferred data 

are compared to the measured data and the results are depicted in Figure 4.20, Figure 4.21 

and Figure 4.22, followed by the statistical results gathered in Table 4.7 and Table 4.8. 

 

Figure 4.20. Daily interpolated (a) global horizontal irradiation (GHI) and (b) average ambient 

temperature as inferred for June 2014. 
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The majority of the days in Figure 4.20 show satisfactory results for both predicted 

variables. Specifically, for GHI in June, the daily RMSE is affected by those few days where 

higher deviation is observed. Hourly results show a higher random error of about 27% but this 

is to be expected for higher resolution analysis (higher than daily). For ambient temperature 

daily %RMSE is 4.0 with a maximum deviation as low as 1.5 oC and hourly %RMSE is 5.2 with 

a maximum deviation of 3 oC. The results for ambient temperature show that it can be 

interpolated to the location of interest with a very small MBE and RMSE. 

 

 

Figure 4.21. Daily in-plane irradiation as inferred from interpolated GHI for June 2014. 

 

Figure 4.22. Daily average module temperature for (a) module A (c-Si) and (b) module B (pc –Si). 
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Table 4.7. Statistical results for in-plane irradiation and module temperature comparisons. 

 

 

 

 

 

 

 

 

 

 

 

 

Modelled 

Parameter 

Statistical metrics* Hourly Daily Monthly 

 %RMSE 27.1 10.7 2.83 

Global 

horizontal 

irradiation 

%MAE 17.7 8.4 ‘’ 

 %MBE 2.83 2.83 2.83 

 %RMSE 0.30 0.24 0.16 

Ambient 

temperature 
%MAE 0.24 0.19 ‘’ 

 %MBE -0.16 -0.16 -0.16 

 %RMSE 33.0 14.9 5.9 

In-plane 

irradiation  
%MAE 21.7 10.5 5.9 

 %MBE -5.9 -5.9 -5.9 

 %RMSE 1.30 0.93 0.75 

 Module 

temperature 

(A) 

%MAE 1.00 0.78 ‘’ 

 %MBE -0.75 -0.75 -0.75 

 %RMSE 1.24 0.90 0.77 

Module 

temperature 

(B) 

%MAE 0.96 0.78 0.77 

 %MBE -0.77 -0.77 -0.77 

*The statistical metrics are only presented in relative terms for conciseness. 
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Figure 4.23. Comparison of daily modelled and measured energy output and PR for the missing month 

(June 2014) for (a) Module A and (b) Module B. 

 

The MBE metric increases for module temperature due to error propagation from both in-

plane irradiation (inherent underestimation) and ambient temperature, but the effect is very 

small with an absolute maximum deviation of about 5 degrees and average deviation of about 

2 degrees. In Figure 4.23, there are days where ambient temperature is particularly low and 

thus actual PR may slightly exceed 1.0, leading to a small deviation from the modelled value. 

This is in fact an expected behaviour for the tested module types (for the UK climate at least) 

considering that module temperature is not significantly elevated compared to STC (around 

30 oC) and irradiation is relatively high [80].  

Moreover, module temperature plays a significant role in modelling the energy output, but 

this is not directly evident in the modelled PR. Specifically, if in-plane irradiation is 

overestimated, modelled energy output is affected by both in-plane irradiation and module 

temperature rise. The modelled result is very close to the measured energy output (where 

actual in-plane irradiation is lower) and thus, modelled PR is slightly lower than the measured 

value. This behaviour is particularly evident for days with lower average of module 

temperature (i.e. low ambient temperature and/or windy days). 

 

 

 

 

 

(a) (b)
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Table 4.8 Statistical results for the back-filled energy output for module A and B. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Figure 4.24 (a) and (b), the scatter diagrams of modelled and predicted in-plane 

irradiation and energy output, respectively, show that the discrepancy for energy output is 

higher than in the case depicted in Figure 4.15 with a small number of outliers, which 

contribute in higher RMSE values. It is, however, expected that any analysis of higher 

temporal resolution than daily will yield a higher random error which primarily derives from 

interpolated global horizontal irradiation as previously discussed.  

Modelled 

Parameter 

Statistical metrics* Hourly Daily Monthly 

 
%RMSE 33.1 14.5 5.9 

Energy output 

(A) 

 

%MAE 21.4 10.8 5.9 

 
%MBE -5.9 -5.9 -5.9 

 
%RMSE 32.2 14.4 5.09 

Energy output 

(B) 

 

%MAE 21.2 10.8 5.09 

 %MBE -5.1 -5.1 -5.1 

*The statistical metrics are only presented in relative terms for conciseness. 
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Figure 4.24. Scatter diagrams for module A, of hourly modelled and measured (a) in-plane irradiation 

and (b) energy output for the missing month (June 2014). 

The results for energy output errors are a propagation of both in-plane irradiation and 

module temperature. Therefore, the negative bias which arises primarily due to in-plane 

irradiation is evident also in energy output. In terms of absolute RMSE for monthly energy 

output, that is 1.8 and 1.5 (in absolute kWh) for module A and module B respectively. The 

derived scatter which is evident in both in-plane irradiation and measured energy output is 

due to the high random error inherent in global horizontal irradiation and kriging. This 

discrepancy is, however, largely diminished with regards to modelled performance ratio. In 

fact, the monthly PR can be predicted with a very small error for both cases. More specifically, 

the performance ratio difference (𝛥𝑃𝑅) for module A and module B is 𝛥𝑃𝑅𝐴 = −0.0001 

and 𝛥𝑃𝑅𝐵 = −0.0024 respectively. This corresponds to a deviation as low as -0.02 % and -

0.3% from the actual monthly PR values, which is insignificant considering that the maximum 

monthly PR deviation within a year is 5.6% for module A and system PR variations can be up 

to 10% throughout the year [159].  

 

 

 

This case describes a situation where energy readings (only) are missing for a specific time 

period and climatic data are not available from the monitoring system at any time (see Figure 

4.25). This is a case that is most commonly found in domestic monitoring and, as already 

(b)(a)
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shown in Chapter 3, in the case of the NCH dataset, a large number of homes presented 

missing data which even extended to one year in a few cases.  

 

 

Figure 4.25. Third case of missing data on a simplified sketch of domestic monitoring. Weather 

monitoring is not available and power output data is lost. 

 

The same procedure as in Case 2 is followed here but since there is no local climatic data 

monitoring, both training and back-filling are applied by using interpolated climatic data. Thus, 

essentially this case 3 is treated as case 2 but using a different dataset for training.  An 

additional modelling feature is also used in this case, whereby dynamic fitting coefficients are 

applied to the electrical model (Equation (4.7)). The k1-k6 coefficients are fitted based on 

hourly bins of in-plane irradiation, module temperature and energy output. For this method, 

two weeks of missing data are back-filled for two random PV systems with high availability 

(see Table 4.9) and two different periods.   
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Table 4.9. PV system characteristics for case 3. 

System 
System description 

Tilt 

angle (o) 
Azimuth 

Nominal 

power 

(kW) 

Missing 

period 
Data origin 

A 

A string of poly-

crystalline silicon 

(pc-Si) modules 

 

30 -30 (SE)       1.68 

2 weeks 

(June and 

February) 

NCH 

dataset 

B 

A string of poly-

crystalline silicon 

(pc-Si) modules 

 

30 10 (SW) 1.68 
2 weeks 

(June) 

NCH 

dataset 

 

The back-filled daily output of system A is shown in Figure 4.26. Back-filled energy output 

showed good agreement with actual energy output, with daily RMSE and MBE values of 0.46 

and -0.02, respectively.  

Training with interpolated data diminished the negative bias of in-plane irradiation 

significantly. However, the random error is still evident in the hourly results as seen in Figure 

4.27.  
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Figure 4.26. Actual and back-filled (modelled) energy output of a PV system A test case for 15 days in 

(a) February and (b) June. 

 

Figure 4.27. Scatter diagrams for module A, of hourly modelled and measured energy output for two 

missing weeks in June (2014). 

Similar results are obtained for PV system B, a west facing PV system in Nottingham as seen 

in Figure 4.28. The corresponding statistical results for the tested cases are given in Table 4.10. 

 

(b)(a)
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Figure 4.28. Actual and back-filled (modelled) energy output of a PV system B test case for 15 days in 

June 2014. 

Table 4.10. Statistical results for the NCH case systems System A and System B. 

System 
Statistical 

metrics 

Hourly Daily Monthly 

 

%RMSE 

 

23.5 

 

6.0 0.18 

System A 

(June) 
%MAE 15.5 5.3 0.18 

 %MBE -0.18 -0.18 -0.18 

 %RMSE 47.1 9.4 2.00 

System A 

(February) 
%MAE 29.8 7.5 2.00 

 %MBE -2.00 -2.00 -2.00 

 %RMSE 33.2 7.2 1.7 

System B 

(June)  
%MAE 22.8 5.9 1.7 

 %MBE -1.7 -1.7 -1.7 
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 In the three aforementioned cases, it has been shown already that it is possible to back-

fill missing meteorological and/or electrical data by utilizing synthetic weather data and/or 

electrical readings. Available data from the monitoring system are used for selected time 

periods surrounding the gap and good accuracy can be achieved on monthly and annual 

performance ratio. In the second case, however, bias deriving from inferring in-plane 

irradiation caused a noticeable underestimation in energy yield. This is due to the separation 

and translation algorithms employed to translate global horizontal irradiation to in-plane. In 

order to improve in-plane irradiation accuracy artificial neural networks (ANN) are employed 

here, replacing the two-step method, namely the separation and translation steps.  

Neural networks have been employed previously in photovoltaic modelling to predict 

energy yield [171]–[174] energy consumption [175] solar radiation  [176]–[178] and to 

translate global horizontal irradiance (GHI) to in-plane [179],[180] using case specific solar 

radiation datasets. So far, they have not been applied to infer missing performance data in 

solar photovoltaic datasets, which is a very common issue in PV monitoring. Moreover, the 

implementation and practicality of NN described in literature, depends on the availability of 

training data. Thus, in cases where no past data are available (for example a new location or 

a new PV system) conventional methods for predicting in-plane irradiation and/or energy 

output have to be applied instead, and so the applicability of a NN approach is decreased. In 

the case of missing datasets however, it is already assumed that data from past and future 

periods around the missing period are available and hence this is an application of NN that 

gains merit.  

In this approach, both in-plane irradiation and energy output are predicted by using a 

single neural network, reducing the modelling time and effort of the overall modelling 

procedure.  For the better comprehension of the suggested approach, basic aspects of the 

artificial neural networks are firstly presented, while the following sections focus on the 

description of the modelling procedure and the obtained results. An overall comparison 

between the two methods of missing data inference suggested so far is provided at the end 

of this chapter for case 2.  
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The artificial neural network (ANN), or simply neural network, is one of the most popular 

machine learning algorithms. The idea for their structure is evolved from the simulation of 

the human brain.  The ANN are able to describe complex relationships between various 

elements in a way that often cannot be provided by mathematical models. Their key 

characteristic is their ability to adapt and learn. Each neural network has three critical 

components: node character, network topology, and learning rules [181]. Simply, a neural 

network can be represented by the diagram in Figure 4.29 representing only a single node or 

neuron. 

 

Figure 4.29. Basic single node structure with inputs (xi), weights (wi), transfer function (f) and output 

(y). 

 

Each node receives multiple inputs from others via connections that have associated 

weights. When the weighted sum of inputs exceeds the threshold value of the node, it 

activates and passes the signal through a transfer function and sends it to neighbouring nodes. 

This can be simply described by the following mathematical expression:  

 

 

𝑦 = 𝑓 (∑ 𝑤𝑖𝑥𝑖 − 𝑇

𝑛

𝑖=0

) 

 

(4.9) 
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Where:  

𝑦 = output of the node 

𝑓 = transfer function 

𝑤𝑖 = weight of input 𝑥𝑖  

𝑇 = threshold value 

 

The transfer function (also called bias) can have various forms but the most commonly 

employed is the type of a sigmoid function. This is usually either a logistic or a hyperbolic 

tangent type of sigmoid function, as shown in Figure 4.30. 

 

 

Figure 4.30. Example of two sigmoid functions as transfer functions. 

 

The nodes are organized into linear arrays, which are called layers. A neural network 

structure comprises input layers, output layers, and hidden layers. In simple models, one 

hidden layer can be used whereas in more complicated structures there might be several 

hidden layers. Neural networks are also characterised for the type of connection between the 

nodes. So, in feed-forward ANNs (also called perceptron) the information only moves towards 

one direction, namely, the connections between the nodes do not form a cycle, as in the 

recurrent ANNs.  In the case of a recurrent network, one input may produce a series of outputs 

thus, the complexity as well as the computational time of such a network increase. 
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During the learning phase, the weights of the inputs are configured such that the result is 

adjusted to the desired values. Again, there are two main categories in learning. The 

supervised and the unsupervised learning. In supervised learning, a training set, namely an 

array of inputs and an array of target outputs is given. The weights are adjusted to minimize 

the error between the network output and the correct output. In order to do so, most 

commonly, error correction methods are used whereby a back-propagation mechanism is 

applied. During back-propagation the weights are re-adjusted so as the error is decreased. 

The error minimisation is achieved with a number of possible optimisation algorithms, such 

as the gradient descent function and the Levenberg-Marquardt. The error is constantly 

adjusted so as to succeed the best fit between inputs and targets. Normally, this error can be 

defined by the user in the beginning of the training process and once it is achieved the training 

is ended. The rate of the weight adjustment is the training rate of the network, which may 

become very high at complex problems. The training rate is mainly affected by the error 

minimisation function, but it also depends on the training set.  

The ideal training set must be representative of the underlying model. A less suitable 

training set will not yield a reliable and general model while the training rate will increase in 

time. For networks using supervised learning, the network must be trained first. When the 

network produces the desired outputs for a series of inputs, the weights are fixed, and the 

network can be re-used to model the outputs for a new input dataset. Conversely, 

unsupervised learning does not use target output values from a training set, but the 

relationship is configured from the input data only.  

 

 

The training set used here aims to utilize as little information as possible, given that global 

horizontal irradiation is the only parameter which is usually available from the met stations 

or at least the only parameter which is currently interpolated. The chosen structure is a feed-

forward back-propagation Levenberg-Marquardt [170] optimization algorithm. The applied 

configuration is chosen as being suitable for problems of relatively low complexity with few 

input nodes, as in studies with similar modelling requirements [171],[176].  Initially, this setup 

was applied within a trial and error process, but was finalised based on the obtained 

validation results in comparison with measured data. The structure of neural networks 
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applied in this work consists of three layers. One input layer, a single hidden layer and the 

output layer, which is demonstrated in Figure 4.31.  As already mentioned, the neuron output 

is calculated based on the activation function. For the particular implementation the 

hyperbolic tangent activation function was used for the neurons in the hidden layer (𝑦 =

 tanh(𝑛)). Moreover, simple NN training sets are proposed which exploit as few input data as 

possible, increasing the method’s efficiency.  

 

 

Figure 4.31. Proposed neural network architecture for the prediction of in-plane irradiance and power 

output. Each arrow (i) represents a connection (also called a synapsis) between two neurons (of 

neighbouring layers) and corresponds to a specific weight (wi). 

The parameters of the training set were chosen based on the main predictor variables used 

in the conventional models for both in-plane irradiance and power output. These comprise 

global horizontal irradiance, sun position angles and ambient temperature [119]. Azimuth and 

zenith angles are calculated using a solar position algorithm [157].  The output layer consists 

of the target output, which in this case is in-plane irradiance (GIn-plane) and maximum power 

output (Pmax). The number of hidden neurons was set to six, following the empirical “rules of 

thumb”, according to which, the number of hidden neurons should not exceed the sum of the 

input and output neurons. Adding more neurons and/or hidden layers might result to “over-

fitting”, which means that the network has a poor predictive performance for data outside its 

training range [181]. Furthermore, the error as a function of iterations follows the exponential 
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decay curve. Thus, for the termination of the training, four significant digits were chosen as 

the stopping criterion; which gave an average of about 300 iterations for the validation 

process and 1000 iterations for the back-filling process, where the time required for each 

iteration is about 0.1 ms. Increasing iterations from that point added computational time 

without significantly affecting the result, as seen in Figure 4.32 for the validation process. 

Furthermore, increasing the number of repetitions up to 3000 or the number of hidden 

neurons up to 10 was found to yield random results which was a sign of over-fitting. 

 

Figure 4.32. Iterations vs Error for the validation process with the applied neural network 

configuration. 

  

The procedure of training and modelling with NN goes as follows: First, the data set is 

divided to the training and the testing (validation) set in the same manner as before. After 

the training is complete, the same network configuration is used to model the output of the 

testing (or missing) period using the same number and type of input parameters used for 

training. For the validation of the method, global horizontal irradiation (GHI) is taken from the 

monitoring system whereas for back-filling the missing period, interpolated GHI is used just 

as in case 2. Thus, for the case of back-filling, two different sources of horizontal irradiation 
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are essentially utilized; measured and interpolated horizontal irradiation. The flowchart 

depicted in Figure 4.33 describes the procedures for training and validating the NN as well as 

back-filling for a missing period also demonstrating the data sources utilised in each case.  

 

 

 

Figure 4.33. Block diagram that shows the training, validation and back-filling procedures and the 

utilised data sources. 
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The validation results are shown in Figure 4.34 for in-plane irradiance. The result is 

compared to the two-step method, namely the conventional method comprising a separation 

[119] and translation algorithm [156],[121].  

 

 

Figure 4.34. Comparison of hourly measured and predicted in-plane irradiance using neural networks 

(NN) and the two-step method for June 2014. 

The hourly %RMSE and %MBE were 13.8 and -9.4 for the two-step method, respectively 

and 4.5 and -0.34 for the NN method. The two-step method consistently underestimates in-

plane irradiation in comparison to the NN method, while also yielding a slightly higher RMSE. 

The validation results are also shown for the two silicon modules: a mono-crystalline (c-

Si)(module A) and a poly-crystalline silicon (pc-Si)(module B). For the c-Si module 

hourly %RMSE and %MBE is 5.7 and -0.74 and for the pc-Si is 6.7 and -0.81. 
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Figure 4.35. Comparison of hourly measured and predicted maximum power output using neural 

networks (NN) for June 2014 and for (a) a crystalline silicon module and (b) a poly-crystalline silicon 

module.  

Furthermore, the method was also used to back-fill a different period within the year 

(September) and was found to give similar results with %RMSE of 5.0 and %MBE of -0.2. 

Additionally, a larger missing period of two consecutive months was back-filled for c-Si, using 

the same training set size as before. The daily results for energy output are shown in Figure 

4.37.  

(b)(a)
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Figure 4.36. Comparison of hourly measured and predicted maximum power output using neural 

networks (NN) for September 2014 and for a crystalline silicon module (c-Si). 

 

 

Figure 4.37. Modelled vs measured daily energy output for two consecutive months. 

 

When the missing period increases, as in the case of back-filling two consecutive months 

(February and March), the same training set size can be used again, but the hourly %RMSE is 
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slightly increased. This is due to having a significantly larger test set where the state of the 

system can no longer be captured with the same efficiency in the training set. Increasing the 

training data pool does not improve the results significantly, while also becoming more 

impractical in terms of employing larger data sets. However, daily and monthly results show 

good agreement with measured data with daily and monthly %RMSE of 6.5 and 1.2 

respectively. 

 

 

For this step, the procedure is the same as for the validation process, with the difference 

that for modelling the missing period (test set), interpolated GHI is used instead of measured 

GHI (since it is assumed that weather data are also missing for that period). For the following 

cases, the testing period is the same and June is primarily chosen for the demonstration of 

the method as the largest testing set in the year. In-plane irradiation and energy output for c-

Si are predicted and the results are shown in Figure 4.38 and Figure 4.39, respectively. 

Monthly in-plane irradiation yields for the NN method a %MBE of 2.25 whereas for the 

two-step method it is -5.92. The result for energy output is 2.18 for the %MBE, which yields a 

difference from the measured monthly output of about 0.67 kWh.  Thus, utilizing a neural 

networks approach decreases this (absolute) bias in energy output from 5.9% to 2.18% for 

June.  
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Figure 4.38. Measured vs modelled daily in-plane irradiation with neural networks (NN) and the two-

step method (June). 

The modelled results follow a similar trend with global horizontal irradiation. Applying the 

same procedure for July, where monthly interpolated GHI was very close to measured GHI 

(%MBE = -0.8) yields a %MBE as low as -0.07 for monthly energy output with an absolute 

difference from real of only 0.02 kWh. 
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Figure 4.39. Measured vs modelled daily energy output with neural networks (ANN) (June). 

Furthermore, in the demonstrated case of June, monthly modelled PR was very close to 

measured, both yielding a 0.89 for the month with a negligible deviation of 𝛥𝑃𝑅𝑗𝑢𝑛 = -0.0006 

as with the empirical method . This deviation is even lower than the average daily (actual) PR 

variation. Again, this result was expected as both back-filled in-plane irradiation and energy 

output always have a similar bias (as a result from the same training) which is then eliminated 

in the performance ratio. A similar result is found for the July’s example with a PR of 0.87 and 

a negligible deviation of 𝛥𝑃𝑅𝑗𝑢𝑙 = -0.0009. Finally, back-filling results of monthly MBEs are 

gathered in Table 4.11 for 7 months with high availability (> 90%) in 2014.  
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Table 4.11. Monthly MBE for energy output and in-plane irradiation for the two different modelling 

approaches, ANN and two-step.  

Month 
Back-filled 

energy 

output 

(kWh) 

Two-step in-

plane 

irradiation 

(kWh/m2) 

ANN in-

plane 

irradiation 

(kWh/m2) 

Median & MAD 

for energy 

output (kWh) 

3 1.08 -7.73 5.19 

MED = 0.67 

MAD = 0.48 

4 1.46 -5.56 5.38 

5 -0.23 -8.43 -0.40 

6 0.67 -5.92 2.24 

7 -0.02 -8.37 0.03 

8 0.80 -9.16 1.89 

9 0.19 -10.51 0.36 

 

 

 

 

The motivation for inferring missing data, derives from the fact, that missing information 

may lead to biased results, especially when estimating the performance ratio of a system. As 

seen in the third case of back-filling, the annual performance ratio of ‘PV system A’ decreases 

by about 7% if there are two missing weeks in one month. The more days are missing, 

consequently, the more the estimated PR decreases.  The applied back-filling method aims to 

replenish missing or corrupted information on energy output and performance ratio with the 

highest accuracy possible and from remote weather data if these are not available from the 

monitoring system. It can be a useful tool as a means of acquiring data that would normally 

be available from monitoring, therefore can be used in place of monitoring if needed. The 

main reason for this is that while energy readings are usually available for the total production 

of a system (AC meter readings or as exported to the grid), if monitoring fails, array or sub-

array monitoring data are not available. The proposed method can be applied on array, sub-

array or string level (each represents a specific case of data loss) and this is especially 
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important for enabling fault detection, thus minimizing downtime. On the other hand, if 

irradiation is not available then the energy output alone is not an indicator of normal 

operation, so in every case the PR on the DC side will have to be calculated, as one of the main 

indicators in PV performance assessment.  Additionally, in cases of prolonged missing periods, 

the annual PR is also biased from seasonal effects. Thus it could be lower resulting in serious 

warranty cases, where even 1% lower PR might be crucial for the annual revenue of the 

system, and as seen in the case of a domestic PV system, PR is improved when missing days 

over 10% are back-filled.  

The demonstrated methods showed that PR can be predicted with high accuracy in all 

cases. As further illustrated in Figure 4.40, after 12 days of missing data, the impact on the PR 

is more evident if the missing period is not back-filled, where “no back-fill” implies that the 

PR is calculated based only on the existing data of energy output and in-plane irradiation. For 

up to 3 days of missing data the difference is quite small and thus it is possible to still calculate 

monthly PR considering the monitoring fraction for a given period (ratio of hours of 

monitoring activity to hours in the given time period) and with a very small bias (<1%). When 

missing data increases over that threshold the deviation becomes more obvious. While for all 

the back-filling methods the maximum deviation from the actual PR is as low as 0.007, the 

maximum deviation for the case of the non-back-filled period is 0.03 which is about 3% of the 

monthly PR. In all cases the results show that it is worth back-filling the lost data both for 

estimating the energy output at sub-system level monitoring as well as for a more accurate 

prediction of the PR at the end of the month, especially when missing data exceeds the 

threshold of 10%.  
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Figure 4.40. Impact of the missing days on the monthly PR with back-filled energy output and without. 

 

However, there are cases where further considerations should be taken into account prior 

to back-filling. For example, in cases of more than one month missing, hourly random error 

increases whilst giving satisfactory results for daily and monthly results. Furthermore, in cases 

of very prolonged monitoring interruption (for example a year) there is increased probability 

of PV system faults occurring during the missing period. Under these circumstances, the 

‘system fingerprinting’ implicit in the training will no longer capture the system operational 

and behavioural state and actual energy output variations will not be represented accurately 

with back-filling. In such contexts, more considerations must be taken into account prior to 

back-filling.  Specifically:  

 If the missing period is known to have had no generation, no back-filling should be 

applied as the real output is apparently zero.  

 If known faults have occurred during the missing period which could cause severe 

under-performance then back-filling will not be as accurate and can be applied only 

as an indication. This further depends on several factors such as the maintenance 

scheme followed by the system owners or administrators, the age of the system 

and its record on failures.  A characteristic example would be a domestic PV system 
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where the average time of detection and repair of a fault is about three months 

according to [91].  

 If days from these months are used for training the model and estimating a period 

where the fault is fixed then, as expected, the result will not be as reliable. On the 

other hand, the age of the system and its record on failures indicate the likelihood 

of a failure occurring. That becomes more relevant when the missing period is 

increased.   

Thus, unless there is sufficient information about the state of a system, the more data that 

are missing, the less accurate or riskier the back-filling becomes as failures might have taken 

place in the meantime [91], also taking into account that some components have higher 

failure rates than others [182]. Also, in cases of more than one month missing, hourly random 

error increases whilst giving good agreement for daily and monthly results.  

 Further limitations may arise from the fact that remote meteorological data may not be 

available or may be of limited accuracy. Using two different sources, one being of ambiguous 

accuracy may compromise the back-filling procedure. Thus, the overall efficiency of the 

method depends on a) the quality of the training input data (i.e. the measurements) b) the 

quality of the interpolated data and c) the quality of the training process (both for the ANN 

and the two-step method for case 2) which is already discussed in the training procedures. 

The quality of the measurements depends on the applied cleaning process (i.e. removing 

abnormal or unphysical values from the dataset). The poorer the quality of input data, the 

less meaningful become the modelling results. The quality of the interpolated data mainly 

depends on two factors: the sensor uncertainty of the meteorological stations’ equipment 

and the accuracy of the applied spatial interpolation method. Whichever interpolation 

technique is applied, validation using measured data prior to applying back-filling is an 

essential part of the process, as error propagation from interpolated GHI is evident in both 

energy output and in-plane irradiation results.  

 

 

 

A methodology to replenish missing meteorological and electrical data (not) obtained 

during PV system operation was developed and validated for three case studies. The methods 
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are based on training procedures by using interpolated or local meteorological data and 

energy output of the PV system used at each case. A sufficient training set size was found to 

be about 40 days in total and by using data from the surrounding days, namely before and 

after the missing period. The approach is validated against data from a precision 

measurement system and it showed that energy output can be accurately predicted by using 

the proposed models and training data pool.  

In case 1, where climatic data are available at all times, back-filling yields accurate 

agreement for both energy output and performance ratio, at all temporal resolutions tested. 

In case 3, both training and back-filling is applied by employing remote weather data. The 

results showed that back-filling yields accurate daily and monthly results for both smaller and 

larger training data pools (in terms of available daylight hours). The negative bias which 

normally derives from the inference of in-plane irradiation estimation is largely diminished in 

this case. However, hourly analysis yields a relatively higher RMSE which is propagated from 

global horizontal irradiation.  

In case 2, there are noticeable differences in terms of the absolute energy production, 

while the estimation of the performance ratio shows excellent agreement for both PV 

technologies namely c-Si and poly-Si. This means that the key property for assessing system 

quality can be replenished accurately with the given method which is sufficient for evaluating 

the performance of a system in the longer term. The PR is the key parameter required for 

warranty verification, and the method is useful for achieving this purpose. Detailed 

investigation of the relative underestimation of the energy yield of a system identified that 

the negative bias is almost exclusively due to the irradiance translation to plane of array. Thus, 

further efforts focused on the correction of this part by replacing the separation and 

translation algorithms with neural networks and simple training procedures comprising global 

horizontal irradiation and sun position angles. The results showed that higher accuracy can 

be achieved in terms of in-plane irradiation and consequently energy output reducing the 

(absolute) bias in energy output by an average of about three times. Further work has been 

done on the impact of missing data on the monthly PR and was found that without back-filling, 

the monthly PR may be 3% off its actual value, whereas using the proposed back-filling 

methods the obtained PR lies within 0.8% of its actual value. Therefore, back-filling 

techniques should be applied for acquiring energy output and a more accurate monthly PR in 

case of data loss or corruption, as well as estimation of losses due to total blackouts. 
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Successful back-filling requires that zero generation and failures are excluded as possible 

occurrences during the missing or the training periods and especially in cases of prolonged 

interruption of the monitoring system, where the risk increases.  
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Chapter 5 
 

5 Remote fault detection framework and limitations due to data 

quality 

 

 

 

It was shown in previous chapters, that poor data quality obscures the PV performance 

assessment results significantly. Especially in the case of wrong input information and missing 

data, the obtained annual performance ratio of a PV system may be well off expectations. As 

also demonstrated, there are ways to mitigate this impact of data quality by applying quality 

checks and inferring the missing data, as well as correcting wrongly declared system 

descriptions where possible. While data quality often creates false positive (or negative) 

alarms on PV systems, actual system quality is the next most worrying part. System quality 

refers to failures which often occur during a system’s operation and which cause it to 

underperform, such as inverter malfunction, defect modules and string disconnection (see 

section 2.9 in Chapter 2). In the long term this results in decreased annual energy yield and 

may also lead to further damage on the affected equipment, if the fault is not detected on 

time. Consequently, this leads to further loss of energy production and compromises the 

financial status of the investment.  

This chapter analyses the employed methodology for the detection of low performing 

systems based on the Nottingham City Homes dataset as a test case, whilst developing a 

failure detection framework, adapted for small-scale systems. It then demonstrates specific 

case studies whereby data quality significantly obscures system fault detection. The main 

elements of the failure detection are the modelling framework which comprises the applied 

models and the detection framework which is based on several applied checks and remote 

weather monitoring. Thus, this chapter finally focuses around the remaining steps of the 

performance assessment procedure, as seen in Figure 5.1. 
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Figure 5.1. Main blocks (highlighted in fuchsia) of the overall performance assessment framework 

associated with the work described in this chapter. 

 In the present methodology, it is assumed as the most realistic case, that PV system data 

are available for a certain period of time which occurred in the (recent) past. Specifically, the 

analysis is carried out assuming that there is no live data available and the checks take place 

using a specific date as a starting point.  This is further justified by the fact that essential 

climatic data from meteorological stations, become available on a quarterly basis at the best 

case. Generally, remote data sources cannot be accessed continuously and therefore, fault 

detection through data analysis is scheduled according to the availability of the employed 

weather datasets. 

Fault detection methodology is also affected by the data availability in domestic 

monitoring which is rather scarce and therefore, not all fault detection studies can be applied 
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in reality. In Table 5.1, the most commonly employed monitoring parameters are presented 

and examples of the relevant studies for a comparison with the present database, as this 

determined the proposed fault detection framework.   

Table 5.1. Monitored parameters found in failure detection routines in literature and limitations in the 

present dataset.  

Commonly monitored parameters 
Present 

dataset 
Example studies 

Electrical 

Current, voltage 
at maximum power 

point, at both AC 
and DC side 

 

Total energy 
output 

 

[138],[137],[139],[135], 
[136],[133],[183],[184] 

 
 
 

Meteorological 

On-site in-plane 
irradiance and 

module 
temperature 

Not available. 
It is remotely 

inferred 

System information 

(Metadata) 

Overall capacity 
Available but 

may be wrongly 
declared 

Single module 
capacity 

Not always 
known 

Location, 
azimuth, inclination 

Available  but 
may be wrongly 

declared 

Module type 
Not always 
known 

System topology 
Two basic 

configurations are 
employed. 

 

 

For the particular dataset, the most related studies are [104], [4] and [5] in terms of their 

application on domestic PV sector and the employed parameters.  In [104] the performance 

of a sample of domestic systems is analysed based on monitoring parameters on site, as part 

of the UK field trials programme. The detection of faults in this case is applied based on the 

classification of different types of observed losses and long term data analysis.  Part of this 

methodology is also employed here based on remotely inferred irradiance and temperature.  

The method is further complemented with elements from [4] where remote weather 
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monitoring is also employed. The main difficulty here is the automatic discrimination of 

“normal” from faulty systems with regards both data and system quality. This becomes 

especially challenging due to the increased amount of PV systems which need to be tested 

and the limited or erroneous input information. In [5] a remote failure procedure is applied 

based on long term data analysis of neighbouring PV systems where “performance-to-peers” 

parameter is the basic detection metric. This is calculated based on comparing a PV system’s 

performance with its “peers”, namely its neighbours. This parameter is also adapted here in 

order to categorise neighbouring systems based on specified criteria. However, due to several 

difficulties concerning data quality, this metric is not used as the only performance indicator. 

Finally, the types of fingerprints (flags) that can be imposed using the failure detection 

framework are presented whereby insight is provided on the difficulties arising due to 

ambiguous or erroneous system descriptions and their implications on the long term 

performance and financial revenue of these systems. 

 

 

  

The modelling framework includes the system description model, namely the PV and the 

inverter model based on the employed PV module types and inverters (if these are available). 

This includes several steps and sub-procedures such as the extraction of the coefficients for 

the electrical model, and the inverter model which are summarised in the block diagram 

depicted in Figure 5.2.  
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Figure 5.2. Modelling blocks for the calculation of the theoretical energy output. 

 

The chosen electrical model is the one-diode model which is extended to describe a small 

PV array (< 4kWP). As described in 2.2.1.1 the I-V extraction is a complex procedure which can 

be accomplished either by using measured I-V curves or by using manufacturer’s data if 

experimental curves are not available. The reason for choosing the particular physical model 

is to estimate both current and voltage having extracted the required coefficients and not just 

the maximum power point. This is also necessary in order to use voltage as an input 

parameter to the inverter model. Choosing one-diode over the two-diode model was done 

for simplicity, given also that the modelled module types are polycrystalline silicon, which is 
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described well by the one-diode model.  The array output is calculated based on module 

output and the string configuration of the PV array. In this dataset two simple configurations 

are met, either multiple strings in series or multiple strings in parallel. The most common 

configuration however, is the first one for the 98% of the cases. This is also the only case taken 

into account in this study for the reason that there is no indication for the number of parallel 

strings employed. Single string output current and voltage (for the maximum power point) 

are simply calculated based on Kirchhoff’s laws (see 2.2). 

Manufacturer datasheets for both the PV modules and the inverters can be found online 

either directly from the manufacturer’s websites or by using widely available and updated 

databases of PV modules and inverters  such as those provided by CEC [185], Photon 

Magazine [186], and  PVSyst [187]. The I-V extraction and inverter efficiency models are 

described separately in the following sections.  

 

 

 As seen already in 2.2.1.1, there are essentially two types of methodologies that can be 

applied for the extraction of the five parameters for the one-diode model. The analytical 

methods which employ the characteristic points on the I-V curve and the numerical methods 

which exploit the entire I-V curve. Both methods are applicable here, as these comprise 

independent blocks of the overall framework. In the cases where a specific module type exists 

in the lab, then measured curves can be used, whereas if it doesn’t, then manufacturer data 

are used instead. There is no specific reason whether one method is better than the other, as 

both show equally good results. However, the meaning of the results in the case of using 

manufacturer datasheets depends on the quality of the supplied data. Conversely, when using 

experimental I-V curves, at least the quality of the measurements is a known and controllable 

factor. However, in most cases, experimental curves are not available and thus, using 

manufacturer data is a commonly employed solution, also in commercial software such as in 

PVSyst [187].  
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 Using experimental I-V curves 

The developed I-V extraction method is based on the Levenberg-Marquardt optimisation 

algorithm and a fitting area criterion which minimises the area between the simulated and 

the experimental (real) I-V curve, represented by the shaded area in Figure 5.3. 

 

 

Figure 5.3. Simulated I-V curves with slightly different diode current and shunt resistances. The error 

criterion aims at minimising the area difference (shaded area) between the two curves. 

 

Initially, a set of guess parameters is given, which remains the same for every type of PV 

device that has been tested so far. This is sufficient because the employed method does not 

heavily depend on the initial parameters. In the second iteration these initial parameters are 

immediately replaced with the new ones. Within every iteration, all parameters are adjusted 

simultaneously based on the Levenberg-Marquardt optimisation mechanism. In case of 

runtime errors -namely, algorithm failure to converge after a certain number of iterations - 

several control mechanisms are activated. These essentially adjust the series and shunt 

resistances and re-set the iteration procedure with these new guess parameters. The 

procedure ends when the area criterion (see 2.2.1.1) is lower than a specified threshold, here 

ε = 10-5, where the two areas (defined by the simulated and the real curves respectively) are 

calculated numerically based on the trapezoidal rule (see Appendix). 
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The aim is to extract the five modelling parameters required for the one-diode model, so 

that these parameters are then used to model the voltage and current at maximum power 

point and at different conditions of irradiance and temperature. The accuracy of the algorithm 

is demonstrated in Figure 5.4 by fitting an I-V curve using STC indoor measurements of four 

6-cell c-Si mini-modules. Good agreement between the simulated results in comparison to 

experimental data is obtained, as shown in Table 5.2, for the maximum power point, voltage 

and power.  

 

 

Figure 5.4. I-V curve fitting for four (a)-(d) 6-cell c-Si mini-modules at STC (G =1000 W/m2, T = 25 0C).  

 

(b)(a)

(c) (d)
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Table 5.2. Comparison of measurements and simulation results at maximum power point. 

  VMPP (V)   PMPP (W)  

Measurement Simulation Error (%) Measurement Simulation Error (%) 

Module 1 3.07 3.07 0.00 26.11 26.02 -0.35 

Module 2 3.04 3.06 0.64 26.06 25.98 -0.29 

Module 3 3.08 3.05 -0.79 25.87 25.81 -0.23 

Module 4 3.02 3.07 1.61 25.84 25.73 -0.44 

 

 Using manufacturer’s datasheets 

In order to model the theoretical DC output of a PV system, exploiting datasheet 

information for modelling was found to be the best way amongst the available options.  An 

alternative way would be to extract module information from widely available databases like 

the SANDIA or the CEC module database. However, one of the difficulties in that was that 

some of the available modules’ nominal characteristics did not exactly match the ones found 

in the datasheets for the same module models. Furthermore, the extracted information was 

based on specific parameter extraction methods, which are not described.  Therefore an 

algorithm based on [188] for the parameter extraction for PV modules was developed. The 

analytical expressions used for this are based on the characteristic points supplied by the 

manufacturer for the Standard Testing Conditions (STC) as shown in Table 5.3. The employed 

equations as well as the simulation procedure are described in more detail in the Appendix.  

Table 5.3. Datasheet parameters used in modelling and example values 

Datasheet Parameter (Symbol) [Unit] 
Example 

values 

Nominal Output (PMP) [WP] 245.0 

Voltage at maximum power (VMP) [V] 30.2 

Current at maximum power (IMP) [A] 8.13 

Open Circuit Voltage (VOC) [V] 37.5 

Short Circuit Current (ISC) [A] 8.68 

Temperature Coefficient of VOC [%/oC] -0.32 

Temperature Coefficient of ISC [%/oC] 0.047 

 



158 
 

The method has been further optimised by iterating the same steps for different values 

of ideality factor, whereas in [188] this is considered to be constant for simplicity. The 

accuracy of the method is finally tested by minimising the following expression, based on the 

characteristic points on the I-V curve, open circuit voltage and voltage, current and power at 

maximum power point: 

 

 

휀 = √(
VMP − 𝑉𝑀𝑃𝑠𝑖𝑚

VMP
)

2

+ (
VOC − 𝑉𝑂𝐶𝑠𝑖𝑚

VOC
)

2

+ (
PMP − 𝑃𝑀𝑃𝑠𝑖𝑚

PMP
)

2

+ (
IMP − 𝐼𝑀𝑃𝑠𝑖𝑚

IMP
)

2

 

 

(5.1) 

 

 

Where the subscript 𝑠𝑖𝑚  denotes the corresponding simulated parameter. Here ISC 

remains the same during each repetition thus it is not included in (5.1). The results are 

extracted from the STC and then tested against experimental (digitised) curves which are 

obtained from the same manufacturer datasheet but for different illumination conditions. 

The fitting results are demonstrated in Figure 5.5 and Figure 5.6.  
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Figure 5.5. Simulated and digitised (a) current-voltage and (b) power-voltage curves for a commercial 

PV module. 

 

Figure 5.6. Simulated and digitised curves using the extracted parameters for a commercial PV module 

for different values of irradiance (G). 

 The extracted modelling parameters for the example commercial module is given in Table 

5.4.  

(a) (b)
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Table 5.4. Extracted modelling parameters for the one-diode model for a commercial module. 

Modelling parameter (Symbol) [Unit] 
Modelling 

parameters 

Shunt resistance (RS) [Ω] 190.2  

Series resistance (RSH) [Ω] 0.177  

Diode ideality factor (n) 1.21 

Photocurrent (IPH) [Α] 8.688  

Diode saturation current (I0) [Α] 1.34∙10-8  

 

Finally, the comparison between experimental and simulated data points are given in Table 

5.5 for the irradiation conditions shown in Figure 5.6.  

 

Table 5.5. Comparison of measurements and simulation results at maximum power point for different 

levels of irradiation and constant module temperature (T=298 K). 

G(W/m2)  VMPP (V)   PMPP (W)  

Measurement Simulation Error (%) Measurement  Simulation Error (%) 

200 28.75 28.55 -0.70 43.04 42.80 -0.56 

400 29.57 29.57 0.00 92.6 92.9 0.30 

600 29.89 30.47 1.96 143.3 144.1 0.60 

800 30.02 30.65 2.10 193.9 195.8 0.95 

1000 30.7 30.8 0.33 246.9 247.1 0.05 

 

 

 

To calculate inverter efficiency, an interpolation formula is adopted from [131] which was 

further developed in Python. This is based on interpolating the matrix values between 

different voltage limits and input power. In modelling, it is also taken into account that each 

inverter has a “switch on power” which is usually 50 W.  Instead of separately interpolating 

for different voltage and input power values as suggested in [131], the desired efficiency 

values are found by interpolating in the two dimensions simultaneously (see Figure 5.7) using 

bilinear interpolation instead. To calculate this, the parameters were extracted from the 
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different manufacturer data sheets and were gathered to a common database for fast access 

during simulations. The interpolation function which yields a 3-D surface is only calculated 

once during the simulations and is used to infer efficiency for the intermediate input values.  

 

Figure 5.7. Interpolated surface of efficiency vs input voltage vs input power for a commercial inverter. 

 

Where the efficiency curves are not available, then the Euro efficiency is used instead, 

which is also provided in the datasheet. In terms of fault detection, an obvious reason for 

underperforming systems is the inverter input mismatches for different PV systems. Namely, 

each inverter has its own specifications including minimum and maximum input voltage and 

maximum input current and power, provided by manufacturer datasheets. As also seen in 

Figure 5.7, inverter efficiency decreases at low irradiation and this is often mitigated by under-

sizing the inverter’s nominal rated power with regards to the array nominal capacity as given 

by: 

 

𝑠𝑖𝑧𝑖𝑛𝑔_𝑟𝑎𝑡𝑖𝑜 =  
𝑃𝐷𝐶,𝑆𝑇𝐶

𝑃𝑖𝑛𝑣,𝑟𝑎𝑡𝑒𝑑
 

 

(5.2) 

 

This is because the PV array generates a high proportion of its energy at low irradiances, 

and in that case an inverter with high rated power will more often operate below the “knee” 
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of its efficiency surface, as opposed to using a smaller inverter. Thus, it is common practise in 

countries with medium solar resource to undersize the inverters by a percentage which also 

depends on the azimuth of the system. Maximum annual yield can be achieved for sizing 

ratios between 1.1 and 1.4, in the UK [189]. Thus, for every PV system an initial check is carried 

out, in order to determine whether a system is over- or under-sized as over-sized inverters 

might also imply erroneous inverter description. 

 

 

 

 

The framework applied in this work is suitable for small-scale installations where remote 

weather monitoring and averaged power or energy output are the only available data . These 

data are supplied by the energy meters, thus there is no information on the output of the PV 

array, namely prior to DC-AC conversion. For this reason, the failure detection is constrained 

to comparing total actual to theoretical output of the systems. Since, also irradiation and 

temperature are available at hourly formats, the power output readings are further 

aggregated into hourly time series (see Appendix for details on averaging). To account for the 

uncertainty deriving from the lack of on-site weather data various test domains are taken into 

account.  Several examples as well as the employed indicators are shown for each domain for 

selected PV systems, where also the impact of data quality is demonstrated. The systems 

which are used for the application of failure detection are chosen based on the results of the 

applied data quality checks (see Chapter 3).  Namely, PV systems with missing or ambiguous 

technical description (where module models are not known) cannot be taken into account. 

For the demonstration of the fault detection method, the systems were selected out of 

approximately 100 PV systems where both inverters and panels are known.  

 

 

In this domain, modelled energy output is compared to actual energy output for every hour 

of the day. The checks take place on a daily basis and the results are evaluated with regards 

to defined upper and lower thresholds. The determination of the appropriate modelling 
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thresholds is also the most challenging part in this domain since it significantly affects the 

efficiency of the overall method. These thresholds are primarily affected by the in-plane 

irradiation modelling uncertainty and especially at lower intensities (<100W/m2). 

Consequently, the modelled energy output also presents a random and bias error which 

derives from it (as seen in 4.7.3). This error can be predicted and taken into account, to some 

extent, based on actual measurements of in-plane irradiation for ideally the same location. 

Since this is not possible, however, another location (e.g. Loughborough) is used instead, 

which is similar in terms of climate and modelling requirements.  

As already discussed in Chapter 4 the random error in the hourly analysis derives from the 

lack of on-site irradiance measurements and the application of Kriging interpolation. Also,  the 

efficiency of the applied spatial interpolation mainly depends on the density of the 

meteorological stations around the point of estimation [168]. Both Loughborough (latitude: 

52.8, longitude: -1.2) and Nottingham (latitude: 53.0, longitude: -1.15), as they are in close 

geographical proximity, present the same density in terms of meteorological stations in the 

surrounding areas. Therefore, spatial interpolation is expected to yield similar results for the 

two locations and thus the analysis carried out for Loughborough can be used to estimate the 

error in irradiation and energy output prediction in Nottingham.  In terms of the translation 

of global horizontal irradiation to in-plane, the same models are applied for both locations. 

For the determination of prediction error in in-plane irradiance different irradiance bins are 

considered and normalised mean absolute error is used for each, based on the interpolated 

in-plane irradiation. The result is shown in Figure 5.8 and can be described by a logarithmic 

fit.   
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Figure 5.8. Normalised mean absolute error for different irradiation intensity bins. 

 

The normalised mean absolute error describes the overall difference between the forecast 

and the actual value and includes both bias and random errors. To define the upper and lower 

thresholds of in-plane irradiation and hence modelled energy output the error is taken by 

using the normalised mean absolute error (nMAE) from the corresponding irradiation bin, 

such that:  

 
𝐺𝑖𝑛−𝑝𝑙𝑎𝑛𝑒 − 𝑛𝑀𝐴𝐸 ∙  𝐺𝑖𝑛−𝑝𝑙𝑎𝑛𝑒 < 𝐺𝑖𝑛−𝑝𝑙𝑎𝑛𝑒

< 𝐺𝑖𝑛−𝑝𝑙𝑎𝑛𝑒 + 𝑛𝑀𝐴𝐸 ∙  𝐺𝑖𝑛−𝑝𝑙𝑎𝑛𝑒 

 

(5.3) 

 

 

This yields a range of possible values between the two thresholds for PV system energy 

output. For a normal PV system the majority of points are within those thresholds. To further 

account for possible operational losses such as wiring, mismatch, soiling, maximum power 

point tracking, module ageing as well as possible power deviations from the nominal value 

the lower threshold is further reduced by 9% [4],[87],[88]. However, random occurrences of 

lower and higher values than the specified lower and upper thresholds respectively, can be 

obtained for normally operating systems. To further discriminate between the possibility of a 

system presenting a fault and a random occurrence, the checks are repeated over time and 

also checked with neighbouring systems. Furthermore, the threshold for the maximum 
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number of hours which are found to yield lower than expected output is set to 3 occurrences. 

This threshold was found to be sufficient for the majority of the detected cases in the 

particular dataset and especially for days with a small number of daylight hours, but a 

different threshold may be applied to other datasets. For cases where results are higher than 

the threshold, if the occurrences are more than 50% of the daylight hours, then this indicates 

that the system has possibly a wrongly declared nominal capacity. Extreme cases of this 

occurrence, such as double overall capacity than declared, are picked up during the data 

quality checks based on annual figures. Smaller deviations however are better detectable in 

the hourly domain. The employed indicators are given in Table 5.6, and descriptions or further 

actions are given for each case. A PV system with normal behaviour is presented in Figure 5.9 

for a clear day. For hours with high irradiation the modelled output is well within the defined 

thresholds, describing the behaviour of the system more accurately. At lower intensities, the 

actual power output is slightly higher than the upper threshold and this is anticipated for 

irradiation lower than 50 Wh, where modelled losses are slightly overestimated. 

Table 5.6. Table of indicators used in the failure detection based on hourly checks. 

Indicators Description Outcome/Action 

0 
Energy output within 

thresholds 
Normal 

1 
Over upper threshold 

but within 20% higher 
Possible modelling 
underestimation 

-1 
Lower than lower 

threshold 

If occurrences >3, potential 
fault/check the hourly 

distribution of flags for a given 
time period 

2 
Over upper threshold 

and more than 20% higher 
If occurrences >50%, check 

input information 

(-1,1) 
Lower (or higher) in the 

morning and higher (or 
lower) in the afternoon 

Erroneously declared 
azimuth/correction of 

installation angle (as seen in 
3.5) 
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Figure 5.9. Hourly pattern for a normally operating PV system (annual (corrected) PR = 0.79). 

 

The example system given in Figure 5.10 is one case out of the 100 PV systems that were 

found with slightly wrongly declared azimuth (extreme cases are found where a different 

angle denotation system is used, as seen in 3.5) based on the hourly flags on a clear day. The 

flag sequence shown in Figure 5.10 (b) is characteristic where flags ‘-1’ and ‘1’ appear at lower 

sun position angles and it is readily detectable for high clearness index hours.   For the same 

system, however, looking at a day with much lower daily irradiation (approximately 2450Wh), 

there is no flag indicating lower output than expected.  
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Figure 5.10. (a) Hourly energy output of a PV system where lower and upper thresholds are shown 

and (b) the resulting indicators (flags) for this pattern on a clear day. 

 

 

Figure 5.11. (a) Hourly energy output of a PV system where lower and upper thresholds are shown 

and (b) the resulting indicators (flags) for this pattern on a partly cloudy day. 

 

In both cases, it is apparent that the particular system does not present a “normal” 

behaviour. However, the difference between the two days is that in the first case, a single 

check and visual representation are enough to indicate the issue whereas in the second case 

this is not particularly clear as it could also indicate wrongly declared capacity.  In the second 

case, further checks are applied in the over-time domain, in the search of further evidence 

for the identification of error (in this case it is not a system fault). It was found that this 

particular pattern becomes obvious for days with a daily clearness index over 0.4.  An example 

(b)(a)
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of an under declared system is given in Figure 5.12. This particular PV system was detected 

due to its considerable deviation from the modelled upper threshold.  

 

 

Figure 5.12. Hourly energy output of a PV system where (a) nominal capacity is higher than expected 

and (b) the nominal capacity is replaced with a likely value, taken from a neighbouring system.  

 

The nominal capacity of this system is initially given as 1.88 kWP but as also seen from 

Figure 5.12(a) it is apparent that the system’s capacity is higher than declared. Looking at 

neighbouring systems with the same characteristics, a neighbouring PV system with nominal 

capacity of 2.82 kWP was found. Assuming this value is a possible match and re-applying the 

procedure, it is found that the PV system not only is wrongly declared but could also present 

increased losses at low sun position angles and especially in the afternoon, as seen in Figure 

5.12 (b). The wrongly declared capacity is also confirmed by noticing that the applied inverter 

in this case is larger than that applied for a smaller PV system (in this case 1.88 kWP). This 

means that if this underestimation of nominal capacity is not detected, for example by only 

checking daily outputs, then the faults are not picked up as the lowered modelled output 

compensates for the increased losses in actual daily output. 

 

The over-time checks domain aims at analysing concentrated results over the period of 

several weeks if data are available. Specifically, the same checks as described in the hourly 

domain are also performed in the past and repeated for a selected number of days, initially 

(b)(a)
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set at 10. This short period check aims at looking at power losses which do not depend on 

seasonal effects and also shows the frequency of fault indicators at particular hours of the 

day. However, if a clear day is not found within these 10 days, namely at least one day with 

an average clearness index of over 0.6, then the checks are gradually increased to up to 30 

days to detect less obvious losses. The choice of keeping the number of days relatively small 

is to also allow for the analysis of a greater number of systems which have limited data 

availability. If data are available for a longer period of time then monthly analysis may also be 

performed for selected systems and comparison with neighbours as is discussed next. At the 

end of this check the frequency of occurrences is used to determine whether the system may 

present a fault or not and what the type of fault is, namely partial shading or increased losses 

throughout the day. The next case is a PV system (see Figure 5.13) which presents early 

shading as can be seen for two random days in winter and summer. The morning shading is 

more pronounced on a winter day where the sun is lower in the horizon.  

 

Figure 5.13. Hourly energy output of a PV system where early morning shading is indicated for (a) 

summer (07/06/2015) and (b) winter (24/02/2015). 

 

The procedure of fault detection is repeated for several days in the past. An example is 

given for 11 days starting at 02/06/15 to 12/06/15. The indicators are binned according to the 

hour of the day and the clearness index for 11 days in a row. These results can be visualised 

by using conditional formatting for the applied thresholds (see Figure 5.14) where red colour 

indicates a negative flag, namely energy output is lower than expected.  

 

(b)(a)
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Figure 5.14. Plot of conditional formatting for each type of indicator per hour of the day and daily 

clearness index (Kt). Red colour indicates lower energy output (-1), yellow indicates higher energy 

output (+1) and green indicates (0) expected energy output. 

 

The occurrences for everyday are well over the daily threshold and the concentrated 

results show that the particular PV system produces lower output at the majority of the days 

and especially from 7:30 to 11:30 and from 17:30 to 18:30. There are very few hours where 

hourly output exceeds the upper thresholds and mostly for days with a lower clearness index 

where hourly irradiation modelling uncertainty is expected to be higher.  Due to irradiance 

uncertainty it is expected that losses which cause less than 10% loss in hourly output (see 

Figure 5.8) will not be detected on a day with low irradiation and thus the checks should 

always include at least 1 day with high clearness index (over 0.6) as in the given example.   

    

 

 

The overall method does not rely on the comparison with neighbouring systems, at least 

not in the initial application of the methodology where a large part of meta-data is found to 

be inaccurate. It can however be used as an additional check based on daily output of 

neighbouring systems and over time. However certain facts have to be taken into account 

hour     
Kt

0.46 0.49 0.50 0.52 0.54 0.57 0.64 0.68 0.71 0.72 0.75

4 0 0 0 -1 0 0 1 -1 0 0 0

5 0 0 -1 -1 0 0 0 0 -1 0 0

6 1 0 -1 -1 1 -1 0 0 -1 0 -1

7 1 0 -1 -1 0 -1 0 -1 -1 -1 -1

8 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1 -1

9 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1

10 0 -1 -1 0 -1 -1 -1 -1 -1 -1 -1

11 1 -1 0 0 -1 1 -1 -1 0 0 -1

12 0 0 -1 1 0 0 -1 0 0 0 0

13 -1 1 -1 -1 0 0 0 -1 0 0 -1

14 -1 -1 -1 0 -1 0 0 0 -1 -1 -1

15 -1 -1 0 0 -1 -1 -1 -1 -1 0 0

16 -1 -1 1 -1 0 0 0 -1 -1 -1 0

17 -1 0 0 -1 0 0 -1 -1 -1 -1 -1

18 -1 0 0 -1 0 -1 -1 -1 -1 -1 -1
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first, such as that a) a large percentage of neighbouring PV systems may present data or 

system quality issues and therefore these will not be sufficient indicators and b) there may 

not be a sufficient number of neighbouring systems that can be used in comparison. In [5] a 

high density area is used to apply the comparison of performance indices of neighbouring PV 

systems, however, that is not largely the case for the particular dataset.  

At the initial stage of performance assessment where data quality is still unclear, 

comparing with neighbouring PV systems cannot be used as a reliable metric for the 

discrimination of faulty from normal systems. Once the quality of all PV systems is clarified 

and wrongly declared information is revised and corrected, then comparing with neighbours 

can be used as the initial stage of the fault detection procedure followed by checking the 

hourly patterns for a selected period of time as described previously, and only for those 

systems that failed the first check. This is used as a way to identify the issue from the energy 

output patterns of the particular homes (especially shading or component failure).  

A PV neighbourhood is defined in a radius of 150m. This is because global horizontal 

irradiation is expected to be the same across this distance even on partly cloudy days. The 

average number of neighbours in the dataset was found to be 11 PV systems for this distance 

which is decreased to less than 3 PV systems for the smaller distance of 50m. The minimum 

number of neighbouring PV systems is set to the closest 3 also taking into account an 

additional criterion; according to this, identical systems in terms of technical description are 

chosen, if these are available.  Therefore, the choice of neighbours is essentially determined 

by the following parameters:  

 

 
𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 = 𝑓(𝑡𝑒𝑐ℎ𝑛𝑖𝑐𝑎𝑙 𝑑𝑒𝑠𝑐𝑟𝑖𝑝𝑡𝑖𝑜𝑛, 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒, ±100 𝑜𝑟𝑖𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛,  

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑢𝑟𝑠 ≥ 3) 

 

(5.4) 

 

 

At first, the neighbourhoods are determined based on these features, and those who 

qualify to be in the same neighbourhood, are defined as “peers” [5].  Namely, the peers 

comprise the group of PV systems that are compared together as an additional performance 

indicator. 

To demonstrate the process, a PV neighbourhood of 40 PV systems is chosen (see Figure 

5.15), which is the largest one found in this dataset. The PV systems are then filtered based 
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on the criteria in (5.4). Statistically, it is expected that at least a small percentage of these 

systems will be matching peers. Choosing one of those systems as a reference point, 57% of 

the systems showed exact match in technical characteristics within a distance of 150 meters 

but very few (six PV systems) were found to have similar azimuth within ±10 degrees. This is 

expected as the average number of neighbouring systems is 11 and only a percentage of these 

present similar characteristics. Their input information is also checked for possible nominal 

capacity and azimuth inaccuracies.   

 

 

Figure 5.15. Part of the neighbourhood which includes 40 PV systems in the particular area of 

Nottingham.  

 

In long term data analysis studies the results are usually based on utilising a year’s worth 

of data. However, this is very constraining in terms of detecting a fault on a relatively timely 

manner. In this case, daily data are utilised but on a quarterly basis as this is a representative 

period between obtaining and analysing data from various sources (both electrical readings 

and weather data). Furthermore, comparing PV systems based on their PR alone is not the 

optimum solution due to high daily PR variations, as seen in Figure 5.16. However, these 

variations generally follow the same trend apart from few exceptions which are discriminated 

from normal behaviour. These are most likely due to accidental system switch offs which are 

often caused by residents themselves or scheduled system checks.  
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Figure 5.16. Daily performance ratio of six PV systems in the same neighbourhood for three months. 

 

Thus, when comparing PRs among neighbouring PV systems this daily variation can be 

negated by using a normalised metric as a performance index. After determining the systems 

with inaccurate data, the following performance index is introduced which is calculated daily 

for each neighbour (in the same neighbourhood) and for a specified period of time:  

 

𝑃𝐼𝑖 =
𝑃𝑅𝑖

𝑃𝑅𝑚𝑎𝑥 
 

 

(5.5) 

 

The closest the PI is to unity, the more the PV systems are correlated to each other. 

Applying this performance metric for the particular neighbourhood, yields the distribution 

seen in Figure 5.17. The abnormal values (denoted with red colour in Figure 5.17) can then be 

highlighted based on the median (MED) and median absolute deviation (MAD). Thus: 

 

𝐿𝑜𝑤𝑒𝑟 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 =  𝑀𝐸𝐷 − 3 ∙ 𝑀𝐴𝐷 

 

(5.6) 

 



174 
 

 

Figure 5.17. Histogram of daily normalised PIs for the six neighbouring PV systems for three months. 

Red colour represents the PV systems where daily PI is lower than the applied threshold, based on the 

median absolute deviation.  

 

Those PV systems as well as the particular day(s) where PI is found to be abnormally low 

are noted in the quarterly records and further checks are applied in the previous domains to 

identify the error (if possible). This is further demonstrated in the following case study, where 

also financial implications arising from increased energy losses are considered.  

 

 

 

PV system owners and investors face failure risks in the commissioning stage (such as 

planning errors and installation defects) as well as during the lifetime of their system. 

Detecting failures within a few months of operation is important to minimise these risks at an 

early stage of the project. In the same way, early-stage data quality assessment is important 

to identify flaws in data quality which will later reduce the efficiency of fault detection and 

performance assessment for these systems.  To further demonstrate this, a specific case study 

for a PV system with severe underperformance is presented. The fault detection procedure is 

analysed at each step and conclusions are drawn with regards to the system’s return on 
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investment and losing the system’s warranty. This PV system is found to have similar 

characteristics to 4 neighbouring PV systems within a distance of less than 30m.  The quarterly 

daily PR distributions (April-June 2015) are shown in Figure 5.18. It is found that about 74 PR 

values were abnormally low based on (5.6), all corresponding to a particular PV system.  

 

 

Figure 5.18. Histogram of daily normalised PIs for the six neighbouring PV systems for three months. 

Red colour represents the PV systems where daily PI is lower than the applied threshold, based on the 

median absolute deviation. 74 incidents were found to be abnormally low where all correspond to the 

same (faulty) system. 

 

Figure 5.19 is obtained by comparing the hourly outputs of the faulty PV system with the 

model and a neighbour (of same technical description and installation dates and angles) over 

10 days.   
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Figure 5.19. Comparison of hourly energy output vs in-plane irradiation of the model, the faulty and a 

normal neighbouring PV system. 

From the hourly energy output of the faulty system and its comparison to its neighbour 

and the model, it is apparent that the particular system presents constant energy loss which 

can be further seen by looking at its daily profile on two days with high (Kt=0.72) and low 

(Kt=0.34) clearness indices respectively. 
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Figure 5.20. Hourly energy output of a faulty PV system on (a) a clear day and (b) a partly cloudy day. 

Apart from partial shading which causes energy loss in the morning hours, constant energy 

loss is also noted throughout the day. According to [4] this failure footprint can be due to a 

module or a string defect or due to soiling. Given that all PV systems are in the same 

neighbourhood, soiling is unlikely to have affected only one system. String defect is a possible 

explanation in this case. In fact, this system consists of one single string and behaves as if 2 of 

its modules are not operating. If more than 2 modules are not operating then the resulting 

voltage would be too low compared to the minimum input voltage specifications of the 

particular inverter and thus zero output would be expected. Further losses can also be caused 

from increased module temperature. This can occur often when birds are nesting at the back 

of the modules and/or when the distance between the roof and the modules is very small, 

and thus the modules are not very well ventilated.  

The average annual PR for the particular system from 2012 to 2015 is 0.40 and has shown 

a low annual PR since the first year of its installation. This shows that the apparent constant 

energy loss can be either due to occurring faults (apart from shading) as mentioned above or 

can be due to wrongly declared capacity, namely if the array consists of 6 modules in series 

instead of 8. This includes further implications such as for example the right sizing of the 

inverter or possible confusion with neighbouring systems, which may be over-estimated 

instead.  The result in both cases is that the calculated PR of this system is too low.  

The PR is by far the most favoured performance indicator by developers and financers 

because it also takes into account overall irradiation as opposed to final yield (see definitions 

in 2.6) [131]. This means that whichever the reason is that causes low PR estimation (monthly 

or annual) , the result will be equally detrimental when it comes to the evaluation of 



178 
 

performance guarantees [131], [159]. However, assuming that system size is indeed as 

declared, then this means that the particular system has produced 940 kWh less in 2015 

compared to its neighbour. This would cost the owner an average of about 130£ per year 

based on the current value of electricity kWh unit (assuming 13.86 p/kWh2) and thus over 

400£ in 4 years. Losses may be higher depending on the Feed-in-Tariff schemes valid at 

different periods of installation. For example the FiT rates in the UK until the 30th of April  2013 

were at 15.44 p/kWh [190].  In this simple assumption, self –consumption is not taken into 

account, thus income losses may be even higher.  Additionally, this does not include the 

maintenance costs which could arise due to potential system faults not being detected on 

time, increasing the lifetime costs of the PV system (also module degradation rates) and the 

payback period of the investment.  

As discussed in Chapter 3, this is only an example case. On average, 3% of the systems (per 

year) show significantly low performance ratio (<0.6) including systems that may be wrongly 

declared (but neither checked or corrected at an early stage). Furthermore, only in 2014, 6% 

of the PV systems presented more than 13% days of zero generation (see Figure 5.21(a) and 

(b)). 

 

 

Figure 5.21 Boxplots of (a) PV systems with annual PR < 0.6 and (b) PV systems with overall zero 

generation over 50 days. 

 

                                                      
2 Simple calculations based on http://www.carbon-calculator.org.uk/ .  

(b)(a)

http://www.carbon-calculator.org.uk/
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There are over 840,000 domestic solar PV installations in the UK with an average size of 

3kWP and average annual generation of 850 kWh per installed kWP. Considering that the 

majority of small systems are not monitored, the situation met here is not specific to this 

dataset only and can be up-scaled to a national level corresponding to about 25000 under-

performing systems and an overall cost of £3.2M/a. Thus, lost generation not only costs 

individual system owners revenue from the Feed-in Tariff scheme, but also adds national-

level cost. 

A summary of system (SQ) and data quality (DQ) issues with regards their impact on PR 

and accurate PR estimation, studied in this work, is presented in Table 5.7. The case of more 

than one issue occurring at the same time (as shown in 5.3.1) is not included in Table 5.7 as 

this is not a straightforward situation and can cause a combined impact on PR which cannot 

be predicted, as already demonstrated in this chapter. Negative impact implies reduction of 

PR and positive means that PR is overestimated (this relates to data quality only). 

 

Table 5.7. Table of studied data and system quality issues related to the particular dataset and their 

impact on PR. 

Occurrence Type Impact on PR (or PR 
estimation) 

Zero generation SQ Negative 

Missing data DQ 
Negative (if not 

inferred) 

Low generation: 
presence of several 
faults including 
shading and 
component failures 

SQ Negative 

Overestimated 
nominal capacity 

DQ Negative 

Underestimated 
nominal capacity 

DQ Positive 

Wrongly declared 
azimuth 

DQ Positive or negative 
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As seen in Table 5.7, most issues cause PR reduction, but when occurring together the 

outcome is highly unpredictable and may be either positive or negative with regards to PR 

estimation.    

All the arising issues from limited data and data quality have a huge impact on accurate 

performance assessment and detection of faults. For the demonstration of the fault detection 

framework and the identification of very specific failures such as inverter shutdown, system 

isolation and shading, only a small percentage out of an average of 1750 systems (per year) 

could be utilised, due to limited or ambiguous input information. Out of this percentage few 

PV systems were found to be wrongly declared in terms of nominal capacity and azimuth. 

While wrong azimuth can be detected and corrected in a more straightforward manner, the 

estimation of actual nominal capacity is not always obvious. Based on the overall incidents 

discovered in the particular dataset, the minimum requirements for assuring sufficient data 

quality for remote monitoring applications are gathered in Table 5.8. These primarily concern 

the type and quality of meta-data information which should be included to every domestic 

installation, both on installer side as well as the monitoring company that take over.  

 

Table 5.8. Minimum data requirements for remote performance assessment of domestic PV systems 

Module level Array level System level 
Additional 

information 

Single module 
capacity 

Number of strings 
in series and parallel 

Number of 
inverters 

Date of 
installation, exact 

postcode and 
address 

Manufacturer 
information 

Overall array 
capacity given in 4 

significant digits 
Inverter model 

XY coordinates for 
utilization in 

mapping software 

Specific module 
model  information 

Azimuth, 
inclination and 

elevation  

Inverter 
manufacturer 

Ideally a diagram 
of the topology or a 

picture of the PV 
system 

 

Furthermore, instruments of measurement for both azimuth and inclination should be 

specified and also a particular reference point (e.g. South = 0 degrees) should be used and 

always declared. Overall capacity should be used as calculated and at 4 significant digits (for 

example 1.645 and not 1.65 kWP). Erroneous rounding up or down of calculated capacities 

very often leads to wrong capacity estimations and compromises the modelling accuracy.  
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A fault detection framework is developed which includes individual performance checks 

on a large number of PV systems and the role of data quality on accurate detection is 

demonstrated on selected case studies. The detection relies on the assignment of different 

indicators obtained by comparing actual with modelled energy outputs per system and for 

different time periods. Daily profiles are used to detect specific types of energy losses such as 

partial shading and constant losses which can be due to zero generation, string defects or 

inverter malfunction. Due to high irradiation modelling uncertainty, faults which cause less 

than 10% power loss (hourly) are not detected on days with low clearness index (<0.6). 

Therefore, repeating performance checks over several weeks aims at utilising at least three 

days with a daily clearness index over 0.6 and thus confirming the existence of a fault. An 

additional domain is employed whereby PV systems are classified based on their normalised 

performance with regards to the “best” PV system in the defined neighbourhood. The 

definition of a PV neighbourhood is based on several elements such as distance between 

different PV systems and their technical characteristics. Using PV neighbourhoods for the 

detection of the lowest performing systems is useful in long term data analysis, where daily 

performance variations are much lower than hourly variation in sub-daily analyses. However, 

its application is feasible only when a PV system has at least one appropriate neighbour which 

can be utilised in the detection framework.  

It is shown that a large number of PV systems present limited or erroneous input 

information, an issue in domestic monitoring which has not yet drawn significant attention in 

literature. Such cases can neither be assessed nor used as reliable indicators for other PV 

systems in the neighbourhood.  Moreover, due to the limited input information whereby only 

energy output is available, and the large number of PV systems with erroneous input 

information, the identification of more complicated faults cannot be applied with an 

automated manner. More implications arise from the combined existence of both data and 

system quality. Wrongly declared azimuth and nominal capacities as well as ambiguous 

information regarding the systems’ technical characteristics comprise almost 60% of the cases 

in the particular dataset. More importantly, cases where low performance is obscured by 
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wrongly declared (underestimated) capacity are found, and these cannot be readily corrected 

until confirmed by the administrators/owners of the systems. An example showed that such 

cases continue to exist after years of systems’ operation.  To avoid energy losses from PV 

systems which are either not detected timely or PV systems which cannot be assessed due to 

obscuring data quality, it is necessary to apply an early-stage quality assessment 

(“commission” monitoring) whereby minimum requirements on data accuracy are ensured.  
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Chapter 6 
 

6 Conclusions and future prospects 
 

 

 

 

The main goal of this work was to highlight, analyse and remedy the impact of the most 

common data quality issues found in photovoltaic (PV) performance datasets, and specifically 

in domestic PV monitoring. The work was largely centred around the incentive of adding 

experience on lessons learnt in PV monitoring which will improve the accuracy of future 

performance assessments. The work progressed through three different phases:  

 

 Firstly, common data quality issues in domestic PV monitoring were identified, 

based on a large domestic PV dataset. Statistical procedures were proposed for the 

automatic detection of PV systems with erroneous system descriptions, based on 

annual figures of performance ratio and specific yield.  The impact of erroneous 

system descriptions on annual PR was demonstrated, using real case examples. The 

results showed that the accuracy of PR assessments in PV fleet analyses may be 

distorted by these data quality artefacts if these are not identified.  

 

 After realising that missing data is a very common occurrence in photovoltaic 

monitoring, there was a strong incentive to develop a method in order to infer the 

missing data. This area of research has been largely developed in other fields but 

was introduced for the first time in the field of photovoltaics. Various 

methodologies were applied where different cases of missing data were presented. 

Both an empirical model and a model based on neural networks were presented 

for one of the cases. Furthermore, the role of irradiation underestimation was 

discussed, as it affects the accuracy with which missing data in PV energy output 

are inferred.  
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 Finally, having looked at the impact of data quality in domestic PV monitoring on 

annual performance assessment and then specifically at the very severe issue of 

missing data, the next step focused on the fault detection of PV systems. In this 

context, a remote failure framework was developed including several aspects in 

photovoltaic modelling and the application of remote weather data. Real cases 

were shown where limited input information, ambiguous and erroneous data were 

found to obscure failure detection. The results showed that the impact of data 

quality on fault detection can only be mitigated if data quality assessment is applied 

at an early stage monitoring, to achieve better and more efficient performance 

assessments in the future.  

 

 

 

 

The majority of performance assessments applied on domestic PV systems are based on 

scarce and remotely accessed system description data. It is therefore a question to what 

extent commonly employed performance indices such as the performance ratio (PR) can 

realistically describe PV performance if data quality is not considered.  An insight of the most 

common quality issues found in domestic monitoring datasets was given based on a dataset 

of 1788 PV systems in Nottingham. Initially, a methodology based on annual performance 

ratio and specific yield distributions and the statistical median absolute deviation was applied 

to detect and classify PV systems using distinct identifiers on data and system quality. 

Specifically, the classification of PV systems was carried out according to identified categories 

of data quality, such as missing data and wrong system description, as well as system quality 

such as increased zero generation or low performance due to other faults.  

It was found that irradiation modelling underestimation, missing data, zero generation and 

erroneous input information are the most influential factors on PR estimation. Annual 

irradiation bias was about -10% for Loughborough based on 2014 data, which increased the 

estimated PRs by the same percentage. This demonstrated, that any performance assessment 
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studies which are based on remotely inferred data should always include uncertainty factors 

concerning irradiance modelling.  

 However, the rest of the quality checks were applied based on the median absolute 

deviations of PR and specific yield distributions, and therefore irradiance underestimation did 

not affect the results. More than 1.5% of the PV systems were found with possibly 

overestimated capacities, and a 1.9% were found with possibly underestimated capacities, 

excluding those cases which may be underestimated but with faulty behaviour. As for 

erroneous information on installation angles, about 8 cases were found to have a ±180 

degrees difference from actual azimuth. More cases of smaller deviations in azimuth are 

found later, as these cannot be detected through the annual analysis but through the analysis 

of hourly profiles on a clear day. Such issues indicated the lack of adequate documentation 

or installation supervision in domestic PV system installations and the necessity of addressing 

these issues in PR assessment studies. A significant 6.5% of the whole population showed an 

absolute azimuth deviation from 20 to 50 degrees, which may cause a substantial difference 

in calculated PRs and up to 25%.  Finally, an average of 4% of the PV systems were found to 

have more than 30 days of missing data per year and thus, missing data was immediately 

identified as a factor with a high impact on the performance analysis, especially because 

missing data is often mistaken with zero generation. 

 

 

 

In this work three cases of data loss were identified, whereby two cases are applicable to 

any type of PV monitoring while the third case mostly concerns domestic PV monitoring. The 

back-filling methodologies were mostly based on a simple empirical model and measured or 

inferred input weather data. The model’s coefficients were extracted by fitting the model to 

energy output data taken from dates surrounding the gap, whose size was considered to be 

up to one month. In the first case, energy output is assumed to be missing but on-site weather 

data are available. Particularly in this case, the applied inference method yielded accurate 

agreement for daily and monthly energy output while almost 100% accuracy in monthly PR 

was achieved.  In the third case it is assumed that weather monitoring is not available and 

energy output is missing, as often found in a domestic PV system. In this case then, the model 
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was trained based on inferred weather data. The validation was carried out by using two real 

PV systems from the Nottingham City Homes dataset. The back-filled results showed accurate 

agreement for daily and monthly energy output for both smaller and larger training data pools. 

Moreover, the negative bias deriving from the inference of in-plane irradiation modelling was 

largely diminished. It was shown that by using inferred energy output for two weeks of 

missing output, instead of completely disregarding this period, the annual PR was improved 

by 7.2% for one PV system.  

In the second case, both energy output and weather data are considered to be missing for 

a month. Therefore, energy output was back-filled based on remote weather data. This 

unavoidably caused an underestimation of the energy yield, which is almost exclusively due 

to a negative bias in in-plane irradiation modelling. However, also in this case the monthly PR 

was predicted with a significantly low error, indicating that all the employed methodologies 

thus far were successful to achieving good accuracy in one of the key parameters in PV 

performance assessment and warranty verification.  

In order to achieve a better accuracy in the back-filling of energy output for case 2, an 

alternative method was also developed based on an artificial neural network (ANN). The 

proposed configuration was very simple and it only required global horizontal irradiation, 

ambient temperature and sun position angles as input data and returned in-plane irradiation 

and energy output. Employing ANN improved the prediction accuracy of the back-filled 

monthly energy output by almost three times.  Further Investigation on the impact of missing 

data on the monthly PR of a system in case 2, it was found that without back-filling the 

monthly PR may be 3% off its actual value, depending on the days included in the assessment, 

whereas using the proposed back-filling methods the obtained PR lied within 0.8% of its actual 

value.  

The proposed back-filling techniques yielded satisfactory results in all cases and with an 

emphasis on daily and monthly analyses. However, these are applied on PV systems where it 

is known or assumed that no failures have occurred during the missing period. If this 

assumption does not apply then the back-filled results will be misleading. Therefore, although 

back-filling should be applied for a more realistic PR assessment for a short period when 

monitoring fails, it does not replace the importance of monitoring, which is the only way to 

ensure timely detection of system faults.  
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Although there are a number of studies dealing with fault detection, the information on 

the factors that affect the data quality of the underlying assessments is very limited. Having 

detected abnormal PR values due to wrong system description data raised important 

concerns in cases where data quality issues cannot be easily distinguished from actual system 

faults. Thus, the final step was to further study the implications of data quality on remote 

failure detection on domestic PV systems and the arising financial implications either due to 

undetected faults or due to false estimation of PR. In order to achieve that, firstly a failure 

detection framework was developed based on manufacturer datasheets, one-diode 

modelling, and remotely inferred input weather data. Secondly, the efficiency of the method 

was demonstrated using specific case studies from the Nottingham City Homes dataset and 

for three different domains; based on indicators with regards to daily profiles, a selected 

period of time and performance comparison with neighbours. The sequence of these checks 

was not necessarily applied with this order, but it depended on the specific case 

demonstration. Daily profiles were used to detect specific types of energy losses such as 

partial shading and constant losses which were due to zero generation, string defects or 

inverter malfunction. Repeating performance checks over several weeks aimed at utilising 

more than one clear days but also to ensure that there were not false alarms in the initial 

check. That was due to high irradiation modelling uncertainty faults, due to which, less than 

10% power loss are not expected to be detected on days with lower clearness index. Finally, 

a normalised performance index was introduced whereby PV systems in the same 

neighbourhood were ranked according to their performance. The lowest performing systems 

were distinguished based on the median absolute deviation of daily PRs for the neighbouring 

systems on a quarterly basis.  

During fault detection, data quality issues were exposed.  About 100 more cases were 

found with wrongly declared azimuth, which would otherwise be detected as PV systems with 

very low generation.  Underestimated capacity in combination with system faults, created 

false negative alarms for one detected system. Wrongly declared azimuth and nominal 

capacities as well as ambiguous information regarding the systems’ technical characteristics 
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were found to comprise almost 60% of the cases in the particular dataset. More importantly, 

such issues can be up-scaled to account for similar situations in the UK and worldwide [4],[5]. 

Data quality which obscures fault detection creating false negative alarms leads to increased 

energy losses and costs a significant amount to the owners of the PV systems from the feed-

in- tariff scheme. Moreover, wrongly estimated PR due to data quality may have the same 

effect on the financial warranties of the investment and thus based on the investigation on 

the particular dataset, minimum data requirements were introduced at the end of this work 

as a pre-requisite and data quality assessment in domestic PV monitoring.  

 

 

 

This work focused on the impact of data quality on PV performance assessment and fault 

detection, and the development of novel techniques for the inference of missing data in 

photovoltaic monitoring.  This is expected to raise the interest for the treatment of missing 

data in other fields of photovoltaics such as for example missing information in long term 

reliability datasets, a very popular topic, as well as missing data in PV failure modes datasets.   

It will also alert the PV community about the importance of treating missing data, and further 

improving the proposed techniques. Accurate results were obtained for the inference of 

energy output and performance ratio. Especially the improvement of PR when missing data 

exceeds a certain threshold can be used as a potential tool to aid contractual agreements, 

where even 1% of PR loss may have a detrimental impact.  

In terms of energy output prediction, uncertainty mainly derives from in-plane irradiation 

modelling and this effect has already drawn significant attention in literature. It is thus 

expected that with the development of improved models for the separation and translation 

of global horizontal irradiation to in-plane, the accuracy of the inference for energy output by 

using the empirical model will also improve further.  An improvement was already achieved 

in this work by the replacement of the empirical model with an artificial neural network. 

Further improvement of the applied network configuration could potentially be achieved if 

other types of neural networks, or machine learning algorithms, or optimisation algorithms 

were applied. This field however is vast and constantly new types of machine learning 

algorithms or types of neural networks are reported in literature. There is thus enough room 
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for the improvement of the given neural network and further investigation of new machine 

learning algorithms to even better accuracies for the inference of missing energy output. 

When applying back-filling to other locations, another source of uncertainty may derive from 

the fact that kriging interpolation accuracy depends on the density of meteorological stations 

around the location of interest. Thus, the results would have to be further validated for more 

sites with different densities of meteorological stations. In this case the accuracy of back-

filling can potentially be improved by utilising combined sources of solar radiation including 

satellite data, which cover larger geographical areas.  

Apart from the missing data, other data quality issues were found in domestic PV 

monitoring such as ambiguous or erroneous input information. These issues were 

distinguished and their impact was demonstrated on both the annual PR assessment and fault 

detection by means of remote monitoring.  In terms of remote fault detection, the applied 

methodology, including the modelling steps and the determination of applied thresholds are 

subject to further investigation and improvement. In addition to the applied framework, the 

proposed training procedures and models using past data for back-filling could also be applied 

here to detect potential faults in systems, once data quality has been detected and corrected. 

In the same context, the training can potentially include a power degradation factor where 

fault detection utilises more than one year’s worth of data. Finally, the employed empirical 

and physical models could be further improved or potentially be replaced in order to 

accurately predict the PV output for technologies other than crystalline silicon.  

In terms of the impact of data quality on fault detection efficiency, similar issues in 

domestic PV monitoring are only vaguely recognised in literature, and they have not been 

studied in depth in more recent performance assessments. Towards this direction, the 

findings from this work have the potential to develop more interest on the quality of the 

performance assessments carried out on domestic PV systems. Moreover, quality assessment 

prior to fault detection might be a future prerequisite as it was shown that it can obscure the 

analysis significantly and fault detection works which are based solely on neighbouring 

systems could be significantly biased due to poor input information. Consequently, this means 

that there should be guidelines on the quality assessment steps carried out prior to further 

analyses taking place and these should be explicitly mentioned in future studies. The 

demonstration of more real case studies in literature such as the one carried out in this work 
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will further recognise these issues and further potential will grow for a better monitoring in 

domestic PV and more accurate and responsible performance assessments.  
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Appendix  

 

All the tools presented in this Appendix, along with a large number of algorithms 

developed throughout this work are available for anyone to use, upon contacting the author.   

 

The trapezoidal rule  

 

This refers to the type of the numerical integration used to calculate an area, where the 

area under the curve is divided to equal trapezoids as seen in Figure 0.1. 

 

Figure 0.1. Numerical integration based on trapezoids. 

 

So, the integral of the function of 𝑓 is given by:  

 

 ∫ 𝑓(𝑥)𝑑𝑥
𝑏

𝑎

=
𝑏 − 𝑎

2𝑁
(𝑓(𝑥1) + 𝑓(𝑥2)+. . . +𝑓(𝑥𝑘+1)) 

 

( 0.1 ) 

 

Where the 𝑥𝑘 represent 𝑘 intervals and 𝑎 = 𝑥1,  𝑏 =  𝑥𝑘+1and: 

 

 
ℎ =

𝑏 − 𝑎

𝑁
 

( 0.2 ) 
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Where 𝑁  is the number of the trapezoids. Essentially, this is automatically determined 

when choosing the grid spacing value, ℎ.  The smaller this value the higher the number of the 

trapezoids and the more accurate the numerical integration is. 

 

Aggregation of power output based on irradiance data 

 

In remote climate sensing, different sources of solar radiation may use differing 

(temporal) reference systems. Data may be recorded at mean solar time (MST), local time (LT) 

or coordinated universal time (UTC), which may be a different timestamp system than the 

one used by the PV monitoring device. Furthermore, for hourly averaged data the timestamp 

may represent the middle or end of the averaging period depending on the convention used 

in the device or database. These factors cause temporal mismatches, which are more evident 

in sub-daily analyses.  They can also affect the solar radiation separation modelling (via the 

clearness index calculation) when inferring in-plane irradiation using mixed sources of 

timestamps. Therefore, time reference should be first examined for both solar radiation and 

PV system monitoring to avoid timestamp mismatches [131]. In the NCH dataset, the supplied 

readings of power output correspond to half-hourly averages. The weather data, supplied by 

the Met Office, are given as hourly averages of minutely readings. Therefore, both datasets 

were used based on the middle of each hour as described in Figure 0.2. 
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Figure 0.2. Averaging for power output and irradiation at the middle point of each hour. 

 

Gaussian fitting of hourly energy profiles 

 

The applied fitting error criterion is based on the equations described here, using a simple 

error criterion. A Gaussian fit is applied on the hourly output of the PV system, using Equation 

(0.7). The areas between the Gaussian and the clear sky irradiation curves are then compared 

based on the Equations (0.4)-(0.6), and highlighted in Figure 0.3. 

 

   𝑓 = 𝑎 ∙ exp ( −
(𝑥 − 𝑥0)2

2𝜎2
) 

 

(0.3) 

 

 

휀 = 𝛥𝛢𝑔𝑎𝑢𝑠_max _𝑙𝑒𝑓𝑡 

 

(0.4) 

 

 

𝛿 = 𝛥𝛢𝑔𝑎𝑢𝑠_max _𝑟𝑖𝑔ℎ𝑡 

 

(0.5) 

 

The optimum azimuth (for a given tilt) is then chosen upon a minimising the function given 

by:  
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𝑒𝑟𝑟𝑜𝑟 =  √휀2 + 𝛿2 

 

(0.6) 

 

 

The aim is to simulate clear-sky irradiation by automatically changing azimuth at a user 

defined step and to minimise the areas between the Gaussian and the clear-sky irradiation 

curves. The two areas are defined by the Gaussian maximum (which is the same as clear sky 

irradiation). 

 

Figure 0.3. Gaussian fit and clear sky irradiation curves for the optimum azimuth angle (-2). The shaded 

area is the difference between the two curves.  

 

Analytical I-V parameter expressions 

 

For the parameter extraction the method proposed in [188] was employed and by using 

the following analytical expressions for initial values of fill factor, series and shunt resistance 

and diode saturation current: 

ε δ
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𝑉𝑂𝐶 =

𝐼𝑀𝑃𝑃𝑉𝑀𝑃𝑃

𝐹𝐹 ∙ 𝐼𝑆𝐶𝑆𝑇𝐶

 (0.7) 

 

 
𝐼𝑃𝐻𝑆𝑇𝐶

= 𝐼𝑆𝐶𝑆𝑇𝐶
((𝑅𝑆 + 𝑅𝑆𝐻)/𝑅𝑆𝐻) (0.8) 

 

 
𝐼𝑂𝑆𝑇𝐶

= 𝐼𝑆𝐶𝑆𝑇𝐶
/(exp (

𝑉𝑂𝐶𝑆𝑇𝐶

𝑛𝑉𝑇𝐻
) − 1) (0.9) 

 

 
𝐴 = |𝑉𝑀𝑃𝑃𝑆𝑇𝐶

∙ 𝐼𝑃𝐻𝑆𝑇𝐶
∙ 𝐼𝑂𝑆𝑇𝐶

∙ 𝑒𝑥𝑝(𝑉𝑀𝑃𝑃STC
+ 𝐼𝑀𝑃𝑃𝑆𝑇𝐶

∙  𝑅𝑆) ∙ q/(𝑁𝑆𝑛𝑘𝑇))

+ 𝑉𝑀𝑃𝑃𝑆𝑇𝐶
∙ 𝐼𝑂𝑆𝑇𝐶

−  𝑃𝑀𝑃𝑃| 
(0.10) 

 

And  

 
𝐼𝑂𝑆𝑇𝐶

= 𝐼𝑆𝐶𝑆𝑇𝐶
/(𝑒𝑥𝑝 (

𝑉𝑂𝐶𝑆𝑇𝐶

𝑛𝑉𝑇𝐻
) − 1) (0.11) 

 

 
𝑅𝑆𝐻 = 𝑉𝑀𝑃𝑃𝑆𝑇𝐶

(𝑉𝑀𝑃𝑃𝑆𝑇𝐶
+ 𝐼𝑀𝑃𝑃𝑆𝑇𝐶

∙ 𝑅𝑆)/𝐴 (0.12) 

Where  

 
𝑉𝑇𝐻 = 𝑁𝑆𝑘𝑇/𝑞 (0.13) 

And 

𝑉𝑂𝐶 =  Open circuit voltage 

𝐼𝑀𝑃𝑃 =  Current at maximum power point 

𝑉𝑀𝑃𝑃 =  Voltage at maximum power point 

𝑃𝑀𝑃𝑃 =  maximum power  

𝐼𝑂𝑆𝑇𝐶
 =  Diode saturation current at STC 

𝐼𝑆𝐶𝑆𝑇𝐶
 =  Short circuit current at STC 

𝑅𝑆 =  Series resistance 

𝑅𝑆𝐻 =  Shunt resistance 

𝑉𝑀𝑃𝑃STC
 =  Voltage at maximum power point at STC 

𝐼𝑀𝑃𝑃𝑆𝑇𝐶
 =  Current at maximum power point at STC 
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𝐹𝐹 =  Fill factor 

 

The initial conditions for the initiation of the iterative process are:  

 
𝑅𝑆 = 0, 𝑛 = 1 (0.14) 

 

 
𝑅𝑆𝐻 =

𝑉𝑀𝑃𝑃𝑆𝑇𝐶

𝐼𝑆𝐶𝑆𝑇𝐶
− 𝐼𝑀𝑃𝑃𝑆𝑇𝐶

−  
𝑉𝑂𝐶𝑆𝑇𝐶

− 𝑉𝑀𝑃𝑃𝑆𝑇𝐶

𝐼𝑀𝑃𝑃𝑆𝑇𝐶

 (0.15) 

 

 
𝐼𝑂𝑆𝑇𝐶

= 𝐼𝑆𝐶𝑆𝑇𝐶
/ (𝑒𝑥𝑝 (

𝑉𝑂𝐶

𝑛𝑉𝑇𝐻
) − 1) (0.16) 

 

If no optimum solution is reached for a specified number of loops (4000) then the process is 

aborted. The process is repeated for increasing series resistance and ideality factor and the 

final result includes the five modelling parameters, and the obtained VOC, ISC and PMPP.  

 

 

The web automation tool in Python 

 

In order to acquire the Nottingham City Homes dataset a web automation tool was 

developed in Python as well as additional tools for the organising of the files and the import 

into the local database for further processing. Particularly, this set of data is hosted by a 

monitoring company where access is granted for specific users, namely the administrators 

and owners of the PV systems. Higher level users can access more than one systems and such 

a license was also employed here. However, the website navigation did not allow direct 

querying of the database for more than one homes at the same time, thus data from every 

single system would have to be manually downloaded per day and per year for 4 years for 

1788 systems. This means that without the execution of an automatic routine/query the same 

procedure would have to be repeated for over 2.6 million times, corresponding to about 1.5 

years of manual work, which is rather impossible. Instead a web automation tool was 

developed in Python which enabled fast downloading of more than 2.6 million CSV files in less 

than one month, and timed to only run over night and stop at a particular time in the morning 

so as to avoid overloading the hosting server during the day. This automated routine basically 
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resembles the moves of a human user in a much faster and much more organised and 

consistent way. 

 

Organising and importing files into the database 

 

Each downloaded CSV file from the monitoring portal of Nottingham City Homes had a 

particular format and thus the manipulation of files was employed by repeating the same 

routine which was based on parsing each file, detecting the date written inside the file as well 

as the unique identifier of the system (system ID) and renaming and sorting each file based 

on this sequence. Thus, the sorting of the numerous files was based on fast file parsing and 

string/date recognition algorithms. Files were then merged based on each system ID for every 

single day of operation for the particular system and automatically imported into the 

database (see Appendix) for safe storage and easier manipulation. The procedure is 

graphically described in Figure 0.4.  

 

Figure 0.4. Timestamp creation procedure per system per file prior to final importing into the database. 
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