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Abstract

Most Intelligent Tutoring Systems (ITSs) in the past have concentrated on
small domains and have been topic-oriented. They have tended to be non-
extendable prototypes and have neglected the expertise of human teachers.
It is argued here that a promising approach at this time is to design
course-oriented ITS shells which are based on the human teacher. Courses
using such shells could be used to take some of the load of first-time
delivery and assessment from teachers and lecturers, and leave them more

time for individual tutoring.

Such a system was designed and built along these lines. The basic three-
component structure gf a number of previous toplc-oriented ITSs was used,
with the addition of an environment module and an interface module, and the
system formed a declarative front-end using a videodisc to cover the larger
knowledpge domain of a whole course. Existing expertise from the fields of
ITS, Expert Systems, Computer Assisted Learning and Interactive Video was
built upon. Techniques of inexact reasoning used in expert systems were
applied to the assessment of students to form a student model such as a
teacher builds up. Hypotheses about the student were tested by questioning,
and probabilities of the truth of the hypotheses were determined using a
technique involving Bayes’ Theorem. The resulting method of assessment,
subject to further investigation, promises to be more efficient than
conventional assessment, clearer about what is being assessed, and could
enable several student abilities to be measured at the same time. It needs
to be stressed, however, that many of the doubts regarding the independence
of evidence in expert systems will apply here, unless the method is used

with caution.

The system was evaluated according to principles of Action Research, and
several of the arguments presented in the thesis were reinforced, including
that such transferable shells can be built and extended beyond the
prototype stage; that the human teacher makes a useful model on which to
base a course-oriented system; that the prebability assessment method
compared satisfactorily with other methods of assessment; and that such a
course-oriented approach might make a promising general direction for other

research in ITS.
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1.1 Intelligent Tutoring Systems (ITS)

The field of Artificial Intelligence (AI) has enjoyed some successes in
recent years, notably in the field of Expert Systems (ES). Tﬁe branch of Al
which covers educational applications has come to be known as Intelligent
Tutoring Systems (ITS), but this field is little known outside of AI. (See
Sleeman and Brown, 1982, Lawler and Yazdani, 1987, Polson and Richardson,
1988, or Psotka, Massey and Mutter, 1988 for reviews of the field).

Appendix 1.1 describes selected ITSs which are mentioned in this thesis,
and the variety will be apparent., There is little evidence of a unified
approach. Most of the effort in ITS has been, and still is, in the USA.
Several ITSs are in use with students in the centres where they were
developed, such as Anderson’'s LISP tutor and Joobbani and Talukdar's
CIRCUIT TUTOR, both at Carnegie-Mellon University. Others have been
successful as prototypes in demonstrating certain techniques, such as
BUGGY, SOPHIE, 1MS and SITS. (See Appendix 1.1.)

There are now certain features and techniques which have come to be
accepted as characteristic of ’‘intelligence’ in ITSs. The components of a
typical ITS are shown in Figure 1.1. One of the first to identify the three
types of expertise required by an ITS as knowledge of what is to be taught,
knowledge of how to teach, and knowledge of who is being taught was Self
(1974), and this 'standard form' of ITS has been described by several
writers, for example Clancey (1979), and Roberts and Park (1983). Such a
model consists of.a tutoring module, a knowledge base and a model of the
student. The concept of a student model and the nature of the techniques
used in the tutoring module are the aspects which distinguish an ITS from
more conventional CAL systems or programs. Burns and Capps (1988) describe
a more complex five component system, shown in Figure 1.2, This will be

used in Chapter 4.

Some other features which can form part of an ITS are a natural language
interface with the student, a rule based structure for the tutoring module,
and a flexible 'interactive environment’ in which the student can work.
Certain languages tend to be used for programming AI and ITSs, such as LISP
{mostly in the USA) or PROLOG. All these features were included in the
project described in this thesis.



On the whole ITSs appear to have failed to impress outside the AI
community, and are little known. The UK was mnot deoing enough a few years
ago, according to Heaford (1983): "At present there is no evidence to
suggest that the UK is attempting to lead the world in the production of
Intelligent Tutoring Systems, in spite of the fact that this country boasts

more tools for building expert systems than any other in the world."

It is instructive to investigate why ITSs have not become widely used, or
well-known, in the way that, for example, expert systems have. Some of the
criticisms that have been levelled at the field of ITS will be examined,
and possible responses to them will be discussed to illustrate the

intentions behind this research.

1.2 Some Criticisms of ITS

1.2.1 cConcentration on small domains in ITS

A feature of most ITSs, which was clearly identified by Sleeman and Brown
(1982), is their concentration on.small domains. They say: "ITS has clearly
abandoned one of CAL’s early objectives, namely that of providing total
courses, and has concentrated on building systems which provide supportive

environments for more limited topics." (Sleeman and Brown, 1982.)

Self also comments: "Present ICAI [ITS] systems are implemented as stand-
alone packages which are not integrated directly with the wider
curriculum." (Self, 1987.)

As recently as 1988, Sleeman and Ward were saying: "Until now, CBL and ITS
have offered software for teaching single isolated topics rather than
complete courses." (Sleeman and Ward, 1988.) Perhaps the time has now come
to depart from '‘'supportive environments for limited topics'’ and attempt to

tackle the problems of whole courses.



Figure 1.1

The three component ITS model (based on Self, 1974)
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1.2.2 Limited prototype systems in ITS

Roberts and Park (1983) warn: "Many of the write-ups in the literature
discuss a prototype system, the problems encountered, and the
recommendations for how those problems might be solved. - This is wvery

different from describing a system that has actually solved these problems."

Similar sentiments have been expressed by Self (1985), who is doubtful
about the promise of existing systems: "... most [ITSs] are incomplete
demonstrations and the others show that we lack the knowledge necessary to
carry out complete implementations ... The implication remains ... that
design strategles which it has not been possible to carry out for toy

domains will be appropriate for real ones."

Yazdani comments: "Most ITSs ... have been designed and remain as
prototypes.” He quotes as a notable exception SOPHIE, sponscored and
developed by the US Department of Defence, and now, after limited use, no
longer maintained (Yazdani, 1988, p.190).

Miller, reported by Psotka, Massey and Mutter (1988, p.407), comments:
"Experience with toy systems or academic prototypes does not necessarily
scale up easily into economically viable tutors ... if the changes are not
maintained, the ITS can suffer from ‘extreme bitrot’ and will not function
on any viable computer. This is as true for academic prototypes as it is

for commercial products."

1.2.3 1IT8s as practical, usable systems

Systems to date have rarely been practical systems capable of being used

with students, except in an evaluation situation.

Ross gives a list of I1TSs, reproduced in Figure 1.3, and says of the
systems in it: "Most of these do a lot less than the topic indication
suggests and are only experimental ... hardly any have been properly tested

on more than a very few people.™ (Ross, 1987.)

Psotka, Massey and Mutter (1988), reporting Miller (p. 406), advise: "
Prepare to deliver the tutor on PCs. ... The ITS must interface with the

real-world environments: main-frames, line editors, absence of graphics,



compilers, job performance aids, and so on." Anderson concludes a paper by
saying: " It would be profitable to see what would happen if we made the
practical compromises necessary to implement an intelligent tutorial system

in an actual classroom." (Anderson, 1988.)

ITSs have been mostly run on expensive computers. Sleeman and Brown (1982)
observe: "If ITSs are to have any practical importance, the subject areas
need to be chosen with considerable care as each system represents a major
investment of resources ... there has always been the nagging question of
when such systems would become cost-effective?" Roberts and Park (1983)
also repeat this question, which they peoint out is often asked: "When will
ICAI systems become readily available in the marketplace? Unfortunately,

this is not a simple question to answer."

Psotka, Massey and Mutter (1988) comment: "... intelligent training systems
must provide some explicit benefit ... Benefits must be clear. They must be

expressed in terms of effectiveness, material covered, time and costs."
1.2.4 A partial solution

The field of ITS has been criticised for concentrating on small domains or
limited topics, for producing prototype systems which are not capable of
further extension, and for not producing practical, usable systems. There

are other criticisms as well, some of which will be mentioned later.

It is possible that the aims of the field of ITS have been over-ambitious,
and that there has been an acceptance of goals that would not be achieved
for a long time to come, except in a limited way within the constraints

indicated by these criticisms,

A course-oriented approach, rather than a toplc-oriented approach.'in which
the aim was to design a system to teach a number of toples making up all or
part of a whole course, would commit the system to tackling many of the

criticisms above, and might lead to a partial solution,



1.3 A Course-oriented Approach

1.3.1 Course-oriented approaches in ITS to date

Recently Sleeman and Ward have voiced the opinion:

"At present most Intelligent Tutoring Systems (ITS) and Computer-Based
Learning (CBL) programs tend to be topic-oriented rather than course-
oriented: they teach topics such as linear equation solving rather than
courses in mathematics., We believe that this limits the acceptability of
computer-based learning and training, which is unlikely to become fully
accepted until there 1s considerably more breadth to the instructional

materials that currently exist." (Sleeman and Ward, 1988.)

Blaine and Smith (1977), who worked on the system EXCHECK originated by
Suppes, have also argued in favour of the whole-course approach in ITS,
pointing out that solving the new problems raised could benefit AI
research, With a few exceptions such as this, a course-oriented approach

was almost unknown in 1984 when this research was started.

Sleeman, a prominent researcher in ITS, now of Aberdeen University, is one
of the few who have consistently advocated a course-oriented approach. In
1973 Sleeman, along with Hartley, described a general decision-making
scheme for a teaching program, which is closely similar to the scheme
decided upon for the prototype system described later in this thesis
(Hartley and Sleeman, 1973). This will be returned to later. It would not
have been possible through technical limitations to build this scheme into
a readily available system in 1973, and in addition reaction to the TICCIT
and PLATO projects at that time was causing some disillusionment with the
notion of whole courses taught by computer. In 1982 Sleeman, along with
Brown, as editors of the influential book 'Intelligent Tutoring Systems’,
made the coﬁment quoted above that ITSs had 'abandoned total courses’ in
favour of ’'limited topics’. Recently Sleeman has been working on PIXIE, a
course-oriented expert system shell for ITSs. In 1988, at the British
Computer Society Expert Systems‘ Conference, Sleeman, along with Ward,

presented the paper from which the above quotation is taken.



Figure 1.3

Some Examples of ITSs and Environments

(Ross, 1987)

Name Date Topic
ACE 1982 Interpretation of NMR spectra
ALGEBRA TUTOR 1983 Solving simple linear equation systems
ALGEBRALAND 1985 Algebraic proofs tool
BANDAID 1978 Introductory BASIC programming
BIP 1976 BASIC programming
BUGGY/DEBUGGY/IDEBUGGY 1978/82 Diagnosis in basic arithmetic
EURGCHELP 1987 Tutorial help, initially for UNIX mail
EXCHECK 1983 Simple logic and set theory
FGA 1985 Basic French grammar
FLOW 1977 Flow computer language
GEOMETRY TUTOR 1985 Geometric proofs tool
GERMAN LANGUAGE TUTOR 1978 Simple German syntax/vocabulary
GUIDON (& -DEBUG, -WATCH) 1979/86 Medical diagnosis
INTEGRATION TUTOR 1976  Basic integral calculus
LISP-ITS 1985 LISP programming
Uof TLISP TUTOR 1985 LISP programming
MACSYMA ADVISOR 1979 Use of MACSYMA
MALT 1973 Basic machine language programming
MENO-II 1983  Very simple PASCAL programming
NEOMYCIN 1981/84 Medical diagnosis
PIXIE 1983 Algebra equation solving
PROUST 1985 PASCAL prograrnming
QUADRATIC TUTOR 1975 Solving quadratic equations
QUEST 1984/87 Simple automotive electrics
SCHOLAR 1973 Facts of South American geography
SIERRA 1983/87 Learning arithmetic procedures
SOPHIE-1I1IIT 1976/82 Electronic trouble shooting
SPADE 1982 Simple LOGO programming
SPIRIT 1984 Probability theory
STEAMER 1982/87 Marine steam propulsion plant
TALUS 1985 Basic LISP programming
THEVENIN 1985 Simple electrical circuits
TRILL 1983 Basic concepts of LISP
TUTOR 1985 British Highway Code -
VP2 1985 Basic English grammar for Spanish
WEST 1982 Simple arithmetic skills
WHY 1982 Basic processes in meteorology
WUSOR 1982 Expertise in a8 maze game




It is clear that Sleeman, a major figure in the field of ITS, has felt no
need to revise his early opinion that a course-oriented approach is

desirable; in fact, this opinion has clearly strengthened over the years.

1.3.2 The course-oriented approach and usability

An ITS which had a course-oriented approach would be more likely to be
attractive to those in education who have to decide whether to use such
systems, as educational institutions think in terms of teaching courses

rather than single topics.

The notion of designing a prototype which might be extended to a larger
domain later, by someone else, would have to give way to addressing the
problems of a larger domain directly. If the aim of producing whole courses
increased the probability of ITSs being used more widely, there would be
pressure to move away from designing prototypes towards designing working

systems.

In recent years there have been great advances in computer speed and
storage capabilities, and also in programming techniques. There are many
computer systems in other AI areas which are practical, are in use, are
well out of the prototype stage and are usable and cost-effective.
Commercially available expert systems are a case in point. Improvements in
software techniques have made it possible to produce programs which are
portable between computers. People’s attitudes to computers have changed,
and they now expect systems to be practical and easily usable. There is no

real reason why an ITS should not now conform to such criteria.

In short, usability is closely bound up with a course-oriented approach.

1.3.3 The objectives of ITS

The field of ITS has had certain 'traditional’ objectives. For example,
Q'Shea (1982) indicates that the most important objectives of ITS should be
the development of natural language, development of the ability of the



computer to ‘understand’ what is being taught, the ‘understanding’ of
students’ miscenceptions, and the ability for ITSs to learn from

experience.

These are ambitious aims, arguably over-ambitious, though 4n a practical
sense some of them are achievable now. For example, a number of natural
language parsers have been developed, simple but often adequate, and in
practice natural language is not always the best way to communicate with a
student in an ITS anyway. Miller says briefly: "Natural language interfaces
are a diversion." (Psotka, Massey and. Mutter, 1988, p.407.) Although
progress has been made, something of an impasse seems to have been reached

on such objectives.

In future, in the short term, it might be profitable to give priority to
cbjectives relating to usability, rather than the traditional objectives,

for the following reasons:

(a) Classroom ITSs are now technically feasible.

(b) Currently, because ITSs are little used in practice,
little empirical data exists to test the relevance of
theoretical ideas. Some of the theoretical objectives
might be supported, or otherwise, by the results of

experiment and observation.

The adoption of an approach based on usability 1is likely to lead to a
course-oriented approach. ITSs are unlikely to be widely used if they deal
with minute areas of knowledge. Certainly a course-oriented approach is

more likely to lead to ITSs that can be realistically employed to teach.

There are signs that in America an approach to ITSs based on usability is
indeed being accepted by researchers, even if not spelt out explicitly.
Some of the quotations above bear this out. In their forward to a book
based on an ITS conference sponsored by the U.S.Army, Psotka, Massey and
Mutter comment: "In one sentence the Army expects intelligent training
systems to improve our ability to train soldiers today and in the future
1688.)
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1.3.4 The potential of course-oriented ITSs

Computer Assisted Learning (CAL) workers in the sixties and seventies had
the declared aim of providing whole courses, TICCIT being the best example.
This was considered to be such a worthwhile project that the HNational
Science Foundation of America invested several million dollérs in it over
five years. The arguments used to justify TICCIT then, one being that CAL
might provide "better instruction at less cost than traditional
instruction", are no less valid today. (See 0'Shea and Self, 1983, p.86.)

CAL has by now proved its worth in education, and there are many reasons
why CAL programs and systems are potentially of great practical and
theoretical usefulness. The student can work at his or her own speed, can
have individual attention, can receive immediate responses, and so on. Some
arguments for using CAL are given in Appendix 1.3. These and other reasons
apply to a whole course ITS as to many other CAL projects. Some of the
arguments against CAL, compared with human tutors, are given in Appendix
1.4,

There are problems in educational establishments that might be overcome by
the use of efficient ITSs to cover whole or substantial parts of courses.
One problem is that of students who miss parts of courses through illness
or late arrival, and at present have no way to catch up except by private
study. Another is the problem of covering courses in some subjects where
teachers are scarce, such as in maths and science subjects. In many
subjects, notably science, syllabuses are frequently so crowded thaf
teachers have difficulty covering them, and assistance from ITSs in
supplementing the teacher could effectively increase teaching time for the
student. Another problem is that of the individual student who is simply
not receptive to human teachers, and plays truant or 'switches off’'. Many
such students respond to computers, offering privacy and individual

attention, in a way they do not to other forms of individual study.

There is a potential 'spin-off’ wvalue in a course-oriented approach,

predicted by Blaine and Smith at a time when the available technology made

it little more than a possibility: "There is significant further progress
to be made in AI by systematically dealing with an entire curriculum within
the CAI paradigm ... and solving whatever information processing problems
are present within those curricula”. (Blaine and Smith, 1977.) In the
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course-oriented ITS project described in this thesis, a probability method
of assessing students was devised. This can be considered independently of
the ITS, and bears out the suggestion that useful spin-offs can be expected

from such an approach,

1.4 An ITS Shell

1.4.1 Extendability of previous ITSs

ITSs have tended to concentrate on certain subject areas, and have not
usually been extendable to other areas. In the past few researchers have
attempted to produce extendable, generalisable systems, though this has
changed somewhat in recent years (see below). It is argued here that it is
highly desirable for an ITS to be extendable, and that this is quite

compatible with a course-oriented approach.

ITSs have mostly dealt with mathematical or computer language domains. The
techniques demonstrated are usually unlikely to be applicable to other
subjects. Most systems have appeared to be exercises by mathematicians and
computer specialists in their own subjects., Self (1987) commentsi ", .. ICAI
(ITS) workers have retreated from building systems which deal with
traditional classroom subjects ... to building systems which help learners
master some computer-based skill, such as programming or using an operating

system ..

Ross provides a representative list of ITSs and their topics, (see Figure
1.3) and comments that it "shows that the AI world is fairly inward looking
when it comes to picking experimental domains." (Ross,1987.) In this list,
71% relate to the computer-associlated topics of programming, mathematics or

electricity and electronies.

Roberts and Park (1983) also point out that "most ICAI ([ITS] systems have
been restricted to the highly-structured content areas like mathematics,
electronics, and games ... the wide applicability of ICAI systems and

models needs to be verified in other content domains as well."
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1.4.2 Experr System shells

The field of Expert Systems, probably the most successful field of AI, has

brought the notion of a program which is a ‘shell’ into common use.

Yazdani defines expert systems concisely: "Expert systems are such
knowledge based systems which use inference to apply knowledge to perform a
task."” One of the reasons for the success of expert systems in the AI field
is that it has proved possible to produce them in the form of a ‘shell’,

whereby the expert can be made to operate upon different domains of
knowledge.

If an expert system Is regarded as being composed of an expertise
mechanism (or inference engine), a knowledge base and an interface with the
user as in Figure 1.4, it can be seen that it is a short step to replace
the knowledge base with one for a completely different domain, and thus
have an expert in, for example, car maintainance rather than medicine, One
of the first expert systems was the medical system MYCIN, in which it
proved possible to separate the 'inference engine’ from the knowledge base
of diseases and symptoms to form EMYCIN, ‘empty MYCIN'. (See Shortliffe,

1976.) A more elaborate structure for ESs is shown in Figure 1.5,

There are strong structural similarities between ITSs and expert systems,
which can be seen by comparing Figures 1.1, 1.2, 1.4 and 1.5. It was thus
reasonable to attempt to convert expert system shells into tutoring

systems.

1.4.3 Converting Expert Systems to ITSs

There have been attempts to convert Expert System shells directly into ITSs
by substituting & subject knowledge base and seemingly suitable tutoring
expertise. In the UK, Fisher and Howe (1982) investigated the potential of
expert system training ailds, while in America Clancey adapted the medical
expert system MYCIN (see Clancey, 1979) to create a tutorial system,
GUIDON. Such attempts have been followed by the realisation that the

techniques do not transfer as readily as was thought.
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The techniques used in GUIDON have been criticised heavily by Ford (1984),
Soloway and VanlLehn (1985), and Self, who commented in 1985: "... there is
an emerging concensus on the methodology of ICAL design [i.e. basing it on
expert systems] ... this methodology is mistaken." Two years later Self was
able to say: "In fact, the expert systems-based approach to :ICAI, which to
many outsiders is by definition the only approach to ICAI (ﬁérhaps because
of the high profile of expert systems themselves), has been largely
rejected by ICAI researchers ..." (Self, 1988).

The main problem with expert systems as teaching aids 1is that ‘expert’
knowledge is very different from student knowledge, and from knowledge
presented in a form sultable for a student. An expert system uses its
knowledge base to reason and reach a valid 'expert’ conclusfon, such as
what a patient is suffering from. An ITS is not so much concerned with
reasoning or reaching conclusions from the knowledge base as with
presenting the knowledge to the student in such a manner that the student

can understand and absorb it.

1.4.4 Other ITS shell projects

Although the direct transference of expert system shells to ITSs has not
been outstandingly successful, the lesson that it should be possible to
design more pgenerally applicable ITS systems has been learned. Several
projects have recently attempted to provide ITS ‘toolkits’ for applying ITS
methods to different topics.

Sleeman has implemented "a data-driven ITS shell which attempts to diagnose
student errors within particular knowledge domains by finding models which
represent those errors”, called PIXIE (see Sleeman, 1987) and has recently
applied a commercially available expert system shell, S.1, to enable a
student to diagnose and rectify simulated faults on an oil platform (see
Sleeman and Ward, 1988).

Anderson has produced a toolkit system called PTA, which stands for PUPS
Tutoring Architecture. PUPS is a flexible production rule system, and the
toolkit written in it enables different skills to be tutored using ‘model-
tracing’. A model of problem-solving is followed through as the student

14



tackles the problem, and is compared with the student’s activity. When he
or she deviates, action is taken. The system is most suitable for teaching
programming, and has been applied to several languages. (See Anderson and
Skwarecki, 1986.)

Another generalised application of ITS expertise is the ‘Bite-Sized Tutor’
of Bonar and others, which is an -authoring language to enable knowledge to
be tutored in 'bite-sized’ chunks. It is under development and is aiming to
generalise tutoring methods so that a minimum of domain-specific tutoring

will be required. (See Bonar, Cunningham and Schultz, 1986.)

The work presently being done on extendable ITSs was largely of an
embryonic nature in 1984 when the present project was started, so the
approach here tends to adopt an independent approach rather than building

on such work.

1.4.5 Extendability in a course-oriented ITS

An ITS which could deal with the domain of a whole course would be more
likely to be extendable to other domains, or to contain features which
could be extended. The problems of broadening the domain would have been at

least partially solved,

Because expert systems deo not transfer directly to ITSs, this need not mean
that the expert system notion of a shell cannot be used in the field of
ITS, or that techniques used in the field of Expert Systems, such as
inexact reasoning, cannot be used usefully in ITSs. It should be possible
to produce a whole-course ITS along the lines of a transferable shell,
which could have new knowledge bases slotted in, and be used to teach

different courses.

1.5 A Teacher-based 1TS
1.5.1 Tutoring principles in ITSs

Previous ITSs seem to have neglected the expertise avilable in the field of

education, and also that available from studying the methods of practising
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teachers. The tutoring principles used daily by teachers, although not
always explicitly stated, could yield useful guidelines on which to
construct ITSs. In particular, teachers have been teaching whole courses
for many years, and 1f course-oriented ITSs are built their expertise

should be taken into account.

There is talk in the ITS literature about determining valid tutoring
principles on which to base systems. Self says: "... there is a serious
desire in ICAI [ITS] to develop a . computational formalism for expressing
general tutoring principles." (Self, 1987.)

In fact the field of ITS has not been conspicuously successful in its aim
of determining tutoring principles. Sleeman and Brown (1982) were critical
of progress to date, pointing out that "the tutoring theory embedded within
these benchmark programs for conveying this expertise is elementary”. They
go on to add that each system "has tended to emphasise some aspects of an
overall coaching system and neglect others. Thus it is not surprising that
the designers of these systems are dissatisfied with their system’'s overall

performance.”

Ross has commented on the subject of ITSs: "The educational approach is
still, in some cases, very simplistic - little more than ‘present it, test
it, assess it, maybe reteach it’ ... it will be a good while before the
teaching rises above the purely methodical towards the inspirational, too."
(Ross,1987.)

Anderson has been optimistic about progress with his ACT* (Adaptive Controel
of Thought) theory, which applies principles from cognitive psychology to
his Geometry Tutor and LISP Tutor, saying in 1985 that: "These obstacles to
past efforts at ICAI are now being overcome.® (Anderson, Boyle and Reiser,
1985.) In 1988 he was saying that there has been "... dramatic progress in
our understanding of how to build the expert module for a tutoring system."
(Anderson, 1988.) |

However, Anderson admits that "... we need a great deal more basic research
before construction of expert modules can progress &as an engineering
enterprise ... theories of learning, in contrast to theories of
performance, have yet to be integrated into tutoring systems." (Anderson,
1988.) His theories have not met with universal acclaim, though Yazdani

(1988) suggests that they "are offering a strong hint of a breakthrough."®
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1.5.2 Neglect of teaching expertise in ITSs

If there has not been conspicuous success in determining tutoring
principles, it seems that there is little respect for educational expertise
in the field of ITS. Some seem to feel that ITS has more to offer education
than vice versa. Richardson comments: "Spinoffs from ITS research have
enriched several other fields. One .of the most important spin-offs is the
application of the concepts and philosophies, if not the methods, of ITSs
to traditional instruction ... the importance of conceptual understanding,
the role of preconceptions, the need to connect in-school and out-of-scheol
learning, the importance of self-monitoring and self-management techniques,
and the vision of lifelong learning.®" (Richardson, 1988, p.251.) In so far
as these concepts have been adopted in the UK, educationists would be

surprised to learn that they owe them to ITS.

In the UK Self also talks disparagingly of the field of education:
"...educational theory seems (to an outsider, at least} to be in some
disarray ..." He goes on: "... ICAI [ITS] is right to ignore demands that
it should be shown to work in present classrooms. In terms of the history

of education, these are transient structures and manifestly not optimised

for learning. Of course, neither is an ICAI system ..." (Self, 1987.)
Self (1987) also comments: "... ICAI [ITS] workers have retreated from
building systems which deal with traditional classroom subjects ... this

has had the undesirable effect of isolating ICAI researchers and

encouraging them to ignore educational inputs."

Richardson mentions educational research, and almost immediately dismisses
it, concluding a section with: "However, the educational literature says
much more about classroom interaction, questioning strategies, and teaching
methods in formal instructional situations than about tutoring."
(Richardson, 1988, p.246.) It seems strange that he rejects so summarily a
huge body of research, apparently on the grounds that there is no parallel
between teaching in the formal instructional situation and teaching the

same things using individual tutoring.

In reading such works as Sleeman and Brown (1982), Polson and Richardsen

(1988), and Psotka, Massey and Mutter (1988) one is struck by the absence

18



of references to any of the theories of educationalists, and the absence of
any empirical work examining how human teachers teach or how human tutors

tutor.
1.5.3 Using teaching expertise in ITSs

It is rarely acknowledged by those in the ITS field that others in the
field of educational research are also pursuing such tutoring principles
(and have been doing so for much longer). Perhaps more to the point,
practising teachers daily make use of such principles, which they have

arrived at of necessity by trial and error.

While work is progressing on such theories, a useful short-term apprecach
might be to model an ITS on the human teacher, who has solved many of the
problems in a practical sense. It is arguably a more viable approach for a

course-oriented ITS than for a topic-oriented ITS.

There is, in fact, considerable uniformity in education on some things. The
way teachers organise the knowledge they teach into courses; the ways they
use to present it to students; and the way they obtain information about
students to build up a type of ’‘student model’; these are &ll things which

many teachers would agree upon, and which must also be the concern of ITSs.

1.6 Summary and Qutline of the Thesis

The argument outlined in this chapter may be summarised as follows:

1. In the past ITSs have tended to concentrate on small domains and have
been topic-oriented. Objectives have tended to be theoretical rather than
practical, and to date have only partially been realised. This has ‘led to
impractical systems which are not widely used. An alternative approach is
to investigate the possibility of classroom exploitable ITSs, bullt to
teach courses rather than fragments of a course. This will provide

empirical data to test and support theory.

2. Previous ITSs have tended to produce non-extendable prototype systems in

computer-related domains. An effort should be made, and is now being made
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in some quarters, to build extendable ITS shells of greater generality,
This has been achieved with expert systems. However, expert system shells

do not convert directly to tutoring systems.

3. The field of ITS has in the past neglected educational snd teaching
expertise. This has much to offer in a course-oriented system, as teachers
teach whole courses and have solved many of the problems. Course-oriented
ITSs can usefully be regarded as Expert Systems based on the teacher as an

expert,

The thesis is organised as follows. The first four chapters deal with a

literature survey and with the development of the argument of the thesis.

Chapters 2 and 3 are used to survey fields which impact wupon the
development of ITSs. Chapter 2 looks at some intelligent systems, examining
briefly some ideas from the field of Artificial Intelligence (AI),
focussing on Intelligent Tutoring Systems (ITS) and Expert Systems (ES),
and identifying successes and failures. Chapter 3 looks at the field of
Computer Assisted Learning (CAL), where it is found that past experience in
the area of whole courses is illuminating. Present programs and approaches
are also examined. This chapter also goes on to look at the field of
Interactive Video (IV), a recent and successful area of CAL which, it is
argued, offers a practical solution teo the problem of storing and
presenting the greater amount of knowledge in a course-oriented ITS. A
pilot project which was carried out in 1985 is described. Chapter 4 brings
together what has been learned from this survey, and makes some proposals

for the design of a course-oriented ITS.

The last four chapters deal with the building of a prototype system, its

evaluation and the conclusions drawn from the exercise.

Chapters 5 and 6 describe a course-oriented ITS which was built along the
lines argued in the first part of the thesis, WITS (a Whole-course
Intelligent Teaching System). Chapter 5 covers the system generally, and
Chapter & the student model and the intelligent assessment method which was
developed. Chapter -7 deals with the evaluation of WITS with school
students, according to ‘action research' principles. Finally some

conclusions are drawn from the project in Chapter 8.
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2.1 Introduction

In the last chapter the field of ITS was introduced, and some general
criticisms were expiained which led to the present discussion of a course-

oriented approach.

To develop further the notion of & course-oriented approach, the wider
context of Artificial Intelligence will be examined in this chapter. The
field of ITS will also be examined more closely, as will the relationship
between the fields of ITS and Expert Systems.

2.2 Artificial Intelligence (AI)

2.2.1 Defining Al

The field of Artificial Intelligence, that is, the programming of computers
to exhibit characteristics of human intelligence, however defined, is now a
valid and respectable area of study within the field of computing. Bramer
(1984) comments: “In a short period the problems of the British Al
community, and particularly those involved in Expert Systems development,
have changed from being those of a small group regarded with suspicion to

being those of a rapidly growing community in high fashion."

There is little doubt that within some definitions, computers can exhibit
forms of intelligence. As Simons (1984) says: " ... if an ape or a
dolphin were able to compute a complex payroll or actuarial table, we would
quickly see such behaviour as evidence for intelligence ..." Simons goes
on to say: "An animal that could do differential equations would be deemed

intelligent: a similarly skilled computer would not."

The reservations that remain hinge around a number of features of machine
intelligence, listed and answered by Turing (1950) in a classic paper. Two
main objections to the notion of machine intelligence may be mentioned
here. First, it is restricted to small ‘domains’, and although some forms
are extensible to other areas, machine intelligence is a long way from

matching the versatility and generality of human intelligence. Second, the

22



working of machine intelligence can be seen in operation and understood,
since it was programmed into the machine by humans, and the machine is
therefore considered only to be doing what it was programmed to do. Turing
(1950) called this 'Lady Lovelace's objection’. People who mindlessly do
as they are told are considered unintelligent, but this contention that
only divergent behaviour should be regarded as intelligent would would be
difficult to justify.

It is relevant to examine such basic ideas, if only briefly, because it is
necessary to determine what characteristics of a course-oriented CAL system
might identify it as an 'Intelligent’ Tutoring System. Inevitably it will
be restricted to the domain of teaching, but it will be more convincing to
describe it as intelligent if it can be shown to be extensible to several
teaching domains. Also inevitably, the intelligence will be programmed and
‘explainable’, but the system will be more convincingly intelligent if it

can be made to teach students in ways which cannot be predicted beforehand.

2.2.2 Features of Al systems

The characteristics of Intelligent Knowledge-Based Systems (IKBS), which
might be described as the applied form of Artificial Intelligence, are
identified by Sloman (1983) in what he describes as ’'a tentative overview’.
Sloman points out that "although the list may seem very ambitious, it
actually reflects the spread of research which is already in progress", but
that "intelligent systems designed in the next decade will at best exhibit
only a subset of [these characteristics]". He also points out that "it
must not be assumed that all Al workers would agree with this list.™

Sloman’s list was one of the sources used, at the start of this project, to
determine characteristics that might be required in a course-oriented ITS.
It is reproduced here in modified form so as to include some relevant

comments, as follows.
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1. IKBS can have a general range of abilities, including:

(a) the ability to cope with varied objects, such as stories,
images, scenes - here varied teaching sequences could be

added.

(b) the ability to cope with a variety of domains, such as, in

this case, a variety of taught subjects.

(c) the ability to perform a variety of tasks in relation to an
object, for example, seek out an object that is a teaching
sequence, present it to a student, offer tests on it, record

the assessment of it, etc.

(d) the ability to recognise which sub-ability to use.

2. IKBS can include various forms of discovery, learning or self-
improvement (on the part of the machine). There have been several
intelligent tutoring systems which have attempted to improve their own
ability to teach, notably 0'Shea’s system (1982) which teaches itself how
to teach quadratic equations. Such systems form an important category on
their own. An important feature of ITSs in general is that they should

learn about the student, and be able to adapt to him or her.

3. IKBS can perform inferences, including not only logical deductions but
also reasoning under conditions of uncertainty, non-monotonic reasoning and
reasoning with non-logical representations, e.g.maps, diagrams and
networks. Clearly an intelligent feature that an ITS should possess is the
ability to reason about the student from uncertain or incomplete

information. This important feature will be returned to later.

4. 1IKBS are able to communicate and co-opecrate with other intelligent
systems, especially human beings. The communication of an ITS is primarily
with one human being, the student, and also more intermittently with the
student’s teacher. The communication should be as fluid as possible, using
perhaps ‘natural language’ but also devices such as commands and menus
which computer users have become familiar with. This area of the "human-

computer interface’ will be discussed further later.
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5. IKBS can co-ordinate and control a variety of sensors and manipulators
in achieving a task involving physical movement or manipulation. The field
of intelligence in manipulating physical systems or intelligent robotics is
a separate and specialised field of AI.

6. IKBS can cope flexibly with an environment which is not only complex and
messy, but also partly unpredictable, partly friendly, partly unfriendly
and often fast moving. This includes the ability to interrupt actions and
abandon or modify plans when necessary. In the case of a course-oriented
ITS, the complex and messy environment would be the student’s learning.
The system would need to provide flexible guidance, and would need to
modify its approach and even abandon it as required with a particular

student.

7. IKBS can possess self-awareness, including the ability to reflect on and
communicate about at least some of one's own internal processes, This
includes the ability to explain one'’s actions. This characteristic, often
referred to as 'transparency’ in intelligent systems, was seen to be
important in a course-oriented ITS. Too often CAL systems teach and assess
the student while keeping him or her in the dark about progress made. In
particular, the system should keep the student aware of his or her progress

at all times, and make accessible the student model that is being built up.

8. IKBS can cope with a multiplicity of "motivators", i.e. goals, general
principles, preferences, constraints, etc. which may not all be totally
consistent in all possible cilrcumstances. In this respect, a course-
oriented ITS must reconcile the need to cover the required subject matter,
the need to cover it at the right speed for the student, the need to
accommodate the student’'s preferences regarding, for example, the ordering
of the material, the need to assess the student, the need to keep him or
her informed, and others besides. On the subject of multiple goals, it
would be useful if the system could test, not just general student ability,
but a number of different abilites, such as recall, understanding, and

others.

Sloman also points cut that "the notion of intelligence is bound up not
only with what can be done but also with how it is done (i.e. the style, or

manner). Some of the examples he gives are as follows:
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1. An intelligent system should never ‘crash’ or reject a problem when the
information is insufficient, but should degrade gracefully. It goes without
saying that a course-oriented ITS should, in such circumstances, respond
sensibly and politely to the student and ask for further information, or if

appropriate offer an alternative course of action.

2. It should use insight and understanding, rather than brute force or
blind and mechanical execution of rules to solve problems. This 1is the
approach of the chess player, who needs insight because there are so many
possible consequences of a move that they cannot all be checked beforehand.
A course-oriented ITS will be concerned not so much with the solution of
complex problems, but with the manipulation of complex knowledge. This is

returned to in 3 below.

3. An intelligent system should be able to wuse inference to answer
hypothetical questions. A central question in a whole course ITS would be:
How much has the student learned, and what 1s the level of his or her
ability at the moment? An unfortunate feature of many CAL courses is that,
to obtain a 'model’ of the student of sufficient accuracy, he or she has to
be tested with large numbers of detailed gquestions. A human teacher, by
contrast, tends to set or ask relatively few questions, and use inference
(or insight and understanding, as in 2 aboﬁe) to build up &2 ‘model’ of the
student. ‘Fuzzy reasoning’ or similar techniques could be used to simulate

the human teacher in this way.

4, Conflicting goals should not be dealt with simply by means of a pre-
assigned set of priority measures, but for example by analysis of the
reasons for the conflict and making inferences about the consequences of
alternative choices of compromises, ‘Traditional’ CAL programs have
usually had pre-assigned priorities; for example, the priorities with a
topic might be (1) to instruct the student and (2) to test him or her with,
say, ten questions. It should be possible for the student to determine
whether and when a topic was learned, and also to determine whether. and
when he or she would be tested. The student should thus help to determine

the goals pursued at any moment.

Sloman goes on to suggest what features need to be built into intelligent
systems. One such feature is ‘rich stores of domain-specific knowledge’,
which would be required for a course-oriented ITS. This requirement could

be covered, as explained elsewhere, by using interactive video.
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2.3 A Brief Survey of ITS

2.3.1 The fleld of ITS

Intelligent Computer Aided Instruction was identified in the Alvey program
for action on Intelligent Knowledge Based Systems (IKBS) as an important
field with commercial possibilities, and potential mass markets (SERC/DOI,
1983). It is thus accepted as an area particularly well worth pursuing in

the attempt to make the UK competitive in information technology.

Anderson, Boyle and Reiser (1985) describe ‘intelligent’ CAL systems as
those "that simulate understanding of the domain they teach and that can

respond specifically to the student's problem-solving strategies.”

A course-oriented ITS should thus be able to put the large amount of
knowledge in its domain into an intelligible order, and be able to present
it to the student according to his or her learning strategy. However, it is
not usual for a tutor to allow the student to determine completely the
learning strategy, or for the student to want to. It would be desirable for
the ITS to limit the student’s course of action in some ways, as a human

tutor would.

The application of Artificial Intelligence (AI) techniques to Computer
Assisted Learning (CAL), 1like other computing and educational fields, has
begun to accumulate acronyms. The term Intelligent Tutoring Systems (ITS)
became popular around the time of publication of a key work in the field by
Sleeman and Brown (1982), and this will be prefered here. In the USA the
term Intelligent Computer Aided Instruction {ICAI) is common. Some writers
(e.g. Self, 1985) use the term ‘Intelligent Computer Assisted Learning’ or
ICAL.

Sleeman and Brown (1982), in their introduction to what was for several
years the most comprehensive book in this field, point out that intelligent
tutoring systems had their roots in the early ‘generative’ CAL programs,
which instead of storing questions for the student generated them as

required, in the subject domain of arithmetic (see Uhr, 1969). These gave
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way to 'adaptive' programs which in addition adapted the generated
questions to the ability of the student (see Suppes, 1967). A successful
adaptive system was produced by Pask (see Lewis and Pask, 1964), to teach
keyboard skills. Adaptive systems, if not pgenerative systems, might fall
within the above definition of intelligent CAL systems. Since the early
programs, there has been a gradual evolution of features which can be
described as ‘intelligent’ in teaching or tutoring systems, often derived

from developments in other areas of artificial intelligence.

2.3.2 Classifying ITSs

The field of ITS has a relatively long histery, for a computing field. Its
development is largely characterised by a number of tutoring prototypes
which are largely unrelated and concentrate on one or just a few aspects of
tutoring. Because of the general nature of a course-oriented ITS, many of
these prototype systems are of interest, and a selection are listed in
Appendix 1.1, with some explanatory notes. This appendix also contains
some AI, ES and IV systems which are of relevance to this research. The
systems referred to by name in this thesis will all be found in this

appendix.

There is no agreed way of classifying intelligent tutoring systems. There
seem to be almost as many approaches as there are workers in the field.
Sleeman and Brown’s book (1982) 1s divided into four parts: protocol
analysis, computer-based coaches, artificial intelligence techniques and
self-improving teaching systems. The authors pick out three areas of
concern (p.4): habitable (friendly) natural language systems; student
modelling and concept formation; and special-purpose deduction techniques.
Looking at some other classificatioﬁs, Goldstein and Carr (1977) divided up
computer asslisted learning prier to 1977 into primitive, classical,
romantic and modern periods. Ford (1984) concentrates on three main ITS
philosophies: the expert model (e.g. GUIDON, which will be discussed in
the next section), the information processing model (e.g. SPADE), and the
genetic model (e.g. WUSOR). Wenger (1%487) discusses ITSs in terms of

"people, ideas, and systems”.
As mentioned in Section 1.1, Self (1974) 1is associated with the

identification of three main parts of most ITSs: (a) a knowledge of how to
teach, (b) a knowledge of what is being taught and (c) a knowledge of who
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is being taught. (See Figure 1.1.) ITSs can be divided up according to
their degree of concentration on each of these three areas. The last of
these parts of a system has become known as a 'student model’, Roberts and
Park (1983) also point out that there are three main components of an ITS,
and it 1is strik£ng that they correspond closely to the three parts of a

standard expert system (described later):

An expertise module (knowledge base).
A student module (user interface).

A tutoring module (knowledge manager).

This grouping should be as useful for course-oriented I1TSs as for topic-
oriented ones. A more detailed one, which will be used in Chapters 5 and 6,

is shown in Figure 1.2.

It will be useful to look at some of the themes tackled by ITSs, as
typified by selected prototype systems. So as to introduce some order,
these will be described in the three categories indicated above, under the
headings: knowledge organisation, tutoring strategles, and student
modelling. The groups will overlap to some extent, and some systems will
occur in more than one group. Expert sysfem based approaches, as in
GUIDON, are left to Section 2.4. Natural language in ITSs will be left to
Chapter 4, Section 4.6.6.

2.3.3 Knowledge organisation

In his pioneering system SCHOLAR, Carbonell (1970) wused a 'semantic
network’ for the first time in a teaching system, though the idea was
originally devised by Quillian (1966). In a semantic network, words
forming nodes are linked by relationships, so that a topic is ‘understcod’
in the sense of relating it to other toplics, and in a dialogue progress can

be made from one topic to another.

In SCHOLAR the subject was South American geography, and the way the
semantic network was arranged is indicated in Appendix 2.1. This
organisation of knowledge may be appropriate for some topics, and may be

akin to the way the human brain works in some instances, but 0’Shea and
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Self (1983) comment: "SCHOLAR's semantic network contains little
information about desirable orders of presentation of topics." It will be
essential in a whole course ITS to decide what is a ‘desirable order of

presentation of topics’.

Schank (see Schank and Abelson, 1977) developed a system of 'conceptual
dependency’ to express verbal concepts by a method supposedly independent
of language, and extended this to the idea of scripts to describe sequences
of actions. Some of the flavour of the method is conveyed by the restaurant
example Schank gave in his original paper (see Appendix 2.2). Scripts in a
modified form were used in WHY, a system to teach rainfall originated by
Stevens and Collins (1977). Carbonell’s topiec nodes were replaced with
verbal formulations in a more hierachical structure. Parkes (1987) is now
developing a system which will ‘understand’' educatiocnal films using

seripts.

Another suggestion for organising knowledge is that of using 'frames’,
associated with Minsky (1975) and used, for example, by Bobrow and others
(1977) in a non-educational AI system GUS for taking airline flight
bookings. Knowledge is grouped in collections of information called frames,
which have slots into which new information can be placed by the system as
it is obtained from the user (or student). There is a similarity here with
videodisc frames to represent educational knowledge, which are also
collections of information, though it is information that cannot be
directly modified. A frame system could be a useful method of organisation

for the student model in a course-oriented ITS.

In a system called WUSOR, Goldstein and others introduced the notion of the
'genetic graph’, not unlike the semantic network but with rules as the
nodes, their interrelationships being represented b& links. (See Goldstein
and Carr, 1977.) WUSOR was In fact a system to teach the game ‘Hunt the
Wumpus'’. Goldstein (1982) comments that the ‘coach' {(called a tutor in the
UK) "has evolved from an unordered skill set to a genetic graph of skills
linked by their evolutionary relationships"”, and it seems that this kind of
network approach to knowledge organisation is most suitable with knowledge
possessing a very loose, almost random, structure. A whole course ITS
would normally deal with subject knowledge with a definite and fairly rigid

hierarchical structure.
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It is noticeable that knowledge domains used in ITSs so far have tended to
be in the fields of either mathematics, or computer languages. Out of 28
ITSs listed in Appendix 1.1, 19 are in this category, and 4 more deal with
largely mathematical problem-solving, in electronics, spectroscopy,
engineering and ciréuitry. This comprises 82% of the total. The remaining
5 systems deal with domains that have clearly been chosen for their
suitability for the techniques adopted: geography inm SCHOLAR to illustrate
semantic networks; rainfall in WHY to illustrate script-based dialopue;
medicine and the highway code in GUIDON and TUTOR to illustrate large
knowledge base manipulation; and an exploration game in WUSOR to illustrate
the genetic graph.

Many of the domains used in ITSs seem to be almost the only ones that could
have been used in that type of system. It was hoped here to design a whole
course ITS which might achieve a greater degree of universality and

‘portability’.

2.3.4 Tutoring strategies

There are at least six strategies that have preoccupied ITS workers. These
are the pame strategy; the environment strategy; the monitor strategy; the
debugping strategy; the machine-learning strategy; and the theory of
learning strategy. These will be locked at in turn.

The system WUSOR, due to Goldstein and others (Stansfield et al, 1976;
Goldstein, 1982) proposed the notion that the learning of an exploration
game, ’‘Hunt the Wumpus’, could be used as an analogy for educational
learning. Another system, WEST, taught arithmetic through a game, 'How the
West was Won' (Burton and Brown, 1982), This ’'game’ approach to CAL will be
discussed in a later chapter, as it has useful things to say for a course-
oriented ITS.

Some systems have aimed at creating a learning or reactive ‘environment’
rather than direct tutoring. The philosophy behind this approach comes
from CAL programs such as LOGO (Papert, 1980) and SMALLTALK (Goldberg and
Ross, 1981), which do not claim to be intelligent or even tutors. The
BASIC environment called BIP, due to Atkinson (1975) and others does make
this claim, maintaining a student model and posing tasks for the student on
the basis of a tutorial strategy. SOPHIE (Brown and Burtonm, 1975) is
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another reactive environment, using a natural language parser. There is no
student model; the student finds a fault in an electronic circuit by
question and answer dialogue. Other systems using aﬁ environment approach
are SPADE (Miller,l 1982), ACE (Sleeman and Hendley, 198é) and MENO-11
(Soloway et al, 1983).

Ferguson (1984) has examined the advantages and disadvantages of the
exploratory environment and the structured approach, and his findings are
reproduced in Figure 2.1, (i) and (ii). Perhaps a course-oriented ITS
aiming to cover a large amount of material with a variety of students
should possess features of both these approaches, the reactive environment
and the structured approach, with possibly a means of combining the two as
well. If the system is to be extensible to other knowledge domains, one

approach would be more appfopriate for some, another for others.

Some systems which do their tutoring more overtly are described as
'monitors’, which do not interfere with the student until he or she goes
wrong, when they step in with advice. ACE, for example, (Sleeman and
Hendley, 1982) which teaches spectroscopy, is called a ‘problem-solving
monitor’ or PSM. This monitor type of tutorial strategy is popular because
it is "possible to avoid some of the more complicated problems of user
modelling”, (Ross et al, 1986). A more recent system, SPIRIT (Barzilay and
Pople, 1984), also adopts this policy. The ‘'monitor’' approach was seen as
potentially useful for a whole course ITS, but the system would probably
need to ‘take charge’ for a large part of the time when introducing new

knowledge.

If a system is to intercede when the student goes wrong, it needs to detect
'bugs’ or faults in his or her knowledge or reasoning. WHY (Stevens and
Collins, 1977) investigated bugs in students’ understanding, and this was
pursued in more detail in BUGGY, a diagnostic system which detected student
bugs in subtraction, originated by Brown and Burton (1978). In DEBUGGY the
bugs diagnosed by BUGGY could be corrected (Burton, 1982), using a module
called interactive DEBUGGY or IDEBUGGY. Another system which concentrates
on a debugging approach is MENO-II  (Soloway et al, 1983), which has a
database of 18 common bugs in PASCAL as templates and attempts to find a
mismatch with the student’s efforts. Another 'debugging’ ITS is Anderson's
Geometry Tutor (see Anderson, Boyle and Yost, 1985)..
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Figure 2.1

Tutoring Strategles (Ferguson, 1984)

(1) The exploratory environment

Advantages of the environment approach:

Some

Allows for the integration of new knowledge into existing

structures in a "natural” manner.

Allows for learning far beyond that which can be explicitly
identified.

concerns:

There is no assistance for the student who gets hopelessly

lost in the free environment.

It is not easy to construct new models, since the essential
parameters and their relationships to each other are often

not clearly specified.

It is not easy to bridge the gap between the intuitive
aspects of a subject that may be acquired through

exploration and the more formal aspects of the subject.
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Figure 2.1

Tutoring Strategles (Ferguson, 1984)

(11) The structured approach (Ferguson, 1984)

Some advantages of more structured tutoring:

1. It is often easier to provide guidance for the student.

2, It may be easier to examine models to gain insights for

constructing new models.

3. The relationship between intuitive and formal aspects of a

subject can be more clearly delineated.

Some concerns;

1. There is some question as to the completeness of explicit
models.
2. Explicit models are often regimented, and may fail to allow

for many of the individual differences in structuring

knowledge.
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An Al concept often used is that of a ‘plan’, or hypethetical sequence of
actions, devised so as to work toward a ’'goal’. In his MACSYMA ADVISOR,
Genesereth (1982) tries to identify the plan the student islworking to in
solving a mathematical problem. The system does this by attempting to
recognise plan fragments from the ‘bottom up’, and also recognise the geoal
the student is working towards, from the 'top down'. This Is basically a

'debugpging’ strategy which aims to correct flaws in the student’s approach.

The. 'debugging’ approach, if it can be perfected.. will form a highly
effective tutoring method in the mathematical fields where it 1is most
actively pursued, However, it is highly domain-specific and unlikely to be
portable to many other subjects. In dealing with coarse-grain knowledge as
used in a whole course ITS, the average human teacher (rather than tutor)
will not always attempt to identify individual misconceptions in great
detail, The solution is usually to give the student certain information
that he or she has not been given before, or failed to take in when it was
given. In practice, the main concern is not to identify the 'bug’ or
misconception precisely, but to correct it. The right standard response
from the teacher will frequently remove a large number of student
difficulties. '

Another theme in ITS is that of self-improving teaching systems. Notions
of machine learning have been applied to ITS in several systems, notably by
Kimball (1982) and 0O'Shea (1982). 0O'Shea's tutor teaches itself how best
to teach quadratic equation solving by inspection, modifying its strategy
as it learns from the results of successive students. More recently Self
(1985) has proposed an approaéh to ITS based on machine learniﬁg in which
the computer initially has no knowledge of the subject, only knowledge of
how to learn, so that the student and computer learn side‘by side from a
database of subject knowledge. Self’'s approach is discussed égain in
Section 2.6.

A problem that has slowed down work in ITS is the léck of an accepted and
complete theory of learning. Anderson (1983) and his co-workers claim to
have solved this problem with their Advanced Computer Tutoring (ACT} theory
of ébgnition, which "falls at the intersection between cognitive psychology
and artificial intelligence.”™ ACT appears to be a compendium of wvarious
ideas current in artificial intelligence and the techniques embodied in

logic programming, along with some common-sense teaching principles.
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"Knowledge is divided into two categories: declarative and procedural.
The declarative knowledge is represented in a propositional network,
similar to other semantic network representations ... ACT can learn both by
adding propositions to its database and by adding production rules."
(Anderson and Kline, 1979). ACT also uses forward inference towards goals,
backward inference from goals, instruction in a problem-solving context,
and immediate, 'debugging' feedback about errors. Anderson and his co-
workers suggest that "the learning principles derived from these theories
provide the direction needed in the design of instructional software.”
(Anderson, Boyle and Reiser, 1985).

A recent development considered highly relevant to the tutoring or
teaching module in the present whole course ITS approach is evidence of a

return to traditional ideas of curriculum. This is dealt with in Chapter 5.

2.3.5 Student modelling

The student model has now become the central feature of many intelligent
tutoring systems, virtually distinguishing such systems from other CAL
systems which are either not intelligent, or not tutors. Soloway and
VanLehn (1985) identify three types of ITS: the ITS with student ﬁodelling
and tutoring; the reactive environment with tutoring but no student
modelling; and the diagnostic system with student modelling but no
tutoring.

Several systems have investigated the construction of a student model
without attempting to do any tutoring. BUGGY was such a system. Another,
the Leeds Modelling System (LMS), uses a production rule representation for
rules and mal-rules the student uses, (Sleeman, 1982). "LMS is considered
to have succeeded [in modelling the student] when the inferred model gives

the same answers as the student on the problem set.”

Work which 1s useful in considering student modelling has been, and is
being, carried out in the field of the human-computer interface under the
umbrella of user modelling. Benyon (1986) reports on MONITOR, a self-
adaptive user modelling system, drawing on frames corresponding to

stereotype users which are fed parameters for an individual user. His
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prototype system deals with the field of CAL. Ross and others (1986) are
also working on a user model for students learning the language UNIX, so as
to tell them when they go wrong. This is similar in intention to SPADE and
other ITSs described here and in Appendix 1.1.

Ross and others (1986) divide user-modelling generally (closely related to
student meodelling) into two approaches, predictive (e.g. BUGGY, LMS and
WUSOR) or analytic (e.g. WEST, MACSYMA ADVISOR and GRUNDY). Ross comments:
"All the existing models are, to some degree, OVERLAY models"™ involving
matching with expert, or ideal student, stereotypes. The student’s
knowledge overlays an ideal knowledge structure, such as a genetic graph,
and discrepancies are identified as areas where the student needs further

study or practice.

A useful notion in designing a user model is that of the ’'stereotype’, used
in the GRUNDY system for advising library users by Rich (1979). Stereotypes
(or models) of readers are made up of a hierachy of frames which the system
matches to the reader it is dealing with. The system can modify its

standard stereotypes to match real users more exactly.

Another system, OPM by Hayes-Roth (1985), uses a ‘blackboard’ for
erganising 1its knowledge and reasoning about its own control, This
envisages different hypotheses about the user entered two-dimensionally on
a blackboard, the user model being a subset of these hypotheses. Thus
different user models can be tried out and the best used in given

circumstances. Each can be modified in the light of experience.

An ITS which is course-oriented will almost certainly require a student
model, and its characteristics will be determined, as in other systems, by
the aims behind the system. For example, it will probably need a knowledge
component recording what the student has covered, and an ability profile
recording aspects of student attainment. The student model may not need to
be complex. It may be unnecessary that it should be based on stereotypes,
for example, as in Rich’s system, or rhat it should form elaborate
hypotheses about the student on a blackooard “as in Hayes-Roth’s system. A
student model consisting of a large, single frame might suffice, with
student data slotted in as it is obtained.
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2.4 Expert Systems (ES) and ITS

2.4.1 Brief overview of ES

Expert systems represent one of the most successful areas of the applied
side of AI work, While A.I. attempts to fathom and reproduce human
intelligence in some or all of its aspects, expert systems accept the
limitation of relatively small knowledge and inference domains, and
simulate specific intelligent tasks carried out by human experts. Classic
examples are MYCIN, an expert system for medical diagnosis (see
Shortliffe,1976), DENDRAL, which identifies molecular structures in
chemistry (see Feigenbaum, 1971), PROSPECTOR, which assists geologists in
finding mineral deposits (see Duda, Gaschnig and Hart, 1980), and MACSYMA,
which assists in the solution of mathematical problems (see Genesereth,
1982),

Expert systems typically consist of three main parts: a knowledge base, a
knowledge manager or 'inference engine’, and a user interface (the term
used by Bratko, 1986). This is shown in Figure 1.4, Forsyth (1984)
distinguishes input from output, identifying an acquisition module and an

explanatory interface, shown in Figure 1.5.-

It was realised early on that the knowledge manager might be applicable to
different knowledge bases, forming a ’'shell’ into which kowledge could be
fitted. Such a shell was EMYCIN, derived from the medical system MYCIN,
and meaning ’'empty MYCIN', Several expert system shells are now available
commercially, such as Micro Expert or Expert Ease. An expert system shell
has been published in BASIC which can be typed in and run on microcomputers
(Naylor, 1983).

The standard type of expert system, which simulates the thinking of an
expert in solving a specific problem with many variables, often uses some
kind of inexact reasoning. Forsyth (1984, Chapter 5) distinguishes between
the use of fuzzy loglc, certainty factors and Bayesian logic. He points
out that all these have "proved their worth in serious applications™, but
"have their critics too". Bramer (1984) is critical of methods of dealing
with uncertainty (as he is of other aspects of expert systems) but he
observes that they work in practice, and there is no reason to abandon werk

on them, "just the reverse®.
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Another central feature of the ‘standard’ expert system is the use of
rules. A typical rule is of the type: "IF the patient is sneezing AND the
patient’s nose is running AND the patient feels i1l THEN the patient has a
cold with certainty 0.9." Such rules can be collected together in a rule
base, and the progrem searches through them as required to find which ones
are true in a particular case. The assumption is made that such rules can
be handled independently of each other (not always justified, see Bramer,
1984). Rules can be added as required to allow for further contingencies.
In some systems the program can add rules itself as it goes along, and this
is the basis of one form of machine learning. At the end of the search the
rules which apply are combined using inexact reasoning to reach a final

solution to the problem.

2.4.2 1ITSs as expert systems

It would be possible to plan an ITS as an expert system which simulates the
human tutor, the three parts being clearly delineated. The knowledge base
consists largely of subject knowledge, plus additional knowledge such as
questions. The knowledge manager handles the knowledge according to the
expertise of a teacher. The user interface consists of data that is built

up relating to a particular student.

There is a type of ITS that is derived directly from the standard expert
system. MYCIN, which carried out medical diagnoses, offered the
possibility of a teaching system for medical students, who could take case
study symptoms and compare their own diagnoses with that of the system.
Clancey (1979) added two levels to the original MYCIN to form an
intelligent teaching system, GUIDON: a ‘support level’' to justify
individual rules, and an ‘abstraction 1level’ to organise rules into
patterns. Clancey comments that "it is desirable to add teaching expertise
and other levels of domain knowledge to MYCIN-like expert programs if they
are to be used as educational programs. Furthermore, it is advantageous to
provide a flexible framework for experimenting with teaching strategies,
for we do not know the best methods for presenting MYCIN-like rule bases to

a student."

Self (1985) is critical of systems of this type, on several grounds. First,

they concentrate on the wrong subject matter for education, i.e. the domain
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of an experf. Second, "the proposed methodology focuses first on expertise
and only as an afterthought on what learners actually do and know."” Third,
they are rule-based,-and the rules which work well for an expert system do
not explain satisfactorily to a student what is happening, and need to be
restructured for teaching. Fourth, such systems are designed with an
emphasis on performance, with no attempt to simulate how experts think.
Ford (1984) also criticises GUIDON, saying: "The teaching strategy is

regimented to accord with the expert's view of the subject ... it is not

uncommon for subject experts to be poor teachers."

Soloway and VanLehn (1985) are even more critical, citing this sort of
system as an example of "How NOT to build an ITS". The strategy NOT to
follow is: "1. Get an ordinary expert system for the domain, 2. Wrap an
expert tutoring system round it. Result: Mediocre tutoring. Worse: Can't
improve tutering without changing the expert. The Lesson: Expertise must
be EXPLICIT!"

In a detailed report, Fisher and Howe (1982) examine the potential of
expert system based training aids. The authors are from the Department of
Al, University of Edinburgh, where much of the pioneer work was carried out
on expert systems, and their analysis is derived from MYCIN-like rule-based
systems. They recognise that a teaching system needs to go some way beyond
the three component standard expert system model, and some idea of their
thinking can be obtained from their diagram of a hypothetical expert
training system structure, given in Figure 2.2. There is a suggestion of a
course-oriented approach here. Fisher and Howe identify five potential
roles for expert training systems, and these are reproduced in Figure 2.3.
A whole course ITS needs to fulfill most if not all of these functions,

particularly those of adviser, examiner and tutor.

It is interesting that Fisher and Howe (p.81) conclude that the highly
interactive nature of GUIDON is what makes it most problematic as a
tutoring system, not the expert nature of its knowledge, as do the critics
already cited. They recommend a Demonstrator expert training system
characterised as follows: "This type of system Incorporates the more
passive features of the GUIDON system and omits the student modelling and
tutorial aspects. Further, the system solves the problem (in the
Demonstrator system), rather then the student (as in the GUIDON system)."
Fisher and Howe (p.Bl) estimate 4 man-years to construct this Demonstrator

system. They comment that "a more sophisticated system, such as Clancey’'s
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GUIDON, would be a preferable alternative ... Unfortunately, much research

remains before such systems will be successful.”

It is also interesting that the Demonstrator system described by Fisher and
Howe resembles the prototype system which resulted from the present project
in several respects, and that the time estimated for its construction
approximates to the time which has been spent on this project. In the case
of this system, additional time has been spent on preliminary investigative
work and on gaining expertise, but on the other hand time has been saved by

using a ready-made videodisc containing much of the expert knowledge.

In short, ITSs derived directly from rule-based expert systems are
inherently difficult to adapt as tutoring systems, and would seem to be
unsuitable for teaching new knowledge, which is one of the things a whole
course system needs to do. They are most likely to be of use for reinforce-
ment exercises when a student has reached a level of ability comparable to
that of an expert. This is not to say, of course, that techniques used in
such systems (such as the use of rules and reasoning about uncertainty)

would not be of use in a whole course ITS.

2.4.3 Expert system features usable in ITSs

One contribution of the field of Expert Systems which is
applicable to ITSs is the notion of a transferable shell. This
has been expanded upon in Section 1.4 as a desirable feature of a

course-oriented system.

Most descriptions of expert systems stress that they are only applicable to
a certain type of problem. Yazdani.(IQB&) says: "Currently, any diagnostic
application which depends on the knowledge of a very narrow domain is a
‘good’ application, while anything depending on creative and commonsense
reasoning in a wide-ranging domain is a 'bad’ one." More specifically, the
type of problem expert systems apply to is one where a single problem is to
be solved, and the solution depends on the relevance of & large number of

symptoms with no clear relation to each other, as in MYCIN.
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Figure 2.2

Hypothetical Expert System training structure
(Fisher and Howe, 1982, p.72)
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Figure 2.3

Potential roles for expert training systems
(Fisher and Howe, 1982)

What roles might potential expert training systems have? The

roles are:

Adviser - the system provides advice to the user who is
attempting to solve a problem. This is a fairly minimal training
system. In that the training comes by way of the experience
gained in the course of solving actual problems. The burden upon

the system is substantial.

Demonstrator - this system demonstrates the solution of typical
problems, in order to give the student some conception of the use

of domain methods.

Examiner - the system evaluates the student’s problem solving or
decision making capabilities. This probably entails the training
system presenting the student with a problem, soliciting a

response, and critiquing the student’'s solution.

Exerciser - the focus of this system is upon exercising the
user’'s existing skills - so as to help him/her gain experience
with actual problem solving and understanding of the relevance of

factual knowledge.

Tutor - this system focuses upon the complete educational task -
which includes the teaching of both the factual information and
the conceptual relationships needed to relate the facts to their
use. This role is the most difficult and reguires the most
"human-like” qualities - understanding of the subject and the

student, and how best to teach the material.
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Figure 2.3 (contd.)

We now list four types of structures which can contain elements

of the above roles.

1. Review/refresh - to exercise and remind the trained user

of appropriate information.

2. Drill device - to provide practice in the knowledge and

reasoning metheds taught in the course work.

3. Skill enhancement - to augment the student’s basic
understanding with the expert’s conception of the rules used

in the domain.

4, Experimental laboratory - to provide a framework
supporting problem solving through simulation of specific

example systems.

There is a problem of this type which will figure in the design of a
course-oriented ITS, namely, to determine the ability of the student at a
given moment in specified areas. This 1s a problem capable of a rule-based
solution, the rules being of the type: "IF the student answers B rather
than A, C, D or E for Question 37 THEN there is a probability that the
student has proficiency of recall 0.6 and proficiency of understanding
0.3." A large collection of such rules could be expected to yield a
profile of the student’s ability.

44



2.5 Declarative and Procedural Knowledge

2.5.1 Imparting new knowledge in ITSs

One feature of the ITS field seems to stand out. ITSs have ‘traditionally’
been concerned almost exclusively with interactive applications which

rehearse skills already encountered, and have neglected the teaching of new

knowledge.

There seems to have been an acceptance that ITSs would not instruct, or
teach, or impart knowledge didactically, but would interact, or test, or
diagnose, or impart knowledge heuristically. It is 1likely that in a
course-oriented ITS there will have to be some didactic teaching as well as
interaction. This could be an area where the approach required in a whole

course ITS will differ from that used in previous ITSs.

Miller says of didactic systems: "They can direct attention away from bogus
issues previously thought crucial ... didactic systems with limited
objectives can lay the foundations for later work on more sophisticated and
complete tutors. They can drive theory evolution, and suggest alternative
applications." (Miller, 1982.)

Fisher and Howe were also recommending investment in a 'demonstrator’
training system in 1982 in which "the student would be able to select among
available topics, request greater detail, ask some simple questions or

merely passively follow the presentation.” (Fisher and Howe, 1982.)

There is much discussion of declarative and procedural knowledge in ITSs.
The first-time teaching of factual, declarative knowledge may become & goal

of research in the future,

2.5.2 Declarative and procedural knowledge defined

There is some preoccupation in ITS with what are referred to as declarative
and procedural knowledge. (A third type mentioned is causal knowledge,
which will not be considered here. Richardson (1988) comments that this
"... is s0 new to artificial intelligence that ITSs for this type have not
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been implemented.") The notions of declarative and procedural knowledge,
thus called, derive from Anderson’s ACT* theory of knowledge, described in
Anderson, 1983. '

Anderson defines declarative and procedural knowledge thus: "There are
domains 1like calculus problem solving where the main knowledge to be
communicated is procedural, that is, knowledge about how to perform a task.
There are domains like geography, where the tutorial goal is to conﬁey
declarative knowledge in the form of a set of facts ... " (Anderson, 1988,
p.34.) In spite of such examples, it is clear that all subjects to be

taught will contain elements of both declarative and procedural knowledge.

The terms are similar to those programmers use when discussing languages
such as Pascal, which is a procedural language (programs consisting of a
list of pre-determined instructions to solve a problem), and Pfolog, which
is & declarative language (consisting of a database of facts and rules
which can be interrogated to solve problems). It seems that in the teaching
context the terms refer to background facts taught for the first time
(declarative knowledge} and manipulative or problem-solving skills
(procedural knowledge). The first can be taught to the student as a one-
way, didactive process, the second is best taught by a two-way, interactive
method.

VanLehn offers the warning: "The distinction between procedural and
declarative knowledge is notorious in artificial intelligence as a fuzzy,
seldom useful differentiation." However, he goes on to use {t, and it seems

a useful one here.

Anderson acknowledges that there cannot be procedural knowledge without
some acquisition of declarative knowledge: ".,.. it is part of our general
theory of knowledge acquisition (Anderson, 1983) that knowledge must start
in a declarative way before becoming proceduralised.” {Anderson, 1988,
p.40.) Thus one cannot execute a skill without at least some basic factual

knowledge of the quantities involved,

46



2.5.3 A declarative front-end for ITSs

The traditional method of teaching is to put across declarative knowledge
initially using a didactic presentation, then to put acréss procedural

knowledge by the student practising the skills involved.

Most ITSs have been preoccupied with teaching procedural skills, in line
with the common belief that computers are good at interaction, but not good
at presenting first time knowledge. As an extension of this belief (which
will later be shown to be no longer true, with interactive video available)
interaction has been seen as the field of ITS, with the presentation of
first time knowledge left to conventional CAL via branching tutorials (or
to books and handouts).

VanLehn (1988) classifies several ITSs as declarative, namely GUIDON,
SCHOLAR, WHY, MENO and PROUST, but this classification seems debatable, It
is true that GUIDON, the expert system based medical ITS, deals with
declarative knowledge of diseases and symptoms, but this knowledge 1is
assumed to be known, and the aim of the system is to tutor a skill, medical
diagnosis. Likewise, SOPHIE taught the skill of electronic trouble-shooting

or problem solving.

It is now being realised that the teaching of declarative knowledge is an
essential and worthy aim of ITS. Anderson comments: "Another need for
declarative tutoring is illustrated in our LISP tutor, for which we have
created a special textbook (Anderson, Corbett and Reiser, 1986) for
teaching the declarative underpinnings of the procedural knowledge the LISP
tutor teaches. It clearly would have been better to have extended the LISP
tutor to cover what is in the textbook." (Anderson, 1988, p.40.)

Elsevhere Richardson says: "... there is absolutely no reason why some
initial effort cannot be made in developing ITSs that formally represent
and teach both the declarative and procedural aspects of a domain. One
approach would be to take an existing ITS that is procedural and augment it
with declarative knowledge." (Richardsen,1988, p.244.) It seems that the
field of ITS in the US is moving towards the concept of teaching all parts
of a course, both 'declarative’ and ’'procedural’, and it also seems from
Section 1.4.4 that some are moving towards the idea of an ITS as a

transferable shell.

47



Another frequently used way of looking at expert system shells is to regard
them as ’'front ends' that can be 'bolted on’ to the front of a knowledge
base. A declarative front end for procedural ITSs is what Richardson is

describing above.

Much of this thinking, which has emerged in print only in the last twelve
months, was adopted in this research five years ago. In an ITS adopting a
course-oriented approach, the problems of presenting new knowledge need to

be addressed directly, as they are an essential part of a complete course.

2.6 An Appraisal

Considerable achievements have been made in the past, but there is evidence
now that several observers feel there is need for a new approach. This
country in particular is not being radical enough, according to Heaford
(1983), quoted in Section 1.1. Heaford continues, on the subject of ITS:
"Radical thinking is now a vital requirement if Educational Technology is

to advance beyond mere attempts to enhance today's learning systems."

As mentioned in Section 1.2.1, most systems to date have dealt with small
curriculum areas. They have been run on expensive computers, and have not
been practical or usable. The reader is referred back to the comments on

the limitations of ITSs by several writers, quoted in Chapter 1.

There seems to be some consensus of opinion that a fresh direction is
required for work in ITS, but less consensus on what it should be. There
has been considerable interest in the possiblity of adapting the successful
techniques of expert systems to CAL, in such systems as GUIDON (see
Clancey, 1979). This has been dampened by the realisation that the

techniques do not transfer easily, as discussed in Section 2.4.

Self (1985) proposes a machine learning approach to ITS, suggesting that
this might yield more than an expert systems approach. Future ICAI systems
should be focussed on the learner, with a student model as the central

component. The student would learn along with an intelligent learning
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machine, an expert not in the subject matter but in the process of
learning. However, attempts to design machines to teach how to learn, when
there is so little consensus of opinion on how human learming takes place,
might be over-ambitious. In addition, the field of machine learning is
barely well enough developed to tackle such a task. There is also some
doubt whether students, faced with the choice of a tutor who is expert in
the subject and a tutor who is simply an expert at learning, would fare

better with, or prefer, the latter.

Several possible approaches are suggested by the examination of the fields
of ITS contained in this and the preceding chapter. One possibility for a
new approach, on which this research is largely based, is that of
substituting a course-oriented approach for the hitherto predominant topic-

oriented approach.

An approach now sometimes adopted, derived from the field of Expert
Systems, is to develop transferable ITS5 shells, as discussed in Section
1l.4. (This was by no means a clear and distinct approach when this research
was commenced in 1984.) Another possible approach argued in Section 1.5,
and neot wusually followed at all, is a teacher-oriented approach, using

established classroom teaching expertise.

In this chapter it has been argued that although expert systems used
directly as ITSs have been disappointing, techniques used in expert systems
can be used also to advantage in an ITS, such as production rules and
inexact reasoning. It has also been argued that the teaching of first-time
declarative knowledge has been neglected in the ITS field, and that there
is a need, as Richardson (1988) says, for declarative 'front-ends’ for the

more usual interactive and procedural ITSs.
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3.1 Introduction

This survey of the field of Computer Assisted Learning (CAL) is required
because a course-oriented system will have its roots in traditional CAL.
There is no real precedent in the field of intelligent CAL. The chapter
will contain a brief review of this very large field, but clearly camnot be
exhaustive. Intelligent applications have been dealt with in Chapters 1 and
2. An area of CAL of particular interest is the field of Interactive Video,
vwhich opens up new possibilities.

This survey is also mnecessary because there has been considerable progress
in software outside of the ITS field. Students are used to using software
which is now often of high quality, and ITS software, if it is to be used
widely, will have to emulate this high quality.

Since the mid-seventies computer technology has advanced with dramatic
speed. It is now common for an individual to own a computer as powerful as
the ones on which TICCIT and PLATO (described later) were developed. The
keyboard and television monitor have replaced the old punched cards, and
programs now use a variety of types of text, sound output and excellent
colour graphics. Developments like windows, icons, the mouse and pointers
{so-called WIMP environments) mean that, as 0'Shea and Self (1983, p.98)
comment: "the ground rules of this particular game have changed

considerably ..."

Computers in schools and CAL are regarded as highly important in the UK, by
among others no less an authority than the government itself. In 1979 the
Microelectronics Education program (MEP) was set up, with a budget of £12.5
million (later cut to £9 million), among other things "to.use the computer
to enrich the study of traditional subjects™ (DES, 1980). At about the same
time a separate Micros in Schools Scheme was set up by the Dol to put a
microcomputer in every secondary school by 1982. This was successful, but
0'Shea and Self (1983, p.261) point out that the MEP has suffered from
having no clear objective, and the Micros in Schools scheme has caused
"effective standardisation on two or three British microcomputers centred

on BASIC and based on increasingly outdated technology.”

Software has advanced also, though inevitably lagging behind the hardware.
Perhaps because it is difficult to protect good 'software from copying, big
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companies have been less interested in its production, and have seemed to
encourage the production of large quantities of cheap software on a so-
called ’'cottage industry’ basis to support the sales of hardware. Not
surprisingly, while there 1s a substantial quantity of CAL software

available, it is of great variety and variable quality.

Previous ITSs have exclusively used digital computer storage methods for
storing knowledge. This can make it difficult to store and retrieve large
quantities of educational information, though large quantities can be
stored Iin present systems if necessary. More importantly, it makes it a
laborious task to input information, which normally has te be typed in and
formatted correctly, wusually requiring an authoring system. Even more
important is the fact that certain types of knowledge, for example how to
carry out a skilled operation, cannot be clearly demonstrated and stored in

digital form.

The problem of knowledge storage is perhaps the most important reason why
many ITSs have seemed incapable of extension beyond the small ’‘domains’
they have dealt with, and why 'ITS has clearly abandoned ... providing
total courses’ (Sleeman and Brown, 1982). If an ITS deals with a small
topic, perhaps one per cent of a whole course, and uses up most of the
storage capacity of a mainframe computer, the problems of covering a whole

course are daunting ones.

A solution lies in using analog rather than digital storage, in the form of
optical wideodisc. This relatively recent technology, under its name of
*interactive video'’, has been described as having "tremendous potential for
Information storage ... a versatility unequalled in any other medium."”
(Parsloe, 1983.) Apart from greater information storage, such an analog
approach makes the input of information in some ways faster and easier, as
direct camera-type techniques can be used. The feature which gives the
analog approach the deciding advantage, however, 1s that complex
educational techniques such as the demonstration of skills can be presented

(even social skills), virtually impossible with digital techniques alone.

Some dismiss videodisc technology as just another peripheral, like the disc
drive or printer. (0’'Shea and Self, 1983, discuss it under ’peripherals’.)
It does appear, however, to be somewhat more: 1like the television and the
computer, of which it is a hybrid, it requires 1its own specialised

*software’ or ‘courseware’. As such it provokes new thinking, and

52



generates its own brand of creativity. The BBC Domesday project has
demonstrated that it can open up new horizons, and Laurillard and others

have shown that new approaches to teaching are possible.

3.2 Computer Assisted Learning (CAL)

3.2.1 The field of CAL

There are many acronyms in the field, and the main ones are given in
Appendix 3.1. Romlszowski (1986, p.267) comments that CBL, CBI, CBT, CAL
and CAI all mean much the same to most authors, but are "endowed by others
with slight shades of special meaning." The general term of computer
assisted learning (CAL) will be prefered here, because this is the term
with the longest pedigree. A journal in the field which began in
March/April 1985 has been called the Journal of Computer Assisted Learning
(Lewis, 1985).

Romiszowski divides the field of ’‘computers in education’ into three in a
diagram reproduced in Figure 3.1: the computer as a tool for educational
management {CML), as a tool for the teacher (CAI), and as a tool for the
learner. Strictly speaking, the last of these should be covered by CAL, but
Romiszowski acknowledges that CAL has become an all-embracing generic term
(p.268). All these three aspects of the computer are relevant in this

project.

It is worth noting that the word ‘training’ is normally used in industrial
applications where ‘teaching’ or ‘learning’ would be used in academic
circles. Indeed, as Heaford (1983, p.2) points out, the term computer
based training, CBT, "has become the industry ’'standard’ for all aspecés of

using the computer in training and education.”

3.2.2 Pre-microcomputer CAL

The simplest, earliest form of CAL program was one in which the student was

asked successive questions, and moved on to others as he or she gave
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The field of computers in education (Romiszowski, 1986, p.268)

Figure 3.1
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correct answers. The questions were structured to assist the student, and
wrong answers were virtually ignored. This was called ’'linear’ teaching,
based on Skinner’'s (1954) mechanical 'teaching machines’, using operant
conditioning. Following linear CAL came branching CAL, which responded in
different ways depenﬁing on the student’s answer, On giving a WIORg answer,
the student was given hints and another chance to find the right one. Such
programs provided ‘feedback’ for the student, and were ‘adaptive’ to some

extent to the student’s needs.

Intrinsic programming, a type of branching program proposed by Crowder
(1959), wused multiple choice questions with several partially correct
answers, branching accordingly. This was a foretaste of today’s menus,
discussed later in Chapter 5, and as & testing technique has recently been
lost sight of. Multiple choice testing is used a great deal nowadays, but
with only one correct answer, the others being 'thrown away’ when given.
This is in itself a mechanical, machine-like approach which a human teacher
would not use in verbal questioning, and will be returned to later in

Chapter 7 as it offers an opportunity for ’'intelligent’ testing.

The early CAL work in the sixties culminated in two major American
projects, discussed at length by O‘Shea and Self (1983). They were begun in
1971 and carried out over five years, funded by the National Science

Foundation of America (NSF).

One of these projects was called Time-shared Interactive Computer
Controlled Information Television, or TICCIT. It was designed to be a whole
course system, with large quantities of course material produced by teams
of experts in a variety of subjects, using the best of branching
programming and colour videotapes as backup. The other project was called
Programmed Logic for Automatic Teaching Operation, or PLATC, and had &
markedly different approach. It was much more loosely organised, with
various authors putting original teaching material into the system using a
special authoring language, TUTOR. Student participation was wvoluntary.
While TICCIT was intended to perform a substantial amount of the essential
coursework of two community colleges, PLATO was intended to feed into a
large network, with terminals in a large number of colleges, which would

draw on the facilities of the system as required.

Neither of these two systems has been universally or even widely adopted,

and therefore neither has been outstandingly successful. However, TICCIT

55



continued to be used at the pilot colleges and software from both projects

is still being sold, now on miecrocomputer.

3.2.3 Why early whole courses failed

It is perhaps unfair to say that early CAL was unsuccessful, though this is
generally thought to be the case. It faliled mainly in the ambitious
objectives which it set itself. As a new field, it continued to grow, and
it may yet conceivably achieve those objectives. But TICCIT did not succeed
at the time in producing converts to the idea of total courses on computer,
and PLATO did not succeed in inspiring a network of educational computer
terminals across America. Ford (1984) comments: "In spite of encouraging
results, TICCIT has not been widely adopted.” O0'Shea and Self have an

explanation:

"By an unfortunate accident of history, computers were becoming widely used
at the time when the ‘teaching machine’ bandwagon began rolling.
Inevitably, people began to use computers to do their linear programming.
The poverty of linear programming is so manifest that the technique has

long been extinct in computer assisted learning."

Skinmer (1954) originally saw the teaching machine as a mechanical device
with a knob turned by the student, and the early computer programs were not
much more advanced, even when they started to use branching. This labelling
of the computer as a 'teaching machine’ has had long-lasting consequences.
Heaford (1983) rather guardedly called his book 'Myth of the Teaching
Machine’, and a television series in which 0'Shea (1985) appeared was

pointedly called ’'The Learning Machine’.

Systems such as TICCIT and PLATO were implemented on expensive computers
and it became apparent that they would not be cost-effective, particularly
PLATO. The organisers of TICCIT, a television concern called the Mitre
Corporation, adopted a hard-sell approach with staff of the colleges and
declared their aim of trying to ‘create a market’. It seems that the poor
initial climate worsened into antagonism in some quarters. (See Morrison,
1975.)

This might have been overcome had the computers been as reliable and

sophisticated as modern ones. With hindsight it can be seen what was
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lacking, in TICCIT especially. The system used just upper case text, and
simple graphics. In the days of punched cards, TICCIT had a specially
designed keyboard, of which the students tended to use only one of the
keys, The language and approach of the TICCIT software seems ‘unfriendly’
by today's standards. (See the example in 0'Shea and Self, 19?3. p-89.)

It is important here to examine why TICCIT ‘failed’, as it was the most
ambitious whole course project ever attempted. 0’'Shea and Self appéar
critical of the course preparation, (p.87), mentioning the ‘factory-like
preparation of course material’, but they ultimately lay the blame not so
much on the basic educational aproach as on other factors: the aggressive,
business-like methods, the inadequacy of the ’'human-computer interface’ in
the form of the specially designed keyboard, staff opposition and

arguments, and underestimation of software development time (p.9%1).

Thus the main reasons TICCIT is regarded to have failed were probably the
limitations of the computers and software of that time, and the absence of
favourable attitudes, both on the part of the organisers and in the
educational community. There is reason to believe that these problems would
be pgreatly reduced today. Hardware and software have improved beyond
recognition, and computers are now accepted in education as useful tools

with the potential of contributing considerably more.

3.3 Approaches to CAL Today

3.3.1 The computer as a tool for management

Maddison (1982, p.66) identiflies six ways of classifying CAL: by subject,
by mode of presentation, by programming technique, by educational paradigm,
by psychological theory, or by clarity of structure. Both Romiszowski, and
0’'Shea and Self, list different types of CAL program, and these are given
in Figures 3.1 and 3.2. Some types of program will be looked at in more
detail in the next section, using a combination of these groupings.

Dialogue systems are discussed under natural language in Section 5.8.

57



Types

Figure 3.2

of CAL program listed by 0'Shea and Self (1983) p.293

Approach

Distinguishing characteristics

Hhustration

Linear programs

Branching programs

Generative computer-

assisted learning

Mathematical models
of learning

TICCIT

PLATO

Simulation

Games

Problem-solving

Emancipatory modes

Dislogue systems

Derivation from behaviourism;
systematic presentation; .
reinforcement and self-pacing.

Corrective feedback; adaptive
to student response; tutorial
dialogues; use of author
languages,

Drill-and-practice; use of task
difficulty mcasures; answering
student Questions.

Usc of statistical lcarning
theories of limited applicabi-
lity; response-sensitivity.

Team production of courseware:
‘mainline’ lessons; use of
television and minicomputers;
learner control. -

Multi-terminal interactive
system; visual displays; "open
shop” approach; concern over
cost.

Computer as laboratory;
interactive graphics; typically
small programs.

intrinsically motiviting;
audio-visual effects; often
lacking educational aims.

Computer as milieu; program-
ming by children;derivation from
Piaget’s theory and artificial
intelligence.

Computer as labour-saving
device; task-oriented; use of
microcomputers and public
information systems,

Tutorial strategies; use of
natural language; mixed
initiative; use of complex
knowledpe representations.

Last (1979)

Ayscough (1977}

Palmer and
Oldehoeft (1975)

Laubsch and
Chiang (1974)

Mitre Corporation

(1976)

Bitzer (1976)

McKenzie (1977)

Malone {(1980)

Papert (1973)

Lewis and
Tagg (1981)

Carbonell (1970)
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There is a large-scale approach to the use of computers in schools and
educational institutions which resembles their use in business: holding
staff and student office records, storing data relating to equipment and
buildings, word processing in the office, and so on (see Figure 3.1). This

approach is only indirectly related to the education of students.

Another approach is to use computers to help in classroom management, in
helping the teacher to organise such things as students’ learning,
equipment requirements, assessment results and reports. Programs are
available to enable a teacher to save and process marks for a class, and a
project called WRAPP offers assistance in compiling student records and
profiles (Humphries, 1988). Another 1long term project funded by the
Scottish Education Department offers teachers computer assistance with
testing students in different areas of the syllabus, recording and
analysing the results and preparing detailed student profiles (Mitchell et
al, 1985).

It is necessary to recognise the importance of management of the student's
learning and assessment in a course-oriented ITS. This is returned to in

Chapter 5.

3.3.2 The computer as a tool for teaching

PROGRAMMED TUTORIALS

The modern version of the programmed learning type of program includes
linear and branching techniques, in what Romiszowski (1986, p.298) calls
the 'programmed tutorial mode’. It is possible to buy simple programmed
learning CAL programs for microcomputers, but there is a tendency now to
provide authoring languages instead, so that the teacher can write his or
her own (e.g. Microtext or IVL). Books are appearing to help teachers do
this (Heaford, 1983; Romiszowski, 1986).

Romiszowskl (1986, p.299) 1lists three basic principles of instructional

programming, which clearly need to be borne in mind in a whole course as in

a8 limited tutorial:
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* Active participation by learners in the learning process.
* Immediate knowledge of results and corrective feedback.

* Avoidance of excessive errors on the part of the learner.

The programmed tutorial offers considerable possibilities of ‘extension in a
whole course approach, but care needs to be taken. Pure programmed learning
has a bad name educationally, as Maddison (1982) points out: "Programmed
instruction, through texts and teaching machines, has been tried, and, in
Britain, has failed to achieve widespread use in schools. This may be
partly due to ... reaction against initial overselling." At present the
programmed tutorial approach, to give 1t its more sympathetic name, is
regarded with suspicion by educators, but it is starting to be taken up by
industry as a cost-effective way of training staff. Good graphics and
techniques such as windows, icons, mouses and poeinters (WIMP) and videodisc

have made radical improvements on the early programs.

DRILL-AND-PRACTICE

This is a slightly derogatory term for the basic techniques of assessment
by computer. Questioning in drill-and-practice differs from questioning in
a programmed tutorial in that the student’s score is kept, rather than (or
as well as) the answer being used to determine his or her subsequent route.
If the score 1is kept from the student at the time, the technique is-testing
pure and simple. If the student is given his or her score at the time, and
perhaps given help and another try before being told the correct answer,

the process involves teaching as well as testing.

Drill-and practice can be quite sophisticated. 1In its simplest form a
stﬁre of questions is kept and worked through by the program, but with
suitable subjects, like mathematics, it is possible to generate questions
of a standard form. Thus the student gets different data each time, but
the program is much more economical. Some programs include a ‘task
difficulty model’, so that the degree of difficulty is tailored to the
student, and as his or her skill increases, so does the difficulty of the

questions.
An example of a successful drill-and-practice program is SAKI, a keyboard

instructor for typists developed by Pask (1960). Pure drill and practice

seems most applicable to developing mathematical, pyschomotor or perceptual
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skills. A task difficulty model is close to the ITS notion of a student
model, and generative programs of this type are precursors of ‘intelligent’

programs. Techniques of this kind are transferable to a whole course ITS.

SIMULATICNS

Some educational topics are taught very effectively using a computer model
or simulation. For example, the UK Atomic Energy Authority and the
Computers in the Curriculum Project (1985) have produced a simulation of a
nuclear reactor, a topic which by any other treatment is bound to be highly
theoretical. Other subjets can be taught very much more easily and
graphically wusing a simulation; programs are available in Physics to
simulate radioactive decay, planetary motion, satellite orbits and other

subjects,

Romiszowski (1986, p.307) lists several reasons why simulations are the
fastest growing type of educational program: for example, they are
sometimes the only way of developing certain types of learning experience;
they use the speed and storage capacity of the computer to best advantage;
they are often easy to plan, if not to program; and they are strictly in
the ’'teacher’s help’ category, and do not alarm teachers. Romiszowsky also
lists four types of simulation: the system facsimile, the apparatus
simulation, the decision-making exercise and the process model. Clearly, a
facility to call up simulations to cover certain topics would be a useful
one in a whole course system, but producing a simulation 1s usually a

substantial programming project in itself.

It is worth noting that advanced flight simulators can be used to train
pilots in the complete absence of real aercplanes or human instructors,
until the final stages of instruction, and can provide something like a
whole course. In one sense, a whole course ITS system might usefully be

regarded as a complex decision-making simulation of the teacher.
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3.3.3 The computer as a tool for the learner

PROBLEM SOLVING ENVIRONMENTS

These represent an appreach in which the student explores and finds out how
to do things and solve problems. Several computer programming languages
with ’'interactive interfaces’ could be described thus, such as interpreted
BASIC or PROLOG.

The approach is closely associated with Papert (1980) and the language or
environment of 10GO. This consists essentially of a system enabling
children to build up functional groups of computer instructions, identified
by words, with which they proceed to build up more and more complex
systems. It is aimed at quite young children, and has achieved some success
with them, though what precisely is being learned is hard to assess. More
recently the language or ‘series of software systems’ called SMALLTALK has
attempted to provide an environment at the same time simple enough for
children to wuse, and sophisticated enough for adult programming. (See
Goldberg and Ross, 1981.)

It could be advantageous to look upon a course-oriented teaching system,
not as a course to be worked through, but as an environment to be entered

and interacted with.

INQUIRY PROGRAMS

This is the term used by Romiszowsi (1986, pl312) for programs that support
a large knowledge base, which a student can either browse through as
'serendipity learning’ (Rushby, 1979), or search through in a structured
manner. There is a resemblance here to a problem solving environment, but
the aim is to enable the student to acquire knowledge, not develop problem-
solving skills. O’'Shea and Self include such use of databases as an
emancipatory mode (1983, p.113) but it seems to merit a separate

classification here.

Databases on micros have until recently been constrained by RAM and disc

storage capacities, but with the latest 16-bit micros with hard disc drives
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this is no longer a problem. More important, videodisc now offers the
possibility of a database consisting of over 50,000 frames of information,
each immediately accessible. The BBC has recently produced a 'Domesday
Disc' containing a vast number of pgeographical frames on Britain (see
Linderholm, 1987). Its main use will be as a database for both serendipity
learning and guided investigation.

Romiszowsi (1986, p.313) says of ’'heuristic databases’: "This wvision, to
become a functioning reality, will need a lot of organisation of the
information of these ‘great libraries’ in such a manner that the not-too-
skilled potential user can find his way about and locate what he wants, or
what he might want if he only knew that it existed. The task of organising

such immense databases is net all that well understood."

In a course-oriented ITS which uses videodisc for its knowledge store, a
facility for heuristic or discovery 1learning by the student will be
desirable as well as structured instruction. This raises the question of
the degree of choice to be given to the student, or the balance between

choice and‘guidance, and this will be discussed further in Chapter 4.

EMANCIPATORY PROGRAMS

Referred teo thus by O’'Shea and Self (1983, p.113), this is a type of
program which performs the mundane or difficult parts of a task for a
student, releasing him or her to concentrate on the interesting or salient

points without distraction.

Calculators perform this function in méthematics, and computers, as well as
performing calculations, can help with experiments in science, for example
by drawing a graph of the results. The degree of help students should be
given is a matter of eucational judgement. It depends whether the student
should be learning the subsidiary skill as well as the main skill, for
example how to draw pgraphs as well as how to do the experiment. In
practice 'emancipatory’ programs are liable to be used to save time and get

through the syllabus, without much regard for educational considerations.
An emancipatory aspect of a course-oriented ITS is that it should, like the

human teacher, organise the student’'s study and learning route through the

material of the course, and leave the student free to learn.
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GAMES

Games, although rarely educational in themselves and regarded with
suspicion by teachers, are inextricably linked to computers and education.
Parents buy microcomputers with education in mind; children want their
parents to buy them with games in mind. Perhaps the main peoint is that
games have made computers popular, and this has opened the way to their use
in education. An important feature of the modern microcomputer, although it
is still evolving, is that it has already proved itself with students.
They will sit for hours with an educational program, and the association

with games has a lot to do with this.

Computer games started in the amusement arcades, and arcade games are now
using wvideodisc. Fox (1983) sees videodisc games, like computer games,
finding their way into homes: " ... any home with a computer-videodisc
system bought for games playing will also unwittingly have bought the

hardware necessary for running educational programmes.”

Apart from this indirect influence, many educators and psychologists think
that lessons from the study of games could be applied directly to
educational programs. O’Shea and Self (1983, p.103) refer to research by
Banet (1979) into features of successful computer games, and research by
Malone (1981) into characteristics of intrinsically motivating
environments. For high motivation, computer programs should have the

following features:

1. They should use audio and visual effects well,

particularly to reward success.

2. They should be adaptable in difficulty, so as not

to be too hard or too simple.

3. They should keep the user aware of his or her progress,

i.e. give scores.

4. They should present the user with a challenge to be

overcome, or a goal to satisfy.
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5. There should be elements of curiosity - the user should

not be told everything.

6. They should include elements of fantasy.

Most of these features (except perhaps the last) could be borne in mind for

a course-oriented ITS.

3.3.4 An appraisal of CAL today

Perhaps the widest generalisation that can be made about the diverse types
of educational computer program available today is that nearly all are in
the category of 'teacher’'s help’, or ‘tools’ to give assistance. The whole

course approach, since TICCIT, seems not to be contemplated.

CAL software for education, though not for industry, is mostly limited to
small topics. This is mainly because the structure of schools and many
colleges precludes the use of micros by students for long periods, and
allows them to be used only on an auxiliary basis for short periods in
class. Students are taught as classes, not as individuals, and computers
are still a comparatively scarce resource. Also, teachers may feel
threatened by the suggestion that a large part of a course could be taught
by a computer, and react against such a notion. The influential Papert
(1984) has said: "I do not believe there will be schools in 20 years time,

perhaps only 10 years ..."

In 1983, IBM started a project comparable in scale to TICCIT and PLATO,
spending $8 million in 101 educational institutions to which were donated
some 1,500 IBM PCs complete with software, "to develop and refine a model
for the effective use of computers in secondary schools". There was no
mention of computers contributing substantially to whole courses, however.
The aim was to "encourage the use of word processing in English classes,
database management in science and social studies classes, electronic
spreadsheets in business education classes, and graphics in art and

vocational education classes." (Cline and Schneiderman, 1986.)

The recommendations of the IBM project, called the Electronic Schoolhouse,

are either obvious or rather vague. They include "develop a written
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plan..." without recommendations as to what the plan should be, "use a

shared planning approach ..." without saying what the approach should be,
"teach computer programming effectively ..." without saying how to do this,
"select reliable hardware ..." and so on. A rather surprising recommenda-
tion is "recognise that using computers ... will create additional work for

teachers."” (Cline and Schnelderman, 1986; see also Taylor, 1987.) Perhaps
the aim of enabling the computer to take a substantial amount of the work
off the teacher’'s shoulders would have given the project more sense of

direction.

After the reaction against early CAL, software needs to be original, of the
highest quality and educationally wunimpeachable. Maddison (1982, p.67)
states categorically what few would disagree with: "The computer should
only be introduced as a teaching aid if it is likely to improve the quality
of teaching." There is a great determination to insist on the highest of
standards, at a time when innovations are sometimes made in other areas of
education for fairly slender reasons. This 1is praise-worthy, but it

probably helps to deter investment in major software projects.

0'Shea and Self (1983, p.120) sum up the present attitude when they say:
"Approaches derived from programmed learning are unfortunately too easy to
implement on a computer. However ... there are alternatives and these, on
the whole, demonstrate a trend from a behaviouristic to a cognitive
approach to teaching and learning in that they view computers as devices
for implementing not rigid, mechanistic, statistically-based teaching
systems} but ones which treat the student as a thinking, understanding and

contributing individual.™

3.4 Interactive Video (IV)
3.4,1 The medium of IV

The usefulness to teacher and to student of moving photographic-type images
has always been recognised in the use of film and television. What is new
about 'interactive wvideo' is that these photographic-type images, both
moving and still, can mnow through the intermediary of a computer be
presented to and controlled by a student with great precision and

efficiency.
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An optical 'laservision’ videodisc can store some 36 minutes of moving
video sequences, which can be divided up, stopped, run backwards, run
élowly, run fast, accessed immediately, and accompanied by either or both
of two sound tracks, all under the control of a user. Perhaps more
importantly, if the whole of the videodisc is used for information in the
form of stills rather than moving video, over 50,000 frames of photgraphic-
type (analoé) pictures or text can be stored and accessed easily and
immediately. The still picture has no flicker and is of higher quality
than normal television, depending on the production process, and it can be

left on one frame as long as required.

There is no wear at all on the disc, as it is ’'touched’' only by laser
light, and even when not in a player the discs are robust and unaffected by
small scratches. (For the technical side of videodisc, see Kohler, 1977, or

the books by Duke, 1983, and Parsloe, 1983.)

Videodisc applications have been classified in Levels (see Figure 3.3).
Videodises are rarely used for Level O applications in preference to
videotape players, and the videodisc player containing its own ’'computer’
involves such complexities of production, and inflexibility, that it is
rarely used. Leveridge (1983) in a comparative evaluation of Level 2 and

Level 3 comes down heavily in favour of Level 3.

3.4.2 The potential of IV

When coupled with a computer the video sequences or stills on the disc can
be woven into a CAL program, with text, icons or graphics superimposed on
them as required. Videodisc, at least the laservision versicn which has now
practically won the battle over competing systems (see Clemens, 1982, for a
comparison of the systems) thus has great potential for automated
instruction, It has been received in some quarters with great enthusiasm.
Some comments expressing this enthusiasm are quoted in Appendix . (For
review articles on IV, see Fox, 1982 and 1984, Laurillard, 1984, Clark,
1984, and Doulton, 1988. For comprehensive surveys, see Duke, 1983, and
Parsloe, 1983.)

Some comments on the potential of IV are given in Appendix 3.2. After the
initial enthusiasm for interactive wvideo, it has been recognised that

adoption is likely to be slow, for several reasons:
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1. Videodiscs cannot be made by the amateur, or by the teacher,
as videotapes can, but only using a speclal process by manufac-

turers like Philips. This virtually cuts out experimentation with
' the video material, and makes the ‘cutting’ of a disc a once-
only, do-or-die operation. On the other hand, discs once mgde

cannot be copied or ’‘pirated’.

2, The production of a videodise is comparable to the production
of a television programme, but more complex. The density of
information is such that it has been likened rather to half an
hour of advertisement time on television, in costs as well as
production effort. Moreover, as well as production experts,
computing and programming experts are required, and for a CAL

project education experts as well.

3. There are thus high production costs. In addition, 'pre-
mastering’ the material  onto a broadcast quality tape system,
then 'mastering’ the videodisc, costs several thousand pounds per
side; then there are the costs of cutting as many discs as are
required. Also the videodisc players are expensive, and so is
the computer that 'is needed. An interface may be required to
couple the two, and other expensive peripheral equipment, inc-
luding a special 'fast-blanking’' monitor. The cost of a complete
teaching system, including a fairly high price for the videodisc
and software to recoup production costs, is likely to be anything
from £5,000 upwards at the time of writing. Videodisc is thus an

expensive business all round, and the market is limited.

4. There are some technical restrictions. The short playing
time for moving video (36 minutes maximum) can be a problem.
Material is best shot on a high quality tape system. Preparing
high quality stills can be a problem. Systems are usually
confined to one type of computer, which can limit the market.
American videodiscs on the NTSC television standard may not
operate on British PAL systems, and vice versa, though the latest

videodisc players will adapt to either system.
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Figure 3.3

Videodisc operational levels

Disc systems are usually classified according to the level of

control that is possible as follows:

Level 0

Level 1

Level 2

Level 3

This is a player of the simplest type used on its own
simply for playback. Such players are still available,

but have no advantage over videotape.

A player again used on its own, but with all the
special features of the videoplayer, such as fast and
slow motion, freeze frame, two audio channels, rapid
search for individual frames, and chaptering, where

whole video sequences can be located.

A player with its own built in micro-processor, so that
the player can be used on its own but the material on
the disc can be organised as an interactive program.
Different programs can be plugged in as ROM chips, or
it is possible to "dump" a program on the disc itself

along with the video material.

A player connected to an external computer, with great
versatility, depending on the sophistication of the

computer and software.
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‘Development of IV teaching systems is held up because teaching systems are
too expensive for education or the home market at present, and so are not
bought in large quantities, and until they are bought in large quantities
they will not become cheaper. As Fox (1982) says: "When there are enough
video-disc players in our homes there will be a market for more esoteric

educational material.”

This is similar to the situation that held with computers some years ago,
but videodisc technology may not become very much cheaper, as did computer
technology, because the pgreater part of the cost of a videodisc is the
production cost, However, wvideodisc ‘training’ systems are achieving
success in industry, where clients can afford them, and they may find their

way slowly into education.

Many have commented on the potential, but it has proved harder to realise
than might have been thought. As one expert in the field commented: "We
have an aeroplane, but nobody knows how to f£fly ic." {Michael Grove,

videodisc adviser to Acorn Computers, in a telephonme conversation.)

3.4.3 Some approaches to IV

It is useful to examine some of the experiments that have been carried out

with IV, so as to determine pointers for its use Iin a course-oriented ITS.

In 1984 Philips, the manufacturers of laservision videodisc players, tried
to launch videodisc onto the general public by issuing a large number of
feature films and other video material on disc. The launch failed, by
general agreement largely because there is no facility for the owner to
record with a videodisc player, so that it is less useful than a videotape
player. "Videodiscs may not be a success as carriers of programmes such as
feature films", says Fox (1982), "but the future of videodisc does not lie

in feature films".

Gradually it is being acknowledged that videodisc is most likely to be
useful in the long term as a high-density storage medium, not as a store of
moving video sequences. "Commercially, perhaps the most exciting prospect
is the video encyclopaedia ... It is worth noting that the 43 million
words and 24,000 pictures in the Encyclopeadia Britannica fit easily into
30 minutes of videodisc space.” (Clarke, 1984).
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Mention has already been made of the Domesday discs, made by the BBC to
commemorate the 900th anniversary of the Domesday Book in 1986. These
discs, a National disc and a Community disc, form a modern electronic
'book’ which is a catalogue of nearly all aspects of modern Britain,
designed to use a new videodisc player which has its operating system
stored on a ROM chip and can read optically stored digital data from the
videodisc. It thus uses a combination of Level 2 and Level 3 operation.
Many thousands of maps and photographs are stored on the videodisc in
analog form, as well as 325 Mbytes of digital data, which can be searched
with computer assistance using a selection from 270,000 keywords. These
discs, which can be bought in a complete system with educational discount,
are the most ambitious and technically advanced use of videodisc so far,
and - are likely to have a considerable though unpredictable impact on
education. Linderholm (1987) remarks: "The Domesday Machine is perhaps most

significant for what it heralds, rather than for what it is."

The BBC has now made other 'AIV’ (Advanced Interactive Video) discs, one of
which 1s the 'Ecodisc¢’. This "brings together a vast collection of
information in the form of photographs, film sequences, graphic displays
and data all under the control of a computer program ... The objective is
to simulate a real place [Slapton Ley in South Devon] with all its
activities and conflicting demands. The users of the videodisc take on the
role of Nature Reserve Manager..." (BBC, 1988). This is a divergent and
extremely useful ‘teacher’s help’, though project-oriented rather than

course-oriented.

In a course developed by the Minnesota Educational Computing Consortium,
videodisc is used in a complementary rather than a central role to give
teacher-independent tuition in Economics. The course is designed to fill a
gap where teachers are scarce. The authors ask: "Should students be
deprived of an enriched education because they live in a sparsely populated
area or attend a small school?" (Kehrberg and Pollack, 1982.) The course
is of interest in that it aims at teaching a whole course, but the CAL is
only a supplement to ordinary textbook learning. The course was made
cheaply, using mostly existing film, and the computer it was designed on
was primitive by today’s standards. "Initial reactions from students and
teachers are favourable and suggest that the use of microcomputer and
videodisc technology will play a significant role in the future of

instruction," say the authors.
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The Cardio-Pulmonary Resuscitation (CPR) project, originated by the
Advanced Technology Development Section of the American Heart Association
(Hon, 1982) aimed to replace human instructors of CPR by a computer system,
so as to make the teaching of CPR more cost effective, enable more people
to be taught, and to save more lives. Hon claims that the system actually
teaches better than a human teacher. "One of the reasons for the system's
success becomes apparent only to someone who watches the system in use.
Reacting to data supplied by the sensors in the mannikin, the system gives
far more precise and immediate coaching about the student’s position and
the depth and rhythm of compression than any human instructor can

provide ..."

In addition to these experimental approaches, a large number of 'training’
discs have now been made for use in industry. In fact this area represents
the major effort in the field of videodisc production in this country. The
National Interactive Videodisc Centre (NIVC) provides a list of firms
specialising in videodisc production, which numbered about 30 in 1985 (see
Bayard-White, 1985). Two examples which are of interest in being more
ambitious than most, and are also aimed more at education rather than
training, are the discs produced by Epic Productions for the Electrical
Engineers, Technicians and Plumbers Union (EETPU), on Soiid State
Electronics and on Digital Electronics. These discs are well-produced and
well-structured, if unadventurcus, and were designed for use at retraining
summer schools, They are meant to be used with laboratory equipment, but
large parts of them form a ’‘stand-alone’ course, and one was chosen for the

prototype system described later in this thesis (see Lea, 1988).

3.4.4 Criticism of IV

It is relevant to assess negative attitudes to interactive video, because
extravagant claims have been made for its potential, and if they are not
realised there could be a reaction. If interactive video were to be given
a bad name, as programmed learning was in the sixties and seventles, it
could fail for many years to come. Any course-oriented systems attempted,
it is argued here, are likely to be very largely dependent on the use of

interactive video.
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Rockman (1983) criticises interactive wvideo on grounds of the cost of
equipment and production, the shortage of capable people to produce
materials, the non-availability of equipment in schools, teacher
conservatism which will prevent its success, and the unfavourable command
structure in schools: "People who want to use high technology to solve
educational problems are not always those who have the responsibiity for

getting the job done."

Whitten (1982) dwells on the commercial realities: "In Europe the
videorecorder is already well-entrenched., With no overwhelming price or
quality advantage and two major disadvantages - lack of flexibility and
time shift - I have always been doubtful about the prospects for videodisc.
A market will certainly exist, but I believe there will be little demand
for a product totally dependent on pre-recorded software." Kewney (1981) is
cynical: "Interactive video is being set up as the ideal teaching machine,
not because that is what interactive video is good at, but because mindless

teaching is very easy to mechanise."

0’'Shea and Self (1983, p.253) are outspoken in their criticism of
interactive video. They say: "The videodisc has in fact been identified as
'the single development that is most likely to have a profound effect, both

on educational produts and on systems and organisations for delivery

education’ (Luehrman, 1977). We do not think so, and it may be worth
saying why ... we doubt.that its influence on the quality of education will
be thought beneficial ..." Their criticism is based on the premise that

"the videodisc encourages the freezing of chunks of teaching material and a

reversal to modes of teaching which have not been found effective."

However, the Open University, where 0’Shea teaches, has been freezing
chunks of well-prepared and weil—presented teaching material for some time,
and far from being criticised for it, is considered a success. Textbooks
freeze chunks of material, so do human lecturers, and so does almost every
other medium of instruction. A mode of teaching that has not been found
effective the first time may be effective the second or third time, if it
simply went too fast or seemed too complex the first time. If this remark
is meant in a more general sense, and refers to a reversal to programmed
learning techniques, it is premature to say that because such techniques
*failed’' on primitive computers they will also ‘fail’ with the advantages

of modern micros and interactive wvideo.

73



In fact at the same time as they criticise videodisc, 0'Shea and Self are
unable to disguise a certain approval: "The videodisc could therefore
replace conventional videoplayers in education ... videodisc technology is
very appealing... The videodisc does provide a finesse to the problem of

creating graphics and animation sequences for use in CAL.™

3.4.5 Research into IV

There has been a great deal of experimentation with interactive video, but
relatively little of it has been carried out systematically enough to count

as research.

In a Level 1 project in junior schools, Mably (1984) investigated the use
by four primary school teachers of three Thorn EMI VHD videodiscs on junior
science topics, and found them favourable and enthusiastic. Four uses of
videodiscs in schools were identified, similar to uses of computers: as a
demonstration medium for class use, as an aid to group work, as an
individual reference medium located in the library, and as a training

resource for teachers themselves.

The Centre for Educational Technology at University College, Cardiff has
made its own experimental videodisc. This consisted of four segments. The
first was an instructional sequence dealing with literature searches by
library users; the second, a collection of stills on zoology; the third, a
science film explaining the nature of sound and its synthesis; and the
fourth, a sequence of a teacher teaching a class, for use in training
teachers, Some of these experimented with 16mm film, 35mm film and U-matic
videorecording, and Roach (1984) concludes: "disc production has not
proved difficult.® The most successful of the sections seems to have been
the second, indicating that the most promising use of videodisc lies in
storage of still images. Clark 1is .an advocate of this view (see Clark,
1984).

At the University of California, Henderson and others (1983) studied the
teaching of mathematics to 36 control and 43 experimental students, using a
microcomputer linked to a videotape recorder. The project was prompted by
concern about the steadily falling standard in mathematics of college
entrance students in the USA, and the authors conclude: "The results of

the field trials showed that the computer-video instructional modules were

74



effective in teaching or reteaching mathematical skills to secondary school
students.” In another project at the University of Arkansas, in which "a
total of 32 white subjects, 16 males and 16 females, was randomly assigned
to treatment and comparison groups after a pre-treatment phase," it was
found that students taught by an interactive video-computer system passed a
post-test "with a significantly higher score than the traditional group.”
(Boen, 1983).

In a review of an American IV course from JAM Productions, ’'Introduction to
Computer Literacy', Huntley and Alessi (1985) are critical of several
techniques used, such as not using fully the interactive capabilities of
the computer, extensively wusing an on-camera narrator instead of
demonstrations and graphics, and a heavy orientation towards teaching
vocabulary. The course comes with an authoring system, DiscWriter, and
Huntley and Alessi draw a distinction between an authoring system, which is
easy to use but can be expected to have limitations, and an authoring
language, which involves computer programming but can be expected to offer
greater flexibility. DiscWriter falls between two stools, in calling itself
an authoring system but involving programming. In a whole course ITS it is
likely that, to obtain the flexibility r;quired, neither an authoring
system nor an authoring language would be suitable. A computer language of
‘an appropriate kind would be required; such a language is Prolog, discussed

further in Chapter 6.

A project in the UK concerning student use of interactive video was carried
out at the Open University (OU) by Laurillard (1985). This study was based
on the so-called ’‘Teddy Bears’ Disc’ (Williams, 1984). A course on
Engineering Materials was supplemented at a summer school by an optional
videodise system, which showed a number of topics taught contributing to
the resolution of a court case centred around the fracture of plastic teddy
bear eyes. "The 1litigation problem posed required students to piece
together evidence presented in court, and concepts taught in the course, to
arrive at a judgement on the reasons for failure." The disc is thus the
basis of a testing technique, rather than a teaching technique. The study
came to numerous conclusions about student behaviour with interactive
video, which are so relevant to the design of whole course CAL systems that
they are reproduced in full in Figure 3.4, These conclusions form a
checklist of good practice in designing IV teaching systems, but it has to
be remembered that they arose from research with mature OU students, not

school students.
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Figure 3.4

Findings of Laurillard (1985) [slightly shortened]

Students find continual interrogation and varied

presentation a good way to learn.

These features keep students working in a concentrated way

for long periods.

The most educationally successful forms of interaction are

information testing, hypothesis framing, and simulations.

Observation by students and testing of students takes the
most student time, the latter because it often promotes

discussion.

Student-constructed input, with an answer-matching
algorithm, sometimes makes it difficult for students to know
what kind of answer is expected, and discussion is about

this, rather than the substantive issue.

Students need some control over the presentation of

information.

A 'skip’ option needs to be backed up with information on

how to use it and what its effect is.

A ’‘contents' list should be accessible at any time and
should be detailed enough for a‘'student to be able -to make

sense of it.
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In another project involving an interactive videotape system to teach
*sound’ to 22 students, Laurillard (1984 [1]) studied student control, and
found: "The overwhelming conclusion from this study is that students can
make full use of most aspects of control, and moreover make use of it in
such a variety of ways that it becomes clear that program control must
seriously constrain the individual preferences of students." This study

also was carried out with mature OU students and not school students.

3.5 A Preliminary IV/CAL Project

3.5.1 Description of the project

Facilities for producing experimental interactive CAL programs, using a
tape system with the Interactive Video Learning (IVL) sytem from Dalroth
Computers, were available in the Educational Technology Unit at Leicester
Polytechnic. To investigate some of the factors invelved in producing a
whole course system (though not an ‘intelligent' system), the experimental
project described in this section was carried out, with the following

ocbjectives:
1. To test the proposition that interactive video technology
can support an extended topic and cover it adequately.

2. To examine the constraints imposed by a purchased authoring

system, the IVL authoring system.

3. To identify some features that might be desirable in a

course-oriented ITS.
4, To examine