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ABSTRACT 

The prospects for various forms of energy continue to engage the thoughts 

and pens of many people concerned with our future prosperity. The 

vulnerability of forecasts on energy especially those concerned with 

oil, ~o political, military and general economic activity, or lack of 

it highlights the importance of energy to practically everything we do.' 

For commercial and industrial users as well as public bodies, the cost 

of energy of ten has ' a significant impact on their present and 'future 

plans. Nany have found that, only through energy COll$ervation are they 

able to attain financial viability. For a sound energy conservation 

programme, the monitoring of energy consumption is very important. The 

cheap method of monitoring energy is to predict the energy use for 

Particular prevailing operating conditions. 

The degree day method for space heating plants, was adopted by the 

Department of Energy in 1977 and has been widely used ever since. This 

method assumes that the heat loss through the building structure and 

hence fuel consumption increases as the average outdoor temperature 

decreases. By, using this method in conjunction with the Oumu1ative 

Sum technique, the efficiency of the space heating plant can be monitored. 

When using this method errors of + 25% should be expected, because the 

heat loss through building structure is not solely dependent upon the 

outside temperature,' There are other factors such as the phYSical 

properties of the building and other meteorological features such as 

wind speed,' humidity, solar radiation and preCipitation ~Ihich are not 

included in the simple mathematical model used for calculating degree 

days. 

In this report attempts are made to quantify the effects of wind speed 
. 

and solar radiation. The weekly energy data was supplied by a local 
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company and the daily weather data by Sutton Bonington Meteorological 

Office. 

o 
The weekly degree days based on the 15.5 C base temperature were. 

calculated and plotted against the weekly energy consumption. A Linear 

regression analysis was used and a correlation coefficient of 0.9392 , 

and a standard error of 11.5:1.% of mean were obtained;' 

The effects of wind and solar radiation were considered individually 

in conjunction with the degree days. Improvements of about 5.5% and 

4.2% respectively were obtained~ . The combined effect of wind speed 
I . 

and solar radiation yields an improvement of about 7.5% on the original 

method. The significance of these improvements are discussed in more. 

detail in the thesis. 

Because of the nature of 1fork carried out by the Company, the average 

inside temperatures in some areas are kept above the value of l8.3 0C, 

recommended for normal office occupation. Thus the effect of changing 

the base temperature on the correlation coefficient and the standard 

error was considered. The results indicate that a higher base temperature 
, 0 

of approximately 16.5 C is suitable for the situation. 

Other non-linear relationship between energy consumption and the above 
. 

factors were considered; The CUmulative .Sum technique as the tool for 

energy control was able to highlight periods of significant change in 

consumption, although;' because of the lack of complete historical data 

these were not all totally explained. 
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CIWTBR 1 

INTRODUCTION 

1.1 The energy problem 

To date, the world has witnessed three major international energy 

crises, viz: 

(a) The 1973/74 oil embargo. 

(b) The 1979 crisis,' arising from the political upheaval and 

subsequent revolution in Iran. 

(c) The current crisis, arising from the Gulf War which has'entered 

a serious phase in that oil tankers and oil installations have 

become military targets. 

There are also; some national domestic problems such as the 1984/85, 

51 weeks long, U.K. miners' strike, which may not always be regarded 

as energy crises; although their impact on energy availability and 

prices can be significant. 

The consequences of the above events are in general terms: 

(a) The scarcity of the commodity on the market. 

(b) The accelerated depletion of other relatively cheap fOSSil fuel 

reserves, especially those of coal and gas. 
-

(c) The escalation of fuel prices. 

Thus, it should be apparent to any energy consumer be he in the industrial 

or domestic sector that,' as long as fossil fuels remain his major source 

of energy, the efficient use of that energy is very important. Aa it 

wili not only enable him attain financial viability, but also will 

eventually help to extend the period of time for safe and proper development 

of nuclear power and renewable sources of energy such as solar, wind and 

. tidal power. 

It should be appreCiated that there is no shortage of symposia and 

publications on energy conservation in industry. However;' it is human 
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nature not to be careful about wastage of energy especially when the 

cost of it is not borne by the individual. That is why over half of 

the energy used by man is believed to be wasted (34,75), despite the fact 

that the campaign to save energy started more than a decade ago. 

1.2 Energy demand 

Tables 1 - 1 to 1 - 3 (16) show the total primary energy inputs for the 
-

whole world, U.S.A. and Western Europe respectively, over the period 

1965 to 1982. Fig 1 - 1 and 1 - 2 show the same data for U.K. between 

1950 and 1980. The statistics show that there was an upward trend in 

total energy consumption which subsequently levelled off after ,the 1973/74 

energy crisis. 

Evidently oil is the most important energy input during this period 

since its proportion in the energy mix has increased considerably while 

that of ,coal has shown a steady decline. The proportion of natural gas 
has incroased also from a minor 0.1% in 1963 to 26.9% in 1983. Fig.l - 1 
to 1 - 5 illustrat"e these trend clearly; 

}~y factors affect the choice of industrial fuel, but cheapness, ease 

of transportation, conversion to heat could explain the obvious switch 

from coal to oil between 1950 and 1970. After the 1973/74 oil crisis 

the proportion of oil started to fall. 

,-

The dotted lines in Fig.' 1 - 1 and Fig. 1 - 2 indicate the projection 

of U.K. energy demand, up to the end of the century (the projections were 

made just after the 1973/74 oil embargo). The following assumption were 

made in working out these forecasts:-

"(a) A low economic growth rate of 1 - 2 ~ in the U.K. 



TABLE 1 - 1 :- lWRLD PRIHARY ENERGY CONSm1PTlm 1%5 - 1982 (16) 

PRIl1ARY 
EHERGY 1965 1970 1972 1974 1976 I 1978 1980 1982 

GJ % GJ % GJ 9 % GJ % GJ % GJ % GJ 
XI09 n09 XI09 Xl09 X109 n09 % GJ 9 no % no 

, 
·0 0 

OIL 68.54 39.0 102.14 44.0 115.58 47.7 122.30 44.6 129.02 44.6 137.98 45.7 134.40 43.6 128.34 41.2 

0 0 0 0 0 

GAS 29.12 16.5 43.00 18.5 45.25 18.7 49.73 18.1 51.07 17.6 55.10 18.2 87.34 18.6 58.69 19.2 
0 

, - , -
COAL 67.20 38.0 72.58 31.0 76.61 31.6 83.33 30.4 88.26 30.5 84.22 27.9 90.50 29.3 91.39 29.8 

- , - - .: 

NUCLEAR 0.90 0.5 0.45 0.2 2.69 1.0 4.48 1.5 6.72 2.2 7.62 2.5 9.86 3.2 
11.20 6.5 . -

HYDRO 13.89 6.0 4.'48 1.8 16.13 5.9 16.58 5.9 17.92 5.9 18.37 6.0 20.16 6.6 
.. -

TOTAL 176.06 100 232.51 100 242.37 100 274.18 100 289.41 100 301.95 100 308.22 100 306.43 100 



TABLE 1 - 2 :- U, S, A, PRmARY ENERGY CONSUMPTION 1965 - 1982 (16) 

~RIMARY 1965 1970 1972 1974 1976 1978 1980 1982 
GY 

GJ % GJ % GoT % GJ % GJ % GoT % GoT % GJ % 
n09 n09 n09 n09 n09 n09 n09 n09 

- -
OIL 24.64 41.'0 28~67 44.4 30.91 41.6 34,94 46,7 34.94 43.8 36.87 46.6 35.39 42.9 31.36 40.7 

19:'26 
. - - -

GAS 32.1 20,61 31.9 25.09 33.7 25.09 33.7 25.09 31.5 22.4 26.2 21.95 26,6 20,61 26.7 

COAL 
-

14:34 
- - '-

18:'37 
-

13.89 23.1 22.2 14.78 19.9 13.44 18.0 15.23 19.1 16.13 18.8 22.3 17.47 22.7 

NUCLEAR 
-

3:58 
-

- - - 0.45 0,6 0.45 0,6 1,34 1.7 4.2 3.14 3,8 3,58 4.7 
2.24 3.8 0.90 1.5 - -

HYDRO 3,14 4.2 0.90 1,2 3.14 3.9 3.58 4.2 3,58 4.4 4.03 5.2 

74:37 
- -

85:56 
'. 

TOTAL 60.03 100 64.52 100 100 74.82 100 79.74 100 100 82.43 100 77.06 100 



TABLE 1 - 3 1- WEST EUROPEAlT PR IllAHY . EllERGY COl'lSUMPTION 1965 - 82 

PRIMARY 1965 1968 1970 1972 1976 1978 1980 1982 

ENERGY 
GJ GJ GJ GoT GJ GoT GJ GJ 

n09 % n09 % n09 % n09 % n09 % n09 % n09 % n09 % 

~ , , -
OIL 17.47 45.'9 22.85 56.7 28.22 58.9 31.36 63.1 31.81 56.8 32.26 56.3 30.46 53.1 26.88 49.6 

, 
~AS 0.90 2.'4 1.79 4.4 3.14 6.5 4.93 ' 9.9 7.17 12.8 7.62 13.3 8.06 14.1 7.62 14.0 

- -
POAL 16.13 ~2.3 14.34 35.6 12.10 25.2 11.65 23.4 11.65 20.8 11.20 19.5 12.10 21.1 11.65 21.5 

/mCLEAR " 
0.45 1.0 0.45 ' 0.9 1.34 2.4 1.79 3.1 2.24 3.9 3.14 5.8 

3.58 9~4 1.34 3.3 
~RO 4.03 8.4 1.34 ' 2.7 4.03 7.2 4.48 7.8 4.48 7.8 4.93 9.1 

- ., , -
rrOTAL 38.08 100 40.32 100 47.94 100 49.73 100 56.0 100 57.34 100 55.55 100 54.21 100 
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Fig.1-1. Trends in U.K. Energy Consumption 1950-80 
And projections 1975-2000 (16).' 
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up to the end of the century. 

(b) Energy prices were predicted to rise more slowly during the 

rest of the century than during the last decade.' 

(c) Increased implementation of energy saving measures will yield an 

approximate 15% reduction in energy consumption below what liould 

othenlise - have been used. 

The forecast show a continued rise in total energy consumption, but 

at a slower pace than that experienced in the 50's and 60's when prices 

were very low~ During the period of 1950 to 1970, for example, the 

increase in energy consumption averaged a robust 3.3% per year but fell 

to 2~7% in 1977 and 2;1% in 1978~' Similarly electricity increase 

averaged a remarkable 7~4% during the period 1950 to 1977 but only 5.~ 

in 1977 and 3~7% in 1978~ 

However; Fig.' 1 - 6 and 1 - 7 show the world ,energy consumption over 
" 

the period 1820 to 1980 and U.K. electricity output over the period 

1920 to 1980(1);' These two illustrate that, in general terms, these 

resent changes are still fairly small on the total upward trend of the 

energy consumption and thus the fear for rapid deplition of f~sil fUels 
.. 

is still perSistent.' 

1.3 Changes in Energy Market!! Since 1973 - 74 Oil l'lllbargo 

Two fundamental changes have occured in energy markets since the beginning 

of 1973. Firat, energy supplies display extreme short term sensitivity 

to polytical events~ Second; high energy prices produce dramatically 

different energy demand - supply relationships (16, 45)~ Each of these 

changes, which may now say were predictable, caught the energy world 
-

by suprise and,' as a result,' had major concequences. 

In this period, the price of oil has increased by 345% in real terms,' 
-

even after the recent downturn.' The sharp hikes of 1973 - 74 and 
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1979 - 80 'l'Iere at least partly responsible for trigering deep, ,lOrld,lide 

recessions. In the developed nations, households near the poverty level 

often were pushed over the edge by soaring heating bills. The 

developing nations' oil - related depts placed unprecedented strains on 
'. 

the internationaL financial system.' Perhaps most ominous of all the 

United States of America was forced to annOunce that, because of oil, 

, the Persian Gulf had become an area of vi~al strategic interest - mrucing 

more conceivable a catastrophic confrontation l'Iith the Soviet Union. 

Not all of this should be ascribed to the failure to anticipate the t-'lO 

previous mentioned market changes. As a depleting resource, oil may 

face long term increases in cost. And even if prepared for the new 

energy developments,' industrial economies could not mnke easy and suift 

adjustment in energy use perterns. But in the final analysis, during this 

period, things ,Tere ,Torse than they had to be, and a good part of the reason 

is that government and industry responses all'lays seemed to be one step 

behind the market. 

Take the first important change - the increasing sensitivity of energy 

supplies to political events. The inability to anticipate this ,TaS, of course, 

a major contributing factor to the distruption caused by the 1973 - 74 

embargo and to the ability of Saudi. Arabia and'other oil producers to 

sustain price hikes that followed. Even after this event the forecasters 

predicted Opec's Collapse and emergency planning got little attention. 

Thus, I~hen the Iranian revolution began to affect oil production in 

lrovember 1978, the oil consumine nations were unprepared. Consequently 

the oil prices I~et up by around 140%. 

1.4 Overall Energy Consumption in the U,K. 

A breakdown of the energy consumption for the period between 1979 to 1983 

by all U.K. end users in terms of Sectors is presented in table 1 - 4 

(16). 

It is very interesting to note a falline trend of the industrial energy 

consumption (i.e~ 37 .6~~ to 31,3~~ of the total energy consumption bet-lcen 

1979 and 1983). Nevertheless, the industrial sector, remains the 



TABLE 1 - 4 :- SECTORAL EnERGY CONSln.lPTIOlI IN U.K. 1979 - 1983 

ENERGY CON SUM P T ION 

1979 1980 1981 1982 1983 

GJ GJ 
, 

GJ Sector GJ GJ 

, Xl09 % Xl09 % Xl09 % Xl09 % Xl09 % , , 
- ., : - -

Industry 2.44 .37.6 2.02 33.9 1.91 33.0 1.84 . 2.1 1.79 31.3 
.. 

, - I 
25.6 Transport 1.48 22.8 1.49 24.9 1.41 24.8 : 1.47. , 1.63 26.4 

- -
Domestic 1.78 26.7 1.67 29.2 1.66 28.7 1.64 29.7 , 0.36 . 28.6 

Public - -
Administration 0.4 6.1 0.37 6.3 . 0.37 6.4 0.36 

i 
6.3 0.36 6.4 

-
Agriculture 0.08 1.2 0.06 1.1 . 0.06 1.0 0.06 . 1.0 0.06 1.0 
- - - -
Miscellaneous 0.37 5.6 0.35 5.9 0.35 6.1 0.36 6.2 0.06 6.3 

Total 6.51 100 5.96 100 5.79 • 100 5.7? 100 5.71 100 . 
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,-
greatest energy user.' However,' the importance, in terms of energy 

conservation, 'lies, in the potential of saving energy and the cost of 

,conservation measures; The cost of most of the conservation measures in 

industry are rather high and makes them less attractive when compared 

to those in the domestic sector, which is almost as large. Most of the 

energy in the domestic sector is used in space heating, and thus insulation 

in buildings, which is cost effective~' if applied universally, could 

reduce ,the domestic energy consumption by 2~ to 3Q% (i.e. lQ% of the 

total) (48, 49~1 50)~lThus, the potential of saving energy ill industry 

is largely dependent upon the commitment to energy monitoring and control. 

1.5. Project Objectiyes 

The industrial conservation programme includes; 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

Efficient production, distribution and utilisation of energy. 

Combined heat and power generation. 

Heat and power recovery. 

Good housekeeping. 

Energy management. 
-, 

Energy auditing,' monitoring and control. 

In order to have a sound and successful energy conservation programme, a 

mechanism of assessing the effect of the programme is essential. Thus, 

a reliable monitoring and control mechanism should be devis,ed. 

It has been common practice to use the degree day method to predict the 

energy consumption for space heating plants (12, 39, 44, 47). By definition 

the degree days are equivalent to the number of degrees (oC of OF) that 

the 24 hour mean outside ambient tempe~ature lies below a selected base 

temperature.' This method states that energy consumption for the space 

heating plant is proportional to the degree days. By plotting the 

accumulated difference between actual consumption and the predicted 

consumption, the trend of the energy consumption can be monitored and , 
hence controlled.' 
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The term degree day originated with the gas industry of America as early 

as 1915 and was later standardised by the American gas Association (44)~ 
Barker (7) in 1933 used it to assess the fuel consumption for space 

heating.' It was adopted by the Department of Energy in 1977. It has 

been found that when this method is used errors ranging from :!; l~ to 

:!:25% should be expected~'· However, it is stated in the fuel efficiency 

booklet number 7 (27) that "Fuel consumption is not solely related to 

ambient temperature (degree days)";· There are other meteorological 

influences such as wind speed; humidity, solar radiation and clouds and 

physical properties of the building fabriC, which are not included in 

the original method.i 

Thus the objective of this thesis is to try to improve the accuracy. of 

this method by including the effect of wind speed, solar radiation and 

other factors in ·energy equation. 

A local pharmaceutical research and development firm, supplied the energy 

data dating back to 1975, whilst the daily weather data dating back to 

1979 was supplied by sutton BOnington Meteorological. office, which is 

situated around 15 miles from the company site. The energy in this firm 

is used almost entirely for space heating, although there are some small 
-

pilot plants. 

Different mathematical models, linear and non-linear are considered 

with variable base temperatures. The results are presented in chapter 

6 and discussed in chapter 7 of this thesis. 
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CHAPTER 2 

GEIIERAL BACKGROUND 

2.1 Aspects of Energy Conservation 

Energy conservation is broadly categorised 

viz; (27 , 43, 89, 105) 

into three main actions, 

(a) Short term,' "Good housekeeping measures" 

at minimum or no capital cost.' 

with immediate application 

(b) Medium term, one to three years, requiring detailed evaluation 

of capital investment schemes, using almost entirely existing 

technology~ 
(c) Long term, more than three years, generally involving major process 

changes and large capital cost or alternatively, involving developing 

of new, more energy efficient processes, with relatively low capital 

cost. 

The important ingredients in achieving either of the above categories 

include some or all of the following;-

(i)' Efficient production and distribution of energy. 

(ii) Energy Management. 

(iii) Energy,auditing and monitoring. 

(iv) Combined heat and pOwer generation. 

(v) Good housekeeping. 

(vi) Heat and power ~ecovery. 

These aspects are briefly'discussed, in the above order, in this chapter. 

Efficient Production and Distribution of Energy 

Fossil fuel is not an end in itself. The chemical energy that it contains 

is converted into heat when it burns. This energy is transmitted through 

the wall of the boiler furnace to the water whose temperature is raised 

until it forms steam.' The steam is produced solely to serve as a convinient 
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oarrier of energy in the form of heat and pressure. As used in this 

oontext effioient produotion and distribution of energy refers to steam 

generation and distribution.' 

Boiler Seleotion and Operation 

The term "boiler" oovers a multitude of designs from simple low pressure 

vessels to provide hot water to advanoed designs for high pressure steam 

for power generation.' In addition various firing methods are employed 

to matoh the fuels available, from simple atmospherio gas burners to 

pressurised fluidised bed oombustors (5, 34, 43, 68, 97). In order to 

attain a high thermal effioienoy and eoonomioal operation attention 

should be given to the initial seleotion of the boiler plant, i.e. the 

plant that will; 

(a) Meet ourrent and future maximum load. 

(b) Matoh daily and seasonal load variations (in temperate oountries): 

(0) Be robust and reliable. 

(d) Be oapable of high thermal effioieno~ 

Ofoourse, muoh of the responsibility for high thermal effioienoy rests 

with the designer of the boiler. Onoe it is installed the measures 

that oan be taken to maintain high effioienoy are often limited to 

keeping heat exohange surfaoes olean, finding the minimum exoess air 

levels and good maintenanoe praotioe. 

Boiler ratings, oommonly expressed in kW, Btu per hour or pounds per 

hour in the U.K., defines the oapability of the boiler, at atmospherio 

pressure, to evaporate water at its boiling point to produoe dry saturated 

steam (2, 5). Ratings, however, are determined under ideal test-bed 

oonditions without blowdown~' In aotualoperation the feed lTater supply 

to the boiler may be muoh less than 100 °c and the operating pressure 

will "be higher than atmospherio therefore, the actual steam production 

will be lower than the rated value. 

Nevertheless, the boiler oapacity seleoted must not be higher than neoessary 

for the intended duty.' However, there is a natural tendenoy to oversize 

boilers, probably because a shortfall in steam availability generally 

oreates more rumpus than the higher initial and operating costs that 



arises from over - capacity.' 

It is sometimes advantageous to spread the total load over two or more 

boilers whenever possible, as it enables the total load to be matched 

more satisfactorily, it facilitates regular maintenance and statutory 

inspection and complete shutdown is avoided if a bOiler should fail 

(34,' 7~). However,; this decision increases the capital cost, therefore, 

it should be handled llith great care. 

Boiler Thermal Efficiency 

The boiler thermal efficiency is the percentage of available energy 

that is 'converted into useful energy as heat in the steam 'or hot water 

(5, 43, 76)~ Minimum operating costs are achieved by running boilers 

at high thermal efficiency,' and for modern boilers, based on gross 

calorific value, aq% is regarded as a reasonable target at full load 

(gO, 98)~' 

For high thermal efficiency, the user should pay close attention to the 

various sources of ~eat loss, viz: 

(a) Convection and radiation losses from outer surfaces of the 

boiler, sometimes erroneously referred to as "radiation" losses. 

(b) Incomplete combustion. 

(c) Heat carried out in the boiler blow down. 

(d) Heat carried out in flue gases. 

(e) ReSidue heat lost during non-firing periods. 

Convection and Radiation Losses 

These are of decreasing signficance with improved boiler insulation 

and hoods and shrouds to enclose firing equipment. Nevertheless, as 

the outer shell of the boiler is usually at constant temperature, and 

hence constant convection and radiation losses regardless of the boiler 

load;' these losses represent a higher proportion of the total heat input 

as the boiler load decreases (ag)~' 

Incomplete Combustion 

This is dependent upon the amount of excess air used for combustion, 
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(i.e. air supplied to the boiler above the minimum stochiometric amount 

of oxygen required for complete combustion), which in turn depends upon 

the control 'of the quantities of fuel and air used, the effectiveness 

of their mixing and on the environment'in which combustion is taking 

place. If for example,' burners, nozzles, atomisers, grates, quarls, 

arches and so on are in good condition and air and fuel. supply rates 

are well controlled, then the excess air can be reduced to low levels 

without producing Significant quantities of carbon or carbon monoxide 

(43, 75). 

Heat losses dge to incomplete combustion 

The heat evolved when 1 kg of carbon is completely combusted is given 

by: (93) 

A H = 33.96 MJ/kg K 

When the combustion is incomplete however, the heat evolved on formation 

of carbon monoxide is: 

Thus; for every kg of carbon which forms carbon monoxide rather than 

carbon dioxide, (33~96 - lO~23) = 23.73 MJ are lost, which is often 

a significant proportion of the calorific value of the fuel. Where 

carbon is completely unburned as in formation of smoke or in loss of 

carbon in ash, then all of the 33.96 MJ are lost. 

Flue gas losses 

This is also related to the amount of excess air used and the temperature 

of the flue gases~ While it is essential to supply excess air to ensure 

complete combustion, there is a need to minimise the excess air in order 

to control SOx formation and to reduce stack l'osses, because any air 

entering the boiler removes heat in the form of sensible heat (34, 43; 97). 

A flue gas temperature rise of 17 °c results in a reduction in efficiency 

of about ~ at the same excess air levels (75). The temperatures can 
-be limited by cleaning tubes and other heat exchange surfaces. 

The best opportunity for cutting flue gas losses lies usually in control 
of excess air used,' or,' rather, not used in combustion. determined, 
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conveniently by measurement of carbondioxide or oxygen content in the 

dry'flue gases. The relationship between excess air and carbondioxide 

and oxygen are shown in Fig.2 - 1 (27). 

Numerical example: 

We want to quantify the percent heat loss in the flue gas when metJuuae is 

burned with its theoretical air. The flue gas temperature is 257 °c 

and ambient temperature is 15 °C~' (Calorific value of methane 44.6MJ;1n3 

(93); mean specific heats are CO2 1.516, H20 1.409, N2 1.245, air 1.316 

leJ/m3 K). 

Basis: 100 k mol CH
4 

CH4 + 2 02 - CO2 + 2 H20 

100 ) 100 lemol CH4 require 200 kmol 02 or (200 x -:r:r-
Therefore, theoretical air = 952 kmol/100 kmol CH

4 '3/ 3 = 9.52 m m CH4 

= 952 kmol air. 

In the combustion; 200 kmol~O and 100 kmol CO2 are produced. 

Nitrogen in air supplied = (952 x 79/100) = 752 kmol 

Thus; on the basis of 1m3 CH
4

'burned, the flue gas containa: 

3 - 3' 3 3 .1.0 m CO2,1 2.0 m H20 and 7.52 m N2 (total 10.52m ). 

Sensible heat: 

= 

= 
Heat in air = 9.52 x 1.316 (15 - 0) = 188 kJ/m3.CH

4 
Sensible· heat lost in flue gas = (3.52 - 0.188) 

= 3.332 NJ/; CH4 
= 3.332 X 100 

44.6 

= 7.47% 

Taking the latent heat of water vapour into account~ 

% by volume of water vapour = 2 x 100/10.52 

= 19% 



16 

~ 
w 
-610 
o 
l
a... 

6 

4 

2 

0 

L , .. • / 

20 

Oxygen 

40 60 80 

35 

30 
III 
QJ 
III 
V) 

o 
~ 

25 V) re 
C"I 

QJ 

::J 
~ 

20~ 
o 

15 

10 

Fig.2-1:Flue gas losses-heavy fuel oil. 
Based on gross calorific value and ambient te 
(27). 



23 

Therefore, partial pressure of water vapour 
2 = 19 x 101.3/100 = 19.3 kN/m 

2 
from tables (93), the vapour pressure of water vapour is 19.3 kN/m 

at 60 °c at which the latent heat = 2353 kJ/kg. 

For 1 m3 CH b~ed,1 2'm' H20 is formed or (2 x 10/22.4) = 1.61 kg/m3CH4• 

Therefore, ~eat in water vap~ur = (Sensible heat in water)+ (latent) 

+ (sensible in vapour) 

= 1.61 (4~187 (60 ~ 0) + 2353 + 2.09 (257 - 60) 

(where: 2.09 = specific heat of water vapour, kJ/kgK) 

= 4.856 11J/~ CH
4 

• 

Heat in CO2 and N2 

= «1.0 x 1~516) + (7~52 x 1.245» (257 - 0) = 2.796 ID/m' CH4 

I, Total heat loss in flue gas = (4.856 + 2.796) 

= 7~652 MJ/m? 

Heat in air(as before) _ 188 kJ/m3 

Therefore sensible and latent heat in flue gas 

Boiler blowdown 

=(7;652 _ 188 x 10-3) = 7.464 NJ/m3 

or (7.'464 x 100)/44.6 

-16;7 % tThich is quite significant. 

Sludge and precipitated salts in the bOiler water are controlled by 

blowing a proportion of water from the boiler. The amount of discharge 

depends upon the method of water treatment used. However, blowdown 

is a source of heat loss which could account for about ,% of boiler 

heat input (4)~' Thus,blowdown should be no greater than necessary 

to maintain the level of total disolved solids (TDS) in the water 

below the limit recommended by the boiler manUfacturer. In modern 

boilers this is usually between 2500 and 4500 parts per million. Losses 

for various boiler pressures and percentage blowdown are shown in Fig.2-2 

(27); 

Blowdown is much reduced when a high proportion of steam cond'ensate 

is returned. to the boiler. If this is not possible, expendij;ure 

on flash steam or other means of heat recovery from blowdown may be 

justified. Heat recovered is often conveniently used to preheat feedwater,' 
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thereby helping to maintain the rated output of the boiler. Heat recovery 

also reduces the temperature of water that must ultimately be discharged 

from the plant,: so that the limits of river and water authorities can 

more readily be met (14, 27): 

Residue heat losses 

Further heat losses arrises from purging the boiler with cold air when 

they are started up and shutdown. Losses also occur from cold air flow 

due to natural buoyancy through off load boilers especially when they 

are connected to common flues and chimneys (34, 43). Thus purging should 

be no longer than necessary to fully meet safety requirements i.e. 

to completely clear flues and chimneys of all traces of flamable gases 

befo~e ignition and at the end of the firing cycle. 

Economisers 

An economiser is a heat exchanger located in the flue gas stream of a 

boiler to improve overall efficiency by preheating water for boiler . 
feed or for a separate process application (66). The economisers have 

a. limited scope of application in modern boilers with efficiencies nearer 

to 82% and with flue gases leaving the boiler at about 220 °c, there 

is a danger of low - temperature corrosion occuring (particularly in boilers 

fired with residual oil fuel) if further heat is extracted (89). 

, 
Economisers, however,' are viable on modern boilers fired with natural 

gas where corrosion problems are minimal. 

Fireside Deposits and Corrosion 

Heat transfer in boilers is reduced by the accumulation of deposits 

on the "fire" side of furnace and tubes. Such deposits normally consists 

of unburned fuel (carbon), ash, sulphates, oxides and other corrosion 

products.' The maintenance of high heat transfer rates and high thermal 

efficiency is ensured by minimising the formation of deposits and removing 

. deposi ts' that have formed. 
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Carbon deposits are generally associated with worn or damaged atomisers 

and air guide vanes,' insufficient air supply to the firing equipment 

or to the boiler house, overfiring causing flame impingement on relatively 

cold surfaces and cold air infiltration causing local chilling. Air 

infiltration is often a fundamental cause, of low temperature corrosion 

as well as low flue gas temperature caused by low-load operation. 

Also operating boilers at below their designed working pressures, tends 

to cause low-temperature corrosion and deposition (89, 93). 

High temperature corrosion is usually associated with water tube boilers, 

particularly superheaters and reheater tubes, (97). It is generally 

accepted that a 10% reduction,in heat transfer occurs in boilers for 

a 1 mm thickness of soot or scale (58)~ 

Boiler cleaning" however, is very expensive, thus a balance has to be 

struck between the loss in efficiency of a fouled boiler and the cost 

and incovenience of over - frequent cleaning. In practice this is done 

by monitoring the boiler efficiency and setting a limit on flue gas 

temperature, at full load, at which cleaning is carried out (34, 43). 

1fa ter Treatment 

The scale formation on the water-side of any heat exchanger, reduces 

the heat transfer rate, and when high heat fluxes are involved there 

is a danger of the metal temperature rising above its safe working limit. 

Correct water treatment is essential to prevent this and other undesirable 

effects such as corrosion,' priming and carryover and to ensure steam 

quality (5, 34;' 43)~1 

Corrosion 

Oxygen is the main cause of corrosion in boilers and associated pipes 

and equipment (93): De-aeration of the feed-water by preheati~g is the 

cheapest method. Sodium sulphite or hydrazine, which is toxic, is 

normally used to remove residual oxygen after mechanical de-aeration 

or to deal with the entire oxygen content where a de-aerator is not 



27 

available. Treatment in the boiler is needed to remove the final traces 

of oxygen. Carbon dioxide in the condensate may cause corrosion, the 

severity increasing as its temperature falls. Neutralising or filming 

amines could be used to prevent this although their toxicity may preclude 

their use in food industries. Corrosion throughout boiler, steam and 

hot water systems is minimised by the control of acidity, which ideally 

should be in the range of PH 8.5 to 9.0 (75). 

Foaming 

Foaming arises in boilers from the presence of traces of such foam 

formers as soaps,' certain compounded lubricating oils and detergents. 

Due to foaming the water in the bOiler becomes unstable, consequently: 

(a) Float switches may become ineffective 

(b) Gauge glasses may become difficult to read and 

(c) j-let steam may result causing serious problems in pipes and equipment. 

Foaming may be suppressed by controlling the total dissolved solids to 

,below about 200 ppm and avoiding'sharp changes in steam demand (5, 75)~ 

Foam formation is sometimes encouraged by low-pressure boiler operation, 

thus boilers should ahrays be operated at their correct working pressure 
l,i th reducincr vaJ. ves being lUled llhere 10vIer preasure s team is needed. 

Steam pistribution and Utilisation 

All hot surfaces and pipevrorki including flanges valves etc. should 

have some thermal inSUlation properly secured and protected against 
-

damange and deterioration~ Redundant sections should be effectively 

isolated, or better still removed completely. Leakage can be a source 

of s~bstantial heat loss~Steam leaks past traps, pressure relief valves 

and drain valves or via by_pass valves left open accidentally are not 
,-

likely to be noticedi Warm valve bodies and down stream pipework are 

useful indications that something is amiss (34, 43, 75, 89). 
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Many processes require steam at around 2 bar gauge. However, it is 

widely accepted that it is poor practice to operate a heavily loaded 

boiler at below 7 bar if carry over and instability are to be avoided. 

When a range of pressures is needed then local pressure reduction is 

likely to be most sui table. If a number of units are operated at identical 

pressure then distribution at that pressure may be feasible (43, 89)~ 
All pressure reduction valves should be preceded by adequate means to 

drain condensate and must be followed by a" pressure relief valve. 

Distribution at high pressure requires small mains, so that despite the 

surface temperatures being high, the heat loss is relatively less because 

of the smaller heat transfer area. 

\'Ihenonrer the flow is substantial, and a large pressure reduction is 

required the eeneration of 110rk should be considered, by driving a back 

pressure steam turbine to produce electricity, compressed air, or mechanical 

power. 

Steam Pressure and Process Temperature C~ntrol 

Steam pressure reducing valves enable heat transfer to be carried out 

at optimum temperatures and they protect plant by providing pressure 

within safe working limits. Valves should not be oversized for the 

maximum duty required and they should be preceded by a steam separator, 

with drain trap,' and fine - mesh - screen strainer to remove dirty 

and scale (58);' 

Isolatint: valves and adjacent pipework should be adequately sized, so 
~-~~.--~-

that all pressure reduction is effected by the pressure-reducing. valve. 

To protllct dOlmstream plant or process from excessive pressure or 

temperature a correctly - sized relief valve should be fitted (93)'

Thus, having st~am available at the point of use at the correct 

temperature is ensured by controlling steam pressure. 
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Steam traps and air vents 

The purpose of a steam trap is to discharge steam condensate as well 

as air and other non-condensables, whilst retaining steam in the system. 

Ideally it should do this over a wide range of condensate flow rates 

and with minimum of maintenance (87). 
traps, yiz: (87,' 93) 

There are three types of steam 

(a) Mechanical traps: These incorporate an inverted bucket or float, 

which use, the buoyancy provided by condensate in the chamber to 

open the outlet valve, which closes when condensate is cleared 

and buoyancy is lost. 

(b) Thermodynamic or impulse traps : these close when condensate 

(which is released periodically) flashes to steam, this produces 

low pressure under a disc, which seats, but then lifts (to repeat 

the cycle) l1hen pressure above it declines, as the flash steam 

condenses.' 

(c) Thermostatic traps: these respond to the difference in temperature 

between steam and condensate and use a bimetallic element or 

bellows to open the outlet valve to release condensate when its 

temperature has fallen.' 

The traps should ah/aye be sized according to the volume of the condensate 

that.they will be required to handle (allowing for any back pressure) and 

not the size of the pipes into which they will be incorporated. They 

should be fitted close to the equipment that they serve and below natural 

drain points.' By - passes round traps may be'essential in some instances 

for purging t~e system after shutdown or to aid maintenance. They should 

be closed during normal plant operation (5, 34, 87)~ 

Steam losses through thermodynamic traps depend upon their opening frequences, 

which in turn depend upon ambient temperatures. The thermostatic and 

ball float traps cannot pass steam when operating correctly, but the 

latter are bulky and convection and radiation losses from them 'are 

correspondingly high.' 



30 

As a suitable substitute for steam traps Qrifice plates are sometimes 

used, sized to handle the condensate load. They are simple to maintain 

and convection and radiation losses from them are low. Because of the 

wide difference in density between condensate and steam they cannot 

waste any great amount of steam,' however,' the diameter of the hole of 

the orifice plate is the main limitation. A lmm diameter hole can 

etill waste over 2 kgjhr of steam at "no load" conditions and may be 

inadequate to cope with air at start up (87)~' 

Air present in steam lowers the temperature of the mixture to below 

the saturated temperature for the steam alone. In addition air films on 

heat transfer surface, dramatically reduces heat transfer rates and 

the presence of air may also aggravate internal corrosion. Thus air 
. 

removal is quite essential. Air vents near steam traps could solve the 

problem. 

Flash steam and Condensate Recovery 

When hot water, under pressure is released to a lower pressure, flash 

steam is produced by the heat made available by the reduction in the 

specific enthalpy of the water, the amount depending upon the pressure 

difference (14,' 27,-1 58)~ 

It is not easy to utilise the heat that will be lost in this way because 

the ,flash steam has to be collected and then used in an appropriate 

application, preferably one that is not temperature sensitive. Preheating 

is an obvious possibility with addition of a lo~er pressure stage, to 

which flash steam can be applied, to' 

Alternatively steam may be condensed 

use as warm water. 

precede the main heating stage 

by a fine cold water spray, for 

Recovered steam condensate is a valuable source of heat and pure water, 

provided it remains uncontaminated. An aditional advantage is that, 

because it raises the temperature of the boiler 'feed water, it increases 

the effective output of the boiler. A 5 °c increase in the boiler feed 

water temperature is equivalent to an energy saving of about l~ (27). 
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The relationship between fuel saved and condensate. recovery is shown 

in Fig 2 ~ 3 (27): 

2.2 Energy Management 

Implementation of an energy saving programme in an industrial environment 

is not always free from difficulties, some being due to ingrained customary 

attitudes and others to purely technical problems. Thus, developing 

and maintaining a systematiC approach to energy conservation requi£es 

some sort of management, and the most important ingredients in the effective 

management of energy are a genuine commitment at the top level and a 

capability within the organisation to take actions rather than to talk 

about it (42, 43, 53,' 85,' 89, 97)~ 

The most common first step in energy management programme is to appoint 

an Energy Manager, whose formal qualifications are not particularly 

important. An enquiring mind, the tenacity to get to the root causes of 

waste and the ability to generate and sustain enthusiasm at all levels 
-

are the main requirements. However, the larger and more complex the 

uses of energy, the more likely it is that the energy manager will benefit 

from an engineering or scientific training, that will enable him to 

appreciate fully the significance of energy conversion.and utilisation 

processes. 

2.2.1 Energy Management programme, Motivation and Training 

Generation of interest at all levels is essential, bearing in mind that 

people have short memories, thus, sustaining their interest needs continued 
. -

effort and imagination. A better perspective of the task ahead is 

obtained when some basic data on energy supply and use have been gathered 

and analysed (85, 97,' 99)~' A continued energy audit is usually desirable 

to monitor consumption and cost trends and to provide hard facts on 

which future planning can be based.· Analysis should be made to differentiate 

between simple "good housekeeping" measures and those that require new 

methods and equipment. Improvements that require capital expenditure 

should meet whatever pay-back and cash flow criteria normally apply 

within the organisation using realistic estimates of future energy costs, 

and resultant savings should be assessed (41, 42, 43). 
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In many organisations, a shortfall in energy can have serious consequences 

and contingency plans, lo~r-energy strateGies, should feature in all 

energy management programmes. Priorities should be determined, emergency 

work plans devised and stand by generation and fuel stock req~irements 

assessed (84,' 85); Health, safety and environmental requirements should 

be carefully monitored. Closer Control and better maintenance of plant 

in order to effect energy savings h01iever, usually raise safety standards 

(42, 43, 89);' Changes that directly affect employees in any-uay should 

be approached 1'ri th care (99). 

The schemes must be given adequate promotion on site and, the objective 

must be clearly stated so that every individual is made aware of the value 

of his contribution. Suggestions for improving energy consumption 

could be obtained or encouraged through existing sugGestion schemes. 

11aximum publicity should be given to this activity in house magazines, 

works committees and posters, and the results achieved muot aloo be 

communicated (27, 28, 29, 99). 

For those actually in charge of energy plant, especially boilers, specific 

training should be given. A most useful training opportunity occurs 

during commissioning of new plant, and whenever possible operators should 

be present. Subsequent training should be given to new operators. Training 

should be repeated periodically to update operators knowledge, especiallY 

~rhell ne~r eqUipment or techniques are introduced (43, 89, 97). 

2.3 Energy Auditing 

The "Energy audit" refers to an initial, often one-off, analysis of the 

pattern of energy usage ~Ii thin a 1iorks, identifying and quantifying 

the main areas of operation and types of energy usage. Sometimes energy 

audit is used interchangebly with energy monitoring, but energy monitoring 

iD a complementary aspect of energy auditing and it refers to the regular 

systematic measurement of energy usage in relation to targets based on 

production level or prevailing weather conditions (27, 35, 89, 97, 108). 
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Every energy audit is particular to the organisation in which it is 

ca~ied out and whose overall strategy it should assist (35). A few 

basic rules may be applied to all audits but there are certainly no 

common standard forms nor should there ever be. Thus, as a matter of 

priority the energy audit procedures will be related to the energy 

consumption of a building services. However, the principles of conducting 

the energy audit to all energy users, with only common factors for 

comparative consumption and the methods of data collection being different 

fo~ individual cases. 

The way to prevent the energy audit from appearing a formidable and 

daunting prospect is to take ,a small step at a time. Thus, energy audit 

should, be brocken into phases that are concerned with: 

(a) Records. 

(b) , System and equipment. 

(c) Building data. 

2.3.1. Records 

These are the basis of the audit and comprises 

(a) Fuel bills: If possible fuel bills covering three years, to 

provide ,an overall consumption and the cost of energy during this period. 

Common units such as therms, "klfu ,or GJ should be used so that individual 

energy consUmption can be compared with the individual costs. It is 

necessary at this stage to organise a system to ensure that the necessary 

information is collated on an on-going basis for future updating of the 

audit. 

(b) Drawings: These gives information about the Btructure of the building 

and the services within it. The extent of manufacturing facilities and 

production rate should be indicated together with the services an~ 

utilities required by each item of manufacturing equipment. 

(c) Modifications. Even if'the necessary drawings are available, 

these may not be up to date. Over a period of time, buildings may have 

been mOdified or new equipment may have been installed. Equally, legislation 

may have necessitated modifications to the building or systems. It is 
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not unusual to find an absence of records for such modifications, so 

that the auditor may have to rely on visual inspection or verbal 

informa tion.' 

(d) Meter readings: These fall into three main categories; overall 

consumption~ Departmental consumption and plant consumption. Whilst 

main supply information would normally be available, departmental and 

plant consumption may not. In such cases it may be necessary to estimate 

the costs initially and also to carry out plant tests to arrive at 

information related to a specific category of use. 

Building Data 

(a) Constructionl This is important for determining the thermal 

transmittance of the structure. This should include type and thickness 

of the material of construction and finishes which have been applied. 

(b) Usage: The use 

energy requirement of 

of the building may have a major bearing on the 

the building, and will be determined by the environment 

reqUired, process requirements and the services and utilities required 

to serve that purpose.' 

(c) Occupation periods: These will have to be,taken into account for 

the normal operation,extended peri'ods of operation due to overtime,' 

cleaning and security requirements. 

System and EqUipment 

Data should be collected either on a long term basis to provide average 

values during the extended period, or on individual short term tests with 

correction factors for run time, to be followed by the more accurate long 

term tests. Both data collection exercises consists of:-

(a) Listing of:- All utilities.' 

(i) Systems (e.g" heating,' refrigeration, ventilation systems) 

and each systems operation,' use and deSign parameters. 

(ii) Energy consuming equipment within each system (e.g. heating 

coils, compressors,' ventilation fans). Again each equipment 

will have its design parameters and operation to be investigated 
and recorded.' 
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(b) Function:- The detail of each energy consuming equipment must 

include the function of that equipment within the system and its importance 

in the overall performance and/or manufacturing facility~' 

Consumption :'. The detail consumption of the individual equipment will 

be determined by either short or long term plant tests and/or metering 

on a long term basis. A flow chart for conducting the systematic energy 
. . 

auditing is shown in Fig.' 2 - 4. 

The next step is to analyse the results ~Ihich should now be in a form 

in which individual plant and system consumption for each building area 

can be quickly compared on a common basis. Heating systems, for example, 

could be evaluated using monthly or weekly degree days and for processing 

industries these can be compared with the production rate. 

Carrying out an energy audit may reveal a number of immediate and easy 

conservation measures which themselves can justify the effort, even without 

the possibili'ty of using the results as a basis for more extensive 

conservation measures.' 

2.4 Combined Heat and 

Combined heat ~d power 

Power peneration 

generatio~ systems are well established in the 

chemical and process industries and represent major energy conservation 

measures. Around 30% of electricity used by industry in the U.K. is self 

generated (39)~ and if allo'lance is made for direct drives, self generated 

power in the U.K. probably represents 40 - 50% of the total power 

requirements. With most combined heat and pO'ler systems, the power is 

generated with a marginal efficiency of at least 75% compared with the 

efficiency of around 30% characteristic of electricity from the public 

supply industry (11. 32~' 33, 34,' 43);' The power can be in the form of 

direct mechanical drives or in the form of electricity generated with 

turbo - alternators.' The heat is usually in the form of low pressure 

or intermediate pressure steam (14, 31). The choice of the plant is 

determined by the process heat/power ratio.' Table 2 - 1 indicates the 

range of heat/power ratios used in different types of generating plants. 
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Table 2 .. 1 : Types of plant for combined heat and power systems. 

Prime mover Heat/Power ratio 

Diesel engine Up to 1 · 1 • 
· 

Gas turbine Up to 3 : 1 without supplimentary firing , 

Up to 15 · 1 With supplementary firing • 

Steam turbine Up to 15 · 1 Typically · 
high heat/power 10 · 1 · 
low heat/pot/er 5 · 1 · 

Diesel engines are not sicnificant in the chemical industry as at/hole 

and most of the current systems are based on back pressure steam turbines. 

The back pressure turbine takes steam from the boiler and produces 

power by expanding the steam through its stages, before finally exhausting 

the whole of the steam flow to the heating process (31); The supply of 

process steam is thus taken from a point in the system after final stage 

of expansion. The schematic arrangement of the back pressure steam 
-

turbine is Sh01ID in fig. 2 - 5. 

The amount of power generated by the steam is usually determined by the 

demand of heat. Most combined heat and power systems are connected for 
- -

parallel operation with public supply, see Fig.2 - 6. This provides 

security of supply and helps in balancing the system through the transfer 

of electricity in either direction, provided the local electricity authority 

is agreeable.' Exact balancing of loads at the optimum design value for 

the system is usually not possible, nor is it essential since most systems 

have some degree of flexibility (31, 43)~' 

Present commercial considerations favour the minimum transfer of electricity 

to or from the public supply so that this imbalance may be dealt with 

by meeting the power requirements as far as possible by utilising the 

maximum available generation capacity and/or by venting excess steam. 
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This may be economically justifiable but it is wasteful of energy, 

conspicuously so, if low pressure steam is being vented. A better 

approach is to redress the balance by finding a use for the surplus low

pressure steam, for instance by installing another high pressure steam 

using process. While this approach will be obvious to companies in 

this position it may not be easy or.feasible in practice. Thus, there 

is no easy solution to a large imbalance, and forecasting the heat 

and power ratio accurately at the design stage is therefore very important. 

2.5 Good Housekeeping 

Information and cheCk list describing good housekeeping measures are 

readily available in, for instance references 27, 28, 30, 43, 97, 110. 

A list of m~asures compiled from these sources, with the exclusion of 

those concerned with boilers and steam systems which hav~ been covered 

in,previous sections, are given in·this subsection. 

The measures generally represent what ought to be good practice and do 

not involve any particularly novel or sophisticated technology. However, 

thei~ implementation requires significant 'investment of time and manpo~ler. 

Horeover, most of the measures are not once-and - for - all, but require 

regular attention if energy savings are not to be erroded. 

2.5.1 Good Housekeeping Check List. 

(a) Insulation 

(i) Check optimum thickness, increase if necessary, 

(ii) Ensure flanges and manholes are lagged. 

(iii) Improve protection of insulation from rain and water. 

(iv) Replace insulation after maintenance work. 

(v) Consider use of infrared surveys to indentify major heat losses. 

(b) Pumping and compression 

(i) Ensure pumps have correct characteristic and impeller size. 

(ii) ,Consider replacement of undersize lines and valves. 

(iii) Consider removal of discharge line restrictions. 

(jv) Consid~r Whether flOl1S can be reduced (reduced cycles). 
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(v) Switch off when.not required. 

(c) Electrical systems 

(i) Improve power factor and minimise other losses. 

(d) Compressed air system 

(i) Use minimum operating pressure. 

(ii) Reduce leaks. 

(i11) Reduce pressure drop in pipe~10rks. 

(iv) Ilaintain minimum inlet air temperature at compressor. 

(e) Nitrogen system 

(i) Reduce leaks. 

(ii) Reduce pressure drop in pipeworks. 

(i11) Check whether any other inert process gas could be used instead. 

(f) Cooling water system 

(i) Ninimise unecessary flow of cooling water. 

(ii) Investigate scope for "cascade" cooling system i.e. running 

cooling water in series through a number of units e,g. 

condensers operating at ~ifferent temperatures. 

(g) Vacuum systems 

(i) Reduce leaks. 

(ii) Consider replacing steam ejectors by mechanical vacuum pumps 

of the liquid ring type which require much less energy for 
-

operation than. steam ejectors. 

·(h) Space heating and illumination 

(i) Provide adequate control of heating and ventilation; reset 

(ii) 

(iii) 

all heating in offices and laboratories to the minimum commensurate 

with reasonable comfort. 

Provide self closing doors for personel and vehic1U.ar traffic. 

Use waste heat from process streams, whenever possible for 

space heating. 
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(iv) 1'Ihere the uniform heating ~f a Given area in not neceosary 

une "elective local heating. 

(v) Reuoval of liGht diffuoers can reduce the number of lamp" 

re~uired by up to 20/0 for the same illuminance. Clean lamps 

reGUlarly. 

(i) Inntrumentation and Centrol 

Thio is an essential aspect of most of the previous mea1':uren and in therefore 

only listed as a oeparate measure for completeness. However, it is an 

expensive measure which should be handled with great care. For example, 

Fig. 2 - 7 Sh01~ a typical piping and instrumentation diaGram for a nimple 

evaporator unit (this is one possible solution of achieving of a system 

reliabili ty).' It can be seen that a lot of inotruments Md control loops 

are involved. It will obviously be prohibitive expensive to have all 

e~uipments, in the plant, at such control level. 

~1US expenditure on Good-quality, permanent instrumentation and controls 

can be juntified on large items of energy using plant, especially oteam 

boilers and high temperature furnaces. For smaller applicatior~, for 

spot checks and investiGation and in situations where fixed inotruments 

uould be vulnerable to damage, portable test equipment and easily fitted 

meters should be uoed. 

An ambitious, overall energy saving of up to about 1010 has been claimed 

to be posoible thrOUGh good housekeeping measures alone, but the 

potential ~rill be leos than that for a reasonably efficient uorks 

(43, 89~ 97)~ The key to maintnininG interest, effort and commitmcnt 

to Good - houscicecpinG mensures at all levels, appears to lie in dcveloping 

comprehesive and reliable energy monitoring and measuring syotem so that 

1'1astage is clearly recoGnisable. 

-
2.6 Heat Recovery 

Heat recovery or re-use is one of the most important enerGY conservation 

measures in the Chemical and Process industries. The actual economic 

advantage from any heat recovery depends upon the availability 'and cost 

of fuels. Obviously, savings from heat recovery increase an fuel costs 

rise. The cost of fuel saved must be compared to the capital investment~' 
, . 
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amortization, maintenance, operating costs and any other cost factor 

involved in owning and operating heat recovering equipment (10, 16, 

41, 48, 57, 89, 110). 

The concepts of heat recovery using waste heat boilers, recuperators and 

regenerators are well established and are not discussed here. Thus only 

the engineering principles governing heat recovery and scope of application 

of-heat recovery are considered. 

Engineering Principles 

Decisions to recover energy are governed by the second law of 

thermodynamics, which states that, for an ideal reversible process, 

entropy does not change, but for real irreversible process it increases 

(93). Practically this means that, all energy degrades so that as 

soon as fuel burns, its ability to perform work is partly destroyed. 

Stating the second law differently "only a fraction of heat at certain 

temperature can be converted into work; the rest must be dissipated 

at ambient temperature as waste heat". Furthermore, "The carnot Cycle, 

Fig.2 - 8 is the cycle that gives the highest possible conversion rate 

of heat into work" The relationship betlreen work and heat is given by: 

• Q 

Where: W = theoretical maximum ~lOrk, kW 

Q = heat quantity,' kW 

Tl = heat source temperature, K 

To = heat sink temperature, K 

The ratio 

• • • • 2 - 1 

is the heat that must be discharged to the 

atmosphere. 

and 
is the efficiency, "1. ' of conversion. 
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From this foundation the following engineering principles can be 

deduced (41). 

(a) The efficiency of extracting work from fuels approaches one so 

lo~g as they have not been burned. But when they are burned this 

availability is partly degraded. Also all real processes are 

irreversib,le due to frictional losses, inefficiencies of real cycles 

and temperature drops in heat exchangers which all add to the quick 

degradation of energy. 

(b) Heat has its specific value,' closely related to the temperature 

level. The higher the temperature the higher the efficiency of the 

heat. Thus, it pays off more to recover heat at higher temperature •. 

(c) Work is the more valuable form of energy it is easily convertible 

into heat, at least theoretically, whereas heat is only partially 

convertible into work. This means that it is more valuable to recover 

1rork than to recover heat. 

(d) Irreversibility should be avoided as much as possible. Thus, 

recovery by sequential use of energy is important. As many stages 

as possible should be built into the heat recovery, with each step 

going down gradually in temperature. Recovered energy sh?uld be used 

to preheat material streams, to generate steam for driving process 

gas compressors etc. 

(e) Low - level energy should be used to create 101;' - level heat with 

high-level energy reserved to create work or high-level heat. 

2.6.2 Recovery of Heat 

Recovery of heat is governed by the amount of heat available and its 

temperature level. Good thermodynamic practice dictates recovery of 

heat at the highest temperature to keep the efficiency as high as possible. 

However, there are limitations to this ideal; the process has to work 

and' yield maximum profit. Thus a balance has to be struck bebreen 
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maximum heat recovery at a suitable temperature level and minimum raw 

material usage,' the overall operating cost should be at a minimum. Also 

the need for recovered energy has to be determined, since feasibility 

depends upon the ability to use the energy. 

Heat recovery can be divided into three possible applications based on 

the temperature range of the source (3, 14, 41, 57, 110), viz: 

(a) Full temperature range applications 

Feed-effluent exchangers can be used across the entire range of temperatures. 

For example, in the high temperature region(i.e.500 to 100OC), exchange may be 

employed for preheating craCking and reformer furnace stream. In the 
, 0 

medium temperature range (i.e. 300 to 500 C), preheating, reactor feeds, 

air for reaction purposes and so on. While in the lower temperature 

range (i.e. <:3000C), exchange may be employed for preheating distillation 

column feed, dryers and reactors. 

(b) High-level heat recovery 

\'Iaste heat boilers ,can be used to recover heat from process or furnace 

flue gases to generate high-pressure steam. Typical examples are 

ethylene cracking units.' 

(c) Low level heat recovery. This can include all applications where 

it is impossible to develop superheated steam or generate shaft 

power. As soon as the temperature level of the heat source falls 

below 400 to 5000 C, the efficiency of the steam cycle drops sharply 

and makes it an undesirable. alternative. However, other alternatives 

for its use are possible; viz:, 

• 
• 
• 
• 
• 

Generation of low or medium- pressure steam from waste heat. 

Recovery of flash, steam and steam condensate. 

Recovery of boiler blowdown heat for preheating boiler feed water. 

Exchange between process streams. 

J1ultiple effect evaporation,' for instance in distillation (57). 



Absorption refrigeration can be a very good alternative to mechanical 

refrigeration, especially if the electricity price for driving the 

refrigeration compressor is very high and if waste heat is available for 

the absorption system (15)~ The combination of a process stream that needs 

to be cooled from about 200 to 100 °c and refrigeration at about - 10 to 

-20 °c, for example,' is very attractive for this approach (41). 

An interesting application would be the reduction in gas compressor pot'Ter 

requirements by lowering the compressor inlet temperature in an absorption 

oystem driven by waste heat. Low - level heat can also be used in a 
-

lbnkine cycle with an organic fluid, Fig. 2 - 9. Some specific organic 

products e.g. CQl2 F2, CH2 C12; C6 F6 have more favourable thermodynamic 

properties than steam in the low temperature range (3, 6, 15), as steam 

exhibits an intrinsic thermodynamic inability to extract heat from the 

available source in these temperature ranges. 

Rankine cycles deserve more attention for application where large amounts 

of low level heat are available lrhich cannot be used for other more 

conservative recovery techniques, and when electricity costs are high 

(3, 4, 41, 43)~ 

~Pump Applications 

A heat pump reverses the natural flow of heat from higher to lOHer 

temperatures. Ideally, a quantity of heat Qlis transferred from a low

temperature source to a fluid, an amount of lrork, 1,/ is done on the fluid, 

and a total amount of heat, ~ + W is transfe=ed to a high temperature 

sink. The relationship between the heat rejected and the work is given 

by: 

• • • • • • 2 - 2 
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Where: ~ = ~ +W 

T2 = Working fluid condenser temperature, K 

T1 = Uorking fluid evaporator temperature, K 

Equation 2 - 2 is termed as coefficient of performance (C 0 p). 

The ideal heat pump cycle is represented by a reversed heat engine 

operating as thll carnot cyc1e,~ as shown in Fig. 2 - 10. The carnot 

cycle cannot be realised in practice and the operation of real heat pumps is 

better represented by Rankine cycle Fig. 2 - 11. In actual plant , in 

expanding the working fluid,' the work is dissipated as mechanical friction 

and an expansion valve is used,' resulting in the stage 3 - 4 lying on a 

constant entha1py line. While no work is now obtained from the expansion 

process, .this does not affect the heat extracted from the condenser, 

but reduces that taken up in the evaporator. The expansion valve makes 

the process irreversible.' After expansion;' the working fluid is in the 

fo~ of a saturated liquid, which :hen picks up heat in the evaporator 

ideally being boiled off to saturated vapour, absorbing the heat at 

constant temperature (6, 14,' 31; 57, 93); 

A practical heat pump cycle differs from the reversed carnot cycle in 

two other respects, viz: 

(a) The compression is normally carried out in the superheat region, 

Ifi th desuperhea ting occuring in the condenser. 

(b) Some additional liquid cooling (subcooling)occurs between the 

condenser exit and the expansion valve, prior to the adiabatic 

expansion between points 3 and 4,' whence the cycle is repeated. 
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Thus the eop of real heat pumps is significantly less than that of the 

carnot cycle by 5~ (31,' 43);' 

For a heat - p~p to show an overall energy saving the primary fuel 

equivalent of the heat recovered must be greater than the primary fuel 

required for the pO~ler input to the pumP. 

Applications 

The heat pump cycles can be used to yield substantial energy savings 

especially 

(a) When heat to be pumped has a high-thermodynamic and financial value. 

(b) Where the temperature difference between the condenser and the evapcrator 

is small. 

(c) ,{here the primary energy usage is high. Examples of these would 

be in distillation,' evaporation and drying. Two types of heat pumps 

can be distinguished (31, 43). 

(i) The closed cycle heat pump with sealed recirculating ~Iorking fluid 
-

as shown in Fig. 2 - 12. 

(ii) The open cycle heat pump as shown in Fig.2 - 13. This is just 

another name of mechanical vapour recompression. 

Furthermore, in a heat pump applic{ltion a distinction can be dra~m between 

recovery of sensible heat and of latent heat. Sensible heat recovery 

involves the use of closed cycle heat pump, which has relatively low 

working temperatures usually below lOOoe, although there is considerable 

development aimed at increasing the operating temperatures (43). The use 

of heat pump to recover latent heat of vapourisation is the application 

which offers greatest potential for the chemical and Process industry 

(43); In processes involving vapourisation the latent heat of vapourisation 

usually r,epresents the major energy requirement and these processes are 

usually large energy users. 

Recovery of Cold 

Refrigeration energy increases l'1i th decreasing temperature. The theoretical 

amount of work, If, necessary to produce cold Q is given by equation 2 _ 2. 
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Combined with the cost of producing p01rer in the power station, it can 

be concluded that: 

(a) Refrigeration requirements should be minimised. 

(b) The cheapest form of developing refrigeration should be used e.g. 

absorption cooling (13) driven by waste heat, and the use of cold 

process streams or turbo - expenders. 

(c) Cold should be recovered wherever possible. A few basic techniques 

to recover cold are commonly used in cryogenic processes (93) e.g. 

separation of air, recovery of: ethane and propane from natural gas, 

purification or liquefaction of gases. These include: 

2.7 

(i) Conserving refrigeration by using feed-effluent exchangers 

to cO,ol feed gases with cold products. 

(ii) Limiting irreversibility in exchangers by minimizing temperature 

drop. 

(iii) Using turbo - expanders to produce cold, Fig.2 - 14, in a 

thermodynamically efficient manner especially at low, cryogenic 

temperatures. 

The Economics of Conservation Measures 

In previous section, we were looking into the aspects of energy 

conservation, and now we are in pqsition to analyse the implication of 

the statement appearing'in section 1:4 (i.'e. "l~ost of the industrial 

energy conservation m~asure~;' are rather expensive and thus less attractive, 

when compared to those in the domestic sector or rather to those in space 

heating systems")~ 

Consider the following two numerical examples. 

(a) A typical factory in the East Nidlands with a brick - brick cavity 

wall and light weight plaster on internal surface, is to have cavity 
'''' 

fill insulation installed.' 

~:-

• Type of insulation · 50mm Urea formaldehyde • 

• External wall area • 2000 i • 

• Heating season · 5500 hrs • 

• Internal temperature: 20 0 C 
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• External temperature : 
-
.' Boiler efficiency 

• Fuel Cost : 

• Insulation Cost I 

• 'Evaluation period : 

8 °c 
8~, 

£4~5/GJ (1983 prices (27» 

Cost of injecting 50mm of urea 

formaldehyde is approximately 

11~5/m2 (1983 prices (27» 

1 year for determining annual saving. 

The economic evaluation is as follows: 

From nomogram 1 (27) - gross cost of heat = £4.90 gross/GJ 

From nomogram 2 (27) _ Cost of useful heat = £6.0/useful GJ. 

From nomogram 3 - Cost factor = £0.12/\{ 

U - Values from table 19 (27); 

- Uninsulated wall = 1.37 vl/m~ 
- Insulated ~lall = 0;56 Il/i K 

Heat losses; 

Uninsulated wall = 16.4 Vl/m2 

_ Insulated wall = 6~7 ll/m2 

This represents' an energy serving of about 59%; 

(v) from nomogram 4, for each reduction in heat loss at the cost 

factor of f.0.12/1l the total cost of heat over the evaluation 

period of one year are; 

_ Uninsulated ~lall = f:2.0/m2 

£ - / 2 - Insulated wall = 0.8 m 

This represents an annual saving of [1.20/m2, resulting in a payback 

period calculated as follows:-

• 

• 

Payback period = 
• 

The total investment 

installed cost of insulation 
Saving per annum 

-
= 1.25 years 

cost 11.5/i 2 .. x 2000 m .. booo 

Total amount of heat saved = (16;4 - 6.7) x 2000 

= 19.4 kW 



• Therefore the investment 
£3000 _ 

= 19.4 -

57 

per kW saved 

£155/kW saved; 

(b) A steel finned economiser was installed in the boiler flue of 

the same factory, with a total installed cost of {25,000 (97). The 
,:.,: 

boiler operates mainly on natural gas'" The economiser measures 2.5 m 

square and 300 mm deep in the direction of gas flow. It is installed in 
-

a horizontal flue. 

~:-

Exhaust gas temperature · 232 °c • • 

After economiser • 160 °c • • 
Exhaust flow • 10~6 J/s • • 

• Fuel cost I £4;5/G:r 
Evaluation period · 1 year for determining annual saving. • • 

• The specific heat capacity of 

is approximately 1.47 kJ/m3 K; 
flue gases in that temperature range 

Thus, the total heat recovered is given by; 

* Q = V Cpv (A T) •••••••• ••• 2.3 

Q = 10.6 x 1.47 (232 - 160) = 1122 kW. 

A payback period of less than 10 months (for a similar equipment) has 

been reported (97); 

• The investment per kW saved 

= £25000 = £22;3/k\{ 
1122 

Despite the fact that, the payback period and capital expenditure per 

k\'l saved f~vours the flue gas heat 

the money involved (i.e.' /25000)is 

recovery scheme, the magnitude of 
" 

very ,big. In most, cases such proposal 

will be met with scepticism by the management.. On the other hand the 

£3000 invenstment with a payback period of about 1.2 years could be approved 

without difficulty by the management. These ~~o examples illustrate the 

difficulty of assessing economically viable heat recovery projects. from 

the investment point of view. 
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CHAPTER 3 

ENERGY FORECASTING 

Energy auditing requires investments' in instrumentation, time and manpower 

which could be prohibitive to some industries. However, energy forecasting 

provides a simple and inexpensive means of assessing the energy usage and 

thus enabling the management to exercise control on this. 

Forecasting is not a new problem, it has exercised the minds of management 

of different disciplines for decades. The accuracy of the forecasting 

method depends upon the purpose it has to serve, thus, the method has to 

be reviewed time after time.' The rapidly escalating cost of purchased 

energy makes accurate forecasting of energy requirements a more urgent 

matter for the Chemical and Process industries. However, a large number 

of variables affect the specific energy consumption for a given plant, 

and engineers have traditionally had difficulty in providing accurate 

(or, in many cases, oredible) forecasts; 

The present forecasting method for space heating plants, the degree day 

method, is one example. This method assumes that the energy consumed 

by the space heating plant depends.upon the degree days alone, but a 

large' number of variables such as wind speed, rainfall, solar radiation 

physical properties of the building, the habits of the occupants also 

affeot it. In addition there are energy gains from occupants, internal 

appliances and lighting (2,' 12, 27, 39, 49, 96); 

More than 40 years ago ~1hen this method was introduced, the cost of 

energy was very 10;1 in the sense that the expected 25% errors in the predicted 

results were tolerable. With the depleting energy sources and their increasing 

cost tre~ds, . this can no longer be comfortablyaccomodated. Thus a more 

accurate energy forecasting method is desirable. The objective of the 

present work is to improve the degree day method and make it a credible 

tool for energy managers to control the energy consumption ~1i thout involving 

too much cost. 
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3.1 Forecasting Techniques 

Forecasting can be defined as estimating the demand over the future 

time intervals or over given operating conditions, and are generated 

using the demands from the past (39, 49, 62, 114)~ 

Forecasting techniques can be categorised into three groups (114), viz: 

(a) Qualitative; Sometimes called subjective. All information and 

judgement relating to an item are used to forecast the item demand. 

This technique is often used when little or no historical data , . 

are available. 

(b) Causal;' Sometimes called multivariate or prediction. The 

cause - and - effect type of relationship is sought. Here, the 

forecaster seeks a relationship benleen item's demands and other 

factors. For example the relationship between the energy consumption 

and production rate,' or degree days is sought. The relationship 

is then used to predict the energy demand for given operating conditions. 

(c) Time - series analysis; Sometimes called univariate or projection. 

A statistical analysis on the past demands is used to generate the 

forecasts. A basic assumption used is that the underlying trends of 

the past 1dll continue into the future. 

Our work is primarily concerned with forecasting as it relates to the 

causal approach. Although in practice a forecasting procedure may involve 

a combination of the approaches.· 

The forecasting process begins by developing a statistical t~e of fit 
-

through the historical data. For instance, energy consumption and 

production rate for a process plant. The fit that is sought may vary 
-

depending on the pattern of historical demands. Four demand patterns can 

be distinguished, viz: 

(i) The constant demand pattern: of the form 

y = C 

where:C = constant 



60 

(ii) Trend demand pattern: of the form 

y co Cl + C2X 

Quadratic demand pattern : of the form 

y co Cl + C2X + C~ 

(iv) Trend seasonal demand pattern: these are of two forms 

(1) Multplicative type : y = (Cl + C2X)J. 

(2) Additive type I y = Cl + C2X + J. 

~lhere: J. = Seasonal influence 

Thus the prevailing demand pattern can be detected by plotting the historical 

data on either a linear or logarithimic graph paper. The plot will also 

reveal the ~lild observations~ ~lhich do not appear to be consistent with 

the rest of the data. In statistical terms these are often called 

OUTLIERS. The reasons explaining their occurance should be found, and 

if justified they should be discarded completely. 

3.2 Linear Regression Analysis 

Assume that the relationship between the energy consumption 'and the 

production rate vary according to the following equation: 

Y ::: Cl + C2X •••••••••••• 3.1 
\fuere y = energy consumption, kJ/day 

Cl = base load, kJ/day 

X = production rate, kg/day 

Then, the historical energy demand and production rates are used in 

the least square method with equal weights to seek the estimates of 
-

Cl and C2 in equation 3.1. liith this procedure the estimates of Cl 

and C2 so obtained, yield residual errors with the property that the 

sum of the squares of the residual errors is minimum (22, 23, 38). 
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If ~le denote the predicted value by y then the residual error ~lill be 

e _ = y - y •••••••••••• 3.2 

and the sum of squares of the residual error will be 

See) = 
~ .. 2 
~(y - y) 
.. a I 

• • • • • • • • 3.3 

The est~mates of Cl and C2 that will lIlllke equation 3.3 minimum are given 

by; 
Cl = ' (~v)( ~~) - (~X) (~Xv) 

\. n (tX2) _ (!X)2 

(i X v) - (LX) (~v) 
n (ix2) _ (£.X)2 

Regression Analysis 

• • • • • • • • 

• • • • • • . • • 3.5 

Predictions based upon.least - square method, should not be looked upon 

as perfect, indeed, to make such predictions meaningful they should be 

interpreted as expectations (36,' 38, 114, 120). The values obtained for .. .. 
Cl and C2 by the method of least - squares are estimates of Cl and C2• , 
In linear regression analysis, it is assumed that the X s are constants, 

i.e. not values of random variable, and that for each value of X the 

variable to be predicted has a certain distribution as shown in Fig. 3 - 1, 

.furthermore; that, these distributions are all normal curves having the 

sume standard deviation;' «(38); If the X's are also looked upon as 

values of random variables the treatment of t~ data is referred to as 

correlation analysis, a subject appearing in the following subsection. 

Thus, in our work we will consider X's as values of random values. 

The standard error of estimate is then given by: 

Se = re!i - Cl(!y) - C2(£XYn~ •••••• 3.6 
t n-2 J 

Where: n - 2 = the degree of freedom. 

The Correlation Coefficient 

This is the criterion of comparing the sum of the squares of the vertical 
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deviations from the least square line, ~(y _ ;)2, with the sum of the 

squares of the deviations of the yts from their mean, ~ (y _ y)2 

The correlation coefficient can be 
.. 2 

r = + (1 _ f(y - y) 
- ~( _)2 . L y .. Y 

• • • • 

defined as 

• • • • • • 

2 .. 2 
Therefore, if the fit is poor,1 [(y-y) and i.(y-y) are almost the 

same and thus the correlation coefficient is close to zero. If the fit 

is good, ~ (y .. y)2 is much smaller than ~-<y' _ y)2, therefore their ratio 

is close to zero, and the correlation coefficient is close to ± 1. The 

correlation. coefficient measures the strength of linear relationship 

between the variables. It indicates the goodness of the fit of a line 

fitted by the method of least square method, and this is the criterion 

that ~lill be used in this ~lork. 

3.3 The Forecasting Eguation 

3.3.1 Allocating Energy Constunption 

The 'enerrrY consumption can basically be separated into tlvO categories, 

viz: 

(a) That required for production purposes 

(b) That required for space heati?€ in temperate countries. 

II01vever, there are other utilities and services such as hot water, lighting 

and cooking, and several losses such as convection and radiation losses 

from the boiler shell, steam and condensate lines, which occur continuously 

whether there is production,' space heating or none, provided the boiler 

is on. These have to be accounted for, and they give rise to the third 

category of energy consumption;' termeci as the constant or base load 

(2, 12, 43 )., 

(i) Base load 

The base load consists of; 

(1) Fuel used in start up of bOilers, if it does not operate continuously, 

for example, preheating the steam recirculation lines. 
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(2) Supply of hot ~later for personnel use in washing and cleaning. 

(3) Energy used in cooking and washing in canteens. 

(4) Lighting the factory premises. 

(5) Steam mains and condensate system losses. 

(6) Energy used to overcome losses from boiler shell, blow d01m, 

flash steam, oil storage tanks etc. 

The steam and condensate system losses are encountered ~lhen the lines 

are live for a fixed period each day regardless of production level. 

liherever the production rate is constant and variations in input are 

achieved by changing the periods of operation for the whole system, then 

these two items would be included in the base load (2). Care must be taken 

when dealing with continuous production units, because in some instances 

the actual energy input to the product may be much smaller than recorded. 

For example; a radiant dryer,' could use almost the same energy "hether 

at full load or at no load. Thus if the production output is varied by 

changing flow rate, then it is necessary to estimate the proportion used 

at no flow and add it to the base load term (2). 

(b) Production based: 

This is the amount of energy consumed by the processing e'luipment in 

transforming the raw material into. the finished product. Complications 

in assessing this component arise: 

(i) When several stages of operation, with each stage having a different 

throughput are involved. This is demonstrated in the hypothetical 

example below, for a particular day. 

I Store B I 
Fecd 2 

Feed 1 

10 GJ/tonne 
4 GJ/tonne 14 GJ/tonne 

Product 
8 tonnes/day 

9 tonnes/day 5 tonnes/day 

STAGE 1 STAGE 2 STAGE 3 

Intermediate Intermediate 
Stcre A Store C 

- -

s 
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Total energy consumption per tonne = 10 + 4 + 14 = 28 GJ 

Thus the total energy used = 8 x 10 + 9 x 4 + 5 x 14 

= 186 GJ. 

And the "equivalent" production for the whole process will be 186/28 = 
6.6 tonnes. 

(ii) vlhen the raw material is processed several days in advance, is 

processed and scrapped or is partly or completely recycled, the 

production records l'Till be completely different from that actually 

processed per day. 

Thus, the production records, ~Thich are often based on the quantities 

dispatched may not be suitable for comparing the energy consumption 

and production level. Besides, it is a common practice to stock 

the products before sales. The best alternative therefore, is to 

quote the specific fuel consumption, which is given by: 

''leekly fuel consumption 
vleekly production level • • • • • • • • • 3.8 

Equation 3.8 does not take into account the base load and thus the S.F.C. 

l'Till tend to rise as the production throughput falls (2). 

Air conditioning as applied to buildings in commercial and 

manufacturing plants relates to the control of the working environment 

to maintain temperature and humidity within units appropriate to 

type of activity being carried out. It is also necessary in plants 

where the particular process being carried out necessitates 
-

temperature and humidity· control. In many situations, air conditioning 

is limited to winter heating in temperate countries. 

The current degree day method used to calculate the variations in 

energy for space heating plants, is discussed briefly in the 

follmdng subsection .. 
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Current Degree Day Method for Predicting Energy Consumption 

and Its Limitations. 

Degree days can be defined as equivalent to the number of degrees(oC or OF) 

that the' 24 - hour mean outside ambient temperature lies belo~T a selected 

base temperature. In the U~K. this is usually 15.5 °c (60 OF) (2, 12, 

27, 39, 43, 44, 47, 62, 96,' 98, 99)~ In effect, the base temperature 

is the mean outside temperature at which inside temperatures are accepted 

with no heating. Thus, a 24 - hour period in which the mean outside 

temperature is 13 °c 1Till have 2.5 degree days. Degree days are recorded 

during the 24 - hour period, which if temperature rises or falls rapidly 

may not be the true mean temperature such variations are assumed to even 

out over a period, however, when the outside temperature exceeds the 

base temperature for the part of 24 - hour period, special formulae 

are used for calculating the degree days, see Fig.3 - 2. (2, 27, 43). 

The total number of degree days over a period provides a numerical indication 

of the average coldness of the locality, to which it is assumed that, the 

amount of energy needed to Dk~intain a controlled inside temperature will 

be approximately proportional. There are a number of shortcomings to this 

assumption. No al101mnce is nmde for variation in plant efficiency with 

load, although it is reasonable to'expect that energy consumption per 

degree day will be less in very cold ~Teather lihen the heating plant is 

operating at high load than during >farmer weather .,hen it may be at low 

load for long periods (90, 98)~' In addition energy requirements may not 

be proportional to degree days lThen buildings ,are not continuously heated 

(27)~ It is often difficult to segregate energy used to provide hot water, 

especially lihen callorifiers are used, although an appropriate deduction 

can sometimes be determined based on summer consumption where there is 

no space heating.' 

Incidental heat gains from 'the sun,' lighting plant, occupant~ and so on 

may also affect the figures. It is assumed that, these gains JUST make 

good the difference between the selected base temperature (l'5.5 °C) 

and the internal"comfort" temperature (e~g. l8.3 °C), but they may provide 
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more or less. than this. 

Wind speeds have a signifi,cant and variable effect on energy consumption 

especially in poorly draught - proofed buildings even if they are well 

insulated. The physical properties of the building also have a significant 

effect on energy consumption, since the fluctuation in internal temperature 

in a room (i.e. the temperature swing) is controlled by the admittance of 

the room (8, 9, 11, 25, 52, 72,' 79). The greater the admittance the 

smaller the temperature sldng,' hence less energy input, see chapter 5.' 

The decree days are then used to predict the energy consumption for space 

heating, and the cumulative sum tecIDlique, outlined in section 3.3.3 can 

then be used to monitor the performance of the space heating plant. 

3.3.3 The Cumulative Sum Technique 

The ultimate goal of the enerGY predictions is to monitor and control 

the energy consumption. The cumulative sum technique, hereafter referred 

to as CUSu}I, can be regarded as a useful tool in this respect. This 

tecill1ique involves subtracting the predicted value from corresponding 

actual figure in the series and accumulating the difference as each 

additional figure is introduced (2; 56, 86). For example, if a series 
•• • of points Yl' Y2' ••••• Yn is being measured and if Yl , Y2' •••• , Yn is 

the series of corresponding predicted pOints, then their cumulative sum 

is developed as; 

• 
Sl= Yl - Yl 

S2 = (Yl' - Y1 ) + (Y2 - Y2) = Sl + (Y2 - Y2) 

" . 

• 
• 
Sn = Sn-l + (Yn - Yn ) 
tlhen the CUSUH values are calculated and plotted as they occur a CUSUN 

CHART is produced. Changes in mean level of the consumption, lrill be 

sho,m up as a change in slope on the CUSu}! chart. 
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Fig.3 - 3 Gho\; an example of a typi cal CUSIDI chart for an energy consuming 

plant, the vertical axis represent the cumulative sum of the differences 

between predicted energy consumption (obtained·by relating energy 

consumption and production level, for example), and the actual consumption, 

while the horizontal axis represent the period, during which this trend 

was observed. It should be noted that, suitable scale of the CUSUH 

chart should be selected to avoid the danger of exaggerating chance 

variations and suppressing genuine changes. ·A scale of 450 representing 

a change of 10% to 20% has been suggested (2, 56, 86). On the other hand, 

if there is no'-change in the mean consumption from the original data 

then the graph should alternate fairly randomly about a value of zero. 

When using the regression equation to predict the energy consumption care 

should be taken; becausej"any slight error in the coefficients of the 

formula may produce a gradual rise or fall in the cusml slope. When a 

successful conservation measure has been adopted, Or when there is an addition 

of energy consuming plant there should be a significant change in the 

slope of the CUSIDI, and the date of the intersection of consecutive trend 

lines should correspond to identifiable causes. General trends should be 

sought so as not to attach unwarranted significance to short term variation. 

A period not less than 10 months has been suggested (2, 56, 86). 

The fol101;ing numerical example illustrate the procedure involved in 

formulating the equation for predicting energy consumption and constructing 

the energy monitoring system as outlined in the previous chapter. 

Numerical Example 

Assume the following energy consumption and production rate of a certain 

processing industry. 

. 
Production 108 90 121 115. 105 130 118 95 143 160 102 80 90 130 

Tonnes/day 
X 

Fuel 
Gallons/day 143 130 165 145 .i :.'132 163 152 144 168 180 134 128 150 183 
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Production 
Tonnes/day 105 105 95 

X 

Fuel 
Galloruyday 152 155 167 

v 

We want to determine an·equation for predicting energy consumption for 

a given production rate, and to construct an energy monitoring system 

by using the theories outlined in chapter 3. 

If we assume that the line which fit in the above data is of a linear form 

then the rerr.ression equation is given by equation 3.1. 

i.e. y = Cl + C2X 

The regression coefficients, Cl and C2 are calculated by using equations 

3.4 and 3.5 respectively. The evaluation procedure is outlined in table 

3.1.' Thus; substituting the known values in equations 3.4 and 3.5 we 

have 

Cl = 84.16 gallons 

C
2 

= 0.61 gallons/tonne 

Therefore, the regression equation is 

y = 84.16 + 0.61 X gallons. 

Where 84.16 gallons is the base load. The correlation coefficient is 

calculated by using equation 3.7, which when expanded give an eq~tion of 

the form: 
• • • • . . . • • • 3.9 

substituting the values from table 3.1 it is found that, 

r = 0.75 

This correlation coefficient suggest that the relationship between fuel 

consumption and production rate is not VERY good. Most probably; the fuel 

consumption does not depend solely on the production rate. 

The standard deviation is calculated from equation 3.6. Substituting 
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the values,' 

Se = 13.8 gallons o~ rJ/> of the mean consumption. This is 

termed as the standa~d e~~or of estimates. 

In table 3.1; for each given value of X (column 1) we have an obse~ed 

y (Column 2) and a calculated value y (Column 6) obtained by substituting 

X in y = 84.16 + 0.61 X. The differences ( i.e. y - y) (column 7) are 

accumulated (Column.8) and plotted as they occur to form a cusm~ chart, 

as portrayed in Fig.3.3; for monito~ing purposes. It can be seen 

that there is a change in the slope of the CUSUM chart. This change 

in real terms; represent an increase of about lq% in the mean energy 

consumption, and prinCipally, it should co~~espond to identifiable cause, 

such as an addition of an energy consuming unit in a process line or 

a severe enerey loss is taking place. 



Table 3 - 1 : Evaluation Procedure of the regression equation and the CUSln.I 

Colunn 1 2 3 4 5 6 

Productio~ Fuel, X2 2 
X(Tonnes) y (Gallons) Xy y Predicted 

A 

f'uel,y 
(gallons) 

108 143 11664 15444 20449 150 04 

,90 130 8100 11700 . 16900 139.06 

121 165 14641 19965 27225 157 :97 

115 145 13225 16675 21025 154.31 

105 132 11025 13860 17424 148~21 

130 163 16900 21190 26569 163.46 

118 11)2 13~24. 17936 2'1104 156.14 

95 144 9025 . 13680 
.. 

142 '11 20736 

143 168 20449 24024 2822A, 171.39_ 

160 180 25600 28800 32400 181.76 

102 134 10404 :13668 17.95_6 146."i8 

80 128 6400 10240 16384 132.<)6 

90 150 8100 13500 22500 139.06 

130 183 16900 23790 33489 163.46 

105 152 11025_ 15960 23104 148,21 
105 155 11025 16275 24.025 148.21 

95 167 9025 1586'5 271389 142.11 

~X=1892 iv=2591 £.X
2
=217432 lxY=292572 (i-, 399403 

7 

" y-y 

- 7.04 

- 9.06 

+ 7.03 

- 9.31 

-16.21 

- 0.46 

- 4 14 

+ 1 89 

- 3.39 

- 1.76 

-12."i8 

- 4.96 

+10.94 

+19.54 

+ 3 79 
+ 6.79 
+24.89 

8 . 

CUSUH 
S =S 1+(y-ynD n n-

- 7.04 

-16.10 

- 9.07 

-18.38 

-34.59 

-35.05 

-39. 19 

-37.30 

-4069 

-42.45 

-1)2.83 

-59.79 

-4885 

-29.31 

-25.52 
-18.73 
+ 6.16 

""-l 
N 
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CHAPTER 4 

THE EFFECT OF UIND SPEED UPON HEAT RmUIREITI,NTS 

According to Miller (SO),' "When considering the overall increase in 

heat 103s from an enclosure due to the influence of wind speeds in 

excess of those specified at a particular design condition, it is necessary 

to examine the relationship bet'l-reen the ventilation and structural losses 

in order to assess the additional thermal loads imposed". 

The thermal load imposed by the infiltration of cold outsi'de air into 

the interior of a heated buildinG is a ftmction of the prevailinG ~rilfd 

speed and the difference bet'l-reen the internal and external air temperatures, 

~rhich parameters also affect the rate of heat flow through the building 

fabric. Consequently, the total heat requirement ~Ii th a strong ~Iind 

and a moderate external temperature may be equal or exceed that with 

a l~ght ~Iind and a lower external temperature (60, 61, 62)~ 

The estimation of air infiltration rates, hOllever, is a complex task 

and at present only the broadest of approximations are used. One method 

of estimation is based on measured leakage rates of buildinG components 

such as windows and doors "Ii th re~pect to the pressure difference across 

them" This is kno;/U as the "Air change" method involves the assumption 

of a certain number of air changes per hour for each room, depending on 

its location, number of exposed sides, window area, frequency of opening 

the doors, living habits of the occupants and other similar criteria. 

Air infiltration is esti=ted to account for bet'l-Ieen 25?~ and 5O;:~ of the 

space heating demand for both domestic and commercial buildings (49, 59, 

62, 71; SO)~ However, it is 1'Iorth notinG that the percentage effect 

of infiltration loss, to large extent, depend upon the level of insulation 

and area and type of glazing. That means, if the building is ~Iell 

insulated, with weather stripP!ld double Glazed uindowa, a substantial 

part of fuel consumed in space heating plant ~Iill be due to infil trn tion 

103s. Thus care should be taken in interpreting the resultant percentage 

effects. 
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For example, if a formally uninsulated building is insulated to reduce 

fabrio heat loss, the infiltration loss will remain more or less constant. 

Consequently the percentage effect of the infiltration loss will increase. 

In the preoeding sections the effect of wind speed on both infiltration 

and fabric heat losses ~Iill be discussed. 

-
4.1 Infiltration Loss 

Air infil tra tion can be defined as the fortuitous leakage of air throue;h 

a building due to imperfections in the structure, mainly as cracks around 

windows and doors. It depends upon the air tightness of, and the 

pressure differential across; the containing structure, and the areas 

and rosistances of the openincs and interstices to air flm" (13, 17, 

18, 24, 26, 54, 59, 60, 61; 71, 80, 95, 103, 104, 113). 

The pressure differential is caused either by the l1ind in which case air 

enters through cracks and apertures in the ~'ind11ard side leaves through 

similar openings in the leevrard side, or due to the buoyancy of the air 

cOOlllonly termed as the "stack effect", caused by the difference in temperature 

and hence denSity, be~leen similar columns of air inside and outside the 

building. 

!rind speed and direction are very dependent upon local topography, for 

instance the general effects of a built-up area and the particular 

effects of the pressure of neighbouring buildings, trees, hills and valleys 

upon the pressures over the facades of a structure may be so complex as to 
-

be actually unpredictable. These parameters and those mentioned in 

previous section explain the reason for having a number of diverse 

mathematical models for estimating the air infiltration rates put forvrard 
.. 

by different research workers. Since ~Ie were not in posi tion to validate 

any mathematical model for this particular site; a study of these models 

was necessary. 
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Nathematical Hodels for Estimating Air Infiltration Rate 

TYPically, each mathematical model presented in this sub-section was 

a result of field measurements conducted in 1 to 24 residential houses, 

of different height,' age and topographical location, which parameters 

affect the 1'rind speed and direction, leakage characteristics of the 

building and consequently air infiltration equation. 

Coblentz et al in 1963 (24) proposed a linear relationship benreen air 
-

infiltration rate and >rind speed .and temperature difference as fol101'1S: 

\There: 

• • • • • • • • • 4.1 

I = air infiltration, air change/hr 

Cl = air change rate with no ~Tind or temperature difference, 

air change/hr 

V = Uind speed; m/s 

T = temperature difference, °c 

02'C
3
= the increase in the air change rate per unit increase 

in ]·rind speed and temperature difference respectively. 

Hunt in 1980 (55) gave a oimilar relationship with some modifications as 

follows:. 

I • • • • • 4.2 

Equations 4.1 and 4.2 suggests that the effect of wind speed and temperature 

induced convection act independently, i.e. they can be simply added. This 

might be approximately true for sinGle unit houses. from "hi ch most of 

the studies on infiltration rate were made. For tall buildings these 

parameters are complementary at the lower part of the building and they 

act contrary to one another at the upper part of the building (i.e. 
~Thile the wind drives air inside the building the stack: effect tend to 

cause an ounrard movement);' This means, that equations 4.1 and 4.2 

lrill give an exaggerated effect. 

lIotTever, if we could leave the temperature induced term for the latter 

section, the heat loss due to air infiltration is given by Q = Cpf I~T 

61here I is in m3/s) thus QCl(I; Since I o<V. then Qc( V. This is 

demonstrated in table 4.1 for uind speeds of 3, 6 and 9 m/s relative 
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to a velocity of 2 m/s~ 

A different approach was taken by Blomsterberg et al (13), Jackman (60, 

61, 62), Lidament (72) and ~liller (81); '£his approach is base'd on pressure 

induced infil tra tion due to ~lind speed. 

Pressure Due to Wind Speed 

lIind effects, based on mean wind speed over and around a building cause 

a pressure difference from inside to outaide. This wind pressure on a 

building can be calculated from Bernoulli's equation (4, 13, 59, 60, 61, 

62, 93)~ 
.Ap = 1. C! ,,2 

w 2, • • • • • • • • • 4.3 

Where: AP = w 
i = 

~Tind pressure, N/m
2 

air density,' kg/m3 

C = pressure coefficient depending on the form of the 

building und the exposure. 

V = ~lind spoed at a heicht equal to that of the building, 

m/s; 

The British Heteorological offices records hourly ~Tind speeds measured 

at ~ height of 10 m above an open level site. However, it has been 

observed earlier that, local factors such as topographical features, . 
height of the building and interaction ~Tith other buildings, affect 

the wind speed and the manner in lThich it acts upon a given building 

and as a consequence must be taken into account. The BUilding Reseach 

Establishment digest 210 (IS), gives a simple formula for different types 

of terrain as f0110VTs: 

Where: V = 
Vm = 

K = 
n = 
Z = 

V = • • • • • • • • • • 

local uind speed, m/ s 

Heteorological ~lind speed at height of lOm 

Coefficient depending on terrain 

4.4 

exponent relating l'lind speed to height dependinc on terrain 

height, m 
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For a particular site ho>rever, the K, Z and n are constant. Thus 

V = C V l/here C is a constant including K, Z and n. Therefore 
m 

if one is looking for the percentage effect exerted by the '~"ind speed, 

the }Ieteorogical wind speed can be used instead of local wind speed without 

causing :,ignificant errors. Thus, in this \/ork the 11eteoroloGical >rind 

speeds ,,,ill be used instead of local uind speeds. 

1'lhen l/ind blO1"S at right angles to a buildine it is stopped by the face 

of the building and as a result produces a pressure on the llind,"mrd 

face. The uind is deflected over the top and around the sides of the 

building >rhich gives suction on these other faces as indicated in Fig.4.1 

It is stated in reference 18 that the wind pressure tends to be greatest 

near the centre on the uinduard face, ,,/i th the most severe suction at the 

edges and corners. 

The IHVE Guide (58) states that pressure on the windl/ard side varies 

from 0.5 to-0.8 times the velocity pressure of the free uind, ,-/hile on 

the lee,,,ard side the suction or negative pressure is from 0.3 to 0.4 
. 

times the velocity pressure of the free uind. Someuhat similar values 

are given in the ASHRAE Handbook of fundamentals (4). 

From equation 4.3 it can be seen that an increase in uind speed produces 

a considerable increase in suction. Building Research Bstablishment 

Digest No.1l9 (17) drmls attention to this and shous how the channelling 

of uind betueen wo buildings can result in an increase in speed and hence 

a large suction effect on the sides facing the gap, Fig. 4.2. In 

addition, the interaction of high and lou rise buildings Fig.4.3 can cause 

a considerable l/ind turbulence producinG a speeding up, of the uind \/i th 

resul ting large increase in the llind pressures. 

Fig. 4 - 40. and 4 - 4b show the aerial photographs of the company and it 
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can be seen, that it consists of hiGh and 101'1 rise buildings, and in addition 

it is situated in a relatively open country. Thus, it may be anticipated that 

the buildings are exposed to severe ,'Iind speed, consequently, high suction 

and high infiltration losses. This ,TaS found not to be the case, see chapter 

6. 

Pressure Induced Infiltration 

Tests carried out by the Building Research Establishme~t, revealed that 

the rate of air flO1{ is approximately proportional to the square root of 

the pressure difference and the IINE Guide Gives the folloHing expression: 

I = 0;827 A (~p)0.5 • • • • • • • •• 4.5 

lIhere: A = area of the openings, m 2 

Honever, it is stated that in practice infiltration does not as a rule 

take place through a single opening, but that it is more likely that there 

will be a number of openings. Uhere the openings are in parallel, 

equation 4.5 is chanGed to the form: 

• • • • • • • • 4.6 

and where the openin(1'S are in series the expression becomes: 

1= 0.827 [(A/~)/(A/ + ~2)0.~~pO.5 • • • • • • • • •• 4.7 

lIevertheless, combining equations '4.3 and 4.5, it is possible to obtain 

an expression for the flo\l of air in tenns of the ~lind speed. Thus 

I = constant x A x V ••••••••• 4.8 

The, A.'3llRAE Handbook of fundamentals' gives a similar equation, viz: 

Uhere: 

I = t A V •• • • •• • • • • • • • • • • 4.9 

S = effectiveness of opening, having a value bebTeen 0.5 and 

0.6 for the case where the wind is acting at right ancles 

to the face of the opening. 

H01lever, equation 4.9 applies for the case ,There the area of inlet is the 

same as the area of the outlet. Uhon they are not the same, the lINE 

Guide Gives the correction factors. 
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Basically equations·4.8 and 4.9 are similar to equations 4.1 and 4.2 as 

far as the wind speed is concerned, in the sense that they all state that 

the infiltration rate increases ~Iith ~lind speed (i.e. 11lI'I) ~ 
The thermal load resulted from air infiltration is given by; 

Q = C i I LloT • • • • • • • • • . • • p 
Where: C = ~pecific heat capacity of air, kJ/kgK 

p 
density of air, kgjm3 

S = 

I = infiltration rate, m3/s 

AT = indoor - outdoor temperature difference, K 

Hence, for a aiven room .and temperature difference, the thermal load 

is proportional to the infiltration rate and thus, to the wind speed. 

Several other research ~lorkers have shmm similar relationships Hi th 30me 

minor modification. For example: 

Jaclanan in 1969 (60) propoced that 

I = CL (tJ,p)ljn •••• • • • • • • • • • • • 4.11 
where: 

= kl = leakage factor 

k = leakage coefficient, m3js per meter of gap length at 

.6P of 1 N/m
2

• 

1 = total gap length, m 

tn = exponent (1.4 ~ n' '" 1.6) 

'fhe values of k varry Ifi th the tYIJe of the llindo~1 fi ttinc; and are 

provided in reference 4 and 58. 

Thus, when n = 1.4, the heat loss due to infiltration Q,varies exponentially 

with wind speed i.e. Q e( . Vl.43, and ~lhen n = 1.6 Q 0( Vl.25. This is 

demonstrated in table 4.1 for wind speeds of 3, 6 and 9 m/s.relative to 

a speed of 2 m/so 

Jackman in 1970 (61) gave a~other equation 

. I = kl (.0 p)0.625 ••••• • • • • • • • • 4.12 
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Equation 4.12 however, is included in the range eiven in equation 4.11. 

Shaw in 1979 (103) suggested that: 

I • • • • • • . . . . • • • 4.13 

lIhichmeans 

4.1l" 

= C; Ai (AP;)0.65 •• 

that, Q 0( l·3 and this is ~Iithin the range given in equation 

Tamura in 1979 (113) proposed another expression as fo11oVTs: 

I = 0.24 1/1
2 

q,.x A FO. 65 (e V m)1.3 • • • • • •• 4.14 

"here: 

F = pressure difference coefficient 

lenth of the Hall facing front or back of house, m 

length of the side .. Tall of house, m 
2' 

total exterior 111111 area, m 

C = exterior wall coefficient 

e = Constant depending on location 

Vm = Meteorological Hind speed 

For a particular building hOl'Tever, It' 12, C and F are constant and thus 
lX3 equation 4.13 can be reduced to C,A (e V ) '. If ~Te could substitute 

J. m 
the local Hind speed for e V m' we have I = C

i 
A V 1.3 Hhich is similar 

to equation 4.12. 

4.1.3.1 Quantitative Analysis of Heat Loss Due to 1nf11 tration 

Assume: A certain building in the East Hidlands lri th a brick cavity 

lTall, liGht "Teight plaster on internal surface. The building is a 

rectangular block "Tith dimensions of 5 x 7 x 10 m. The U - value of such 

construction is approximately 1.37 lv/m2
K (27) for the opaque fabric and 

2 
6.88 film K for the glazed area. The glazed area, is said to be approximately 

30% of the total external Hall area.' 

0,25 m/m
2 

of the total external wall 

The crack length could be taken as 

area. 

tie "Tant to quantify the effect of uind speed on heat loss by using different 

theories, assU!!1ing lrind speed of 2, 3,6 and 9 m/s. 
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The thermal load, from equation 4.10 is Given by: 

Q.=CiI6T 
P 

Assume: 

• 

• 

• 
• 

• 'rhe averaGe outside teuperature = 8 °c 

• The average inside' temperature = 20 °c 
DesiGn ~Iind speed ~ 2 m/s 

Air density at mean temperat~re = 1.23 kg! 3 (~3) 
m 

Specific ,heat capacity at mean temperature = 1 kJ/kgK 

Amount of heat loss by conduction (assuming that the conduction 

heat does n~t vary with ~Iind speed) is given by>: 

(I 

Q. = [UiAiAT 
i .. ~ 

= ' U\l~ AT + U A A T op op 

= 6.88 x 63 (20 - 8) + 1.37 x 147 (20 - 8) 

= 7.62 kw. 

(i) From equation 4.1 

I = Cl + C2 V + C3 A T 

Coblentz et al cave the values of constants as follows: 

I = 0.15 + 0,0 13V + 0.005 A T 

l~here: 

let 

Where, 

1= infiltration, Air chanGe/hr 

L= V I 
3600 

L = volumetric infiltration rate, m3/s 

V = volume of the heated building, m3 substituting' the lmmm 

values 

L = 350 I = 0.0!l7I 
3600 

Leavinc the tcroperature induced effect for the latter section, 
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-
L A T = 1 x 1.23 x L x 12 

= 1 x 1.23 x 12 x 0.097 (0.15 + 0.013 ) 

= 0.215 + 0.019V ~ • • • •• A 

(ii) From equation 4.6 

I = 0.827 A ~ pO.5 
-

and from equation 4.3 

AP = ~ C! V
2 

thus, I = 0.827 A C; CSV 2)0.5 

Uhere: ·A 2 = area of the openings, m 

C = pressure coefficient depending on the location and 

number of exposed sides. lie trill take a value of 0.8 

for this particular case (61) 

The crack length = 0.25 x 210 = 52,5 m 

For demonstration purposes~ lre uil1 assume an opening width of approximately 

2mm 

then A= 52.5 x 0.002 = 0.105 
2 

m 
1 1.23 V2)0.5 I = 0.827 x 0.105 (2' x 0.8 x 

= 0.061 V . m3/ s 

Q = 1 x 1.23 x 12 x 0.061V 

= 0.90V kH •• • • • • • • • • • B 

From equation 4.9 

I = I: A V 

Where: 6 = effectiveness of opening having the values behreen 

0.5 and 0.6 depending on the location of the building. 

!'le will take a value of 0.55 for our work. 

thus, I = 0.55 x 0.105 v = 0.058 v 

Q = 1 x 1.23 x 12 x 0.058 v 

= 0.86.v kIT • • • • • • • • • • • • • • • C 



(iv) From equation 4.11 

I = Cl (AP)i/n 

rlhere: 
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. 3 
Normally the value of C

3 
vary from 0.1 m /h m nmli~o (for an excellently 

fitting .lindou) to 15 m Ih m ~~o (for a ~rorst fitting windou) (61) 

IIolTcvcr, for the type of building undor consideration the 1'1indou quality 

is generally someuhat better than average and Cl values may be assumed 

to vary between 0.1 to 5 ;? Ih m ~o. For the illustration purposes a 

C value of 1 m3/h m nmli1ao is selected to represent a well fi tting Hindo~r. 

Therefore,' 
. 1 - 2 1. 

I = 1 (2 x 0.8 x 1.23 v )n 
1. 

= (0.492 v)n 

-
Ilhere: 1.4 < n < 1.6 

thus; 

and Q = 1 x 1.23 x 12 x 0~642 vl •25 

= 9.48vl •25 
• • • • • • • • • • • • • 

Q = 1 x 1.23 x 12 x 0.603 ;..43 

= 8.9vl •43 
• • • • • • • • • • • • • • D(a) 

Table 4.1 shovr the heat loss as ini'luenced by the uind speed. 

It should be noted that .equations A, B, C and D >rere driven from experiments 

performed at different buildings with different leakage characteristics, 
-

and situated in different types of terrain. Thus,the different values of 

heat loss, uhen these equations are applied to the same building,should 

be anticipated. 

However, the percentage heat consumption increase ranges between 7.5% 
and 7~~~. depending on the factors mentioned in section 4.1. Although 

ue are not in position to state categorically the mathematical model (for 

air ini'iltration), suitable for this particular site, the possibility of 

the effect of >rind speed being significant can not be ruled out. 



TABLE 4 - 1: Quantitative analysis of heat loss as influenced by the ~rind s!)eed 

HEAT LOSS 

/ind EQUATIOlI A EQUATION B EQUATION C EQUATION n(i) EQUATION n( ii) 

speed Q Increase Q Increase Q Increase Q Increase Q Increase 

m/a ktT ~ , k\'T % k"\'f % kIf % k,T % 
. 

2 0.253 Basis 2.00 Basis 1.72 Basis 22.5 Basil! 23.98 Basis 
- ~ 

3 0.272 7.5 2.70 35 2~58 50 37.43 66.0 41.82 74.4 

6 0.329 30.0 5.40 170 5.16 200 89.02 294.8 115.38 381.2 
- - -

9 0.386 52.6 8.1 305 7.74 350 147.78 555.3 206.04 759.2 
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Tenperature Induced infiltration 

'rile reason for the ~rarm air rising is due to the fact that heated air 

is less dense .than cold air; the variation in air density being inversely 

proportional to the absolute temperature of the air (13, 18, 54, 59. 

60, 61); 

Since the temperature inside a building is likely to be different from 

that ouside,' this implies that the internal and external air ~lill have different 

densi ties. ilhere there are openings in the building at different levels 

this variation in air density can produce a flo~l of air. 

The general formula that governs the pressure drop is 

IIp = (! - 1i) g Z • • • • 0 • • • • • • • • 4.15 

\There: 
So cold outside air densit~, kgjm3 = 

ii = WlI,rm inside air denSity; kg/m3 

g = gravitational constant, m/s2 

Z = height betlleen inlet and outlet, m 

Equation 4.14 can be expressed in temperature form as; (eo, 90, 92, 94, 

95) 

A 6 ( lT ..... P = 342 Z 
o 

• 1) 
e~. ••••••••• 

J. 
4.16 

Uhere : = outside and inside temperatures respectively. K 

Combined Wind and Stack Effect 

As it was mentioned in section 4.1.1 when the wind and stack effect 

act together the resul tant flo~I'rate through the opening is not the sum 

of the two infiltration rates. The reason for this, being that the ~10 

forces are acting contrary to one another at the upper level, on the ~lind~Tard 

faces, (i.e. while the ~lind forces the air imrard through openings the 

stack effect produces an OUhlllrd air mOVe",ent), at the Imrer level of the 
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building they are complimentary to each other as they both cause an immrd 

air movement. Thus, it is widely accepted that the overall infiltration 

rate is generally governed by the effect with higher value when acting 

alone (61). Therefore at low wind speed when the stack effect is predominant, 

the rate of infiltration may be calculated on the basis of temperature 

difference alonEi~' At high wind speeds only the effect of wind speed need 

to be considered.' 

We will make a further simplification in this work as follows; since 

company buildings are fitted with corridor/stairwell doors, to comply 

wi th fire regulations, which have a restricting effect on air flow' behleen 

corridors and stairwell at each floor level, this will reduce considerably the 

infiltration caused by stack effect. Thus, we will assume that, the 

infiltration due to the action of the wind mainly on horizontal direction,' 

~lill be substantially greater than that caused by the stack effect, and the 

combination of two motive forces, produces an infiltration rate approximately 

the same as that due to wind speed alone. 

4.2 The Effect of Wind on Structural Heat Losses 

Transmission losses occur from room air to and through exterior surfaces~ 

by radiation~ conduction and convection. The average rate of heat flow 

through an exposed building element is given by; (5, 9, 34, 76, 81, 93) 

ilhere : 

Q = U A AT • • • • • • • • • • • • • • • • • 4.17 

Q = rate of heat flow, W 

u = 
A = 
LIT = 

overall heat transfer coefficient; W/m~ 
2 

area of the element m 

indoor - outdoor temperature difference, K 

The overall heat transfer coefficient for each element being calculated 

from; 

u = 
R • + 

Sl. 

1 

~R + R so 
• • • • • • • • • • • • • 4.18 

~Ihere: t R = sum of thermal resis tances of the components of the 

"building, m
2 

K/W 



llhere: 

Rsi = 

R = so 
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inside and outside thermal resistances respectively, 
2 

m K/w~ Given by 

1 
1.2 E"hri + hic • • • • • •• • 

1 
E,hro + hoc • • • • • • • • • • 

E, = long nave emissivity factor = 0.9 for normal building 

materials 

hn~ hro = inside and outside radiation coefficients; 

H/m~ : hro :, 5~041I/m~ at a mean surface 
o . 

temperature of 8 C. 

. hic, hoc = inside and outside convection coefficients, u/l K 

The speed of the prevailinG ~Tind nill affect the thermal rosis'tanee of 

the boundary layer at the outside surface, ~Thich in turn lfill affect the 

overall value of the transmittance coefficient thereby increasing the 

rate of heat loss from the structure for hiGher nind speed. Several 

formulae have been sugGested for calculating hoc, for example:-

Roux in 1959 (100) sugGested that the natural convection 

heat transfer coefficient, hnc can be determined from 

~c = C (AT//4 
• • • • • • • • 

I1here: C = constant depending on direction of heat flow • 

..1 T = temperature difference beheen outside surface and outside 

air; °c 
and that~· the forced cornrection,' hfo,' can be given by 

-
hrc = 0.2275 Cp f v • • • • • • 4.22 

In (Re)2.58(Pr)0.67 

llhere: C = specific heat capacity, kJ/kg K 
P 

Re = Reynoldh number . 

Pr = Prandtl's number 
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He derived these equations from experiments on a flat plate and thus, these 

may not apply in practice as other factors' have an influence on the heat 

transfer process. For example, it has been stated earlier, that the building 

shape and orientation have an influence to lTind speeds and flow characteristics 

in its vicinity. On the uindlTard faces the flow accelerates tOI'TIlrds the 

corners 1'Th11e on the leel'Tard side the flow pattern 1'Till be determined by 

the separation eddy. For these conditions, Id th strong pressure gradients 

and separated flolfs, the above theoretical equations do not apply. 

On the uindvrard faces, the impinging flO1-T causes more heat t:r:ansfer, 

but on the leeuard faces, the mean speeds 1'Till be 10lrer and it 1'10uld 

be expected that there llOuld be less heat transfer. At certain locations 

on the leeward face, h01'rever,' turbulent fluctuations can be very large. 

Instanteneous high turbulent fluctuations close to the l·rall surface 

may produce mixing that I'li11 exceed the flat plate steady flo1'T. Htitte 

in 1955 (55) proposed two relationships depending on the wind speed as 

follo1'Ts: 
-

hoc = 6.2 + 4.2 v for v ~5 m/s ••••••••••• 4.23 

hoe 
- 7~5 0;8 - • v for v:::> 5 m/s ••••••••••• 4.24 

Gerhart in 1967 (40) gave the follo1'1inC relationship 
. . 

hoc = 8.7 + 2.6 v. • • • • • • • • • • • •• 4.25 

Hi11er in 1978 (80), ASIJRAE Hand book of Fundamentals and the IINE 

Guide gave a relationship similar to 4.23 and 4.25 but ,<i th different 

coefficients i.e. 

hoc = 5.8 + 4.1 V • • • • • • • a. • • • • •• 4.26 

The follolfing numerical example illustrates the different effects 

(exerted by 1-rind speed) on fabric heat loss, calculated by usinc 

different theoretical mathematical models above. 

Quantitative Analysic of Effect of Wind Speed on Structural Heat 

Loss 

Assume that "0 have the same building as in eXD.J:lple 4.L.3.1. 
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Table 4 - 4 shmf the numerical variation of structural heat loss uith 
wind 

and 

speed. E'luations 4.17 to 4.20 are used l'1ith 

hoc '" 8.7 + 2.6 v • • • • • • • • • • • • • • 

hoc: '" 5.8 + 4.1 v • • • • • • • • • • • • • 

hoc c 6.2 + 4.2 v for v~ 5 m/s 

hoc 7.5 
0.8 

for v:7 5 m/s '" v 

follm'ling values have b~en used 

'" 0.9 (so) 

h.. '" 5.7 '>I/m
2 

K for a mean teoperature of 20°C 
rl. 

/
2 . 

5.04 U m K for a mean temperature of 

A 

B 

C(i) 

c(ii) 

hic '" 3 U/m
2 

K for horizontal flolT throuGh ~Talls where air 

oovement does not, for practical purpose, occur over the 

surface (80)~ 

Generally speal:inG e'luations 4.23 to 4.26 are more or less the same, as 

they all give almost similar s.tructural heat, losses. The difference 

in constants being, probably,' due to the difference in experimental 

set up and conditions. 1'he percentage increase vary behleen 1.7 and 

19.5%. 

It can be concluded, therefore, that the effect of vrind speed on both 

inf.iltration and structural heat loss may be significant depending on 

the type of building fabric, its height and location. And the thermal 

load imposed by uind speed increases l'1i th ~lind speed as follmfs: 

m 
Q 0( v where 1 ~ m ~1.43 

Ho',revcr, we still have to find out, uhat form does heat loss take. 

i.e. if Q'" C, AT + C2 v
m " (i.e. additive type) 

or Q '" CloAT (1 + C2 v
m

) (i.e. multiplicative type) 

IIhere: C,AT '" the component of heat flo~l due to inside - outside 

temperature difference (degree days) 
m 

C2v '" the cooponent of heat flO1'T imposed by ~Tind speed. 



TABLE 4 - 2: Variation of structural heat loss \'li th lrind speed 

\find Rso' m
2 K/I'l R U 

\I 'm
2 K U Heat Loss 

Speed Rsi Olla ue glass 
2 2 Equation A . Equation B Equation C Equation C 

m/s Eq. A Eq.B Eq.C Eq.C 
m
2 

K/H m K/v Eq.A Eq.B Eq.C Eq. C l'1/m K (i) (ii) (i) (ii) (i) (ii) 

Q;k'il , Incre- Q,k",l Incr~ Q,ki'l Incre Q,kW IncrE 
et ase,% aseJ 5i ase"f asa, ,0 

- -
2 0.054 0.054 0.052 - 0.109 0.73 1.120 1.120 1.120 6.10 6.587 Basis 6.587 Basis 6.791 Basis - -
3 0.048 0.044 0.043 - 0.109 0.73 1.127 1.133 1.134 6.49 6.894 4.7 6.905 4.8 6.907 1.7 - -

- " - " , -
6 0.035 0.029 - 0.028 0.109 0.73 1.144 1.152 - 1.153 7.25 7.499 13.8 7.513 14.1 - - 7.515 1O.~ 

- -
9 0.027 0.021 - 0.021 0.109 0.73 1.155 1.163 - 1.169 7.69 7.8;1 19.2 7.865 19.4 - - 7.865 15.a 
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ClIAl'TER 5 

THE El~l"8CT OF SOLAR RADIATION 01'011 HEAT m~QUIl1Em:IITS 

Hodern buildings, very often have large areas of elazine and use liehtl'leight 

construction materials. The latter'uarms up quickly uhile the former 

awaits large solar heat gains, particularly so for days of hiehest solar 

radiation. ~~is type of construction, apart from causing summer overheating 

also has a tuo fold contradicting effects on the assessment of energy 

consumption during heating periods, viz: 

(a) Although the 11inter solar radiation is generally small, it adr~its 

solar heat eains I-I'hich can influence the quantity of energy used 

for space heating. 

(b) It also increase the overall heat transfer coefficient for the 

building, due to its Iou thermal resistance, and hence increases 

structural heat losses. 

Comparatively,' the vast majority of the heating effect is due to the solar 

heat eain tllroueh glazed llindol1 areas on each lTall of the .buildine rather 

than the buildine fabric (72; 74; 112). But, in this chapter, ue I-I'ill 

consider both components (i.e. ::lOlar heat gain throueh elazine and 

that throueh solid fabric). Tho solar heat gain throueh a buildine structure 

depends primarily upon the intenSity of the sunrays, I-I'hich in turn depends 

upon the angle of incidence of the sun's rays to the particular facade. 

Since the sun chanees its position continuously throughout the day the 

intensity of the sun rays on any particular facade is variable. In 

addition there is also the variation of hcieht of the sun for different 

months of the year and the duration of the sunshine. These factors 

make~ the heat gain quantification a bit complicated. 

Before quantifying the heat gain due to solar radiation for space heating, 

an understanding of the mechanism governine the heat flOll throueh the uall 

is eSDen tial. 
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5.1 Influence of Solar Radiation 

Before considering how the building reacts to solar radiation, it 

is loGical to talce into account the manner in which the radiation uil1 

enter the building. Radiation striking a surface may be : 

(a) Absorbed 

(b) Reflected 

(c) Transmitted 

If 0/.= proportion of radiation absorbed 

"'= proportion of radiation. reflected 

7:= proportion of radiation transmitted, then 

c:( + '{ + 7: = 1.0 • • • • • • • • • • • • • 5.1 

The values of '" , 'tI and 1: depend upon the physical properties of 

the surface receiving the radiation, the ~Tavelength of the radiation 

and the angle of incidence of the sun rays (4, 8, 9, 25, 37, 58). 

Absorption 

A body lihich is a perfect emitter of radiation is termed as a "black body". 

A body uhich absorbs radiation ~rill also emit radiation and the relationship 

betueen the radiation and the uaveleIlC'th emitted by a blackbody is shown 

in Fie-. 5 - 1 (93)~ The area under the curve is equal to the total pm'fer 

radiated, and can be expressed by Stefan Boltzman's law, as; 

llhere; 

p = rr A T4 
o 

. 2 
A = area, m 

T = absolute temperature; K 

• • • • • • • • • • • •• 

(J = Stefan Boltzman's constant", 5.7 x 10~I/m2 K\ 

It can be seen from the curves that, the ~ravelength at which the maximum 

radiation occurs, changes uith temperature rises. Hence a high temperature 

source t'rill radiate at a short lTavelenll'th and conversely a low - teDlperature 

source will radiate at a long wavelength. 

Emissivity 

At a given ~ravelenll'th, the naximum amount of radiation ~lhich can be 

eTIitted ~lill be that from a black body i.e. emissivity of a black body = 1. 
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It fol101rs that a non_black body 1'Ti11 ho.ve an emissivity less than one, 

thus emissivity of any body at a particular wavelength is given by; 

= . Tot"l pm/er emitted per unit area of body 
Total pOller emitted per unit area of a black body 

Within the temperature range normally met in practice most building 

materials have a high emissivity i.e. 0.9 to 0.95, whereas polished 

metals have a low emissivity, e.g. polished Aluminium has a value of 

0.05 (4, "58, 93). 

'rim important aspects regarding uavelength have been mentioned, viz: 

(a) The values of the absorptivity and emissivity are influenced 

by the wavelength. 

(b) The ,"ravelcngth at the peak radiation depends upon the temperature 

of the radiation source. 

Thus, the sun, being a high-temperature source will emit radiation in the 

short wave band, while a building being a low-temperature source, uill 

radiate at a long wavelength. 

Sol-air Temperature 

"\Then the surfaces of a building are subjected to solar radiation, a rise 

in internal temperature is produce9-. A similar rise in internal temperature 

could occur if there ~IIlS no solar radiation but if the external air 

temperature waG increased. 'fhis increased external temperature 1'Thich is 

producing the same internal temperature rise as was obtained with solar 

radiation acting in conjuction uith actual external air temperature is 

termed as the "s01-air temperature" (4, 8, 9, 72, 73, 85). 

Let, the heat flow at a surface fabric due to temperature difference per 

unit area be given by (8,' 66,' 72); 

1 
Q~ = -R (T - T ) 
"l ao so • • • • • • • • • • • 5.3 

so 
'rhe solar radiation absorbed by fabric per unit area be given by (72, 79); 

~ = a I G •••• • • • • • • • • • • • • • 5.4 
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the heat loss by long - l"Tave re-radiation per unit area of the building 

fabric be Given by(72, 79); 

.~ = ElL •••••••••••••••• 5.4 

then, the net heat flow per unit area of the building fabric at the 

surface,' is given by; 

Q = 1. (T - T ) + a IG - E IL • • • • • 5.5 
R • ao so so 

l!here: 
m

2
K/vl R = external surface resistance, 

so 

T = external air temperature, K 
ao 

T = external surface temperature, K 
so 

a = solar absorptivity of surface 

IG = global solar irradiance on surface . /2 fabr1.c, VI m 

E = emissivity 

IL = long - wave radiation, If/m
2 

But the net heat flO1'I per unit area is equal to the heat flo>1 due to 

sol-air temperature (accordine to the definition) thus, 

Q = 1. (T. _ T ) 
R e1. eo • • • • • • • • • • • • 
so 

It can be seen that the first term in equation 5.5 depends upon the 

prevailing lIind speed, since R decreases with increasing 1<ind speed, 
. SO 

see section 4.2. Thus the heat flO1'I into the buildine due to sol-air 

tempera ture increase Ifi th ilind speed. 

The IHVE.Guide (58),' gives a value of 100 U/m2 for the long-wave radiation 

from horizontal roof at a clear sky. Since we are interested in Hinter 

periods when there are clouds and precipitation almost throughout the day, 

it is anticipated that this value will be 10iler, besides, for a multistorey 

building the outer roof area is small compared to the external l1all area. 

In the case of verticle surfaces, the Guide states that E IL can be taken 

as zero, since it is assuned that the long-wave radiation which a ,raIl emits 

is approximately balanced by that 1"lhich i t receives from the ground. 
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The sol-air temperature on a vertical surface consists of two components, 
viz: 

(a) External air temperature~ T ~' which is independent of orientation, 
ao . 

with a peak value in afternoon. 

(b) Temperature increase over external temperature due to solar 

radiation = Rso I GV~Where the time of the peak depends upon orientation. 

These two components suggests that the time when the maximum value of the 

sol-air temperature occurs on a particular orientation may not be the same 

as that for maximum external air temperature~ 

Since the effect of sol-air temperature is a combination of the effects 

of solar radiation and indoor - outdoor temperature difference, it 

should be borne in mind;' that this effect is dealt with, indirectly, by 

taking into account the effects of solar radiation and indoor - oUtdoor 

temperature difference, hereafter~ 

5.1.4 Heat Flow Through Building Fabric Due to Solar Radiation 

For steady state conditiOns i.'e. the situation where the temperature 

difference between the internal and external temperature 

rate of heat flow through a wall is given by (66, 93); 

Q/A = U (Tei - ~ ao) •••••••• 

Where: 
. 0 = the external air temperature,' C 

is constant, the 

• • • 

The external air temperature, however, does not remain constant; on 

contrary, it varies with time, hence the temperature difference varies 

with time. 

The time lag between the instant the external air temperature changes 

to the instant when this change has been transmitted through the fabric 

will depend upon the type of structure. For a heavy weight building, 

any change in outside temperature take a long time to effect the inside 

temperature: Fig. 5 - 2, show a hypothetical variation of internal 

temperature due to the change in external temperature. It can be seen 

from Fig. 5 - 2 (b) that for the heavy weight construction the time lag 

for an outSide change to effect the internal temperature is increased but 
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the amplitude or hawing about the mean internal temperature" is 
-

reduced or damped. This is termed as "decrement". This increase in 

time lag and damping effect is related to heat storage effect of the 

building fabric as it will be seen later. 

The ability to store heat is very important when considering situations 

where there are variations in temperature difference or changes in heat 

input, and it has to be taken into account when evaluating the rate of heat 
-

flow due to solar radiation. This gives rise to the concept of thermal 

admi ttance.' 

The property of thermal admittance of a wall is a measure of the ability 

of the wall to absorb and store heat during one part of cycle (day time) 

and then release the heat back through the same surface during the second 

part of the cycle (night time) (25, 72, 73, 74, 79). Thus it is coupled 

to the cyclic nature of the give and take of heat at the surface of the 

wall. Technically the thermal admittance is the ratiO of the amplitude 

of sinusoidal wave of heat flow to the amplitude of the corresponding 

sinusoidal wave of surface temperature (79)~ 

Thus, 

Where~ 

~ y = _ LlT • • • • • • • • • • • • • .• 5.8 
s 

Llq = amplitude of sinusoidal wave heat flow, w/l 

AT = s 

y = 

amplitude of sinusoidal wave of surface temperature,' K 
, 2 

admi ttance, w/m K. 

The factors influencing the admittance value of a particular building are 

thermal diffusivity (k/C 9 land the thickness of the building materials,' 
" _ II 

see equation 5.10 - 5.16." 

Fig.5 - 3 show the thermal response characteristics of building construction 

and it can be seen that the magnitude of temperature cycle is AT /2 so _ _ s 

that the wall surface temperature varies from T + ~T /2 to T _ ~T /2 _ _ s s s s 
(where Ts = Mean sul:face temperature) • And the magnitude of the heat flow 

is .Aq so that the heat flow varies from + t:.qf2 (into the wall) to -Aqf2 

(out of the wall); It should be noted that the two sinusoidal waves are 

slightly out of phase.' Typically the temperature wave leads the heat wave 
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by one eighth of a cycle (45 angular degrees) for a thick wall and one 

fourth of a cycle (90 angular degrees) for a very thin wall (72,' 73,' 

74,' 79)~ 

Generally we are most concerned with cyclic oscillations which have a period 

of 24 hours (1;e~' charging the wall during the day and a discharging at 

night); The fact that the wave is not trully sinusoidal is considered 

not to be of great consequence. Very often, First order effects have 

been.a8sumed by considering pure sine waves (25, 72, 73, 74, 79); even though~ 

the cyclic heat gain are still cOmlicated to quantify as it is illustrated 

in the following example. 
]~xat:lple '. 

Consider the solar radiation falling on a flat roof, one way of 

quantifying the cyclio heat gain ia aa follows: 

Assume; 

(1) The construction materials are isotropic and 'have physical 

properties (i~e~ kj' i " C) that are independent of temperature~l 
p 

(2) The absorption of radiant energy below the surface, may be characterized 

by a Lambert's decay - law expression of the form (93); 
. ~X 2 

lax ="100 e ,t W/m • • • • • • • • • • • • 5.9 

Where; lGX = intensity at any depth X, W/m2 

. ' lGO = intensity of unreflected radiation at surfacer W/m2 

~ = decrement factor 

(3) The initial temperature of surface is T. 

x 
-- - ~r-

-
""iC. 5 - 4 Solar heating of a flat roof 

,..-___ Surface 

- -
-
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Consider a section of thickness dX 
-

and of unit area located X mm. from the surface of the roof. Applying 

the firllt law of thermodynamics: 

Rate of energy input 

Rate of energy output 

= -k (tT + g2 T 
Jx OX2 

= _ k 

Rate of energy accumulation = 

5.10 

••• 5.11 

.f ( C T dX) 
eft P 

• • • • 5.12 

The applicable differential equation is 

Where; 

+ fe)lX = 

)J ~ ~ = diffusivity 
tOp 

• • • • • • • • • • 

"I 
• • • • • • • • • •• • 

~ et lOO 

f~ 
• • • • • • • • • • • • • • • • •• • 

5.14 

-6 ;:: T - To •••••••••••••••••••• 5.16 

For simplification, following boundary conditions are assumed: 

(i) ~=O at t = 0 for all X 
(11) iT= 0 at X="" for all X thus, 

h. =0 at X = 0 for all t • .5X 

The third boundary condition results from the following considerations.' 

Examine a slice of material of infinitesimal thickness at the surface 

of the roof Fig.' 5.5 

1---- Surface 

J_" _~_....L-__ 

-r - - - ---

Fi<::.5 - 5 Boundary 

condition ut 

nolid ::mrface 
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Hate of energy input '" IGO • • • • • • • • • • • • • • 

Hate of energy output '" ( J 1) eJAr. 
- k TI X=e + lac • • • • • 

Hate of energy accumulation .. ..i... (! E C T) • 
Sf) 

Thus 

( efT) . ( ,4£ . ) Tx X;" E" lOO e - 1 +.f' C £ 

• •••• 

• • • • 

5.19 

Now'let E ~ 0 corresponding to X ~O then the right hand side of 

equation 5.20 vanishes and there results 

( dT ) 0 
l"i X=O= • • •••••••• 

Taking the Laplace transform of equation 5.13 we have 

pr~Pt ef'X dt .. j;pt ~ dt 
:;0 0 .rt •• 

-
equation 5.22 may be integrated if it is noted that -& (i.e. T - To) 

is a function of two independent variables, namely, thickness and time of 
, 

oscilation and that the limits of integration are independent of X.' 

These factors complicates the whole exercise of quantifying the solar 

heat gain~ Besides the anticipated outcome makes equation 5.22 less 

attractive in industrial applications where quick and simple estimation 

procedure is needed; Thus, for demonstration purposes a simplified 

method outlined in reference 9 will be adopted. The method involves 

multiplying the solar intensity by an absorpttance of the building 
-

material" However;' the main handicap of this method, like many ·other 

methods, is that~' it does not take into account the fact that the solar 

intensity is· varying with time of the day. Otherwise, if we assume an 

average insolation~t IG~t the heat gain is given by: 

Q = a IG • • • • • • • • • • • • •• 5.23 

Where; a = absorption coefficient ranging from 0.2 (for a white wall) 

to 0.8 (for a dark wall). 
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The absorption of solar energy on the outer wall 

the average wall temperature given by (9); 

Ll!I!.. a IG 

of a building increases 

a hoc+U ••••• • " •• • • • • • • • • 

Where; 
hoc .. external heat transfer coefficient (14 W/m2 K for an averaee 

wind speed of 2 m/s,' see section 4.2) 
2 " 

U :U-value of the building wall;' V/m K 

As long as the outside temperature remains to be lower than the room 

temperature,' this temperature increase reduces thermal losses which are 

normally calculated on air temperature basis. Consequently heating 

demand of a building will decrease relatively. See numerical example 
. 

at the end of the chapter. 

Transmission of Solar Radiation !I!hrough Glass 

Glass transmits radiation within the range of 300 to 2800 nm; Radiation 

emitted by the sun" and received by the glass is of short wavelength and 

the glass is transparrent at this wavelength, and the radiation is trans

mitted into the interior of the structure. This energy is absorbed by 

the surfaces,; inside the building which in turn raise their temperature 

and become low.temperature emitters. The radiation emitted by these 

surfaces will be of long wavelength to which the glass is opaque and as 

a consequence this energy is contained within the structure with a 

corresponding rise in temperature (72, 73, 74). It is this effect 

which can give rise to overheating in summer and lower energy consumption 

for space heating in winter,' due to solar heat gains. This depends upon 

the transmission characteristics of the glass. 

TranSmission characteristics of glass 

As it has been mentioned earlier, the radiant energy striking a surface 

could be transmitted,' absorbed or reflected; Thus, 
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(a) The energy transmitted through a glass at any. 

wavelength ;: (incident solar energy on glass) 

x (transmission coefficient) 

(b} The energy reflected by the glass 

= (incident solar energy on- glass) 

x (reflection coefficient). 

The reflection coefficient changes with angle of incidence as illustrated 

in Fig~ 5 - 6~ The angle of incidence in turn depends upon the position 

and height of the sun in the sky. The position of the sun can be determined 

from a knowledge of the solar altitude and azimuth angles as potrayed in 

Fig. 5 - 7 and Fig;' 5 -.8(bY definition, the solar altitude is the angle 

in a vertical plane between the earth's surface and the sun's rays, Whilst,' 

the solar azimuth is that angle between the vertical plane of the sun's 

rays and due north)~· 

During mid winter periods the solar altitude for the entire U.K. ranges 

between 60 to 110 thus, the radiation intensity is relatively low. From 

Fig. 5 - 6 the reflection coefficient is approximately 0.08, this means 

the reflection losses are about~. The absorption losses, (caused by 

the impurities in the glass mostly. iron oxide), correspond to about 5 - 10% 

for normal, single pane window glass (90). Therefore the remaining 82 -

87% is transmitted to the building. However, the abso~ed part is not 

lost as such,i since it increases the window temperature and thereby 

reducing heat loss by conduction through the window glass. See the numerical 

example at the end of the chapter. 

The solar heat gain therefore, is given by; 

Where; 

Q = t I G .A. •••••••• .• • • • • • • • 5.25 g g 

t = window glass transmittance 
g 

A ;: area of glazing 
g 

E'luation 5.25 gives a mean solar heat gain through the glazed area, however,' 

if a more accurate value is needed, a method given by Pentherbridge (90) 
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could be used~ Pentherbridge gave a series of overlays which when used 

in conjunction with the stereographic aunpath projections, the hourly 

and daily total transmitted radiation can be computed. The prooedure 

and use of these overlays are fully described in reference 90.; 

Numerical Example 

Consider a oertain building in the East midlands, haVing a floor area 

of about 200 m2 and a volume of 1400 m'3. The window area is 103 m
2 

which correspond to '30% of the outer wall area. The wall is made of a 

brick - brick oavity with lightweight plaster on internal surface. 

A typical monthly insolation (in a particular year) falling on I-m
2 

area 

of a wall (at different orientation) in a particular location, is shown 

in Fig~ 5 - 9~ We want to quantify the solar heat gains And their resultant 
-

effect on the energy used for apace heating.' 

Solution: 

From Fig. 5 - 9 the average monthly insolation during heating season 

are: 
2 2 Southward wall = '38 kWh/month.m (158 W/m ) 

Westward wall = I 2 2 17.5 kWh month.m (7'3 W/m ) 

Northward wall = 14.'3 kWh/month.m2 (53 W/m2) 

Eastward wall = 24.'3 kWh/month.m2 (101 W/m2) 

The values in brackets have been worked out by assuming a period of 9 

hours of sun shine per day.' 

Assume: 

• 
• 
• 

The average 

The average 

The U-value 

o room temperature = 20 C 
. 0 

outside temperature = 8 C 

for such oonstruction = 1.37 W/m~ 
• The absorption ooefficient of a solid wall = 0.5 
-
.' The transmittance coeffioient of the glass = 0.85 

; The absorption coefficient of window glass = 0.075 

The total heat loss through solid fabric without taking into account 

the solar heat gains is given by; 
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And that through the glazed area = 6.10 (20 - 8) = 73.2 w/i 

Where: 6~10 w/m2 is the U-value of the window glass at an average 

speed of 2 m/s~ 
. The total heat loss = 89:64 W/m~ 

The amount of heat loss through the building fabric after taking into 

account the effect of solar radiation is shown in table 5 - 1. It can 

be seen that the heat loss from the building is reduced by about 15;4% 

as a result of this effect.' On the other hand the solar heat gains through 

the windows can be computed from equation 5.25 as follows; 

Q/A = 1: IG 

Thus; Southward wall;' Q = 0.85 :z: 158 = 134.30 W/m
2 

Westward wall;' Q = 0.85 :z: 73 = 62.05 W/m
2 

Northward wall,' Q = 0.85 :z: 53 = 45.05 W/m2 

Eastward wall,' Q = 0.85 :z: 101 = . 85.85 w/m
2 

Average heat gain per square metre of glazing = 134,30 + 62,05 + 45,05 + 85,85 
4 

= 81;8 W/m2(271 l/week assuming 9 hrs.of sun shine 
per day) 

This value (which has been calculated after a lot of simplification), 
-

is around 1.1 times the heat loss, which is quite big. It is antiCipated 

that in actual practice the amount of heat gain will be lower than this 

value. However.' the example indicates that insolation on an external 

wall may have a considerable influence on the heating requirement of 

a building.' 



Table 5 - 1: Heat loss from the building after taking into account the ,01ar heat gains; 

~Ts 
Cc: 
(AL) 
ho+U 

Solid " 
wall 5.l 

WindOlP 

glass 1.9 

Total 

Southward ;Tall Vlestward Wall 

T Heat Decrease ATs T Heat Deorease AT 
loss in 10s~ in s 

Cc: 
W/m2 heat °c °c W/m heat 10Sf °c 

(T +AT. ) (U(Tin-T) loss, % % , o s ; 

.~ - -
13.l 9.45 42.5 . 2.3 10.3 13.2 19.5 ! 1.7 

-
9.9 61.35 16.2 

-
70.8 21.0 

Average total heat loss = 

0.9 8.9 57.7 7.5 0.7 

, 80.9 9.8 

70.8 + 80.9 + 83.3 + 68.4 
4 

Northward Vlall 

T Heat Decrease 
loss in °c 
W/m

2 heat lose 
% . 

.-
9.7 14.2 14.2 

8.7 69.2 5.4 

-
83.3 7.l 

89.64 - 75,85 Average reduction in heat loss = 89.64 = 15.4% 

.--

Eastward Wall 

AT T Heat Decrease s loss in 
°c °c wll heat loss 

% 

3.2 1.2 12 27.0 

1.2 9.2 56.4 24.0 

68.4 23.4 
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CHAPTER 6 

DATA ANALYSIS AND S1JlIThlARY OF THE RESULTS 

Energy mOnitoring is an essential aspect in assessing the efficiency 

of fuel consumption in any plant or in assessing the success of any 

conservation programme.' The ultimate goal of the mOnitoring being 

to improve,the control of the overall energy consumption.' 

At the beginning of this work,' the objective was to devise a monitoring system 

for a Chemical and Process industry i.e. the system incorperating the 
-

production rate 'as well as the space heating component .. Thus,the ideal place 

for such a study was a plant with a multitude of energy consuming unit 

operations such as distillation,: evaporation and drying, in addition to space 

heating." Several attempts were made to secure such a place but the res ponce 

was rather poor~ However, a local Pharmaceutical Research and Development 

firm, which uses energy almost entirely for space heating, offered their 

, site for this study. This firm is located in the outskirts of Loughborough. 

Fig. 4 - 4a and 4 - 4b show the photographs of the site. Thus" the 

company refer to in this chapter,' is this site. 

6.1 The Company 
2, 

This Company, covers an approximate built area of 19045 m. It comprises 

extensive office and laboratory blocks with a considerable number of 

plant rooms containing heating and ventilation plants and domestic hot water 
" 

calorifiers. 

The large steam raising boiler plant has two modern Ruston boilers,' 

(Capacity- aproximately 0~85 MW each): burning heavy fuel oil, 43,000 sec, 

and supplies a consider~ble demand for hot water and heat of air conditioning 

plant throughout the year~ There are no large individual process steam using 

plants except for a pilot plant in the Pharmaceutical Research and Development 

Unit (p R D)~ The schematic steam distribution for the entire site is 

shown in Fig~ 6 - 1. 
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Electricity is mainly used for air conditioning plant, fans and 

refrigeration compressors,' air compressors,' some extraction systemst 

lighting and a limited application in space heating for the temporary 

buildings. 

, Gas is mainly used for cooking in canteens and for Bench laboratory work. 

The'historical data for the fuel oil consumption, electricity and gas 

for the period starting from 1975 up to 19~ was available. However, 

the period starting 1975 to April 1979 was dropped, since the weather 

data obtained, starts from May 1979 (see section 6.1.1). 

The project was confined to the assessment of the effects exerted by 

the weather parameters such as wind speed, and solar radiation on heavy 

fuel oil consumption,1 since a large proportion of electricity and gas 

used does not depend on these parameters.' 

Weather data 

Historical weather data was supplied by Sutton Bonington Meteorological 

Office, located less than fifteen miles from Loughborough. It is assumed, 

therefore, that the measured weather parameters at the Meteorological 

Office, can be taken as being similar to those prevalent at the Company 

site. The weather data of the period from Hay 1979 to December 1983 

on the following,' was obtained: 

(a) Daily mean run of Wind,' km/day 

(b) Daily maximum and minimum outdoor temperatures, °C. 

(c) Daily mean Global radiation falling on a horizontal surface, 
_T.n.. I 2-
.... llfcm • 

Although it was mentioned earlier that,' rainfall may have effect on energy 

consumption, it was found by different research workers for example, 

4,; 58 and 96, that the effect of rainfall is very small and can be neglected 

without causing significant changes in energy consumption calculations. 

Thus,in this project we accepted their approach and we neglected this 
-

effect. 
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6.2 Development of a Modified Energy Predicting Method 

Before developing a new method, it was logical to investigate the 

accuracy of the method for predicting energy consumption from the 

degree day data, SO that the accuracy of the new method could be compared 

with it.' 

Predictive Accuracy of the Degree day Method 

The degree day method assumes.' that the energy consumption 

heating plant is directly proportional to the degree days. 

for a space 

Thus, it 

does not take into account the effects exerted by other weather parameters. 

In order to assess the accuracy of this method the weekly degree day 

totals will be obtained by processing the daily weather data in a 

computer programme, which is discussed under section 7.3. The degree 

days will be plotted versus the weekly fuel consumption on a linear 

graph. The regression curve will be fitted. to the points plotted,by 
" 

using the "least square" 'method, outlined in section 3.2. It is 

anticipated that most of the points will lie above or below the curve 

i.e. some weeks will have over estimated fuel consumption, while others 

will have under-estimated fuel consumption. Thus, the percentage errors 

will be calculated for each week. These errors should however, be 

, normally distributed with a mean of zero. 

The standard error of estimates, herein referred to as "standard errors" 

will effectively be regarded as a reasonable estimate of the accuracy 

of the degree day method to predict the f~el consumption. 

Finally the regression equation will be used to estimate the fuel consumption 

based on degree day totals.' Thence;' the eUSUM technique outlined in 

section 3.3.3, will be used to monitor the fuel consumption. 

6.2.2. Base Temperature 

Because of the nature of the work carried out by the company which will 

not be discussed in detail here, the indoor temperatures in some of the 
- 0 

rooms are kept above the value of 18.3 ,e, recommended for normal office 
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-
occupation.' Table 6 - 1 shows a crossection of the indoor temperatures 

in offices and laboratories,' measured on 23rd May 1984. Unfortunately, 

these temperatures cannot be regarded as a representative of winter 

temperatures, because, the outside temperature on that particular day 
_. - 0 . 

was rather high i.e. 17.8 C~ producing higher room temperatures than 
-

normal.- Nevertheless, the verbal confirmation from technicians, operators 

and people in the offices, indicated that the indoor temperatures are 

always kept between 19 and 21 °c, and this was enough to facilitate the 

move for assessing the effect of changing the base temperature on the 

energy equation. Thus, several base temperatures will be assumed and 

their contribution to the accuracy of energy estimation equation will 

be assessed. 

New Energy Prediction Method as a Function of Wind and 

Solar Radiation 

Effects of wind speed and solar radiation will be considered individually 

first and their combined effect will be assessed. 

As it was stated in section 4.1.1 and 5.1.6 the Meteorological wind speed 

and Global radiation will be used throughout the calculations. From 

chapter four and five following mathematical models will be considered:-

For wind speed: 

Q = C14 T + C
2 

..jl 

Q = Ct AT (1 + C2 vn) 

For solar radiation: 

Combined effect: 

Where; 

Q = C,4 T + C2 v
n 

- C3 ~ 

Q = C,AT(l + C2 vn) - C
3 
~ 

Q = heat loss from the building,· W 

AT = degree days, 0-0 

v = wind speed,\ m/s 
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Table 6 - 1 Company indoor temperatures 

Two thermometers (electronic and mercury thermometer) were used for 
-

measurements. Only the average readings appear in this table. 

Building Temperature readings in °c 

1 2 3 AVERAGE 

ground 
." floor 21 21 21 21 

Stage 1 at 1 floor 23 23 22 22.7 

nd 2 floor 23 22 23 22.7 

re 3 floor 19 22 23 21.3 

.. 
G. floor 20 20 21 20.3 

Stage 2 at 1 floor 22 22 23 22.3 

nd 2 floor 21 23 21 21.6 

re 3 floor 20 21 21 20.7 

Library 19 20 21 20.0 

-
Medical 19 20 20 19.7 
Service 

" Admin. 19 18 20 19 

CSU 25 24 24 24.3 

PRD 21 23 24 22.7 

Engineer~ng 25 23 23 23.6 
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IG = Global solar radiation, mWh/cm2 

The mathematical models will then be used to estimate the energy 

consumption for space heating, under stated degree days, wind speed and 

solar radiation. The regression equation for each model will be determined 
-

by the least square method.' 

The standard deviation of the errors will be calculated and compared 

with those obtained by using the degree day method. FOD an impreved 

energy predicting equation the standard errors should be lower than those 
'. 

obtained by using the degree day method.' 

It will be assumed that the improvement in the energy predicting method 

reflects the effect of the parameter(s) in question on the energy 

consumption,l i.e~ if the new method,' including the wind speed say, is 

10% more accurate than the degree day method, we will assume that 10% 

of energy consumption is attributed by the wind speed. 

Finally the predicted energy consumption will be subtracted from the 

actual energy consumption in the same way as discussed in section 3.3.3 

and 6.2.1 to build up a cumulative sum for energy monitoring purposes. 

6.3. Computer Programmes 

Two computer programmes were written and the listings of each, are 

presented belOW. 

Program 1 

The program reads the daily maximum and minimum outside air temperature 

and calculates the weekly degree day totals by using the procedure 

outlined in section 3.3.2: Before executing the program the user must 

type in the year,' month,' date and the day(when the first data was collected) 

in sequential order in the program, and then the base temperature. 
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r'KUI.;jHf.WI 1 
~ HEM ** ~HOGRA~ ~OR CALCULATING THE DEGREE DAYS 
10 m:.M ** WRlTTE.N BY I<Ai'lI'1A 
15 OIl"! 1-\$(:35) ,A(35) ,C(35) ,0(35) ,Wl:36) ,R('::;::» 
20 Fon J.~lro 1000:NlOXI 
~o INPU1"YEAR";YY 
40 I NPUI"lvIUN IH"; i"IM 
~o rNPUT"DAY",D 
60 INPUr"OAY UF WEEK";J)$ 
/0 INPUT "BASE TEMP";Tl 
80 REM*~w=nUN OF WINO,B=MAX TEMP,C~I-\V. TEMF',D=AV. TEMP DIFF 
85 REM**A-MIN TEMP,R=80LAR RADIATIUN 
90 REi"I**N~NO. OF DAVS IN THE I"!ONTH 
lOO GOSUB 470 
105 PRINT 
110 HEI~O N 
115 IF 'N=99 THEN PFllNT"END OF DATA":8TOP 
120 FOh: J~l TO N 
130 HEAD W(J),I-\(J),BIJ),R(J) 
140 C(J)=IAIJ)+BIJ))/2 
145 IF BIJ»Tl THEN O(JI=O:GOTO 225 
150 IF A(J»Tl GOTO 180 
IbO OIJ)=TI-C(J) 
ll0 GOlD 225 
100 IF C(J)(Tl GOTO 210 
190 DIJ)=0.25*(TI-U(J» 
:LoO GO TO 225 
~10 O'IJ)=o.5*1 fl-BIJ»-0.25*(A(J)-Tl) 
225 IF WO-l THEN S-0:81-0 
[.:';0 8=8+C (J) 
241..1 81=81+1)(,)) 
250 IF WD-7 GOTO 280 
:260 GO"IO .:::'00 
~80 PRINT"WEEK DEG DAY"ISl 
:~90 PRI NI 
.. 50U F=29 
511..1 f~ YY/4~INr(YY/4) THEN F-30 
S15 0=0+1 
320 IF D(F GOI0 450 
330 IF MM-2 GOlD 380 
340 IF 0<31 GOlD 450 
.550 IF 1'11'1=4 Of( MM=6 OH MM=9 OR I"IM=ll GOIO :580 
360 IF 0=32 GO TO 380 
:3'70 GO TO 450 
·~IJO MM=MM+ 1 
::.0'10 D=.1 
400 IF MM)12 GO TO 420 
41 (I GOTe) 450 
420 i"IM=1 
4:':,(1 't'Y =y Y+ 1 
45<.1. WO=WD+ 1 
455 IF wo-a lH~N WD=l 
'loO NEXr J 
465 GUTU 11(1 



4/0 FOR 1=1 TO ., 
.480 REi-iD W" ( 1 ) 
490 NEXT 1 
SUO FOR I-I ru I 
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51U IF ASIII-DSIHEN WD - I:GOTO 540 
520 NEXT 1 
5.30 GU1D 60 
540 RETUHI~ 
~5(J DA'lA 11 f'tl ° 1\1 11 ,IIIUC':II" IIWED", IITHU"" "FHl", "SArI!, "SUN" 



l24 

Program 2 

The program reads the weekly actual fUel consumption, weekly degree 

days, weekly average wind velocity and weekly average solar radiation. 

Then it calculates the mean values of the fUel consumption, degree days,· 

wind velocity and solar radiation, the regression coefficients and prints 

out the actual fUel consumption, estimated fUel consumption, their 

differences and the cumulative sum of these differences. Also it 

computes the correlation coefficient and standard error as percentage 

of the mean fuel consumption~ The number of independent variables have 

to be typed in before excuting the program .. 

6.4 Observations 

6.4.l.' COrrelation of Degree Days With Fuel Consumption 

The graph of weekly actual fUel consumption versus weekly degree days 

for the period of May 1979 to December 1983 is shown in Fig.6-2. The 
- 0 

degree days were calculated by using a 15.5 C base temperature. As 

expected the straight line fitted by the "Least square" method show a 
" reasonably good correlation of 0.9175, between the fUel consumption and 

degree days. 

-
The line with the slope of about 237.5 litres per week per degree day, 

cuts the vertical line at the value of 13000 litres per week. This, was 

defined as the base load,· see section 3.3.3, and it constitutes the energy 

used to supply hot water and energy used to overcome losses from the 
-

steam system as discussed previously.· 

-
. From appendix A.l, it can be assumed that the distribution loss due to 

convection and radiation from steam system, leaks and faulty steam traps, 

for the entire plant is uniform; and stands at about 25%· of the heat 

supplied. 

Therefore, energy loss : 0;25 x 23332 ~ 5833 litres/week 

Boiler losses contributes to this amount of base load, however, it is 

difficult to evaluate the boiler inefficiency· as it depends upon the 

boiler load (which is not constant), with maximum efficiency obtainable 



,..·t·~Ubt-<f4M2 

~. H~M·.~kOGRHM WklllLN BY KATIMA 
10 1 NI"pU r" NUMBl:R m' I NOt;Pt::N1)EN I VA~U AL1LI:.~j" : N 
I=' kEI"IHU=NUMBl::.fl OF LINES OF DATA 
:20 WiHlJ l.J , 

:2~ IF 1)(N Goro 10 
~,(I U 11"1 X (N, U) • Y I DJ ,SI N) .. BIN) ,p IN) ,H (N, N) 
3t:. r'IiINT:f'RlNI 
4<) f OF~ 1(= 1 '10 D 
4~ H!:'liO Y It() 
50 FOR J=l ro N 
5:5 HEI.O X I J • K) 
6(1 SIJ)=S(J)+XIJ,f(I/D 
b:5 NEXT J 
/0 SO=.:;S(J+y U<> ID 
15 NEXT K 
t31) PR I NT" MEAN VALUES ARE" 
85 PfHNT SO 
'10 FOf('J=lIO N 
'J5 PH,lNT S (J) 

1 '.H) NEXT J 
110 FIJI, 1<=1 '10 0 
III Y (K)"'y (~<>-'b') 
11'f FUR J=I lu N 
115 XIJ,K)-XIJ,KI-S(JI 
1:20 NI:. X 1 J 
125 NEXT "-
1.:':1) Hll-< ..1=1 'IU N 
1 :55 FOH 1<= 1 ID 0 
140 B(J)=BIJ)+Y(KI.X(J,f() 
145 NLXT K . 
150 FOR 1=1 10 N 
155 FOF~ 1'.=1 TO D 
IbO A(J,K)=A(J.I)+XIl,I()*X(J,t() 
165 NEXr K 
1/0 Nt::Xl j 

1/5 NEXT ..I 

100 FOR 1=1 10 IN-I) 
185 Z=ABS(ACI,I») 
190 L=I 
195 IF I=N GOTO 230 
200 tOR 11'= I 1+1 ) fll N 
205 IF ABS(AIM.I»)Z GO TO 215 
210 GOIO 22::' 
215 Z=ABSIA(M,I» 
22u L==M· 
2:,;:5 NEXT M 
230 IF z=o GOrO ~bl) 
235 IF I-L GOTO 200 
240 Fm, 11='1 IIJ N 
:245 Q= A I I ,M) 
250 A(I,M)=A(L,M) 
:2~j5 A I L, M I =cl 
261) NEXl 11 



~6::' O=B ( I I 
ZiU 8(11=IJ(U 
275 B (Ll =61 
280 IF I=N GO TO 52~ 
285 FOR K~(I+ll TO N 
290 M--AIK,l)/AIl,11 
295 FOR J-(I+I) TO N 
300 AIK,J)=AIK,J)+M*AII,JI 
305 NEXT J 
310 B(K)=U(KI+M*UIll 
:~15 NEXT K 
:520 NEXT 1 
3~5 FOR I-N TO I STEP -1 

:;·:';5 IF I-N Goro :3~:;~j 
.3'~O FUH K'= (1+11 TLI N 
545 S-S-A(I,K)*PIVI 
.::,50 NEXI K 
355 PIII-S/A(I,I) 
:,;/,0 NI::: X l I 
..::.6~:' Sl:;:::SO 
.,;/0 FUf~ 1=1 ro N 
375 Sl=Sl"-P(I).S(I) 
.C,UO NEXI 1 
:585 F'~n NI: PR It,n 

126 

:,'to Pr< I NT" r,EGF,CSS r ON EL!um ION 1 S" 
::'85 1"IUNT· 
4C)U PR I N I'll Y :;: I.; S 1. 
405 FUR 1-1 TO N 
41 I) PH I NT 11 + ( 11 ~ f:' ( I ) ; 11 ) it X ( 11 ; 1 ; .. ) 11 

415 NEXT 1 
420 PfUN"r 
42::; PRINT"TYPE CONT FOR CUl1ULlHIVE SUI'l" 
4:~.t) 8"101.:.0 
4.::'.5 w=o: U-O 
440 PRINT 
44::; z-o 
450 F z;:;:() 

455 PRINT"ACTUAL PREDICTED"; 
460 PRINT"DIFFERENCE CLJSUM" 
465 FOR 1(-1 TO D 
470 W=W+YIKI*Y(K) 
475 C=(I 
480 FOR J=l ·10 N 
48::; C-C+P(JI*X(J,K) 
4'/,-, NE X"I J 
4'i5 Ll=L\-t"C~ C 
!~OO F-F+"Y (K) "-C 
510 PRINf Y(K)+SO,INfIC+SO). 
514 PRINT INTIYIKI-C),INTIF) 
515 i=l+IY(KI-CI A 2 
5:W NEXI K 
5:.25 R=SC!h: (Cl I W) 
5:~;(> PFU N r 
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535 PRINT"REGRESSION COEFFICIENT=";R 
.540 Z-SDRIZ/ID-N-l»/SO 
541 PRLNl "STI\NDARD EF(ROR'~"; 

545 PR INr I NI I 1 OOO~ Z) /100; "'i'. OF· ME~\N" 

550 GOTO 565 
::'60 PREINI "CI4N'1 BE DONE" 
570 END 
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. 
at fUll load, see section 2.1.1.2.' Thus, for simplicity we will assume 

that the boiler was operating at fUll load throughout and hence maximum 

efficiency, of around ao% can be used; 

Therefore,' the average energy loss due to boiler inefficiency (based on 

average weekly fuel consumption of 23332 litres) 

~ 0.2 x 23332 = 4666 litres/week 

There was no available data for hot water consumption and because the 

company uses hot water calorifiers (which complicates the quantification 

of energy used to supply hot water),' we had to approximate the amount 

of hot water as follows: 

_ The dishwater in the canteen(serving approximately 600 staff), operating 

for around 2500 hours per year is consuming approximately 1.4 m3/h 
o· 

of hot water at arround 60 C.' 

- Hot water for other uses (e~g~ for hand washing in Laboratories, 

canteen and tOilets) is approximately 10 litres per person per day. 

Thus total volume = 1.-4 x 2500/52 + 600 x 10 x 10-3 x 7 = 109.3m3/week 

AsSuming an average winter temperature of about a °c and an error of 

50% in estimating the hot water consumption, the energy used to raise 

the water to around 60 °c is given by: 

Q = V .f C .6 T = (109;3 x 1~5) 1000 x 4.2 (60-8) 
P 

= 35;a x· 103 MJ/week (a71 l/week) 

Boiler blowdown losses can be substantial, because the blowdown is carried 

out manually for 10 seconds (which is subjective), three times a day. 

Therefore, a 5% blowdown loss will be assumed (see section 2.1.1.2). 

Thus; blowdown loss ~ 23332 x 0.05 = 1167 l/week 

Heat used to maintain the oil storage tanks at 40-50 °c ~ 96 l/week,' 
. -frl I. 

see appendix A.2, _~owever,1 tills value might be a bit higher during winter 
• 

periods as the heat loss from the tank depends solely on the outside 

temperature (the outside temperature was high when the measurements were 

made) and the wind speed;' From the rough calculations above, the 

base load of about 12633 litres/week is anticipated. This value, within 

practical limits, is in agreement with the 13,000 litres/week obtained 
from Fig.6 _ 2. 
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OUTLIERS 

It can be seen from Fig; 6 - 2,' some of the pOints lie either very far 

above or very far below the regression line.' Suprisingly enough some 

of the points lying above the line correspond with weeks containing Bank 
-

holidays, Christmas and Easter holidays, hereafter referred to as 

"holidays", (marked by "X" on Fi/J.6 - 2)~' Because, energy, is only used 

for air conditioned rooms, it is expected that less energy consumption 

should have been recorded,' hence the points with holidays should appear 

below the r~ression line~' This suggests that all the weeks with 

holidays in them should be treated with some doubt. Thus it was decided 
" 

that these weeks should be discarded.' 

Other points which lie very far above and below the regression line, 

may be due to errors in meter reading. It'was gathered that meter reading 

is carried out by a single person (not particularly the same), at 12 pm 

of. each Sunday, and there is no mechanism of 'Countercqecking the readings. 

It has happened sometime that the man responsible can unintentionally 

fall asleep and take the readings after 12 pm or can take the readings 
-

before 12 pm or can read the meter incorrectly. However, there is no 

evidence to support these verbal arguments, therefore these observations 

will be left in the data as they appear. 

Following, are the regression equatiOns, Correlation coefficients and 

, standard errors, f!'~ data poiAts with 8Jld'without holidays. 

Table 6.2 

3ituation 

With 
holidays 

loIithout 
Iholidays 

. • 
" 

Predictive accuracy of the degree day method 

Regression equation Corr.,~tion Standard 

Coefficient error (% of mean 

y = 13094 + 231 DD 0.9175 13.15 

y = 12933 + 239 DD 0.9392 ll.51 



Table 6.16 I Standard errors for the Ratcliffes' degree day methoa 
i 

Situation Independent standard e=ors Ratcliffes': ~!odified denee day me thod (% of mean) 
va=iables 

r~andard ~fors Improvemen t over %~inear 
o of mean relationships 

15.5
0
C 16.50C 15.50 C 16.50 C 15;50 C 16~50C 

May 1979 - Dec;1983 . Degree days 
13.5 12.34 13.5 12.34 0 0 

li th holidayS 

1ay 1979 - Dec.1983 · Degree days 11.51 11.34 11.51 11.34 0 0 ocithout holidavs 

~y 1979 - Dec;1983 · Degree days .. ---' · wind velocity 10.65 10.63 10.77 10.55 -1.12 0.75 
· Global radiation 

~ 

28th week, 1980 -
Oct.1983 without Degree days 9.98 9.77 9.98 9.77 0 0 
~oliday ~.iIL 

28th week 1980 - Degree days 
Dec.1983 without ~rind veloci ty 9.10 9.10 9.3 9.10 -2.20 -0.11 
)1olidays Global radiation 

. 

Note: a negative sign means "Less accurate" 
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Where; y = fuel consumption; litres per week 

DD = degree days 

Billington 1966(12) reported that errors in estimating fuel consumption 

based on monthly degree day totals, could be as much as ± 25%. Ratcliffe, 

1981(96) reported the values of :t 28% and 48% forllawker· Siddley and 

Princess buildings respectively whilst the IHVE Guide estimates the errors 

to lie between ± 15% and ± 25%~ However, the Department of Energy (27) 

gives the values of about ± 5% to :t 1O}b~' 

Therefore, it is apparent that errors in predicting energy consumption 

by using the Degree day method depends upon the situation it is applied, 

the period to be assessed and the accuracy of the energy data available; 

and thus,' it can be as low as ± 5% and as high as the errors in data 

collection and inefficiency in energy.consumption can dictate. The 

value of 13.5% in table 6 - 2 is within a reasonable range (for the degree 

day method),' however; probably it can be much better, if a longer period 

of one month, for example;' is used (27)~. 

The standard error of 1l;5~ obtained after discarding the weeks with 

holidays represent a difference of about 12~5% in the accuracy of the 

same method.' This is quite substantial; thus, unless specified, the 

weeks containing polidays are not included in the data used in the discussions 

hereafter. '\, 

.Effect of Weather Parameters on Fuel Consumption 

Program 2, presented in section 6.3; was used to calculate the effect 

exerted by the wind speed and solar radiation on fuel consumption. A 

summary of the results is given in table 6.3. 
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Effect of weather parameters on energy equation 

(Base temperature 15;5 °C) 

~ndependent Regression equation Correlation Standard Improvement 
variables coefficient error, % (%) of mean 

Degree days y = 12933 + 239 DD [ 0.9392 11.51 Basis 

Pegree days 
~d 
~ind velocity 

Y = 10338 + 235 DD + 12 RW 0.9461 10.88 5.5 

inegree days 
I!md y = 15909 + 212 DD .. 7 GR 0.9445 11.03 4.2 
kUobal radiatiqn 

Pegree days~1 
f"ind velocity \ y,,:,,- 1294 + 29;WD+1ORW~GR 0.9486 10.65 7.5 ~ global 
p:adiation 

, 

The equations appearing in table 6.3 indicate that the heat loss, hence 

fuel consumption, increases with degree days and wind speed and decreases 
.:; <-

with increasing solar radiation~ 

, 
Based on the assumptions given in section 6.2.1, that the improvement in 

energy equation's accuracy (i~e~· the percentage decrease in standard 

error of estimates),' reflects the effect of that particular parameter on 

energy consumption, then , 

The effect of wind speed on energy consumption is about 5.5% and that 

of solar radiation is about 4~2.%~ It is worth noting that the overall 

effect i.e. 7.5% is not the sum of the effects ezerted by the individual 

.parameter.' This could mean that these parameters do not act independently. 

There is a possibility that one effect may influence another. 

For ezample it was shown in section 5.1.4, that the absorptivity of solar 

energy on the outer wall of a building increases the average surface 

. 
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temperature of the wall by 

Where a = 

IG = 

absorption coefficient 
2 

Insolation V/m 

Assuming that hoc remains constant, the increase in surface temperature 

reduces the fabric heat loss (see section 5.1.6). But hoc increases 

with wind speed (see section 4~2),' thereby decreasing ~T for a given 

insolation. Thus the wind speed reduces the effect of solar radiation 
-

to some extent. 

.' -Effect~f Changing the Base Temperature on Energy Eguation 
~. 

Base period 

Around the 28th week of 1980 there was a change in the trend of energy 

consumption i.e. there was a negative trend up to" the 27th week of 1980 

and a positive trend thereafter,' see Fig B-1. This will be discussed 

in details later in section 6.5~ The positive trend was almost maintained 

until the end of 1983~ Thus this period will be regarded as the representative 

of the present; actual fuel consumption~' Therefore, the results given 
- -

in table 6.4 are based on this period. 

Table 6.4: Effegt of changing the base temperature 

Base Regression equation Correlation Standard 
Temperature Coefficient error (% 

°c of mean) 

l5~5 v = 13760 + 222DD + 8RW - 6GR O:q6% q.-10 

16:<; v c 1280"1 + 21'iDD + 8RW _ 5GR o :q637 q.Oq 

~O y = 12332 + 2l3DD + 7RW _ SGR 0.Q634 Q.12 

l7~5 v = 11830 + 21lDD + 7RW - 'iGR 0.Q62Q q.1Q 

18~'5 v = 11044 + 206DD + 6RW - 5GR 0.%14 q~37 
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The l6~5 °c base temperature gives a regression equation with a slightly better 

correlation coefficient and a negligibly improved accuracy of around 

O~l~ over that based on the l5~5 °c base temperature. However, from 

the definition of the degree day,' it is assumed that the difference between 

the selected base temperature;' is compensated by the incidental heat 

gains from occupants,' lighting and electrical appliances, and it was 

mentioned in section 6.2.2 that the company indoor temperatures are kept 
o o· 0 ' 

between 19 C and 21 C. If an average indoor temperature of 19.5 C is 
o 

assumed, for example,the difference,between this temperature and the 15.5 C 

base, may be too much to be offset by the incidental heat gains. Thus 
'0 ·from a practical point of view the 16.5 C base temperature was considered 

to be suitable for this particular situation. Therefore the discussions 

based on the l5.50C base temperature are given for comparison purposes. 

o 
A summary of the effects exerted by weather parameters based Qn the 16.5 C 

base temperature for the whole period; i.e. May 1979 to Dec.1983, is 

shown in table 6.5. While tables 6.6 and 6.7 show the same effects for 

the period starting on the 28th week of 1980, for the base temperature 
- 0 0 ' 

of 15.5 C and 16.5 C respectively. 

Table 6.5 : Effect of weather parameters on energy equation 

(base temperature ; l6.50C) 

.&.ndependent Regression equation Correlation Standard improvement 

variables 
Coefficient error(% % of mean) 

Degree days y = 11968 + 236 DD 0.9410 11.34 Basis 

1legree days 
and y = 9564 + 226 DD + 11 RW 0.9467 10.82 4.6 
ifind velocitv 

pegree days 
and :y = 14702 + 207 DD ~ 6 GR 0.9452 10.96 3.4 

Q~o_bal radiation 

llegree days 
wind veloci ti 

y = 12009 + 209 DD + 9 RW - 5 GR , 0.9488 10.63 6.3 ~ Global 
~adiation 
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Comparing table 6.3 and 6.5 it can be seen that there is a very slight 

improvement in the correlation coefficient and a very slight decrease 

in the standard error,' although this improvement is too small to be of 

more than academic interest. However, the decrease in the effects exerted 

by the weather parameters, suggests that there is a danger of exaggerating 

the ~ffect exerted by weather parameters, by selecting a wrong base temperature, 

That means the error in base temperature selection will feature in the 

error of estimates~i 

Table 6.6 Effect of weather parameters on enerRY equation 
·0 

(base temperature 15.5 C starting; 28th week 1980) 

Independent Regression equation Correlation Standard 

Variable 
Coefficient error <;; 

of mean 

Degree days y = 13273 + 247 DD 0.9554 9.98 

Degree days . 

and y = 10842 + 242 DD + llRW 0.9608 9.41 
iUnd speed 

Degree days 
and 

~lobal radiation y = 16327 + 219 DD - 7 GR 0.9608 9.40 

Degree days 
iind speed &: y = 13760 + 222DD + 8RW - 7.GR 0.9636 9.10 
}lobal radiation 

~able 6.7: Effect of weather parameters on energy equation (base temperature 
. 0 

16.5 Ct starting; 28th week 1980) 

:ndependent Re~~ssion eq~tion Correlation Standard 
'lItiables \!I~. . coefficient error (,~ 

~ of mean 

'egree days y = 12304 + 237 DD 0.9573 9.77 

egree days 
and y = 10174 + 233DD + 10RW 0.9615 9.32 

ind sooed 

agree days 
and y = 15111 + 213DD - 7GR 0.9614 9.33 

10ba1 radiation 

~gree days 
Lnd speed &: y = 12803 + 215DD + 7ml _ 5 GR 0.9637 9.09 loba1 radiation 

ImprOV& 
ment (% 

Basis 

. 5.7 

5.8 

. 
8.8 

Improv~. 
ment(%) 

Basis 

4.6 

4.5 

7.0 
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So far we have been looking on a linear heat loss equation.' From the 

assumptions made earlier, that the period starting from the 28th week 

of 1980 represents the actual trend of the company fuel consumption; 

that the l6.50C base temperature is suitable for this situation; that 

the improvement in the accuracy of predicting equation reflects the 

effect of the parameter in question, on energy consumption; then the 

percentage effect of wind speed on heat loss is about 4.6% while that 

of Global radiati!~ is ~bout 14.5%, and their combined effect is about 
. '- ~ 

7.Q%.1 That means the regression equation incorperating wind speed 
-

and solar radiation is 7% more accurate than the degree day method. 

Other Mathematical Models 

Tables 6.8 to'6.l2 give the summary of the results obtained by using 

different mathematical models i.e. non-linear equations. The base 

temperature of 16.5 °c and the period starting from the 2~th week of 

1980 is used throughout the calculations. 

Wind speed: 

1st mathematical model:-

y = C + C, DD + C2(EW)n • • • • • • • • • • • • • • 
,. 

Table 6.8: A summary of results for the 1st mathematical model 

n C Cl C2 . 
, Correlation Standard error 

Coefficient (% of mean) 

0.5 8277 233 274 0.9608 9.41 

08 9688 233 3'5 0.9612 9.% 

1.0 10174 2'33 10 0.9615 9~32 

1.5 1085'3 2'32 0:4 0,%22 9.2A. 

2 0 11221 232 o 02 0,9628 Q.·17 

4.5. 1l.457_ 232 lX10-3 0:9633 9.11 

3.0 11622 2'32 5X10-5 0.9637 9:06 
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Wind Speed: 

2nd mathematical model :-

y = C + C1DD (1 + C2(BW)n) • • • • • • • • • • • • •• 6.3 . . 

Table 6.9: A summary of results for the 2nd mathematical model 

n C Cl C2 Correlation 7~andard ~)or 
Coeft'ir.ieni: of mean 

O.Ii 1 1221i'l 186 3~4 O·Qt;Q.d Q~<;7 

08 1 122'i2 201 0:44 0.9<;98 9.<;2 
. 

1.0 122<;2 207 0.13 0.9601 9.49 
, ~t; I , 2?'" 214 ,,'&10-3 0.9607 9.41 

. 
122<;1 2.&10-4 0.9613 9.~'i 2.0 218 

2~Ii 122'i0 221 1.4X10-5 0.9618 9.29 

'1.0 122'i0 224 7.OX10-7 0.9621 92<; 

Comparing the respective n - values in table 6.8 and table 6.9, reveals 

that the variation in the ac=aoy of the equations is ranging from 

1.5% to 2;0% in favour of the regression equations in table 6.8~ Also 

table 6.8 show slightly bet~er correlation coeffiCients. Therefore,' 

basing our oonclusion merely on standard errors and correlation ooefficient, 

the multiple linear equations given in table 6.8, feature favourably 

'than the multiple non - linear equations given in table 6.9. 

However, although the values of n (in table 6 - 8) ranges from 0.5 to 
.~ , ~ 

3 (i.'e. a 500% diltl(erenoe) they show a very slight difference in the 

standard errors and correlation coefficients of about 3.71> and 0.3% 
. 

respectively. Besides,' the values of n ~1.5 lacks the theoretical 

background,l see section 4.1.3.1. That means, for this particular site, 

the exponent of the wind speed is of no significant importance in 

the energy equation.' Therefore the heat loss is directly proportional 

to the wind speed;' and the energy equation is of a linear form: 

y = C + C1DD + C2 Hl'I 
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From table 6.7 the range of the improvements in energy equation's 

accuracy,: suggest that the close infiltration rate equation (suitable 

for this' site) is: 

I = 4.92 + 0.43v (see section 4.1.3.1 et sec.) 

and that of hoc ill. : , , 
h = 6'.2 + 4.2 v for v",5 m/s oc· .. 
h = 7~5 vO.8 for v?'5 m/s 

00 

Table 6 _ 10 show the total heat loss due to infiltration and fabric 

heat loss as influenced by the wind speed (see tables 4 - 1 and 4 - 2)~ 

Table 6 - 10: Total heat loss due to wind speed 

Wind HE A T .' LOS S 
Speed Due tq Fabric Total .' Increase 
m/s Infil.' 

kW kW' kW % 

2 0"2<;3 6~791 7~044 Basis 

3 0"272 6~q()q 7.179 1.9 

6 0~32q 7 ~<;l<; 7.844 11.4 

9 0:386 7~865 8.251 11.1 

The percentage effect of 4.6% obtained in table 6 - 7 is more or less 

in a reasonable range of the percentage increase portrayed in table 
., 

6 - 10 for lower wind speeda~' 

The 4.6% improvement may sound negligible but, it is significant in real 
" 

terms. For example, the company- is currently using about .£230000 per year to 

purchase heavy fuel oil~' If the annual budget of the fuel consumption 

is based upon the degree day method (which is 4.6% less accurate 

than the method including the wind speed) the predicted fuel consumpticn 

will be 4~6% less than the actual fuel consumption. Thus, in monetary 

terms, the budget will suffer a deficit of about t:l0580, which is 

quite substantial: 

Solar radiation; 

3rd mathematical model :
n 

y = C + Cl DD - C2(GR) • • • • • • • • • • • • • • • • • • • • 
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Table 6.11-: A summary of results for '3rd mathematical model 

n C Cl C2 Correlation Standard 
Coefficient error. % 

of mean 

0.2 21'392 210 - 2682 0.9622 Q,24 

0.'5 1688'5 210 ., 219 0.9621 9,2'5 • 
0.8 1561'5 212 - 26 0.9618 9,29 

. 
1 0 1'5111 213 - 7 0.961<; 9."1"1 

1 '2 1472"1 21'5 - 2 0.9611 9."18 

1~1) 14266 218 - 022 0.960<; 9.44 

Although the value of n "" 0.2 gives a slightly better correlation and 

a slightly improved accuracyi' it lacks theoretical background. Also the 

negligible difference between the correlation coefficients obtained by 

using equations of different ~alues suggests that the exponent of 

the solar radiation intensity,' is of no significant importance to heat 
.:; 

gain due to solar radiation.' Thus we will stick to the theories outlined 

in chapter 5, that the heat loss decreases with increaSing solar radiation 

intensity (see section 5.1.6)~' The energy equstion therefore, is of 

a linear form: 

'y "" C2 + C2DD ..; C:;GR 

The solar radiation e~ect of 4.5% (see table 6 - 7) is, somehow, realistic 

than the 15~4% obtained in table 5 - 1. The surface temperature increase 

AT (see section 5~1.6)'i was calculated by assuming an average insolation,' 

but the insolation is never constant in nature. Also it was assumed 

that the wind speed does not affect the surface heat transfer coefficient,' 

hoc,' which is not true,~ see section 4.2. Therefore, the reduction in 

heat loss potrayed in table 5 - 1 is exaggerated. 

Wind speed and sola; radiatiRn 
• \ 

4th mathematical model 

y = Cl + C2DD + C:;(Rlf)m_ C2(GR)n • • • • • • • • • • • • 
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Table 6.12: A summary of results for the 4th mathematical model 

n m C Cl C2 C
3 

Correlation Standard 
Coefficient error 

,J% of meanJ 
.. 

0.5 1.0 115.'73 215. 202 I; 2 0.96'U 9,16 
-

08 1 0 12498 215 ~ 1).0 0.9634 ~12 

1.0 1.0 12803 21..2 7 I) 0 0.96'37 9, 09 

1.1) 1 0 13213 216 0.'3 .. 4,'8 0.9642 ..9 .. .la 

2.0 1 0 n428 216 002 .. 4. 6 0.9647 8.97 

2 0 02 18278 213 0.02 .. 2014 0.9653 . 8.".89.. 

2 0 0.5 1485'3 213 002 .. 16'3 0.9652 8.4 

2 0 08 1'3846. 215 o 02 .. 18 0.9649 8.94 

3.0 1 • .0 136'19 216 ' 42xllf .. 4.5 0.96'i1) 8 87 

Wind velocity and solar radiation; 

5th mathematical model; 

y c C + C
1

DD (1 + C2(RW)n) + C
3

(GR)m ••••••• • • •• 6.6 

Table 6.13: A summary of results for the 5th mathematical model 

n m C Cl C2 
a . Correlation Standard 
3 Coefficient error 

(%- of mean' 

0~5 1.0 14724 181 2:'3 _ 1;.7 0.9623 s.."25.. 

08 1 .• .0 14670 19.1 0:32 - 'i.-6 0.9626 9.22 

1.0 1.0 14638 194 O"OQ _ I).'i 0~9628 9.19 
1:5 1 0 14'i70 200 A...2.xl~ - 1)~'3 0.96'33 9.13 
2 0 1-,,-0 _14521 203 2~'32Ol~ _ 1)2 0.96'38 _.9...08 

2 0 02 19716 201 2'2xl~ - 2199 0.9644 9, 01 

20 0.8 14950 202 22xlo4 -21 0.9640 9, 05 

'3 0 1 0 14472 ~ ...5.820167 
- 0; 1 0.9645 8.98 

Comparing the respective n - values in table 6.12 and 6.13, the equations 

in table 6.12 are l~l% to 1.3% more accurate than those in table 6.13~' 
Besides, table 6.12 give very slightly better correlation coefficient.' 

From statistical point of view, the reliability of the regression curve 
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varies, with correlation coefficient and inversely with the standard 

error of estimate.' However~ this criterion only, is not enough to conclude 

that, the value of n and m which gives a 101~er standard error gives the 

"real nature" of relationship.' 

However, i t ~TaS sho~m in chapter four that, the relationship between the 
n 

thermal load imposed by wind taken the form Cl 0( v , where, l~ n';; 1.43. 

Also it ~ms sho~m in chapter five that, the relationship between heat 

gain' and .solar radiation intensity taken the form Cl<>< I~. In tables 

6.8 to 6.13 the n and m took the values from 0.5' to 3.0 and 0.2 to 1.5 

only to give trivial results. Therefore; as it has been stated earlier,' 

the exponent values for the wind speed and nolar radiation are not 

particularly important for this site. -Thus the best energy equation 1'1ill 

probably take the form; 

}'rom table 6 - 7 the standard error of about 9.09 >1hioh represent an 

improvement of about 7% is realised by incorporating the solar radiation 

and run of wind in the energy equation. Thin improvement is significa.!lt 

in real terms.' For example if the energy consumption is under estimated 

by 7%, ~1ill mean a deficit of around £16100 per year on the annual budget 

(assuminc the energy budget of about £230000)~ lfuilst over ectimation of 

about 7% can sometimes mean cutting down the same amount from the money 

available for other, equally important, activities such as Research and 

Development.-' 

Batcliffe's Nodified DeRTee Day Nethod 

Ratcliffe, 1981 (96) formulated the following degree day equation for 

building energy loss estimation. 

lfuere 

dd.= the daily degree day 

GR ) 
Ii' ••••• 

n = dividinc factor dependent upon month of year 

6.8 

The values of n given in his report are reproduced in table 6.14. 



142 

Table 6.14 • Values of n • 

Month n 

January 123 

February 216 

March 287 

April 306 

11ay 316 

June 281 

July 170 

August 82 

September 168 

October 200 

November 176 

December 142 

He reported an'i4)tI:ovement in accuracy, on the old degree day method, 
-, 

of about 32% for Hawker siddley and 44% for Princess House.' This modified 

equation was used with the company energy data to assess its accuracy. 

The values of n were incorporated in the weather data and the computer 

program 1 was used to evaluate the new degree day totals, for the base 
o 0 ' 

temperatures of 15.5 C and 16.5 C. Some weeks recorded negative degree 

day totals, and zero degree days was used for these weeks instead. Then 

the new degree days and the fuel consumption were processed in program 

2 to compute the regression coefficients, correlation coefficients and 

the standard error. 

As usual the standard errors were used as a measure of accuracy for the 

method. Table 6.15 gives a summary of the regression equations obtained. 
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Table 6.15 : Regression equations based on Ratcliffe's modified 

degree day Method. 

~ituation Re~ession eauations 

15.500 base temperatur$ 
. 0 ' 

16.5 0 base temperature 

• 
1ay 1979 - Dec.1983 * * 
m th holidavs y = 15100 + 188 DD Y = 14474 + 178 DD . 

~y 1979 - Dec~1983 * * y = 14968 + 195 DD y = 14330 + 184 DD 
"i thm, '" "-",, ---

~8thweek 1980 - Dec. 
nqa"l without holidavs y'" 15245 + 202 DD* Y = 14604 + 191 DD* 

Table 6.16 gives a summary of the standard errors for the regreSSion equations 

given in table 6.15 and their comparison with the respective regression 

equatiOns obtained previoualy. From table 6.16 it can be seen that 

Ratcliffe's degree day method is less accurate,' by a minor value of 

around 0.7%,' than the regression equation outlined in section 6.4.3. 

Thus, it can be concluded that, the Ratcliffe's method can be applied to this 

data with more or less the same accuracy as the regreSSion equatiOns 
. 

outlined before. It is worth mentioning that, in deriving this modified 

degree day,Ratcliffe assumed that.the heat loss from a building fabric 
,2 

is proportional to the square of the wind velocity i.e. Q~v and the 

standard errors obtained by using his equation are almost the same as those 

obtained by assuming a linear relationship between heat loss and wind 

velocity i.e. Q 0<, v. This supports the argument given in section 6.4.4, 

that,' the exponent values of wind speed and solar radiation are of no 

importance in this particular situation. The main handicap of the Ratcliffe's ,,..,,, . 
modified degree dly meth,od lies in the empirical constants. These constants 

depends upon the leakage characteristic of the specific building, the type 

of terrain, type of exposure the building is situated in and many similar 

characteristics, which influence ventilation losses and are particular 

to each building. The empirical constants in equation 6.8 were determined 

after the study performed on two buildings only. This method could be 

improved to give, statistically, more reliable results by making further 

studies, similar to those done by Ratcliffe, on several buildings to 
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obtain average values for these empirical constants. 

6.5. Construction of a Monitoring System 

The cumulative sum technique outlined in section 3.3.3, was used fo.r this 

purpose. The estimated fUel consumption obtained by using some of the 

regression equations, discussed in the previous sections, were subtracted 

from the actual fuel consumption, and the differences were added together 

week by week. The sum of successive differences were plotted as they 

appear to form a CUSUM chart. As it was mentioned earlier, if there is no 

change in the mean consumption from the original data the graph is 

supposed to alternate fairly randomly about the zero axis or a line parallel 
-

to the zero axis.' 

It can be seen from Fig. B-1 that there was a negative trend with a 

slope of about - 10% Unti-l: around the 28th week of 1980. Then a positive 

trend started with a slope of about 2.;;%. Thus the total change in fuel 

consumption is about l2.5%~ This value is almost in agreement, within 

practical limitations, with the percentage increase of about 11% calculated 

from the mean fuel consumption of the two periods i.e. 21685 litres per 

week for the period ending on the 28th week of 1980 and 23988 litres per 
-

week for the remaining period. 

Attempts .were made to identify the causes·of that change as follows; 

Source of Information 

(a) Boiler house log _ sheets 

(b) Minutes of the Groups' energy Managers' neetings 

(c) Internal memorandum 

(d) Verbal information from plant operators and technicians. 

Several possible causes were revealed, viz; 

(i) Starting April 1979 there was a world wide fuel deficit on the market 

because of the Iran uprising. Hence, the fuel allocation for the 
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company,' from their suppliers, was c~t by 30%. Although this cut was not 

transmitted directly to the plant's fuel consumption, because of the 

substantial fuel stocks the company had at that particular time, as a 

precaution a tight control on energy consumption was exercised. For 

example, some services, such as canfort heating, background heating, steam 

to clinical supplies Unit (which was supposed to come on line almost at 

the same time) were switched off and heating system for the oil storage 

tanks was maintained on two tanks only. 

(ii) Around September in the same year there was a strong energy conservation 

campaign. In addition to normal enforcing of good housS-keeping practices;' 

outlined in chapter 2, they added insulation to all pipe work carrying 

steam and condensate. This move could have resulted from the first 

cause. 

(iii) Around the 30th week in 1980 the fuel situation was back to normal.' 

Most,probably the steam line to clinical supplies unit, which consumes 

around 150 lb/hr of steam,' was in full operation. This amount resulted 

into apprOximately 4% change in energy consumption~ Also other services 

such as back ground heating, were operating normally. 

(iv) During the unspecified period of between 1980 and 1981, the low 

pressure hydrogenation unit, which is estimated to consume about 19 lb/hr 
-

of steam, came on line. This amount is approximately 0.5% change in fuel 

cnsumption.' 

(v) Towards the end of 1980, there was a switch from a heavy oil of 

3500 sec to an even heavier fuel of 4500 sec. Since the heavier fuel has 

a relatively low calorific value, i.e. ~ 17300 Btu/lb, than the heavy 

one, i.e. ~ 18300 Btu/lb, there was an increase in fuel oil Consumption. 

This amount resulted into approximately 6% change in fuel consumption~ 

(vi) Change of the type of heavy Oil, necessitated a change in storage 

temperatures of heavy fuel oil,' i.e. from between 35 _ 45 °c, for a 3500 

sec. fuel oil, to be~.een 45 - 55 °C; for a 4500 sec. fuel oil (information 

from the company's records)~ The resultant increase in fuel consumption 
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due to this temperature increas~ 

temperature) is given by: 

o (taking the datum of 35 - 45 C storage 

Q = m C ~T 
P 

Where: ~T = change in storage temperature 

From appendix A _ 2, total volume of storage tanks is approximately 

353 ri?~' Assuming that the tanks are kept at 9~ full, then the volume 

of fuel oil :318 m3 ~ 
The dens i ty of fuel oil = 998 kg/m3 

The specific heat capacity = 1.384 kJ/kgK 

Therefore. Q = 318 x 998 x 1.384 x 5 = 2990 MJ 

(~ 75 litres) 

This amount resulted into approximately 0.5% change in fuel consumption. 

Thus, the approximate accountable total change ~ 11%. The remaining 1.55~ 

takes into account unaccountable energy consuming components and laxity 

in energy conservation ethics. 

However, the above analysis has revealed that ~li th this kind of historical 

information,it is not possible to specifically quantify the effect of 

individual cause. Therefore the period ending at 27th week of 1980 was 

dropped when assessing the effect of wind speed and solar radiation 

hereafter. It can be .seen from Fig. B-2 to Fig B - 9 that the graphs 

. are alternating approximately randomly about, either the zero axis or the 

line parallel to the zero axis. This suggests that there was no change 

in the mean fuel consumption during the period starting from 28th week 

of 1980 to December 1983. Since'lie have chosen the 16.5 °c base temperature 
o to be suitable for this situation the CUSUM charts based on 15.5 Care 

-
given for comparison purposes.' 

It can also be seen from Fig. B-1, that around the 16th week of 1982 

there was a change in trend, which lasted for almost 27 weeks. It was 

mentioned,in section 3.3.3, that only general trend should be considered 

i.e. not to attach unwarranted significance to short term variatiOns, and 
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the period of more than 10 months was recommended, thus, this change 

in trend was ignored. 

The CUSUM chart has demonstrated its ability to detect the changes in energy 

consumption.. If energy records are properly documented it is possible to 

deduce the cause of the changes, which was not totally possible in our case. 

However, by using fol101ring equation; 

Q = 12803 + 2l5DD + 7ffil - 5GR, 

the company can be able to estimate its energy consumption with an 

accuracy of around go ± l~ (see appendix A.3 for significance interval). 

, By constructing the CUSUM chart as potrayed in appendix B, they can 

be able to monitor and hence control their fuel consumption. The CUSUH 

chart will also help them to improve their energy documentation system,' 

this is essential because, h011ever small the cause ma~be should be 

documented, as it could be a big potential of energy loss. The CUSUJlI 

chart lrill also help them to assess the success or failure of the energy 

conservation programme if they will start one. 

CHAPTER 7 

DISCUSSION AND CONCLUSION. 

7.1 The Degree Day Method" 

The degree day method assumes, that energy transfer over time is linearly 

related to inside-to-outside temperature differences. It was shown, in 

section 6.4.1 et sec., that, in actual fact, there is a strong correlation 

between the degree days and the fuel consumption. However,any load 

calculation procedure using only daily mean temperature as a climate 

descriptor will not account for the temperature swings within the day. 

It is apparent that the degree day method considers the temperatures that 

fall below the base temperature and says nothing about the influence of 

the temperatures that fall above the internal temperature upon the degree' day 

figure. The heat gain due to such instanteneous temperature swing could 

be substantial. particularly so, ~lhen the area of glazing constitutes 

about 2~ and above, of the external wall area. 



149 

Consider a typical schematic outside temperature profile (for a particular 

day within a heating season}t' Fig. 7.1. 

of the degree day the energy "consum.ed. 

According to the definition 

by a space heating plant ~lill 

be proportional to the area under the base temperature line. 

for the portion ABDE no heat is supposed to be added into the 

Therefore 

building 

but since the outdoor temperature is still less than the indoor temperature 

there will be some heat flowing out of the building. The degree day 

method states that this difference in the internal and base temperature 

is compensated by the incidental heat gaill4. On the other hand for the 

portion BeD the outside temperature is greater than the indoor temperature,' 

this will cause heat to flow into the building or rather, it will result 

. into an increase in external wall temperature, thereby reducing the fabric 

heat loss. ~he amount being dependent upon the thermal properties of the 

building. In addition to that, since the offices in the U.K. open at 

9.00 am. and close at 5.00 pm., according to Fig 7.1 the mean outside 

temperature is above the base temperature during official hours. AlthoUgh 

the proper degree day total for such a day is not zero, in practice, 

there will be no space heating for the whole day. However, this fact is 

not taken into account by the degree day method. 

Therefore, it can be anticipated that neglecting these factors probably 

reduces the accuracy of the estimation method~ 

Daily temperature s~Ting may be accounted for by using the degree hours 

or degree days obtained by accumulating degree hours. It is true that 

normally this data will be difficult to determine, however, since the 

company has a micro-computer, it can be in position to measure it. This 

kind of analysis will automatically take into account the daily temperature 

swing with relation to occupation periods.-

Also it will help in evaluation of the instanteneous heat gains through 

the 'building glazing resulting from the outside temperature being greater 

than the internal temperatures, and this should be included in tIle 

energy equation. The energy equation will probably be of the form:-



OU /Temperature variations. 

~ / C~ ,/Heat flow 
ru // "-
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Fig.7.1: Oscillatory outdoor temperature profile. 
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~ = heat gain during the outside temperature being 

greater than the inside one. 

Finally any method of estimating energy used based primarily on calculations 

of heat loss or gains through the building fabric, as is the case with 

degree day method, must of necessity, also take into account considerations 

of the efficiency \li th which the energy is used. The efficiency of 

utilisation, h01rever,' vary quite ~lidely even in similar residence or 

plants in the same area. Thus a fixed value could be misleading because 

of the many factors affecting it. The efficiency of a system )li11 depend 

not only on the operation of the equipment and the control arrangement 

but also on the operation as affected by people's habits, the net effect 

of infiltration,' distribution pipe lengths and their level of insulation 

and the location of the heating unit. Very often these factors are 

important in determing the efficiency of utilisation for heating purposes 

and yet very difficult to assess. Although the efficiency of utilisation 

was not included in our assessment, it should be appreciated, intuitively, 

that the fuel consumption for space heating increases with increasing 

inefficiency of utilisation. Its Omission, probably, has resulted into 

some errors in the estimation method. 

7.2 Infiltration Losses and Global Radiation 

Several factors, which affect the infiltration loss, have been listed, 

viz: building workmanship, height and structure, type of terrain, 

living habits of the occupants, wind speed and indoor-outdoor temperature 

difference. This demonstrates the immense complexity in formulating a 

common mathematical model for predicting the infiltration rate. All 

equations given in chapter 4, in one way or another give the relationship 

between the infiltration rate and wind speed alone. Ofcourse some other 

factors can not be quantified e.g. infiltration loss as related to living 

habits of the occupants, infiltration due to opening of doors in the 

morning (i.e. at the· start of working session) and during ltmch break, 

which could be enormous, and particular to each building. Thus, it is 
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not 'likely in the near future to have one equation with common empirical 

constants, for predicting the infiltration rate, for all types of buildings. 

The simplification made in section 4.1.4 of ignoring the stack effect, 

could, to some extent, cause some errors, because the stair well doors 

are not perfectly sealed. However, tne accuracy that could be anticipated 

by including the stack effect does not warrant the work involved in 

computing the infiltrated air due to this effect. 

It has been Sh01ID that infiltration rate and hence heat loss is varying 

linearly with the lrl.nd speed, but the conclusion is based upon the 

standard error of estimates and correlation coefficients. The data that 

was available i.e. the energy data, the maximum and minimum outside 

tempera tures and the run of wind, could not have been used otherl'Tise to 

assess the "real nature" of the relationship between these parameters and 

the energy loss. However, the relationship obtained agrees with the 

theory that Q 01 vn where 1~n:!Ol.43. (n being equal to one in our case). 

Al though, the company is situated in open country, and consists of 10~T and 

high rise buildings with single alazed windows which cover almost 30% of 

the outside wall area (which factors either increase the infiltration loss 

or increase heat loss from building enclosure). the effect of wind speed 

on energy consumption was lower tqan the reported values. For example 

Liddament (71) 'reported that "air infiltration is estimated to account 

for between 25C/a and 50% of the space heating requirements of both domestic 

and commercial buildings". The IINE Guide and the ASIlRAE book of 

fundamentals gave the range of between 20% and 30%. It is mentioned in 

the IHVE Guide that the trend towards higher levels of thermal inSUlation 

is resultina into a proportional increase in the air - infiltration 

component of a building heat loss. Thus, the lower values obtained in 

chapter 6 suggests that either this company is poorly insulated, hence 

energy loss is dependent almost entirely upon heat flow through building 

fabric due to inside-outside temperature difference or the company 

is to some extent perfectly built and sealed, with discipJined occupants, 

in the sense that the infiltration rate is negligible. The former sounds 

logical because of the large area 

,: 30% of the outside wall area. 

of single glazing the company has i.e. 

Thus~it is possible that the heat loss 
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through the ,glazed area is very large and this explains the reason for 

obtaining a small percentaae effect i~e. 4.6%, in chapter 6, attributed 

by the wind speed. Hemever,' it ~TaS shown in section 6.4.4, that the 4.6% 

effect can be substantial in monetary terms. 

The as:mmption that the weather parameters recorded at Sutton Boninaton 

Meteorological Office are prevalent at, the company site 'could be almost 

true for the wind speed, because the correction coefficients, as nhmm 

in section 4.l.2~' are constant for a particular site, but for tho Global 

radiation this assumption is not completely correct. This should be expected 

as the solar intensity depends upon the angle of incidence and height of 

the sun in the ski;' These dcpend upon solar altitude and azimuth, uhich 

are not exactly the same for these two sites. However, there is no direct 

mathematical relationship between the Meteorological and local global 

radiation.' Therefore,' if the assumption is not correct the error Dhould 

feature in tho otandard error of estimates. Otherwise, it uao Deen that 

the enerGY requirements vary,' inversely with the global radiation. 

Because of the unity admittance of the window glass, the heat gain due 

to solar radiation through opaque structure iD very small compared lTith 

that through glazed structure, and thio amount at times could be substantial. 

However, it 1'133 neen that the oolar radiation raises the surf(jcetemperature 

thereby reducing the fabric heat loss, see section 5.1.6. Thus, the omisoion 

of heat gain through,glazed area and the surface temperature rise, could 

eause errors in, the eqUlltion for the energy estimation. 

Therefore,· if the insolation rises the external wall temperature by 

.t. T =o<ial(ho + U) sce section 5.l.4~ this amount has to be included 

in the degree day calculation (i.e. the outside temperature should be 

(To +<1T) rather than To)~ Since the global radiation is varying hour 

after hour,' the degroe hours or rather the degree days accumulated by 

ealculating degree hours;' will be a good alternative of taking care of 

the variation of the nolar intenoities. 
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7.3. Conclusion 

The relationship be"tlieen energy consumption .and the weather parameters 

were studied in turn, and were compared with the degree day method. 

Different mathematical models were considered and the results show how 

difficult it is to asseso the actual relationship between energy consumption 

and the weather parameters especially when the analysis is based on the 

weather parameters and historical energy consumption only. 

However, using the old degree day method the regression equation was found 

to be; 
Q ~ 12304 + 237DD liters per week with a multiple correlation 

coefficient of 0.9573 and a standard error of 2339 litres/week (9.77% 

of mean weekly fuel consumption). Whereas, the resulting regression 

equation obtained by incorporating the weather parameters was found to be; 

Q = 12803 + 215DD + 7RH - 5GR litres/week 

~Ii th a multiple correlation coefficient of 0.9637 and a standard error 

of 2176 litres/week (9.0gfo of mean '1eekly fuel consumption). This 

represent an improvement of about 7% over the old degree day method, 

and this improvement can be attributed to the inclusion of weather parameters 

in the energy equation. 

However, the standard error of 2176 litres/week seem to be still high, 

this can be attributed by the omission of the effect of the physical 

properties of the building fabric- especially the glazed surface which 

respond rapidly, due to its unity admittance, to temperature s,lings or 

solar radiation ~lhich could be substantial at times, see section 5.1.6. 

Also it can be attributed by the omission of the efficiency "ith which 

the energy is utilised. This fact, although very difficult to quantify; 

could offset the effects exerted by the weather parameters upon energy 
consumption. .H01iever, it is ~/Orth noting that a 90% efficiency in energy 

consumption is regarded as an excellent target in an industrial atmosphere 

(27. 34, 48, 51). 

The base load appearing in equation above, 12803 Ih,eek, is almost in 

agreement with the estimated base load~f 12633 litres/week, see section 

6.4.1. 
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Ratcliffel~ modified degree day method; on the other hand, gives the 

standard error of 2179 litres/rreek (9~1O;& of mean rreekly fuel consumption); 

This is almost the same as that obtained by using a lincar relationship 

above.' Since the empirical constants in Ratcliffe1s method are dependent 

upon the leakaae characteristic of the building, further studies have to 

be carried up on several other buildings so as to obtain average values 

that could be used in estimation equation for all types of buildings. 

It can be seen that prediction may • .,ell be improved if one considers 

additional relevant information in the energy equation, h01.,ever, the 

more information added the more complicated the data becomes to handle. 

Thus,' the degree day procedure probably uill continue to be used becaune 

of its ewe of application and suitability to quick estimates. Hith 

the prenent improvement of be~.,een 5% to 10% (although this is substantial 

in monetary terms see section 6.4.4) it will take a while for the people 

in industry to appreciate;' that the results obtained are worth the efforts 

of colleqting and handling the data that include weather data, run of uind; 

global radiation and physical properties. For the time being this improvement 

can be regarded as of no more than an academic interest. 

For monitoring purposes the CUSIDI technique has demons tra ted its value 

in detecting the change in energy consumption. It can_be secn that 

even ,'Iith the gross inaccuracies,demonstrated by the mathematical models 

old and nerr alilce,' in ancessing the energy consumption, it is still 

practicable to monitor the change in fuel consumption due to inefficient 

production,' distribution and utilisation of that energy and the conservation 

measures.' The custm technique is a very simple and effective tool for 

communicating the energy consumption trend to the }lanagement perDonnel. 
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APPElDlIX A 

A. 1. Heat Loss From the Pipeline to the Clinical Supplies Unit 

The clinical supplies unit ~1aS built under the Company expansion proGramme, 

and came on line in 1979. Thus it is located some few metres from the 

main site, and more than a hundred meters from the boiler house. The 

steam for this unit is supplied at 100 psi by a 160 metre long, 4" 

diameter pipeline, \1hich was installed some time in 1978, at a rate of 

150 lb/hr. Although this pipe is lagged with e. 1" fiber Glass 

insulation and passing through a tunnel, which is not perfectly sealed 

it was anticipated that there is a substantial amount of heat loss 

along it. However, because of the tunnel, it is expected that the heat 

loss per metre lcneth ~Iill be approximately equal to the heat loss per 

metre lenGth from the pipe placed in still air. 

Thus, it was decided that the economics of supplyine steam from the 

central boiler syotem should be assessed against an alternative \'lay of 

installinG a small packaGe boiler in the clinical supplies unit. This 

section is devoted to this aspect • 

. To 

'rhe resistances to heat flow from a pipe carrying steam at temperature 

Ta, taken in order are; 

(e.) The resistance of steam to condense upon and give up heat to the 

inner pipe surface, this resistance is very small, so that the 

inner surface temperature of the pipe T& is equal to the 

temperature of the steam. 



.. 167 

(b) The resistance of the pipe metal which is very small except 

for thick \ralled conduit, so that the temperature of outer 

surface of the. pipe T~ ~ is approximately equal to that of steam. 

(c) The resistance of the insulation. 

(d) The resistance of the surrounding air to remove the heat from the 
-

outer surface. 

To simplify' the calculations the outer surface temperature Tl • was 

measured by a contact thermometer. Ten readings, measure roughly 15 

metres apart, alone the pipe line are shown in table A - 1. . . 

Table A - 1: Tenpcratures measured along the pipe line. 

Reading 1 2 3 4 5 6 7 8 ~ 10 AveraGe 
-

Temperature 
( °C) 

29.5 30.8 28.9 33.3 35.2 29.8 32.6 31.6 

Heat Loss from a pipe per meter length is given by; 

Data: 

Pipe lenGth = l60m (measured) 

Pipe diameter; Od = l14.3mm 

id = 102.26mm 

Insulation thickness = 25.4mm 

• • • • • • • 

33.5 

\'T Type of insulation: Fiber glass, thus Kins = 0.039 ;;;K 

Steam pressure 100 psi (Ta = l69.90 C) 

substi tuting the values in equation A.l 

q = 
2 n x 0.039 (169~9 - 32) 

ln 165.1 = 91.9 U/m 

114.3 

34.5 32 



168 

The heat loss per metre leneth = 91.9 If/m. 

Comparing this value ~lith 96 U/m obtained form reference 27 for a 

steel pipe ~li th similar dimensions and insulation situated in stil). 

air, the assumption made earlier is correct. 

Total heat loss 

vleekly average 

= 2 

- iT s hr day 
= 91.9 m x 160 m x 3600 Er x 24 aay x 7 week 

/W ( therms) -= 8893 MJ eek 84.5 week • 

fuel consumption 

3332 litres (9076 
week 

therms) 
week • 

Thus, 0.93% of the total heat supplied per week is lost along the 

pipe line. This amount is quite insignificant in practice, but the 

clinical supplies unit is supplied ~li th steam at a rate of 150 Ib/hr 

(300 therms/l{eek)~ Thus, 28"~ of the total heat supplied to the clinical 

supplied unit is lost along the pipeline. In monetary terms ~ if lie assume 

the price of £4~5 per GJ and a boiler efficiency of 8~ this loss 

costs the company around; 

-
8,893 x 4,5 = £ 50 per week 

0.8 

or approximately £ 2500 per year~ . 

If the gas fired package boiler, which costs around £ 2850 (from the 

price list given by Frema combustions Limited) is purchased to supply 

steam within the clinical supplies unit, assuming a pessimistic figure 

of £1000 for installation costs and some minor modifications the 

company will need a capital investiment of around .£ 4000 uith the pay 

back period of 1.5 yrs. which is quite reasonable. 

Conclusively,' the company can economically use up to £5000 l'1i th a 

pay back period of around 2 years, 1-1hich is normally accepted by 

industries to be reasonable, to supply the steam within the clinical 

supplies unit rather than from the central boiler system. 
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A.2 Heat Loss from Oil tanks 

The calculations were made in order to assess the effectiveness of 

the insulation; Besides, this amount of heat loss features in the 

base load of the company and thus, has to be known. Contact thermometers 

were used to measure both the skin and surface temperatures of. the 

storage taru~s.' The measurements were taken randomly along the circumference 
-

and the height of the ta~. 

'rank number 1 
.. 

height = 8.22m 

circumference = 11.58m 

diameter = 3.69m 
-

insulation thickness = 57.15mm 

Surface 
Temperature ( °C) 14 14 14 

pkin . 
(oC) ~emp!,rature 27 25 29 

13 
Averafte 

13.8 

25 26 

Heat loss: Q = AAT 
! 
k 

• • • • • • • • • • • • • • • 

Ilhere: 

Thus, 

and 

x = insulation thickness 

A = .n:dh + 2.Tt:d2 

4 

A = ltz 8~22 z 3.69 + 

Q = 117 x 0,039 (26 
0.05715 

2 
2 Jt x 3.69 

4 
. 2 

= 117m 

13,8) = 589 11J/week 

(14 litres/week) 

Tank number 2 

height = 9.28 m 

circumference = 10.13 m 

diameter = 3.22m 

insulation thickness = 50.8mm 



Surface 
Temperature (oC) 14 

~kin . 
( QC) ~emperature 29 

2 
A = 110.29 m 

13 

30 

170 

1;! 15 12 13 

35 34 27 26 

Q = 110;29 x 0,039 (]0.2 - 12.5) = 
0.0508 

Tanle number 3 

Averall'e ' 

12.5 

30.2 

906 MJ/week 

(21.51/woek) 

. Similar dimensions and insulation to tank number 2. 

Surface 17 16 17 13 13 13 
Averav:e 

Ircmperature (oC) 14.8 

pkin 
(QC) ~eTIperature 30 32 35 30 32 35 32.3 

Q = 110.29 x 0.039 (32.3 - 14.8) = 
0.0508 

896 ~lJ/~leek 

(21.3 l/lleek) 

Tanlc number 4 

height = 8.22m 

Circumference = 13.24m 

diameter = 4.2m 

insulation thickness 25.4mm. 

Surface 
Temperature (oC) 13 11 12 12 

pkin 
(oC) ~er.:pera ture 25 22 26 25 

A = 137 m
2 

14 14 

26 26 

Q = 137 x 0;039 (25;3 - 12,7) = 
0.0254 

Total heat loss = 3994 NJ/week 

(95;8 litres/ueek) 

Average 
12.7 

25.3 

1603 11J/week 

(39 l/week) 
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This' amount is uithin reasonable limits as it constitute around 0.4% 

of total fuel consumption per ~leek. 

A.3 Confidence Interval 

A 1 - ~ confidence interval for the true standard error is such 

that, using a ~10 sided significanf test all values of 11 within the 

confidence interval do not produce a significant discrepancy with the 

data at the chosen lev,elof probab~lity ~, whereas all the values 

of (J outside the interval do show such dicrepanci~' The quantity 1 -0( 

is sometimes called the confidence coefficient. 

The interval is given by :-

f-;s 
Pro. C : J;~' < u<.. Sf t J- = 1 - 0( ... - .. A3 

1 - .:.!.!1..... 

ffrl 
\~here: Sf = estimated standard deviation (2176 litres/week) 

~ = standard error of estimate 

n = number of data lines 

Thus, if ~le uant to assert "lith a probability of 95% the range of 

er, then: 

1 - 0< = 0.95 --=t> 0( '" 0.05 , 

From statistical table (38);' t~~ = t o•025 = 1.96 

substituting the values in equation A.3 we have 

1961 
• 

2176 < 
l+~ 

'/2X159 

~ IT <:: 
rr +10;& 

0- ~ 2176 
l-~ 

/2x159 

2445 

i.e. we assert lfith a probability of 0.95 that the interval from 

1961 to 2445 litres per ~leek contain U. 
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