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Abstract 

The pipe sizing of water networks via evolutionary algorithms is of great interest because it allows 

the selection of alternative economical solutions that meet a set of design requirements. However, 

available evolutionary methods are numerous, and methodologies to compare the performance of 

these methods beyond obtaining a minimal solution for a given problem are currently lacking. 

A methodology to compare algorithms based on an efficiency rate (E) is presented here and 

applied to the pipe-sizing problem of four medium-sized benchmark networks (Hanoi, New York 

Tunnel, GoYang and R-9 Joao Pessoa). E numerically determines the performance of a given 

algorithm while also considering the quality of the obtained solution and the required 

computational effort. From the wide range of available evolutionary algorithms, four algorithms 

were selected to implement the methodology: a PseudoGenetic Algorithm (PGA), Particle Swarm 

Optimization (PSO), a Harmony Search and a modified Shuffled Frog Leaping Algorithm 

(SFLA). After more than 500,000 simulations, a statistical analysis was performed based on the 

specific parameters each algorithm requires to operate, and finally, E was analyzed for each 

network and algorithm. 

The efficiency measure indicated that PGA is the most efficient algorithm for problems of greater 

complexity and that HS is the most efficient algorithm for less complex problems. However, the 

main contribution of this work is that the proposed efficiency ratio provides a neutral strategy to 

compare optimization algorithms and may be useful in the future to select the most appropriate 

algorithm for different types of optimization problems. 

Keywords 

Evolutionary Algorithms, design, water networks, efficiency, pipe sizing 

Introduction 

The optimal sizing of pipes in water distribution networks (WDNs) is an 

issue that continues to require investigation. Optimal design refers to sizing the 
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pipes of a WDN to ensure that various requirements at the nodes (demands and 

pressure) and the lines (velocity) are met while reducing the financial costs of the 

new pipes to be installed. A wide variety of factors affect this problem. Therefore, 

optimal design for pipe sizing is not a direct and determined problem. 

One of the complexities of WDN pipe sizing is the choice of pipe 

diameters as decision variables. In this case, the constraints are the implicit 

functions of these variables and require solving the conservation of mass and 

energy equations to determine the pressure heads at the nodes. Currently, 

traditional methods based on mathematical techniques are limited to the location 

of the local minima of the objective function, which depend on the starting point 

of convergence.  

Until a few years ago, water distribution design, upgrade, or rehabilitation 

was based on trial and error, which was guided by experience. However, in the 

last three decades, a number of researchers have attempted to solve the problem 

of WDN optimal design by applying mathematical programming techniques. 

The optimization of a WDN is by nature nonlinear. Notwithstanding, 

researchers have used linear programming to reduce the original nonlinear 

problem complexity by solving a sequence of approximate linear sub-problems 

(Alperovits and Shamir 1977). This approach has been adapted and improved by 

many researchers. Subsequent studies applied standard nonlinear programming 

methods (NLPs) to network design problems. However, NLPs are subject to 

significant limitations: they do not guarantee global optima and typically use 

continuous diameters as decision variables.  

More recently, the application of heuristic and/or evolutionary techniques 

has proven to be useful for solving WDN optimization problems. Evolutionary 

Algorithms (EAs) are a set of optimization techniques based on the natural 

processes of evolution. Generally, EAs try to optimize an objective function for a 

given design problem by exploiting the information from a random initial 

solution. The search space is then explored based on this information to create 

new populations that contain new solutions. According to established criteria, 

individuals who are best adapted survive, and less adapted individuals perish. 

In this work, the WDN design problem is formulated as a cost 

minimization problem with pipe sizes as the decision variables. To date, many 

studies that utilized many different algorithms have been published on this topic. 
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Generally, researchers attempt to solve some of the benchmarking problems 

available in the literature, matching (or not) the best solution known to date in 

each of them. However, the performances of these algorithms have rarely been 

compared by taking into account anything but the best solution obtained. 

The drawback of these types of methods is the large number of 

simulations required to find an optimal solution. In addition, these techniques are 

subject to certain parameters whose calibration determines the proper 

performance of the algorithm. Consequently, the most suitable calibration for 

each algorithm and problem is not immediately evident. Therefore, a simple 

methodology to compare different algorithms to each other needs to be defined to 

enable an understanding of the strengths and weaknesses of each algorithm 

according to the characteristics of the problem under analysis. 

This paper presents a methodology to compare the performances of EAs. 

This methodology defines an efficiency rate (E), which relates the quality of the 

solution obtained to the computational effort involved to reach that solution. 

Subsequently, this methodology was applied to the results obtained by 

four EAs for the pipe-sizing problem of four benchmarking networks. The 

selected algorithms included a PseudoGenetic Algorithm (PGA), a modified 

Particle Swarm Optimization Algorithm (PSO), a modified Shuffled Frog 

Leaping Algorithm (SFLA) and a Harmony Search Algorithm (HS). This work 

also includes a previous parameter calibration to determine the best E values. 

Overall, at least 25,000 different simulations were performed for each network 

and algorithm, which totals more than 500,000 simulations. 

The results identify the most efficient of the four analyzed algorithms. The 

methodology can be applied to many other evolutionary algorithms that have not 

been considered in this work because the main objective of this study was to 

present an efficiency rate that neutrally compares algorithm performance. This 

methodology is simple and can be easily reproduced by any researcher to evaluate 

the performance of a heuristic or evolutionary algorithm. 

WDN Design based on Evolutionary Algorithms 

All evolutionary methods share some basic principles, such as a data 

structure that stores the characteristics of a given individual, an objective function 

that measures the quality of the solution, a selection mechanism to ensure the 
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survival of the best individuals and a set of parameters that modify these 

individuals. 

In the field of WDN, some researchers have successfully applied EA to 

optimal reservoir operations (Ostadrahimi et al. 2011), the calibration of water 

quality models (Afshar et al. 2011; Haddad et al. 2013), complex supply systems 

(Chung and Lansey 2008; Louati et al. 2011), hydraulic pressure control in 

WDNs (Araujo et al. 2006) and BMP models (Artita et al. 2013). Similarly, in 

recent years many researchers have applied these algorithms to multi-objective 

optimization problems related to water networks (Afshar et al. 2013; Barlow and 

Tanyimboh 2014; Wang et al. 2014) 

Consequently, some of these evolutionary optimization techniques, such 

as Genetic Algorithms (Savic and Walters 1997), SFLA (Eusuff and Lansey 

2003) or Harmony search (Geem 2006), have been successfully applied to WDN 

design. Some previous studies (Kollat and Reed 2006; Marchi et al. 2014) 

compare some of these techniques based on different absolute criteria, but 

previous studies have not yet defined a method that relates the quality of the 

obtained solutions to the computational effort required to reach it.  

Among the design issues of interest, this work considers the pipe-sizing 

problem. Therefore, for a given network layout and demand, this problem 

requires that the cost of a given pipe network be minimized. Furthermore, the 

objective function is subject to the constraints of the problem (pressure, velocity, 

etc). The details of the methodology and the objective function used in the 

structure of the algorithms can be found in Mora-Melia et al. 2013. 

Selection of Evolutionary Algorithms 

All EAs are a combination of deterministic and random approaches, and 

the efficiency of the algorithm depends on the search process. Thus, each EA 

features different parameters that maintain the diversity in the algorithm 

population while guiding the search process. Analogously, the random elements 

ensure the flexibility and robustness of the search pattern, and the obtained results 

are generally highly sensitive to the values of these parameters. Therefore, an 

adequate parameter pre-calibration is paramount. 

Four algorithms were selected from the currently available algorithms in 

the literature. These algorithms were selected because they have already been 
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successfully applied to various problems related to the WDN design in the 

original form of the algorithm. Thus, the algorithms developed in this work 

include evolutionary methodologies based on PGA, PSO, SFLA and HS. 

Although other EAs may have also been included, the architectures of these 

algorithms are sometimes highly problem-specific. Therefore, the inclusion of 

additional algorithms was not favorable due to space limitations and the required 

parameter calibration explanations, which are given below, particularly because 

this work primarily intends to describe the implementation of a comparative 

performance standard methodology for WDNs. 

Genetic algorithms were one of the first heuristic methodologies applied 

to the design of water networks. The method of the proposed PGA tests the 

evolution of a random population via a parallelism that is similar to the laws of 

natural selection, which occurs in a classic GA. Three calibration parameters 

control the process: the Population size (P), Crossover frequency (Pc) and 

Mutation frequency (Pm). The different stages of the optimization process and the 

complete description of the PGA can be found in Mora (2013). 

The PSO heuristic technique was proposed by Kennedy and Eberhart 

1995 and is inspired by the social behavior of a flock of migrating birds that 

attempt to reach an unknown destination. Each particle (bird) contains a solution 

for the optimization problem because it moves in the search space with a velocity 

vector that is initially selected at random. The PSO was originally developed to 

optimize continuous spaces, but this work utilizes an adaptation designed for the 

study of discrete spaces (Jin et al. 2007). 

PSO also features several parameters to calibrate, such as the Population size (P), 

the velocity limit of birds (Vlim) and the learning factors C1 and C2. Nevertheless, 

the original PSO algorithm often easily falls into local optima, causing early 

convergences. Therefore, the authors have introduced a new parameter in the 

formulation of this algorithm, the Confusion Probability (Pc). This parameter 

determines the number of particles that do not follow the social learning of other 

particles in each iteration. 

The original SFLA (Eusuff and Lansey 2003) has been applied to several 

problems, including WDN design. However, the original SFLA is often trapped 

in local optima. To avoid this problem, this work includes a search-acceleration 

factor (C) proposed by Elbeltagi, Hegazy, and Grierson (2007), creating a 
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modified form of the algorithm. This modification has not been applied to 

problems related to WDNs. 

Up to five different parameters are used to control the optimization 

process in the modified SFLA: the number of memeplexes (m), number of frogs 

per memeplex (n), the number of evolutionary steps (Ns), the size of sub-

memeplex (Q) and the search-acceleration factor (C). For the SFLA, P is 

determined by the product m×n.  

Finally, the HS Algorithm simulates the evolution of a random population via a 

parallelism similar to the improvisation process by which musicians finds the best 

harmony (Geem 2006). HS can handle discrete and continuous variables and has 

been successfully applied to computer science, engineering and economic 

problems. This work includes the original method but applies it to four WDN 

pipe-sizing problems. Like other methodologies, the HS algorithm features a set 

of three parameters to be calibrated: Harmony memory size (P), Harmony 

Memory Considering Rate (HMCR) and Pitch Adjustment Rate (PAR). 

Efficiency criteria 

This work defines Efficiency (E) as a mathematical tool that relates the 

quality of the solution obtained to the computational effort that requires each EA 

to find the final design solution. E is an original concept proposed by the authors 

and represents a neutral and objective strategy to compare the performance of 

different algorithms applied to solve the same problem, in this case, the optimal 

pipe sizing of a WDN. To relate the concepts of quality and computational effort, 

two rates must be formulated beforehand. 

First, ηquality represents the quality of the solution. In this work, the quality 

of the solution is related to the rate of successful solutions obtained for a specific 

WDN problem that satisfy constrains imposed on the objective function. 

Importantly, ηquality can be defined according to the requirements of the solutions 

to be generated. However, quickly obtaining a set of solutions close to the lowest 

cost solution may sometimes be preferable. Therefore, a “good solution” may be 

defined as a combination of solutions whose cost does not exceed a certain 

threshold over the minimum cost. Hence, the quality index can be defined as 

follows: 

௨௧௬ߟ ൌ
ேೞೠೞೞೠ

ேೞ
   (1) 
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where Nsuccessful is the number of “lowest” or “good” (sufficiently low) cost 

solutions, depending on the optimization goal, and Nsim is the total number of 

simulations performed. 

Second, the term ƞconvergence is related to the speed of convergence and 

requires the algorithm to reach the final solution. If time factors are considered, 

the measurement of this rate is not a trivial task, and results may significantly vary 

by computer. The number of factors that can influence the run time is extensive: 

the algorithm structure, OS, processor speed and number of processors, RAM 

memory and cache, GPU, etc. 

One of the main objectives of the proposed methodology is the 

development of a tool that can be easily reproduced and used by other researchers 

to compare the performance of algorithms on the same basis. Therefore, time 

alone is not an adequate measure of convergence.  

Alternatively, the convergence time can be measured by directly counting 

the number of operations that constitute the algorithm during operation. Thus, the 

term ƞconvergence refers to the number of objective function (OF) evaluations 

performed by the algorithm before finding the final solution to the problem. 

Evaluating the OF represents a call to the hydraulic calculation package 

and does not necessarily coincide with the number of generations of the 

algorithm. The maximum number of evaluations of the OF at each generation is 

equal to the initial population size. Thus, between two different generations of a 

given algorithm, only the solutions that have experienced a change from the 

previous generation are re-evaluated. The number of calls made by each algorithm 

to a hydraulic package is one of the main differences between the rates at which 

different algorithms converge on the solution. 

The ratio of ηquality and ƞconvergence defines E and indicates the performance 

of the algorithm. Specifically, the magnitude of E directly correlates with the 

solution quality and inversely correlates with the computational resources 

required to reach this solution. Therefore, E is a neutral measure to compare the 

different optimization algorithms. 

ܧ ൌ ఎೠೌ
ఎೡೝ

   (2) 



 

9 

E reports the number of “successful” evaluations obtained per call of the 

OF. Similarly, 1/E gives the number of evaluations of the OF to be performed by 

the algorithm to find a successful solution of the optimization problem. 

E depends on both the optimization problem analyzed and the algorithm-

specific defining parameters. The results of this work show the best calibration 

ranges for each algorithm to maximize E, whereas the complete statistical 

analysis was based on more than 500,000 simulations. 

Methodology and Case studies 

Optimization methodologies based on EA cannot ensure that a problem 

global minimum is found. Therefore, researchers have utilized a series of 

benchmarking networks to compare algorithms. Currently, this type of problem 

can be classified into four groups (small, medium, intermediate and large), 

according to the size of the search space. Wang et al. (2014) provided a detailed 

description of these benchmark problems, including the number of decision 

variables, the range of the diameters and other information. Similarly, the 

performance of the algorithm depends not only on the nature of the problem but 

also on the calibration of the algorithm parameters. 

This paper proposes a method to measure the efficiency of optimization 

algorithms for WDN pipe sizing. The proposed methodology includes two steps. 

First, the different algorithm parameters for each network are calibrated. As such, 

the adopted methodology for tuning evolutionary parameters begins with the 

selection of the problem. Next, the proposed methodology applies several 

algorithm trial runs and tunes the operators. Finally, the results are statistically 

analyzed to ensure the best possible configuration based on the quality of the 

solutions and the convergence speed of the algorithm. 

According to this calibration protocol, the most feasible combinations of 

different parameters within given intervals were tested for each algorithm. The 

initial range of values considered was obtained from recommended sets of values 

found in the literature for each algorithm and from values given in the authors’ 

previous work (Mora-Melia et al. 2010; 2013). The majority of simulations to 

obtain the EA parameters were performed with a specific application developed 

by the authors. To summarize the range of parameter values described above, 
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Table 2 shows all parameters considered for each of the techniques described and 

the calibration range considered. 

 

Note that the algorithm parameters can be divided into two groups. 

Specifically, the only parameter common to all techniques is the initial size of the 

random population (P). The size of P needs to be sufficient to guarantee the 

diversity of solutions and must grow with the number of chain bits. 

Conversely, each algorithm features specific parameters, and a proper 

calibration helps reduce the randomness factor and improves the effectiveness of 

the search for minima. These features ultimately significantly increase the 

probability of success. This work considers only the calibration of specific 

parameters, whereas the population is considered constant at P=100 individuals. 

After the parameters are calibrated, the second step of the methodology 

begins, which consists of calculating the efficiency rates according to equations 

(1) and (2). As noted earlier, the efficiency of the algorithm directly correlates 

with the number of successful simulations per OF evaluation.  

As indicated above, the benchmarking networks can be classified into four 

groups. In this work, three medium-sized benchmarking networks were used to 

analyze the behavior of algorithms from the standpoint of this new efficiency rate: 

Hanoi (Fujiwara and Khang 1990), New York Tunnel (Schaake and Lai 1969), 

and GoYang (Kim et al. 1994). Several researchers have tested different models 

for these networks. Consequently, many solutions are available in the literature, 

which allows the results to be compared and the conclusions to be extended to 

networks with a search space of this order of magnitude. 

A fourth benchmarking network was included in the analysis: the R-9 

network of Joao Pessoa (Gomes et al. 2009). The search space of this network is 

also medium-sized but closer to the next category of benchmarking problem sizes 

(intermediate). This network was included to study a more complex network 

within the size limits defined by the above classification. 

Table 1 summarizes the most relevant operating conditions of all networks, the 

range of diameters available and other information: 
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Table 1. Data, original diameters and best solution obtained for selected benchmarking 

networks 

Network Number of 
pipes 

Number of 
possible 

diameters 

Search 
space 

Best known 
solution 
(x106 $) 

Number 
of 

different 
solutions

New York Tunnel 21 16 1.93x1025 38.642 2163

Hanoi 34 14 2.87x1026 6.081 4910

GoYang 30 8 1.24x1027 177.010a 303

Joao Pessoa 72 10 1x1072 192.366 16101
aCost in won (1,000 won ≈ 1 US$) 

For the analyzed networks, all implemented EAs reached the best solution 

available in the literature to date. However, for the R-9 network of Joao Pessoa, 

the best solution available in the literature corresponds to the one obtained in this 

work. Due to the high solution variability, each problem was solved at least 200 

times for each parameter combination and algorithm. 

In addition, solving WDN problems with this type of methodology 

requires the adoption of a hydraulic solver. Here, the required calculations were 

performed using EPANET2 (Rossman 2000) and its library, the EPANET Toolkit 

because this solver is extensively used in the field.  

Results 

To ensure a representative sample and perform a reliable statistical 

analysis, each algorithm was run at least 25,000 times for each network. A 

statistical analysis of the results based on ηquality, ƞconvergence and E is given below. 

First, the difficulty of pipe-sizing problems was analyzed. Figure 1 shows the 

histogram of solutions for the four selected problems, considering all simulations 

and algorithms. 
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Fig 1. Histogram 

 GoYang is a simpler problem because the probability of finding local solutions 

close to the best solution identified is high (99% of simulations has a lower 

overrun of 0.3% than the optimum). Therefore, the dispersion of solutions to the 

GoYang problem was lowest (only 303 different solutions for all runs) than that 

of other problems, despite the second largest solution space of this problem. In 

contrast, the dispersion of results was highest for the Joao Pessoa problem, with 

16,101 different solutions found. 

This dispersion is a key point to determine the complexity of the problem. 

The complexity of the problem is sometimes associated with only the size of the 

solution space; however, the optimization process is likely to become more 

complex as the number of local minima near the optimum solution increases. This 

information is rarely published in the literature but is easy to obtain as the 

simulations are performed. 

The first step of the methodology based on E includes the calculation of 

the quality and convergence rates. After performing the simulations, test runs 

were classified depending on the calibration parameters and their success rate. 

For the Hanoi, New York and GoYang networks, the success rate is the 

ratio of the number of times the minimum was achieved to the total number of 

simulations required. For the Joao Pessoa network, the low cost solution lacks 

sufficient replication due to the size and complexity of the problem as well as the 
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absence of thorough studies in the literature. Thus, solutions whose cost did not 

exceed 1% of the global minimum cost were considered successful. 

Figure 2 shows the success rate obtained for each network. The left side of 

each graph shows the total rate of minimal solutions obtained for each network 

without any calibration, whereas the right side shows the same success rate once 

the algorithm parameters had been properly calibrated. 

 

Fig 2. Success rate obtained for each network and algorithm. Importance of calibration parameters.  

Figure 2 clearly reflects the importance of calibration parameters for EA. 

For all WDNs analyzed, the optimal combination of parameters allows all 

algorithms to significantly increase the number of successful solutions. Note that 

the number of successful solutions inversely correlates with the number of local 

minima of networks for all algorithms. Specifically, the number of minima is 

directly related to the complexity of the network and the algorithm performance 

when searching for the global minima. Furthermore, the importance of parameters 

in enhancing the search process varies by parameter. Some parameters are 

extremely value-sensitive, whereas others minimally affect the effectiveness of 

the algorithm. Table 2 shows the specific parameters considered, the calibration 

range considered and the optimum parameter calibration for each network and 
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algorithm. The repeatability of obtaining minimal solutions is related to the 

quality parameter in the efficiency of the algorithms, i.e., to ηquality in equation (2). 

Table 2.- Optimal parameter calibration for the four benchmarking networks . 

Algorithm 
 

Parameter 
Range/divisions 

Parameter 
Range/divisions  

Parameter 
Range/divisions 

Parameter 
Range/divisions 

 
PGA 

Pc 
 (10-90%)/ 9 

*Pm 
(10-90%)/ 9 

 
- 

 
- 

Hanoi 
New York  

Joao Pessoa  
Go-Yang  

- 
>60 

- 
- 

3÷4 
4÷5 
1÷2 
2÷3 

- 
- 
- 
- 

- 

 
PSO 

* Vlim 
 (10-40%)/ 4 

* Pconf  
(10-40%)/ 4 

C1 
(1.4-2)/ 4 

C2 
(1.4-2) 4 

Hanoi 
New York  

Joao Pessoa  
Go-Yang 

20 
20÷30 

20 
10 

10÷20 
10 

10÷20 
10÷20 

2 
2 
2 
2 

2 
2 
2 
2 

 
HS 

*HMCR 
(10-95%)/ 10 

*PAR 
(10-95%)/ 10 

 
- 

 
- 

Hanoi 
New York  

Joao Pessoa  
Go-Yang 

90÷95 
85÷908 
90÷95 
85÷95 

10 
10÷40 

10 
10÷20 

- 
- 
- 
- 

 

 
SFL 

Q 
(20÷100)/ 5 

* C 
(1-3)/ 5 

Ns 
5-30/ 5 

 

Hanoi 
New York  

Joao Pessoa  
Go-Yang 

20÷100 
20÷100 
20÷100 
20÷100 

2 
2 
2 

1.5 

30 
30 
30 
30 

 

*More sensitive parameter of the algorithm for better performance 
 

For the PGA, the mutation parameter is the most sensitive parameter. 

Thus, minima are rarely obtained outside the recommended range. The crossing 

parameter did not differ across the considered range in three of the four networks, 

but Pc> 60% slightly improves the results for the New York network. 

For the PSO algorithm, among the four parameters analyzed, the 

minimum solution is sensitive to Vlim and Pconf: minima of the cost function were 

not identified outside the proposed ranges of these parameters. C1 and C2 operate 

analogously within the range considered, with slight improvements in the 

solutions when C1 and C2 are close to 2, as recommended in the literature. 

For the HS Algorithm, two parameters are critical to the performance of 

the algorithm. Particularly, the pitch adjustment (PAR), a convergence parameter, 

is important: PAR values higher than 50% prevent the algorithm from obtaining a 

feasible solution. Moreover, the effectiveness of the algorithm inversely 

correlates with the magnitude of PAR For the HMCR, the HS algorithm 
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converges to feasible solutions over the entire considered range. However, the 

operation of the algorithm remarkably improves for HMCR> 85%. 

Finally, the behavior of the calibration parameters of SFLA significantly 

differs from the behavior of the above-described parameters. The accelerator 

coefficient (C) is the most relevant parameter, and values close to 2 provide the 

best success rate for all but the New York network (where C=1.5). In contrast, the 

success rate is essentially independent of the submemeplex size (Q). Finally, the 

number of evolutionary steps (Ns) directly correlates with the frequency of the 

minimum cost solution. 

Several elements influence the convergence speed of each algorithm 

(ηconvergence). Specifically, differences in the optimization process of each 

algorithm are important differentiating factors in the eventual degree of 

convergence. However, the calibration of parameters plays a key role in the speed 

of convergence to the final solution.  

Figure 3 shows the average number of evaluations of the objective 

function for each algorithm and network for the best possible parametric 

calibration. In each graph, the most sensitive parameter remains constant at its 

optimum quality calibration value, whereas the full ranges of the remaining 

parameters are presented. 

 

Fig 3. Number of evaluations of the OF based on the most sensitive parameters 
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The differences in the convergence speed between the different algorithms 

are remarkable and vary by network. As expected, the number of OF evaluations 

is higher for the Hanoi and Joao Pessoa networks because these networks are 

more complex. The HS algorithm requires fewer OF evaluations to converge to 

the final solution for all analyzed networks. In contrast, the SFLA algorithm 

requires more OF evaluations to reach the final solution. The largest difference 

between HS and SFLA algorithms is in the Hanoi network, where SFLA required 

12.5 times the number of evaluations conducted by HS to converge on a solution. 

The behavior of PGA and PSO is situated between the extremes of HS and SFLA 

but much more similar to that of the HS algorithm for almost all networks. 

The relationship between the calibration of specific algorithm parameters 

and the OF evaluations is discussed below. For the PSO algorithm, the figure 

clearly shows the positive correlation between the number of evaluations of the 

objective function and Pconf. Because the probability of finding minimal solutions 

also decreases as Pconf increases, studying a wider range of values was not 

indicated.  

Figure 3 indicates that the PAR does not indicate the rate of the 

convergence speed of the HS algorithm. Additionally, the PAR values do not 

exceed 40% in Hanoi and New York networks because feasible solutions were 

not identified. 

Furthermore, a relationship between Pc and the speed of convergence 

could not be established for PGA. Thus, OF evaluations slightly decrease as Pc 

increases for the New York network, whereas this trend is reversed in the Joao 

Pessoa network. Pc did not correlate with the number of OF evaluations for the 

Hanoi and GoYang networks. 

For the modified SFL algorithm, the speed of convergence is independent 

of the size of submemeplex (Q) (Figure 3). Moreover, the number of evolutionary 

steps (Ns) significantly increases the number of OF evaluations, which decelerates 

convergence. This situation is logical and is not represented graphically because 

Ns is by definition a multiplier of OF evaluations. 

Finally, the rate between ηquality and ηconvergence allows the calculation of 

efficiency rates according to equation 2. Figure 4 shows E for obtaining 

successful solutions for all tested networks. 
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Fig 4. Efficiency of EA in obtaining successful solutions for the four selected networks. 
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The difference between HS and the other networks is lower for the 

GoYang network. Specifically, HS is 1.1, 1.74 and 1.14 times more efficient than 

PGA, PSO and SFLA, respectively. This significant improvement in the 

efficiency of the HS algorithm is due to an early convergence of the algorithm to 

its final solution. For networks characterized by a small number of local minima 

and/or a smaller field of possible solutions, such as the New York and GoYang 

networks, the HS algorithm is the most efficient methodology. 

The great disadvantage of HS is its robustness. Figure 4 indicates the 

sensitivity of solutions to the value of PAR for all networks. Specifically, HS 

operates effectively over only a very narrow range of PAR, and the efficiency of 

HS is consequently very low because PAR requires calibration. Conversely, PGA 

and SFLA are much more robust because they perform acceptably over broader 

parameter ranges. Thus, these EAs do not require a highly sensitive calibration to 

obtain acceptable efficiencies. 

Conclusions 

WDN design using evolutionary and/or metaheuristic methods is highly 

interesting because it allows the solution to search beyond the local minimums of 

the objective function. Many different techniques are currently available for 

WDN design, and an objective methodology to compare the performances of 

different algorithms is considered to be of great interest to the scientific 

community 

This work presents a methodology for comparing algorithms based on an 

efficiency rate (E), which relates the quality of the solution to the computational 

effort required to reach it. 

The proposed methodology has been applied here to water network pipe-

sizing problem. Among different available Evolutionary Algorithms, a 

PseudoGenetic Algorithm (PGA), a Particle Swarm Optimization Algorithm 

(PSO), a Harmony Search Algorithm (HS) and a modified Shuffled Frog Leaping 

Algorithm (SFLA) were studied. The presented methodology was tested on four 

benchmark networks: Hanoi, New York Tunnel, GoYang and R-9 Joao Pessoa. 

However, many factors can influence the optimization process, such as the 

problem characteristics, variable coding, objective function considered and 
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specific algorithm operators. Therefore, a thorough parameter calibration prior to 

implementing the described methodology is important.  

Based on the statistical analysis of the results for the proposed four 

evolutionary algorithms selected as well as the concept of Efficiency (E) defined 

in this work, the following conclusions can be drawn:  

- The defined efficiency ratio faithfully describes the level of performance 

of the algorithm while considering both the ability to obtain the best possible 

solution and the number of objective function evaluations required to reach this 

solution (the inverse of E). 

- A proper calibration of the specific parameters for each algorithm is 

crucial to maximize the efficiency. Therefore, PGA and SFLA were the most 

robust techniques because they can perform best over wider parameter ranges. 

- According to the efficiency rate, PGA is the most efficient algorithm for 

sizing more complex networks (Hanoi and R-9 Joao Pessoa). Specifically, PGA 

and SFLA are more likely to identify the lowest-cost solution, but the 

computational effort required for PGA is much lower. Finally, HS and PSO 

algorithms do not find many minimal solutions for the most complex problems, 

which severely decreases their efficiency. 

- In terms of efficiency, the HS algorithm is best for simpler pipe-sizing 

problems (New York and GoYang networks). In these two networks, all 

techniques successfully more frequently identified minimal solutions, but HS 

required fewer OF evaluations to meet the convergence criterion and obtain the 

final solution. 

- Although the selected optimization models may not necessarily represent 

the best algorithm performance given in the literature, the PSO algorithm is 

clearly the worst algorithm in terms of efficiency of all tested algorithms tested in 

this work. This poor performance is due to difficulties encountered by PSO when 

finding optimal solutions. Furthermore, the computational effort of PSO is not 

lower than those of other methodologies. 

The authors of this paper consider the proposed methodology presented in this 

paper to be simple and reproducible by other researchers intending to measure the 

performance of their algorithms. This methodology will likely constitute a useful 

tool for future fair comparisons of algorithm performance. 
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