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Abstract

In the present review we survey space plasma systems where the nonlinear resonant interaction between charged par-
ticles and electromagnetic waves plays an important role. We focus on particle acceleration by strong electromagnetic
waves. We start with presenting a general description of nonlinear resonant interaction based on the theory of slow-
fast Hamiltonian systems with resonances. Then we turn to several manifestations of the resonance effects in various
space plasma systems. We describe a universal approach for evaluating main characteristics of the resonant particle
dynamics: probability of trapping into resonance, energy change due to scattering and trapping. Then we demonstrate
how effects of nonlinear resonant trapping and scattering can be combined in a generalized kinetic equation. We
also discuss the stability of trapped motion and evolution of particle ensemble in systems with trapping. The main
objective of this review is to provide a general approach for characterizing plasma systems with nonlinear resonant
interactions.
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Table 1: Notation used in the paper.
symbol description

e charge of a particle
m mass of a particle
B0 background magnetic field
Φ wave scalar potential amplitude
ω wave frequency; constant in all applications considered in this review

k, k = |k| wave number; may depend on spatial coordinates
ε dimensionless wave amplitude; a small parameter in the systems under consideration

Ω, Ω0 dimensionless and dimensional frequency of charged particle oscillations in the system with ε = 0
φ wave phase

F(φ) profile of a wave field; for most of applications F = sin φ
u dimensionless function describing the distribution of wave field in space
I momentum conjugate to φ

Ires I evaluated at the resonance
Pφ Pφ = I − Ires; momentum conjugate to φ
H Hamiltonian of the initial system
F Hamiltonian after the introduction of conjugate variables (φ, I)
Hφ a part of Hamiltonian F describing particle motion in the (φ, Pφ) plane
Iφ the area surrounded by closed particle trajectory in the (φ, Pφ) plane (divided by 2π)

S res the area surrounded by the separatrix in the (φ, Pφ) plane
vφ, vres vφ = ω/k is phase velocity of φ, and vres is a dimensionless vφ

Ψ particle distribution function in the phase space

1. Introduction

1.1. Collisionless plasma and electromagnetic waves

Plasma is a gas of ionized particles. In sufficiently dense plasma, particle collisions control the energy and momen-
tum exchange between particles and transformation of energy from from kinetic to thermal. A characteristic distance
between two consecutive collisions, called mean free path, determines spatial scales of the energy dissipation, e.g.
shock wave scales and boundary scale between two gas populations [e.g. 1]. In rarefied plasma the mean free path
may be very large, even larger than the scale of the entire system. Such plasma systems are effectively collisionless,
and in them other kinetic processes control the energy exchange and dissipation. Plasma particles, being charged and
affected by electromagnetic fields, can interact with electromagnetic waves. Such waves, generated by one population
of particles, can travel in space and interact with another, possible quite distant, particle population. This interaction
effectively connects particles which never physically collide with each other, and provides a collisionless momentum
exchange. Therefore, wave-particle interaction is a crucial component of any detailed picture of energetic processes
in collisionless plasma [e.g., 2, 3].

Electromagnetic waves are periodic (or quasi-periodic) variations of electromagnetic field. For sufficiently smooth
fields, change of phase φ in time equals minus the wave frequency, ∂φ/∂t = −ω, and the gradient equals the wavenum-
ber vector, ∇φ = k. There are two main regimes of the wave-particle interaction: nonresonant and resonant. If
dφ/dt = 0 somewhere along a particle trajectory, the wave-particle interaction is resonant. This regime is especially
important because the slowed phase represents stationary electromagnetic fields, which act on particles much more
effectively than nonresonant fields fluctuating around zero. Systems with the resonant wave-particle interaction can
be roughly further divided into two groups depending on character of this interaction.

1.2. Quasi-linear theory and nonlinear resonant interaction

In the first group are the systems where the wave-particle resonant interaction can be considered as a stochastic
process. Such an interaction lasts a short time and its characteristics (e.g., particle shift in phase space due to the wave
action) are randomly distributed in the phase space of the initial particle position and velocity. Due to the shortness
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of resonant interaction, the particle position change during a given interaction is usually small. This allows us to
consider the wave-particle interaction in a framework of the perturbation theory. When averaged over unperturbed
particle trajectory, oscillating wave field causes a random change of the particle characteristics. These changes have
zero mean and their variance is responsible for the diffusion in the phase space. Weakness of wave-particle stochastic
interaction and the random nature of this interaction provide a foundation for application of the classical Fokker-Plank
equation for description of charged particle evolution [e.g., 4]. Different plasma systems provide different origins
of stochastization of charged particle motion, and thus require individual approaches for derivation of coefficients
(diffusion coefficients) of the Fokker-Plank equation.

The stochasticity of charged particle resonance with an electromagnetic field is caused by a broadness of wave
spectrum: the duration of the wave-particle resonant interaction is mediated by nonresonant waves with frequencies
near the resonant one. This effect is a foundation for the quasi-linear theory of wave-particle resonant interaction
[5, 6, 7, 8, 9]. However, even in systems with a narrow wave spectrum (or even with a single coherent wave),
there may be an effective stochasticity. One the natural source of such a stochasticity is an inhomogeneity of the
background magnetic field/plasma density, [see discussion in 10, 11, 12] as gradients of system’s characteristics
destroy the long-term correlations between the wave and particles [see, e.g., example in 13, 14]. Another source of
particle stochasticity is an external nonresonant noise (random fluctuations of the background system parameters),
which can also significantly limit the duration of the resonant wave-particle interaction [e.g., 15, 16]. Finally, the
internal instability of waves may also result in the wave spectrum spreading and resonance destruction [17, 18]. All
these processes justify the applicability of the Fokker-Plank equation (or the quasi-linear theory) for many, but not all,
space plasma systems where the wave-particle interactions are crucial for energy transformation and dissipation [e.g.,
19, 20, 21]. The main property of this, first, group of systems is the weakness of wave-particle interaction allowing
using unperturbed trajectories for calculation the cumulative wave effect on particles.

The second group consists of various systems where wave field is sufficiently strong to change particle dynamics
and wave effect should be included for calculation of the resonant particle trajectories. Thus, the perturbation theory is
no more applicable for investigation of the wave-particle resonant interaction, and this interaction is called nonlinear.
In this interaction changes of the resonant particle characteristics due to interaction with waves may have finite (non-
zero) mean. Therefore, the resonant wave-particle interaction in systems of the second group may be not diffusive.
Such changes essentially depend on the initial particle positions in the phase space. As we usually do not have a
detailed information about particle initial distributions with the infinite high accuracy, and thus cannot predict the
effect of the nonlinear wave-particle interaction for each particle, we average this effect for large particle ensemble.
Such averaging leads to a kinetic equation for particle distribution function, but this equation may differ from the
diffusion Fokker-Plank equation because it takes into account significantly nondiffusive effects.

Acceleration/deceleration of particles is closely related to amplification/damping of waves due to the conservation
of energy. In many systems the wave energy does not represent a significant energy storage and waves rather play a
role of mediator of energy exchange between different particle populations [22, 23]. Thus, an accurate modeling of
wave evolution requires calculation of inputs of different particle populations [24, 25, 26, 27, 28, 29]. Moreover, wave
dynamics can be even more complex due to the contribution of trapped particles to the wave dispersion [e.g. 22]. A
sufficiently large population of trapped particles may change wave frequency, making it dependent on wave amplitude
[e.g., 30, 31, 32, 29, 33]. Such a complicated dynamics of waves requires comprehensive models of wave genera-
tion/amplification, but simultaneously significantly simplifies the description of resonant acceleration/deceleration of
small particle populations. Indeed, feedback of these acceleration/deceleration to waves can be omitted in the leading
approximation, because waves do not provide their own energy to particle acceleration. Thus, consideration of the
nonlinear charged particle resonances is often limited to the case of prescribed wave amplitudes and frequencies.

1.3. Nonlinear resonant interaction: some examples

Let us start our discussion of nonlinear resonant interactions by introducing three examples that cover a wide range
of the resonant effects in plasma systems.

For the nonlinear resonant interaction to occur, the wave electromagnetic fields, Bw and Ew, should be sufficiently
strong. Roughly speaking, the magnitude of the wave Lorentz force ec−1v × Bw + eEw, where v and e are particle
velocity and charge, and c the speed of light, should exceed the magnitude background field Lorentz force ec−1v×B0.
When the projection of the sum of these two forces on the direction of wave phase changing is zero, resonant particles
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Figure 1: Schematic view of the near-Earth plasma systems.

can spend a long time in the resonance. This effect is called particle trapping or capture into resonance, and it is a
unique feature of the nonlinear resonant interaction.

The simplest example of a nonlinear resonance is an electrostatic wave Bw = 0 propagating in the system without
a background field: B0 = 0. In this case, φ̇ = (∇φ)v − ω = kv − ω. The corresponding resonant condition, kv = ω,
is called the Cherenkov resonant condition: the projection of a particle velocity v on the direction of the wavevector
k is equal to the wave phase velocity vφ = ω/k. Particles trapped into the Cherenkov resonance propagate with the
electrostatic waves [34, 35]. If waves propagate in an inhomogeneous plasma, the wave dispersion relation and the
conservation of wave frequency [see, e.g., 36] determine the evolution of vφ and thus the change of the particle velocity
v = (k/k)vφ. This results in an acceleration/deceleration of trapped particles [37, 38, 39, 40].

A weak background magnetic field B0 alters the resonant interaction with electrostatic waves only if the wave
propagates across the field; for field-aligned waves the resonant interaction is not disturbed by the background Lorenz
force. For transversely propagating waves, trapping into the Cherenkov resonance requires Ew > c−1v × B0 [41, 42].
Trapped particles move with the wave while experiencing acceleration in the direction transverse to the background
field and wave propagation direction: there is an effective force c−1vφ × B0 acting on particle. Such an acceleration is
called the surfatron acceleration [43, 44].

In systems with a strong background magnetic field, the particle Larmor rotation cannot be significantly disturbed
by wave field, but the particle trapping is still possible. In these systems, the particle Larmor rotation has the frequency
Ω = e|B0|/mc where e and m are particle charge and mass, and the wave may be in resonance with one of the
harmonics: ω − k‖v‖ = nΩ. The subscript ‖ denotes the projection on direction of the background magnetic field:
(v‖ = v · B0/|B0|), and n = 0,±1,±2, . . . is an integer number. A particular case with n = 0 is often called the Landau
resonance. To trap particles into such a resonance, the wave field should be able to compensate the action of the
force, called the mirror force and proportional to the gradient of ∇‖|B0|. Particles trapped into resonance move with
the resonant velocity v‖ = (ω − nΩ)/k‖ and effectively accelerate in the inhomogeneous (∇‖B0 , 0) field [45, 46, 47].

1.4. Space and laboratory plasma systems with resonant wave-particle interactions

Nonlinear wave-particle resonances play an important role in many near-Earth space plasma systems, schemati-
cally shown in Fig. 1. Early in-situ spacecraft observations demonstrated that beyond the ionosphere the near-Earth
space was filled by plasma originating from the ionosphere (ionosphere outflow) and from the solar wind. The mean
free path for such plasma exceeds the distance between Earth and Sun (> 108 km), whereas spatial scales of many
plasma systems discovered in near-Earth space do not approach 102 − 104 km. Thus, only the wave-particle inter-
actions can control energy transformation and dissipation in these collisionless systems. Below we describe several
examples of such space plasma systems and discuss the importance of wave-particle interaction.

The collisionless solar wind propagating from the Sun does not evolve as an expanding gas, but exhibits a com-
plicated internal dynamics where strong Alfven, magnetosonic, and electrostatic waves play a critical role in energy
exchange between different particle populations [48]. The solar wind temperature decreases with the distance from
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the Sun significantly slower than it should according to the adiabatic theory of expanding gas. This slowing of cooling
is believed to be caused by the interaction of charged particles with Alfven and whistler wave turbulence dominating
in the solar wind magnetic field spectra [e.g., 49, 50]. Waves can also be responsible for the formation and dynamics
of fine structures. Multiple magnetic field discontinuities observed in the solar wind [e.g., 51, 52, 53, and references
therein] are formed due to Alfven waves nonlinear evolution driven by the Landau resonance with ions [e.g., 54, 55].
Another example is the electron resonance with strong Langmuir (electrostatic) waves propagating though the inho-
mogeneous solar wind plasma [56, 57]. This nonlinear interaction is responsible for wave evolution and electron
acceleration [58, 59].

Upon reaching the Earth bow shock, the solar wind transforms from a supersonic to subsonic flow. This trans-
formation and corresponding plasma thermalization are accompanied by the formation of a broad spectrum of elec-
tromagnetic waves. Strong electrostatic waves at the bow shock [e.g., 60] trap electrons into the Landau resonance
and can significantly change their distributions in the phase space. Electromagnetic whistler and ion cyclotron waves
[61, 62] trap electrons and ions into the cyclotron resonances [e.g., 63, 64], and the corresponding particle acceleration
can describe fluxes of high-energy particles observed at the bow shock [e.g., 65, 66, 67]. Moreover, the formation and
evolution of the Earth bow shock is significantly affected by the nonlinear resonant interaction of ions with electro-
magnetic waves emitting by the shock [see, e.g., review 68, and references therein].

Shocked solar wind plasma fills the magnetosheath, which is the region between the bow shock and the magne-
topause. Magnetopause is a thin boundary separating the solar wind from the magnetospheric plasma. One of the
most important questions of the Earth magnetosphere physics is how the magnetosheath plasma penetrates across the
magnetopause [see review 69]. In absence of particle collisions and/or magnetopause destruction, the only working
mechanism of plasma transport to the magnetosphere is by the wave-particle resonant interaction [e.g., 70]. Abun-
dance of cyclotron [e.g., 71, 72] and Alfven [e.g., 73] waves at the magnetopause supports the scenario of the resonant
particle scattering and/or trapping causing the diffusion across the magnetopause [74, 75].

Plasma may penetrate into the magnetosphere tail through the magnetopause. Penetrated plasma generates cur-
rents flowing in the magnetotail current sheet. Such currents are a significant free energy source, which makes the
magnetotail plasma distribution highly unstable. The release of this energy is controlled by reconnections of magnetic
field lines. This process transforms magnetic field energy into the charged particle acceleration and heating [e.g.,
76, 77, 78] and generates various electromagnetic waves [79]. These waves transport some portion of released energy
from the reconnection region into the inner magnetosphere [e.g., 80] and the aurora region [e.g., 81, 82].

Energy and plasma transported into the inner magnetosphere from the magnetotail play a crucial role in plasma
dynamics in the near-Earth environment. Hot ions injected into the inner magnetosphere form the ring current region
and generate strong electric currents changing the near-Earth magnetic field [e.g., 20, 83]. Ring currents are essentially
controlled by the ion resonant trapping and scattering by electromagnetic ion cyclotron waves [e.g., 84, and references
therein]. In contrast to ions, injected electrons do not contribute significantly to local electric currents, but generate
strong electromagnetic (whistler) waves, that determine the dynamics of the radiation belts [85, 86, 87] and accelerate
electrons to relativistic energies [22, 88].

Released energy, transported into aurora region, fuels aurora electron acceleration and precipitation into the Earth
ionosphere. In absence of collisions, this energy absorption is supported by the wave-particle interaction. Currents and
magnetohydrodynamic waves, transporting energy to the aurora region, generate strong kinetic Alfven waves carrying
electric fields parallel to the background magnetic field [e.g., 89, 75]. These waves resonate with cold electrons and
trap them into the Landau resonance,which results in an effective electron acceleration [90, 91, 92].

Investigation of space plasma stimulated experimental laboratory simulations of wave generation and resonant
charged particle dynamics, which contributed significantly to the understanding of the nonlinear wave-particle res-
onances. Unlike the spacecraft observations, in laboratory modelling the wave characteristics could be precisely
controlled. Among important laboratory simulations are the investigations of the wave generation by plasma beam
[e.g., 93, 94], the nonlinear wave dynamics [e.g., 95], and energy exchange between particle populations through wave
generation and absorption [e.g., 96].

Nonlinear wave-particle resonances observed in space plasma have direct analogies in many laboratory experi-
ments. Strongly nonlinear electron acceleration by intense Langmuir waves in inertial confinement fusion experi-
ments [97] can significantly influence plasma conditions [98]. Appearance of accelerated particle populations in the
Free-Electron Laser experiments with Variable Parameter Wigglers [99, 100] is described by essentially the same
equations as trapping into the cyclotron resonance with electromagnetic waves. Generation or injection of strong
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waves into mirror machines result in a strong wave-particle interaction and excitation of sideband waves induced by
particle trapping [e.g., 101, 102]. Electron surface acceleration in the ultraintense laser pulse experiments represents
a classical example of electron trapping into the Cherenkov resonance [103].

1.5. Review objective and structure

The nonlinear resonance interactions between particles and waves are well described for individual particle tra-
jectories. Using the Hamiltonian mechanics for systems with resonances and introducing a hierarchy of time-scales
of particle motion, one can describe particle trapping and scattering for many realistic plasma systems. However, the
impact of individual resonant interactions on shaping of particle distribution function as a whole remains not under-
stood. Beyond the diffusive approximation of a weak wave-particle interaction, there is no universal kinetic equation
describing a cumulative effect of many nonlinear resonant interactions on the long-term evolution of particle distribu-
tion functions. To develop such a new kinetic approach, principal characteristics of the nonlinear resonance processes
(the relative number of resonant particles trapped into resonance, average gain of energy in trapping, amplitude of the
nonlinear scattering in velocity space) should be evaluated and combined into a generalized kinetic (Fokker-Plank)
equation. The main objective of this review is to present a standardized algorithm realising this approach.

The review consists of ten sections. Past the Introduction, in the first part of the review (Sects. 2-5), we present a
general theory of scattering on resonance and trapping into resonance (also called capture into resonance) in terms of
the theory of adiabatic invariants [104]. We start with main equations and use simple models of physical systems to
illustrate the separation of time scales and the introduction of resonance Hamiltonian (Sect. 2). Then we describe the
details of trapping into resonance and illustrate the calculation of probability of trapping (Sect. 3). Section 4 describes
the nonlinear scattering on resonance. Then we discuss effects of trapping and scattering on dynamics of a charged
particle ensemble (Sect. 5), in particular, stochastization of wave-particle resonances (Sect. 5.1), relations between
trapping and scattering characteristics (Sect. 5.2), and pathways to a generalized kinetic equation (Sect. 5.3).

In the second part of the review (Sects. 6-7), we consider different concrete plasma systems where effects of trap-
ping play an important role. These systems differ by the configuration of the background electromagnetic field and/or
properties of the waves. Different configurations result in different types of resonances: the Cherenkov resonance
for systems with a weak background magnetic field, the Landau resonance for particles interacting with electrostatic
waves propagating along a strong background magnetic field, and the cyclotron resonance for particles interacting
with electromagnetic waves propagating along a strong background magnetic field. We separate all systems into non-
relativistic and relativistic categories. The principal difference between these two groups is that the period of particle
oscillations in a background magnetic field depends on particle energy in relativistic systems, whereas in nonrelativis-
tic systems the period of particle gyrorotation does not depend on energy. Each subsection of (Sects. 6-7) discusses
one particular physical system. Our objective is to demonstrate that for different electromagnetic fields trapping
can be described by the same universal approach described in (Sects. 3-5). The important question of the nonlinear
wave-particle resonance is how particle trapping is table relative to the external electromagnetic field fluctuations. The
most dangerous resonant sideband fluctuations can easily destroy the nonlinear resonances [155, 17, 18]. However,
even in absence of resonant fluctuations, the nonresonant fluctuation can results in particle detraping. This effect is
considered in Sect. 8, where we discuss the destruction of the nonlinear resonant interaction. In the last two section,
we present open questions, discussion, and conclusions.

2. Main equations, averaging, and the derivation of the resonance Hamiltonian

Charged particle motion in electromagnetic fields is described by a 3D Hamiltonian possibly depending on time.
However, the symmetry of magnetic field configuration can reduce the number of degrees of freedom. Almost all
plasma systems considered in this review can be described by Hamiltonian systems with 1 1

2 degrees of freedom (two
conjugate variables (x, px) and time t). In dimensionless units, the Hamiltonian of such a system can be written as

H = G(x, px) + εu(x, px)F(φ) (1)
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where G(x, px) is a Hamiltonian of an unperturbed motion, εu(x, px) is an effective amplitude of perturbations (|ε| � 1
and |u| ∼ 1 for all (x, px)), and F(φ) describes a profile of perturbation as a function of phase φ:

φ = φ0 +

x∫
k(x̃)dx̃ − ωt (2)

with φ0 being an initial phase. Frequency of phase ω, and wave number k(x̃) describe evolution of phase in space and
time. Both ω and k are assumed to be large enough (whereas their ratio is about 1) to provide a much faster rate of
change of phase φ compared with variations of variables (x, px).

In what follows, all general equations are accompanied by examples obtained for three Hamiltonian systems. The
first system describes a linear oscillator in the (x, px) plane (see Subsect. 6.1 with examples of the corresponding
physical system):

H =
1
2

p2
x +

1
2

Ω2x2 + εu sin φ (3)

with k = const, u = 1, and Ω is an dimensionless frequency of oscillations in the (x, px) plane.
The second system describes nonlinear oscillator with

H =

√
1 + p2

x + Ω2x2 + εu sin φ (4)

and k = const, u = 1 (see Subsect. 7.1 with examples of the corresponding physical system).
The third system describes a linear oscillator and perturbations with an inhomogeneous amplitude

H =
1
2

p2
x +

1
2

Ω2x2 + εx sin φ (5)

with k = const, u = x (see Subsect. 6.2 with examples of the corresponding physical system).
In system (1), the time dependence given by Eq. (2) can be conventionally changed to a new pair of conjugate

variables. This change of variables can be performed in two steps. The first step consists of the introduction of a new
coordinate ψ = ωt and the conjugate momentum pψ. To keep the Hamiltonian form of equations, Hamiltonian (1)
should be rewritten as:

Hψ = G(x, px) + εu(x, px)F(φ) + ωpψ, φ = φ0 +

x∫
k(x̃)dx̃ − ψ (6)

This transformation is not canonical because number of variables increased: instead of 1 1
2 degrees of freedom in

system (1) we obtained system (6) with 2 degrees of freedom. However, the Hamiltonian equations coincide for both
systems. Further in the text, we will skip this step and start with the second step that corresponds to introduction of
new variables (X, Px), (φ, I) with the generation function

R = I

φ0 +

x∫
k(x̃)dx̃ − ψ

 + Pxx (7)

Equation (7) gives the following relations between the new and old variables:

pψ =
∂R
∂ψ

= −I, px =
∂R
∂x

= Px + Ik, X = x (8)

The new Hamiltonian takes the form:

F = −ωI + G(x, Px + Ik) + εu(x, Px + Ik)F(φ) (9)

where k = k(x) and we kept the notation x for X. Hamiltonian (9) does not depend on time and thus the energy
h = F is conserved. In terms of Hamiltonian mechanics, I is a momentum in Hamiltonian (9). Comparing Eq. (9)
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Figure 2: Phase portraits of systems (3) and (4).

and Eq. (1), and taking into account the conservation of h, a change of energy H in unperturbed system (with F = 0)
equals to change of ωI. In other words, the changes of energy H of the initial system follow the changes in ωI.

Hamiltonian equations for Hamiltonian (9) can be written as:

ẋ =
∂F

∂Px
=
∂G
∂Px

+ ε
∂u
∂Px

F

Ṗx = −
∂F

∂x
= −

∂G
∂x
− ε

∂u
∂x

F

φ̇ =
∂F

∂I
= k

∂G
∂Px
− ω + εk

∂u
∂Px

F

İ = −
∂F

∂φ
= −εu

dF
dφ

(10)

These equations show that the rate of change of variables (x, Px) is ∼ 1 (it does not depend on small parameter ε), the
rate of change for kI is about kε (a product of a small parameter ε and a large parameter k), and the rate of change of
φ is of the order of a large parameter k. We assume that εk ∼ 1. In this case, Hamiltonian system (10) contains a fast
phase φ and slow variables (x, Px) and I. Averaging over the fast phase φ gives the following equations of motion:

ẋ =
∂G
∂Px

+ ε
∂u
∂Px
〈F〉 , Ṗx = −

∂G
∂x
− ε

∂u
∂x
〈F〉 , İ = 0 (11)

where

〈F〉 = lim
φl→∞

1
2φl

φl∫
−φl

F(φ)dφ (12)

For periodic perturbations (e.g., F ∼ sin φ) we have 〈F〉 = 0. Moreover, even perturbations with nonzero values of
〈F〉 affect the Hamiltonian equations only slightly, ∼ ε. Therefore, I can be considered as an adiabatic invariant: it
is conserved in the system averaged over φ and changes only if separation of time-scales is (the assumption that the
phase φ is fast) is violated. In other words, the conservation of I breaks down when φ̇ ∼ 0).

Consider unperturbed system (1) with Hamiltonian G(x, Px). We restrict our consideration to the class of systems
where the motion in the (x, Px) plane is finite: phase points move along closed trajectories (see and example of char-
acteristic phase portraits in Fig. 2). The perturbation εuF barely deforms trajectories in the (x, Px) plane everywhere
where the averaging over fast phase φ can be performed. This averaging breaks down in the vicinity of the resonance

9



φ̇ = 0, where the rate of change of the phase drops to zero. In 3D space (x, Px, I), the resonant condition is satisfied
on the surface Ires = Ires(x, Px), which can be determined by setting φ̇ = 0 in system (10):

k
∂G
∂Px
− ω = 0 (13)

with Ires being defined in the zeroth-order approximation (i.e., for ε = 0). For systems (3) and (5), Eq. (13) becomes

k(Px + kIres) − ω = 0 (14)

The corresponding solution is

Ires =
1
k

(vres − Px) (15)

where vres = ω/k. For system (4), Eq. (13) is

kIres = vres

√
1 + (Px + kIres)2 + Ω2x2 − Px (16)

Solution of Eq. (16) is

Ires =
1
k

vres
√

1 + Ω2x2√
1 − v2

res

− Px

 (17)

Combination of equation Ires = Ires(x, P) and unperturbed Hamiltonian (9) defines resonant curves Pres = Pres(x) in
the (x, Px) plane or px,res = px,res(x) in the (x, px) plane:

h = −ωIres + G (x, Pres + kIres) (18)

where h is a conserved energy for Hamiltonian (9). For functions (3) and (5) these curves are

Pres =
1

vres

(
h +

1
2

v2
res −

1
2

Ω2x2
)
, px,res = vres (19)

while for system (4) they are

Pres =
1

vres

(
h −

√
1 − v2

res

√
1 + Ω2x2

)
, px,res =

vres√
1 − v2

res

√
1 + Ω2x2 (20)

Figure 3 shows unperturbed trajectories in the (x, px) plane and the corresponding resonant curves (19) and (20).
Closed unperturbed trajectories are crossed by the resonant curve px = px,res twice. Thus there are two resonance
crossings for each period of the unperturbed motion.

Consider a vicinity of the resonance and expand Hamiltonian (9) around I − Ires = 0:

F = −ωIres + Gres + εuF(φ) +
1
2
∂2G
∂I2

∣∣∣∣∣∣
I=Ires

(I − Ires)2 (21)

where Gres is evaluated at I = Ires. We introduce new variable Pφ = (I − Ires) with the generating function

R = (Pφ + Ires)φ + P̄xx (22)

where new conjugate variables (P̄x, x̄), (Pφ, φ̄) are

I =
∂R
∂φ

= Pφ + Ires

Px =
∂R
∂x

= P̄x +
∂Ires

∂x
φ (23)

φ̄ = φ, x̄ = x −
∂Ires

∂P̄x
φ

10



Figure 3: Phase portraits of systems (a)(3) and (b)(4). Red curves are the resonances px = vres(a), px = Pres + kIres(b) defined by Eqs. (20), (17).

New Hamiltonian takes the form

F̄ = −ωIres + Gres

(
x̄ −

∂Ires

∂Px
φ̄, p̄x +

∂Ires

∂x
φ̄

)
+

1
2

gP2
φ + εuF

(
φ̄
)

(24)

where

g =
∂2G
∂I2

∣∣∣∣∣∣
I=Ires

(25)

In Eq. (24), function Gres depends on x̄− (∂Ires/∂Px)φ̄ and p̄x − (∂Ires/∂x)φ̄. Equation (8) shows that ∂Ires/∂Px ∼ 1/k,
∂Ires/∂x ∼ 1/k, therefore these terms can be considered as perturbations for x̄, p̄x (see also Eqs. (15, 17)). Thus Gres

can be expanded as

Gres

(
x̄ −

∂Ires

∂Px
φ̄, p̄x +

∂Ires

∂x
φ̄

)
≈ Gres(x̄, p̄x) −

∂Ires

∂Px

∂Gres

∂x̄
φ̄ +

∂Ires

∂x
∂Gres

∂p̄x
φ̄

= Gres(x̄, p̄x) + {Ires,Gres} φ̄ (26)

Substituting Eq. (26) into Eq. (24), we obtain

F̄ = −ωIres + Gres +
1
2

gP2
φ − rφ̄ + εuF

(
φ̄
)

Gres = Gres (x, px + kIres(x, px)) (27)

where
r = {Gres, Ires} =

∂Gres

∂x
∂Ires

∂Px
−
∂Gres

∂Px

∂Ires

∂x
(28)

For the sake of simplicity, we omitted the bar over the variables φ, px, and x. Hamiltonian (27) can be viewed as

F̄ = Λ + Hφ (29)

Hamiltonian Λ describes the slow motion in the (Px, x) plane:

Λ = −ωIres + Gres(x, Px) (30)

and Hamiltonian Hφ describes the fast motion in the (Pφ, φ) plane:

Hφ =
1
2

g(x)P2
φ + εu(x)F(φ) − r(x)φ (31)

11



Figure 4: Phase portraits of system (34) for |εu| > |r|. The red line is a separatrix.

Coefficients in Hamiltonian (31) may depend on x and Px = Pres(x) where Pres is the solution of equation Λ(x, Px) =

h = const (see, e.g., Eqs. (19), (20), (30)).
For systems (3) and (5) with F = sin φ and Ires given by Eq. (15), we obtain

g = k2, r = −
Ω2

k
x (32)

For system (4) with F = sin φ and Ires given by Eq. (17), we obtain

g =

(
1 − v2

res

)3/2
k2

√
1 + Ω2x2

r = −
Ω2x

k
1√

1 − v2
res

√
1 + Ω2x2

(33)

For Hamiltonians (3), (4), and (5), Eq. (31) can be written as

Hφ =
1
2

g(x)P2
φ − r(x)φ + εu(x) sin φ (34)

Hamiltonian (34) is a classical Hamiltonian of a pendulum with torque. A characteristic phase portrait of Hφ for r > 0,
|εu(x)| > r is shown in Fig. 4. There are two types of trajectories: open and closed. The boundary of the region filled
with closed trajectories is called the separatrix. Phase points moving along closed trajectories oscillate around the
line Pφ = 0, that defines the resonance φ̇ = 0.

Section summary. In the current section we showed that multi-scale systems (systems with fast phase) can be studied
using the method of averaging. This method is valid away from the resonances – where the rate of change of a fast
variable vanishes. We illustrated a way of locating the resonances. We showed how to expand the Hamiltonian in
the vicinity of the resonance, to obtain a Hamiltonian of a nonlinear pendulum. The parameters of the resonance
Hamiltonian are defined by the coefficients of the system configuration.

12



Figure 5: Schematic view of trapping into resonance and escape from resonance.

3. Trapping (capture) into resonance

The phase portrait of a typical Hamiltonian (31) is shown in Fig. 4. The curve demarcating regions filled with
closed and open trajectories is called the separatrix. Denote by S res the area bounded by the separatrix in Fig. 4:

S res = 2

φmax∫
φx

Pφ dφ (35)

If the area S res grows along the particle trajectory, new trajectories can be trapped into this region. The trapping
corresponds to a change of type of particle motion: trapped particles oscillate around the resonance Pφ = 0. Thus,
this transition is called trapping (or capture) into resonance.

As trapped particles move along the closed trajectories, the corresponding invariant is conserved

Iφ =
1

2π

∮
Pφdφ =

1
π

√
2
g

φ+∫
φ−

√
2Hφ + rφ − εu sin φ dφ (36)

where φ± are two solutions of the equation 2Hφ + rφ − εu sin φ = 0. The conservation of Iφ is a consequence of a
separation of time scales between (φ, Pφ) and (x, Px).

At the moment of trapping Iφ = S res/2π. In the trapped motion, Iφ = const and S res(x, Px) changes along the
resonant trajectory. Thus, as long as the area S res grows, the inequality Iφ ≤ S res/2π does not allow particles to cross
the separatrix again and to escape from resonance. For the particle to escape from resonance the area S res should
decrease to its value at the trapping (see a schematics in Fig. 5). Therefore, the (x, Px) coordinates of trapping and
escape are controlled by the shape of the S res(x, Px) curve. In this section, we describe details of the trapped dynamics.

3.1. Area surrounded by the separatrix
To define the conditions of trapping, we write an expression for the area S res:

S res =

∮
Pφdφ = 2

√
2
g

φmax∫
φX

√
Hφ + rφ − εuF(φ) dφ = 2

√
2|r|
g

φmax∫
φX

√
(φ − φX) − a (F(φ) − F(φX)) dφ (37)

where
a = εu/r (38)

Here φX is the coordinate of the saddle point (i.e., a solution of 1 − aF′(φ) = 0), φmax is a solution of (φ − φX) −
a(F(φ) − F(φX)) = 0 (see Fig. 4). The change of the sign of r corresponds to changing the direction of integration
along φ because φX becomes larger than φmax. In what follows we write the area S res as

S res = 2

√
2|r|
g
×


fs(a), F(φ) − periodic

f̃s(a), F(φ) − nonperiodic
(39)
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Figure 6: Left panel shows function fs(a) given by Eq. (40). Central panel shows fs(a)/
√

a as a function of 1/a and approximation (red dashed
curve) fs(a) = 8

√
2a(a/(1 + a)− 1/2). Right panel shows function d fs(a)/da and approximation (red dashed curve) d fs(a)/da ≈ C1

√
a − 1/(a1.1 −

C2) with C1 ≈ 3.917 and C2 ≈ 0.58.

For example, for a system with F = sin φ, Eq. (39) takes the form

S res = 2

√
2|r|
g

φmax∫
φX

√
(φ − φX) − a (sin φ − sin φX) dφ = 2

√
2|r|
g

fs(a) (40)

The profile of fs(a) is shown in Fig. 6. When a < 1, fs(a) = 0; when a → ∞, we have fs(a) → 8
√

a/2 and there is a
simple asymptotic expression for S res:

S res = 16
√
|εu/g| (41)

Function fs(a) can be reasonably approximated by fs(a) ≈ 8
√

2a (a/(1 + a) − 1/2). However, this approximation is
not accurate enough to compute the derivative d fs/da. For a better fit, see an example in Fig. 6.

Let us consider behavior of S res for systems (3)-(5). For system (3), u = 1 and we obtain

S res =
2Ω

k3/2

√
2|x| fs(a), a = −

εk
xΩ2 (42)

Profile of S res(x) is shown in Fig. 7 (left panel). The area S res differs from zero only for |xΩ| < |εku/Ω| and grows
(dS res/dx > 0) for negative x.

For system (4), u = 1 again and we obtain

S res =
2Ω

k3/2 (
1 − v2

res
) √

2|x| fs(a), a = −
kε

√
1 − v2

res

√
1 + Ω2x2

Ω2x
(43)

Profile of S res(x) is shown in Fig. 7 (central panel). In comparison with S res given by Eq. (42), area (43) grows with
x for large enough xΩ.

For system (5), u = x and we obtain

S res =
2Ω

k3/2

√
2|x| fs(a), a = −

εk
Ω2 = const (44)

A characteristic profile of S res(x) is shown in Fig. 7 (right panel). The area S res grows for positive x.

3.2. Probability of trapping
The necessary condition for trapping of new particles into resonance at a given location on resonance is the growth

of the area S res along the resonant trajectories in the slow variables plane, (x, Px). Not all particles passing through
the resonance (resonant particles) are trapped into resonance. The fate of a particular particle is defined by a value
of phase φ near the resonance. This value is defined by the initial (far from the resonance) φ and can be individually
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Figure 7: Profiles of S res from Eq. (42) (left panel), Eq. (43) (central panel), and Eq. (44) (right panel). System parameters are: εk/Ω = −3,

vres = 0.8. The dashed curve (in central panel) shows S res for Eq. (43) with εk/Ω < −1/
√

1 − v2
res.

calculated for each particle. However, φ changes fast and even small alternations of the initial particle coordinates can
switch the type of motion near the resonance (particle which should not be trapped will be trapped or vice versa). As
a result, exactly what particles are to be trapped cannot be realistically predicted. Instead one can compute a relative
amount (percentage) of to-be-trapped particles, or, equivalently, the ratio of the phase volume filled by to-be-trapped
particles to the entire phase volume filled by resonant particles. This ratio can be called a probability Π of trapping
during a single passage through resonance, [104]. The to-be-trapped phase volume is equal to Ṡ res∆t where Ṡ res is a
rate of change of S res, and ∆t is a time interval. The entire phase volume is a product of the phase flux through the
resonance and the same ∆t. Thus, for Π we have (see [105]):

Π ≈
{S res,Λ}

{S res,Λ} /2 +
∣∣∣∣∫ 2π

0 Ṗφdφ
∣∣∣∣ (45)

and Π = 0 for Ṡ res < 0. Hamiltonian Λ in Eq. (45) is defined by Eq. (30). The calculation of Π is illustrated in Fig. 8.
For Hamiltonian (34), Eq. (45) takes the form:

Π =
2 {S res,Λ}

{S res,Λ} + 4π |r|
(46)

If S res changes slowly enough (Ṡ res � 4π|r|), which is the case in almost all systems, we can use approximation

Π ≈
{S res,Λ}

2π |r|
(47)

For systems (3)-(5) the area S res depends only on x. Thus

{S res,Λ} =
∂S res

∂x
∂Λ

∂Px
= ẋ

∂S res

∂x
= Pres

∂S res

∂x
(48)

For system (3), the area S res given by Eq. (42), r given by Eq. (32), and we obtain

Π ≈
vres

πΩk1/2

1
|x|

∂

∂x

( √
2|x| fs(a)

)
(49)

Profile of Π(x) is shown in Fig. 9(a): positive probabilities correspond to negative values of x, where the area S res

increases with x (compare Figs. 7 and 9(a)).
For system (4), S res is given by Eq. (43) and r is given by Eq. (33):

Π ≈
1

πΩk1/2
√

1 − v2
res

√
1 + Ω2x2

|x|
∂

∂x

( √
2|x| fs(a)

)
(50)
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Figure 8: Schematics of the calculation of Π. The red color shows a change of the area S res over a time ∼ ∆t, the grey color shows a phase space
filled by the transient trajectories. The probability of trapping is equal to the ratio of ∆S res/∆t to the phase flux through the grey area.

Profile of Π(x) is shown in Fig. 9(b). Note that for |x| � 1/Ω, Eq. (43) gives a = const:

a =
kε

√
1 − v2

res

√
1 + Ω2x2

Ω2|x|
≈

kε
√

1 − v2
res

Ω
(51)

and for |a| > 1 expression (50) takes the form

Π ≈
fs(a)

√
2πΩk1/2

√
1 − v2

res

√
1 + Ω2x2

|x|3/2
≈

fs(a)
√

2πk1/2
√

1 − v2
res

1
|x|1/2

(52)

Equation (52) shows that Π is always positive for large x. Thus, new particles can be trapped and trapped particle
cannot escape from resonance for large x.

For system (5), with S res given by Eq. (44) and r is given by Eq. (32):

Π ≈
fs(a)
πΩk1/2

1
|x|

∂

∂x

( √
2|x|

)
=

fs(a)
√

2πΩk1/2

1
|x|3/2

(53)

where a = εk/Ω2 = const. Profile of Π(x) is shown in Fig. 9(c).

3.3. Non-periodic perturbations
Equation (45) describes the probability of particle trapping into resonance with a periodic wave. The important

property of the resonance particle interaction with such waves is that all the particles crossing the resonance in the
slow variable phase plane interact there with the wave, i.e. for all resonant particles the perturbation is described by the
same periodic function F(φ). When the wave is non-periodic, the situation is more complicated. Consider a localized
wave, for which F(φ) , 0 only over a limited range of φ. For such functions, resonant particles crossing the manifold
φ̇ = 0 can miss the wave: at the moment of crossing the phase φ can be such that F = 0. Such resonant particles do
not interact with waves. Therefore, for non-periodical waves the trapping probability can be meaningfully calculated
only for an ensemble of non-periodical waves sufficiently large to support the resonant wave-particle interaction for
all resonant particles. To the best of our knowledge there is no example of such calculations.

3.4. Dynamics of trapped particles
Motion of trapped particles in the (x, Px) plane is described by Hamiltonian (30). Particle momentum in the

resonance, Pres, is given by Eq. (18). Substituting Eq. (18) into Eq. (8) we obtain the resonant momentum in initial
coordinates (x, px).

16



Figure 9: Profiles of Π for Eq. (49)(a), Eq. (50)(b), Eq. (53)(c). System parameters are: εk/Ω2 = −3, vres = 0.8.

For systems (3) and (5), momentum px,res = vres = ω/k is conserved, and we obtain that in resonance xres =∫
px,resdt = vrest + x0. We substitute these expressions into equation for particle energy to get

Gres =
1
2

v2
res +

1
2

Ω2 (vrest + x0)2 (54)

For system (4), the same procedure is based on Eq. (20) and gives

Gres =

√
1 + Ω2 (vrest + x0)2√

1 − v2
res

(55)

Figure 10 illustrates that Eq. (54) can describe both increase and decrease of particle energy. For system (3), trapping
is possible only for xtrap < 0 (see Fig. 9(a)) and the energy decreases with time until x reaches 0. Then the energy
starts increasing and reaches the initial value at x = −xtrap. At that moment, the area S res returns to its value at
the moment of trapping (see Fig. 7 (left panel)), and the particle escapes from resonance (see Subsect. 6.1 for more
details). The situation is different for system (5), where trapping is possible only for positive xtrap (see Fig. 9(c)). In
this case, the energy of trapped particle always increases with time, the area S res grows, (see Fig. 7 (right panel)),
and trapped particles keep accelerating (see Subsect. 6.2). A similar situation takes place for system (4): trapping is
possible for positive xtrap when both the energy Gres and the area S res grow with time (it follows from Eq. (20) that
px,res > 0), see Figs. 7 (central panel) and 10(curve b). More details about system (4) can be found in Subsect. 7.1.

Section summary. In this section we derive a general expression for the probability of trapping, Π, which is a relative
measure of resonant particles trapped into resonance for a single resonance crossing. We show that trapped particles
change their motion significantly and gain energy moving in the resonance with wave. The trapped dynamics is
determined by the evolution of the area surrounded by the separatrix, S res.

4. Scattering on resonance

Particles passing through resonance change their energy even in absence of trapping. This effect is called scat-
tering on resonance. To describe the energy change for scattered particles, we consider Hamiltonian (9) and write
Hamiltonian equation for the momentum I:

İ = −
∂F

∂φ
= −εu(x) cos φ (56)
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Figure 10: Profiles of Gres for Eq. (54) with initial negative x0 (curve a) and positive x0 (curve c), and Eq. (55)(curve b). System parameters are:
Ωx0 = −3(a), Ωx0 = 3(b), Ωx0 = 3(c), vres = 0.8.

where we assumed F(φ) = sin φ like in Hamiltonian (34). Trajectories of a few scattered, or transient, particles in
system (31) are shown in Fig. 4. Any such trajectory consists of two symmetrical parts: phase changes from some
initial value to φ∗ and back. The value of φ∗ can be obtained from the equation Pφ = 0 with Hamiltonian (34):

−r(x)φ∗ + εu(x) sin φ∗ = Hφ (57)

Therefore, the total change of momentum I for transient particles can be written as

∆I = −2

t∗∫
−∞

(εu cos φ) dt = −2
εu
g

φ∗∫
−∞

cos φ
Pφ

dφ = −

√
2
g
εu

φ∗∫
−∞

cos φ√
Hφ + rφ − εu sin φ

dφ

= −

√
2
g
εu

φ∗∫
−∞

cos φ√
r(φ − φ∗) − εu (sin φ − sin φ∗)

dφ = −

√
2

g|r|
εu

φ∗∫
−∞

cos φ√
2πθ + φ − a sin φ

dφ (58)

where we used a notation 2πθ = a sin φ∗ − φ∗. Introducing

fp(θ, a) =

φ∗∫
−∞

cos φ√
2πθ + φ − a sin φ

dφ (59)

we get ∆I = −
√

2/g|r| εu fp(θ, a). Function fp(θ, a) is 2π-periodic in θ and its profile is shown in Fig. 11 for three
values of a. For a particular particle, fast oscillations of φ result in a significant change of θ even for small changes
of the initial energy: two very close initial energies can correspond to very different φ∗. Thus, it is convenient to use
statistical properties of fp(θ, a), which characterize the dynamics of an ensemble of particles with different values of
θ. Assuming a uniform distribution of θ (see a numerical verification of this assumption in [106]), we get

〈∆I〉θ =

1∫
0

∆Idθ = −

√
2

g|r|
εu

〈
fp

〉
θ

(60)

Var(∆I) =

1∫
0

∆I2dθ − 〈∆I〉2θ =
2

g|r|
(εu)2 Var( fp)
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Figure 11: Profiles of functions fp(θ, a) (left panel), fp(a) = 〈 fp〉 (central panel), Var( fp) (right panel). Red dashed curves shows approximation:
where Var( fp) = 2a3/2 for |a| < a∗ and Var( fp) = 2.4a−3/2 for |a| > a∗, a∗ ≈ 1.06.

Figure 11 shows profiles of fp(a) = 〈 fp〉θ and Var( fp). From now on, we omit 〈. . .〉θ, as in the present review, and in
almost all of the publications cited here, the function fp(θ, a) is not used. The function fp is zero for a < 1, whereas
Var( fp) has a maximum at a = 1 (we can approximate Var( fp) by a simple function shown in Fig. 11).

Equations (60) describe changes of momentum I due to scattering. This momentum is a slowly changing variable
in autonomous Hamiltonian (9): F (I, x, Px) = const. Thus, I variation results in variation of other slow variables, x
and Px: scattering on resonance leads to variations of all slowly varying system variables. Conservation of Hamilto-
nian F results in a direct relation between the momentum change ∆I is and the energy change ∆h = −ω∆I. Thus Eqs.
(60) describe particle acceleration/deceleraton due to scattering. Similarly, the momentum px is related to I through
the resonant condition: kpx − ω = (I − Ires)g. And finally ∆h and ∆px are related via unperturbed Hamiltonian (1):
∆h = (∂G/∂px)F=const∆px).

Hamiltonian equations for Hamiltonian (9) yield I − Ires = φ̇/g. As φ̇ can be defined from Eq. (2), we obtain

kpx − ω = (I − Ires)g (61)

Combination of Eqs. (60) and (61) defines ∆px for scattered particles:

〈∆px〉 =
g 〈∆I〉θ

k
= −

√
2g
|r|k2 εu fp (62)

Var(∆px) =
g2

k2 Var(∆I) =
2g
|r|k2 (εu)2 Var( fp)

Here ∆px is essentially a change of px after a passage through resonance (more accurately, ∆px is a difference between
an actual px value after a passage and px at the same time moment in the system without a wave). For systems (3) and
(5), Eq. (62) can be written as (see Eq. (32)):

〈∆px〉 = −

√
2
|x|k

kεu
Ω

fp (63)

Var(∆px) =
2
|x|k

(
kεu
Ω

)2

Var( fp)

where u = 1 for system (3) and u = |x| for system (5). For system (4), Eq. (62) takes the form (see Eq. (33)):

〈∆px〉 = −
(
1 − v2

res

)3/2
√

2
|x|k

kε
Ω

fp (64)

Var(∆px) =
(
1 − v2

res

)3 2
|x|k

(
kε
Ω

)2

Var( fp)

Equations (62) show that scattering on resonance results in variation of particle momentum (equivalently, in variation
of particle energy). For systems with a > 1, this variation contains both a regular change (drift) 〈∆px〉 , 0 and
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diffusive variations. For a < 1, 〈∆px〉 = 0 and only diffusive variations are present. This diffusion leads to px ∼√
Var(∆px)t ∼

√
t/k variation with Var(∆px) ∼ 1/k � 1, whereas regular change 〈∆px〉 ∼ 1/

√
k leads to variation

px ∼ t/
√

k [107].
The number of resonant interactions (resonance crossings) for one period of slow variables may be different for

different system configurations (slow phase portrait and the shape of the resonance manifold). In terms of the energy
(momentum) change due to scattering on resonance, there are two main types of systems with a > 1. In systems of the
first type occurring when there is a certain symmetry of the slow phase portrait, mean changes of energy (momentum)
for one period of slow variable oscillations compensate each other. In this case, particle scattering leads to diffusion
without drift. In systems of the second type, an asymmetry of the slow variable phase portrait results in the net energy
(momentum) change, causing the drift in energy.

Section summary. In this section we described the energy change of a particle during the scattering on resonance.
If the resonant system contains a separatrix (S res , 0), there is a finite mean energy change due to scattering, and
multiple scatterings lead to a directed acceleration/deceleration of particles. In absence of the separatrix, these is no
mean energy change, and the energy change over multiple scatterings is diffusive.

5. Evolution of a particle ensemble

This section explains how effects of scattering and trapping can be included into kinetic equations describing the
long-time evolution of particle distribution functions in the phase space. In Subsect. 5.1 we consider diffusion due
to scattering and demonstrate that for different systems this diffusion can be limited or unlimited. In Subsect. 5.3 we
discuss possible approaches to include trapping effects into kinetic equations.

5.1. Diffusive scattering and correlations

This subsection discusses diffusion in systems where the average drift due to scattering (see Eq. (58)) is absent. We
consider two examples to demonstrate two distinct cases: when diffusion leads to an unlimited acceleration and when
the diffusive acceleration is limited. The only significant difference between these quite similar plasma systems is that
in the first case we deal with a constant frequency of particle oscillations in absence of wave, and in the second case
the frequency depends on particle energy. This difference defines the long-term dynamics of resonant particles. In
the system with a constant frequency, at high energies the consecutive scatterings become correlated, and the energy
diffusion stops. In the energy-depending frequency, a correlation between two successive resonant interactions is
destroyed and the diffusion is unlimited [e.g., 108].

5.1.1. System with a constant frequency
We start with system (5) described by following Hamiltonian (see [109]):

H =
1
2

p2
x +

1
2

Ω2x2 + εx sin φ

φ = kx − ωt (65)

where the frequency of particle oscillations Ω = const. Hamiltonian equations for this system are

ẋ = px

ṗx ≈ −Ω2x − εkx cos φ (66)

In Eq. (66), we omitted the term ∼ ε cos φ � kxε cos φ. The equation for φ is

φ̈/k = −Ω2x − εkx cos φ (67)

This equation corresponds to the following Hamiltonian (cf. Eq. (34)):

Hφ =
1
2

k2P2
φ +

Ω2x
k
φ + εx sin φ (68)
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where the momentum Pφ = φ̇/k2 is conjugate to φ. The derivation of Hamiltonian (68) is totally similar to that of
Hamiltonian (34). The variation of particle energy with time is (see Eq. (65))

d
dt

h = εωx cos φ (69)

Thus, for the change of energy for one resonance crossing we have

∆h = 2εωx

t∗∫
−∞

cos φdt =
2εω|x|

k2

φ∗∫
−∞

cos φ
Pφ

dφ = vres

√
2ε|x|

φ∗∫
−∞

√
a cos φ√

(φ∗ − φ) + a (sin φ∗ − sin φ)
dφ (70)

where vres = ω/k, a = kε/Ω2, t∗ is the moment when a particle crosses the resonance φ̇ = 0 (φ∗ is a corresponding
phase value). The change ∆h depends on φ∗, and can be treated as a random variable. We consider a < 1, therefore
fp(a) = 0 (see Sect. 4).

To analyze how the energy changes with time for an ensemble of particles, we consider the geometry of the motion
of the particle. In the leading approximation, a phase point in the (Ωx, px) plane moves along a Larmor circle with
a radius of

√
2h. Particles cross the resonance line px = ẋ = vres if h > v2

res/2. The time between two consecutive
intersections is 2arccos(vres/

√
2h)/Ω. The wave phase gain over this time is

∆φ =

∫
(kẋ − ω) dt =

2k
Ω

√
2h − v2

res − 2
ω

Ω
arccos(vres/

√
2h) (71)

When the energy is not too high, this phase gain can be considered as a random variable due to energy changes ∆h.
Since k and ω are large, a small change in h leads to a large change in the phase gain. For this reason, the phase
values at successive passages through resonance can be treated as independent random variables. Accumulation of
multiple energy changes ∆h given by Eq. (70) results in diffusion: the sum of random changes ∆h is equal to zero, but
the variance of ∆h is finite. The energy grows until the assumption of independence of ∆φ is valid. However, as the
energy increases, the phase gain between successive passages through resonance becomes more deterministic

∆h
∂∆φ

∂h
∼ h−1/4 → 0 (72)

Therefore, the resonant particle motion becomes regular and the diffusion stops. This result can be independently
obtained from the KAM theory [104], which predicts that there is an energy h∗ beyond which the diffusion vanishes.
Thus, in systems with constant frequency of unperturbed particle oscillations the diffusion is limited.

5.1.2. System with a frequency depending on energy
The second system considered in this subsection is a relativistic analog of system (65). Hamiltonian of this system

resembles Hamiltonian (4) but with a more complicated wave amplitude [110]:

H = γ + εxγ−1 sin φ

γ =

√
1 + p2

x + Ω2x2 (73)

φ = kx − ωt

The factor γ−1 comes from the expansion of the initial Hamiltonian for a relativistic particle interacting with an
electromagnetic wave [110]. The corresponding Hamiltonian equations can be written as

ẋ =
px

γ

ṗx ≈ −
Ω2

γ
x −

ε

γ
kx cos φ

φ = kx − ωt (74)
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Frequency of particle oscillations in the (x, px) plane, ∼ Ω/γ, depends on particle energy. Equations (33, 34) define
Hφ near the resonance:

Hφ =
1
2

g(x)P2
φ + r(x)φ −

ε

γres
x sin φ

g =

(
1 − v2

res

)3/2
k2

√
1 + Ω2x2

(75)

r = −
Ω2x

k
1√

1 − v2
res

√
1 + Ω2x2

where vres = ω/k, the momentum Pφ = φ̇/g is conjugate to φ, and

γres =

√
1 + Ω2x2√
1 − v2

res

(76)

Following (38), we have

a = −
εx

γresr0k
=
ε
(
1 − v2

res

)
Ω2 (77)

When a < 1, the particle energy changes at the resonance due entirely to scattering: 〈∆h = 0〉 (see Sect 4), but the
dispersion is non-zero. Thus the particle energy diffuses.

According to Hamiltonian (73), the time derivative of energy is

d
dt

h =
εωx
γres

cos φ (78)

Taking into account that φ̇ = gPφ, we find for the variation of the energy at one resonance crossing (cf. Eq. (70))

∆h =

√
2ε|x|ω2

gγres

φ∗∫
−∞

√
a cos φ√

φ + a sin φ − φ∗ − a sin φ∗
dφ =

vres
√

2ε|x|√
1 − v2

res

φ∗∫
−∞

√
a cos φ√

φ + a sin φ − φ∗ − a sin φ∗
dφ (79)

where φ∗ and x are the values of φ, x at the crossing of the resonant surface by an unperturbed trajectory with energy
h. From Hamiltonian equations (74), frequency of particle rotation ∼ Ω/γ. Thus, the time between two successive
crossings is of order γ. Integrating equations of motion, the difference of phases at the first and the second resonance
crossings is φ(2)

∗ − φ
(1)
∗ ∼ kγ (cf. Eq. (71)). Thus, a small variation δφ(1)

∗ of the phase φ(1)
∗ results in a variation of the

energy change δ(∆h) ∼
√
γ/kδφ(1)

∗ at the first resonance crossing. The resulting change δφ(2)
∗ is large:

δφ(2)
∗ = δ (∆h)

∂

∂γ

(
φ(2)
∗ − φ

(1)
∗

)
∼ δ (∆h) k ∼ φ(2)

∗

√
kγ � φ(2)

∗ (80)

Therefore, the values of phase at successive resonance crossings are statistically independent. Hence, the changes in
the particles energy at the resonance produce a diffusive variation of the energy and its unlimited stochastic growth.
Which is different from nonrelativistic system (65) where energy diffusion slows down and finally stops at large
enough energies.

Two examples (Hamiltonians (65) and (73)) demonstrate the importance of the energy dependence of the fre-
quency of unperturbed particle motion (in absence of waves) for resonant wave-particle interaction. In realistic plasma
systems this frequency can rarely be assumed to be constant, but it is the case in many simplified models.

5.2. Relation between trapping and scattering

In this subsection we describe the relationship between the average change of momentum on scattering, 〈∆I〉, and
the probability of trapping, Π. We repeat derivations from [111] and then provide a new expression for 〈∆I〉.
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Consider Hamiltonian (34):

Hφ =
1
2

gP2
φ + rφ − εu sin φ (81)

where the evolution of slow variables (x, Px) is described by the Hamiltonian Λ(x, Px). The change of the momentum
I due to scattering on resonance is given by Eq. (58):

∆I = −

√
2

g|r|
εu

φ∗∫
−∞

cos φ√
hφ − φ + a sin φ

dφ (82)

where hφ = a sin φ∗ + φ∗. The average 〈∆I〉 change is

〈∆I〉 = −
1

2π

√
2|r|
g

φ∗∫
−∞

dφ

2π∫
0

a cos φdhφ√
hφ − φ + a sin φ

(83)

We introduce h̃φ as

h̃φ =

{
0, φ < φX

φ − a sin φ φ > φX
(84)

where φX is a solution of the equations a cos φ = 1, a sin φ > 0, and hX = −φX + a sin φX (see Fig. 4). Then we
separate integral (83) into two parts:

φ∗∫
−∞

2π∫
0

a cos φdhφdφ√
hφ − φ + a sin φ

=

φX+2π∫
−∞

2π+hX∫
h̃φ+hX

a cos φdhφdφ√
hφ − φ + a sin φ

−

φmax∫
φX

hX∫
h̃φ+hX

a cos φdhφdφ√
hφ − φ + a sin φ

(85)

where φmax is a solution of equation φX − a sin φX − φ + a sin φ = 0. Then we consider the first integral from Eq. (85):

φX+2π∫
−∞

2π+hX∫
h̃φ+hX

a cos φdhφdφ√
hφ − φ + a sin φ

= 2

φX+2π∫
−∞

a cos φ
(√

2π + hX − φ + a sin φ −
√

h̃φ + hX − φ + a sin φ
)

dφ

= 2

φX∫
−∞

a cos φ
( √

2π + hX − φ + a sin φ −
√

hX − φ + a sin φ
)

dφ (86)

+ 2

φX+2π∫
φX

a cos φ
√

2π + hX − φ + a sin φdφ

= lim
N→∞

2

φX∫
φX−2πN

a cos φ
( √

2π + hX − φ + a sin φ −
√

hX − φ + a sin φ
)

dφ

+ 2

φX+2π∫
φX

a cos φ
√

2π + hX − φ + a sin φdφ

= −2

φX∫
φX−2π

a cos φ
√

hX − φ + a sin φdφ + 2

φX+2π∫
φX

a cos φ
√

2π + hX − φ + a sin φdφ = 0

where we took into account that integral (82) is periodic over hφ (see Sect. 4). The second integral in Eq. (85) is

φmax∫
φX

hX∫
h̃φ+hX

a cos φdhφdφ√
hφ − φ + a sin φ

= 2

φmax∫
φX

a cos φ
√

hX − φ + a sin φdφ (87)
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= 2

φmax∫
φX

(a cos φ − 1)
√

hX − φ + a sin φdφ + 2

φmax∫
φX

√
hX − φ + a sin φdφ = 2

φX∫
φmax

√
hX + φ − a sin φdφ

We substitute Eqs. (86, 87) into Eq. (83)

〈∆I〉 = −
1
π

√
2|r|
g

φmax∫
φX

√
(φX − φ) + a (sin φ − sin φX)dφ (88)

Comparing Eq. (88) and Eq. (40), we obtain:

〈∆I〉 = −
1
π

√
2|r|
g

φmax∫
φX

√
(φ − φX) − a (sin φ − sin φX)dφ =

1
π

√
2|r|
g

fs(a) = −
S res

2π
(89)

Thus, the average change of the momentum is proportional to the area S res. Comparison of Eq. (40), Eq. (58), and
Eq. (89) yields a relation between fs(a) and fp(a) = 〈 fp(hφ, a)〉hφ :

fp(a) = −2 fs(a)/a (90)

Let V = 〈∆I〉 be a velocity of drift in the momentum space. This velocity depends on slow variables (x, Px) along
the resonance trajectory, i.e, we can write V(x, Px) = V(x, Pres(x)) = V(x) = V(Ires) where Ires = Ires(x, Pres) and
Pres(x) are defined by Eqs. (30) and (14). Therefore, we can consider function V(I) where I = Ires in the resonance.
The gradient dV/dt along the resonant trajectory is

dV
dt

= {V,Λ} =
dV
dI

dI
dt

=
dV
dI
{Ires,Λ} =

dV
dI

r (91)

where r = {Ires,Λ}, see Eq. (28). Comparing Eq. (89) and Eq. (47), we obtain

dV
dI

= −
{S res,Λ}

2πr
= −Π (92)

Equation (92) gives a straightforward relation between probability of trapping Π and velocity of drift V .

5.3. Kinetic equation for trapped and transient particles
Using relation (92) for V and Π, we will derive an evolution equation for the distribution function of particles

interacting with waves. For the sake of simplicity, we focus on a simple but rather general 1 1
2 degrees of freedom sys-

tem with the Hamiltonian H = G(τ, I) + εu(τ, I) cos φ. Here (φ, I) are conjugate variables, with I being the normalized
particle momentum. In this system the phase φ changes at a rate ∼ 1 (much faster than the slow time τ = εt). The
resonant condition φ̇ = ∂G/∂I = 0 has a solution I = Ires(τ). Expansion around Ires gives the following Hamiltonian

F = Λ +
1
2

g (I − Ires)2 + εu cos φ (93)

where Λ(τ) = G(τ, Ires(τ)), g(τ) = (∂2G/∂I2)I=Ires , u(τ) = u(τ, Ires(τ)). We introduce new variable Pφ = (I − Ires) (see
Eq. (22)) and rewrite the new Hamiltonian Hφ = F − Λ as

Hφ =
1
2

gP2
φ + rφ + εu cos φ (94)

where r = dIres/dt and (φ, Pφ) are conjugate variables.
For the sake of definiteness we consider r > 0 and g > 0. For a(τ) = εu/r > 1 the phase portrait of Hamiltonian

(94) contains a region filled with closed trajectories. The area of this region, S res, and the probability of trapping, Π,
are both small, ∼

√
ε. Once trapped, particles move in resonance with the wave until the value of S res(τ) returns to its
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Figure 12: A schematic view of the area S res(τ) and the resonant momentum Ires(τ). A particle is trapped at τ = τtrap when S res grows and I = Ires.
During trapped motion, the momentum varies as Ires(τ). When, at τ = τesc, S res(τ) returns back to S res(τtrap), the particle escapes from resonance.
After the escape, the particle has a momentum Ires(τesc) = I′. For the sake of simplicity, we consider here systems with a single maximum of S res
at I = I0.

value at the moment of trapping τtrap, Fig. 12. During the trapped motion, the particle momentum I varies following
Ires, and the particles escape from resonance with larger (or smaller) values of I (correspondingly with larger (or
smaller) values of the energy H(I, τ)). This effect corresponds to the particle acceleration by trapping. Since the
duration of trapping can be rather long and variations of I can be large (both are independent of ε), this process cannot
be described as a local diffusion.

Transient particles passing through resonance without being trapped are scattered with a change of momentum ∆I
given by Eq. (82). Two quantities describe the evolution of a particle distribution Ψ(I) due to nonlinear and quasi-
linear scattering: the velocity of drift V = 〈∆I〉/τ0 and the diffusion coefficient D = 〈(∆I)2〉/2τ0, where τ0 is the time
between two successive passages through resonance. This expression for the diffusion coefficient D coincides with
the formula derived previously for a narrow wave spectrum in the quasi-linear theory [108]. Coefficients Π(τ), V(τ),
D(τ) can be rewritten as Π(I), V(I), D(I) because I = Ires(τ) at resonance.

A trapping/escape event can be considered as a rapid change I → I′, where I′ is defined by equations I′ = Ires(τesc),
S res(τtrap) = S res(τesc), see Fig. 12. The functions S res(τ) and Ires(τ) can be combined to get S res(Ires) = S res(I) as
I = Ires at the resonance. Using D, V , and Π/τ0 we can write a Fokker-Planck equation describing the full evolution
of the particle distribution function Ψ(I) due to both scattering and trapping:

∂Ψ

∂t
=

∂

∂I

(
D
∂Ψ

∂I

)
−
∂ (VΨ)
∂I

+

∞∫
0

(
Ψ(Ĩ)QĨ→I − Ψ(I)QI→Ĩ

)
dĨ (95)

Here QI′→I is probability of a particle coming to I via trapping, and QI→I′ is probability of a particle leaving from I.
For I > I0, the area S res grows and there is a finite QI→I′ = (Π(I)/τ0)δ(w(I)−I′). For I < I0, the area S res decreases and
particles escape from resonance: QI′→I = (Π(I′)/τ0)δ(I − w(I′)). In both cases, the input-output function w(I′) gives
the value I′ > I0 that particles should have when getting trapped to escape from resonance with I < I0. The function
w is defined by the S res(I) profile, see Fig. 12. Π(I′) is the probability of particle trapping at I′ > I0. The integral
operator in Eq. (95) can then be expressed as −Ψ(I)Π(I)/τ0 for I > I0 and Ψ(I′)Π(I′)|dw/dI′|−1/τ0 = (dV/dI)Ψ(I′)
for I < I0, where we used

dw(I′)
dI′

=
dI
dI′

=
dV(I′)/dI′

dV(I)/dI
= −

Π(I′)/τ0

dV(I)/dI
and V(I′) = V(I) because S res(τtrap) = S res(τesc). Using these expressions and Eq. (92), we can rewrite Eq. (95) in
its final form

∂Ψ

∂t
=

∂

∂I

(
D
∂Ψ

∂I

)
− V

∂Ψ

∂I
−

dV
dI

(
Ψ − Ψ(I′)

)
Θ(I) (96)
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Figure 13: Two test trajectories (shown by black and red lines) for Hamiltonian (93).

where I′ is defined by w(I′) = I and

Θ(I) =

{
1, I < I0
0, I ≥ I0

Equation (96) is a Fokker-Planck equation generalized to include (1) the drift V due to the mean change of the
nonlinear scattering and (2) nonlocal term (∼ Ψ(I) − Ψ(I′)) corresponding to the fast transport in phase space due
to trapping. The timescale of diffusion is ε−1 (since D ∼ ε), whereas the timescales of drift and trapping-induced
transport (determined by V , dV/dI) are much shorter ∼ ε−1/2. For systems with small wave amplitudes (a < 1), V and
dV/dI vanish and Eq. (96) reduces to the usual quasi-linear diffusion equation

To check Eq. (96), we compared its solution with results of numerical integration of the initial system (93). We
considered a simple example of Hamiltonian (93) with Λ = 0, g = 1, Ires = sin τ. The function B(τ) a periodic function
of τ with a period τ0 = 2π/ε. It has a single maximum in τ ∈ [τ0/4, 3τ0/4] and is zero for τ ∈ [0, τ0/4], [3τ0/4, τ0].
The resonant momentum IR varies from −1 to 1 and all particles pass through resonance over one period τ0. Figure 13
shows two test trajectories calculated over a long time interval. Particles are trapped at a positive I and transported
to negative I (in this system I0 = 0), whereas nonlinear drift V transports particles back from negative I to positive
I. Both processes of trapping and drift coexist with the diffusive scattering. Particle behavior shown in Fig. 13 is a
typical behavior in plasma systems with nonlinear wave-particle interactions.

For our test system, we calculate Π, V , diffusion coefficient D, and function w(I), and express them as functions
of I = IR (to calculate D and V we use the approximations from Fig. 11). To check the analytical formulas for Π, V ,
and D, we integrated numerically 107 trajectories with different initial I and calculated changes ∆I over a period τ0
that contained a single resonant interaction. The ratio of the number of particles which were trapped into resonance to
the total number of particles gives the numerical probability of trapping Π. For untrapped particles, we calculate the
average value of ∆I and its variance Var(∆I). These two functions, depending on the initial I, are then used to calculate
the numerical values of V and D. Figure 14 demonstrates that our analytical expressions quite accurate describe the
trapping probability, drift velocity, and diffusion coefficient.

We substituted coefficients V and D into Eq. (96) and solved it numerically for a particular initial distribution f0(I).
In Fig. 15, this solution is compared with direct numerical simulation of 107 test particle trajectories for Hamiltonian
(93). All expected effects of trapping and scattering are recovered: (1) fast transport of trapped particles from the
initial distribution peak at positive I toward negative I; (2) particle nonlinear drift toward positive I; and (3) a slower
diffusive flattening. Figure 15 shows that Eq. (96) accurately describes all the major effects of nonlinear as well as
quasi-linear wave-particle interactions.

Section summary. In this section we considered the evolution of particle distribution function due to resonant effects.
For systems without the separatrix on the resonance plane, the energy drift is absent and we describe the effect energy
diffusion. If the time between two resonance crossings does not depend on particle energy, the diffusive energy gain
is limited. For systems with the separatrix, the energy drift due to trapping and nonlinear scattering dominates over
the diffusion. Using the relation between trapping probability and scattering amplitude (see Eq. (92)), we derive
generalized kinetic equation (96) including both trapping and nonlinear scattering effects.

26



Figure 14: Analytical expressions (black curves) and numerical results (red circles) for Π0 = Πτ0/
√
ε, V0 = Vτ0/

√
ε, and D0 = Dτ0/ε.

Figure 15: Particle distribution function Ψ(I) at four moments of time. The initial distribution is displayed in grey, black curves show the numerical
solution of generalized Fokker-Planck equation (96), and red curves are obtained from direct numerical integration of Hamiltonian system (93)
with 107 different initial conditions (I, φ).
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6. Particle acceleration in nonrelativistic plasma systems

In this section we consider several nonrelativistic plasma systems with particle trapping. We start with a simple
system where an electrostatic wave propagates across a weak homogeneous magnetic field (Subsect. 6.1). In Sub-
sect. 6.2 we describe a similar system, but instead of an electrostatic wave we consider a strong electromagnetic pulse
(solitary wave). In Subsect. 6.3 we consider electrostatic wave resonating with charged particles in the systems with
inhomogeneous background magnetic field.

Trapping is present when the electromagnetic field of the wave generates a force exceeding the Lorentz force
of the background magnetic field. In this case the background magnetic field does not control particle motion and
particles are effectively demagnetized. The Larmor (gyro-) rotation of particles is transformed into motion along the
wave electric field and particles are accelerated.

All physical systems considered in this section can be described using a 1D or 2D configuration space. A back-
ground magnetic field B0 is directed along the z-axis, particles move along B0 and rotate around B0 in the (x, y) plane
(see Fig. 16). In the case of an inhomogeneous magnetic field B0(z), the Maxwell equations require the presence of an
additional magnetic field component B0x = −d

(∫
B0(z, x̃)dx̃

)
/dz directed along the x-axis [112]. The corresponding

vector potential still has a single component A = Ayey =
(∫

B0(z, x̃)dx̃
)

ey. An external inductive electric field Ey can
be included in the Hamiltonian as an additional term −c

∫
Ey(t)dt in Ay, whereas an external electrostatic field Ez, Ex

can be described by a scalar potential Φ(x, z, t). Hamiltonian of a particle with a charge e and mass m is

H =
1

2m

(
p2

x + p2
z

)
+

1
2m

(
py −

e
c

Ay(x, z, t)
)2

+ eΦ (x, z, t) (97)

Hamiltonian (97) does not depend on y, and this condition is satisfied in the perturbed system (in the presence of
waves) as well. Thus, py = const and we can set py = 0 via time shift (in case of Ey , 0) or via shift of the origin of
x axis. The Hamiltonian becomes

H =
1

2m

(
p2

x + p2
z

)
+

1
2m

(e
c

Ay(x, z, t)
)2

+ eΦ (x, z, t) (98)

The corresponding Hamiltonian equations are

ẋ =
∂H
∂px

=
1
m

px, ż =
∂H
∂pz

=
1
m

pz

ṗx = −
∂H
∂x

=
e2

mc2 B0Ay − e
∂Φ

∂x

ṗz = −
∂H
∂z

= −
e2

mc2 B0xAy − e
∂Φ

∂z
(99)

In case of B0 = const, Ey = 0, Φ = 0 we obtain B0x = 0, and the motion along z is decoupled from the motion in the
(x, y) plane: pz = const. Thus, Eqs. (99) can be rewritten as

mẋ = px, ṗx = mΩ2
0x (100)

where Ay = xB0, and Ω0 = eB0/mc is the Larmor (gyro-) frequency of particle oscillations around B0. These
oscillations are those of a linear pendulum.

6.1. Electrostatic wave propagating across a weak magnetic field

This subsection discusses a system where particles can be trapped by an electrostatic wave propagating across
a sufficiently weak background magnetic field. Weakness of the magnetic field guarantees that gyrorotation is slow
enough to consider wave phase as a fast variable. In this case, particles interact with waves through the Cherenkov
resonance k · v = ω where v is a particle velocity and k is a wavevector. Such a configuration of a background
magnetic field and a wave field is a classical problem of plasma physics: the Landau damping in presence of a weak
magnetic field [42, 113, 114]. Some generalisation of results presented in this subsection can be found in [115, 116].

28



Figure 16: Schematic view of the system configuration.

Consider a nonrelativistic electron moving in a background uniform magnetic field B0 and a wave electrostatic
field. The wave phase is φ = φ0 + kx − ωt, where ω � Ω0 = eB0/mc and the wave phase velocity vφ = ω/k = const
is similar to the particle velocity. The corresponding equations of motion are (see Eqs. (100))

mẋ = px, ṗx = mΩ2
0x − ekΦ0 cos φ (101)

where Φ0 is the amplitude of the scalar potential. Particles may experience both scattering and trapping. The left panel
in Fig. 17 shows particle trajectory without trapping. The particle moves around a closed trajectory in the (x, px) plane
and crosses the resonance px = mvφ twice on one period. At each crossing there is a change of momentum px and
energy h = p2

x/2 + Ω2
0x2/2. When Φ0 is large enough, this change has nonzero mean and a dispersion (see Sect. 4).

At two consecutive crossings the changes of energy h have nonzero average values with the opposite signs, and these
changes approximately compensate each other (see Fig. 17, left panel). If trapped, a particle leaves a closed trajectory
in the (x, px) plane and starts moving along the resonant trajectory px = mvφ (see Fig. 17, right panel). Trapping
occurs at a negative x and trapped particles move with a positive px. After trapping particle energy starts decreasing
(see description in Sect. 3). When the trapped particle reaches x ∼ 0, the energy h and the x coordinate start increasing
and h returns to the initial value when x reaches −xtrap. At this position, the particle escapes from resonance and starts
moving along a new closed trajectory in the (x, px) plane (see Fig. 17, right panel).

To consider particle motion near the resonance, we rewrite system (101) in terms of the phase φ:

φ̈

k
= Ω2

0x −
ekΦ0

m
cos φ (102)

As ω � Ω0, the phase φ changes significantly faster than the variable x. Thus we can consider x as a slowly changing
parameter and Eq. (102) corresponds to the Hamiltonian:

Hφ =
1
2

k2P2
φ −Ω2

0k−1xφ +
eΦ0

m
sin φ (103)

where Pφ = φ̇/k2 is a momentum conjugate to φ. Hamiltonian (103) coincides with the Hamiltonian (34) of a nonlinear
pendulum with torque. The area S res is shown in the left panel in Fig. 7, and is given by Eq. (42):

S res =
2Ω0

k3/2

√
2|x| fs (a) , a =

ekΦ0

mΩ2
0|x|

(104)

When x < 0, the area S res grows as (−x) decreases, see Fig. 17, and particle becomes trapped at xtrap < 0. The trapped
particle moves from negative to positive x. When it reaches the coordinate xres = −xtrap, the area S res becomes equal
to its value at the moment of trapping, and the trapped particle escapes from resonance. As a result of such trapping-
escape event, the particle energy does not change more than by the value defined as a resonance width (63):

∆h =
px

2m
|〈∆px〉| =

√
1

2k|xtrap|

ekvφΦ0

Ω0

∣∣∣ fp

∣∣∣ = eΦ0
ω

Ω0

√
1

2k|xtrap|

∣∣∣ fp

∣∣∣ (105)
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Figure 17: Two particle trajectories of system (101): scattering (left panels) and trapping (right panels) are shown. System parameters are:
ω/k
√

h0/m = 0.3, ω/Ω0 = 100, initial energy h0 = 3(ω/k)2m.

If the wave amplitude is large enough (a � 1 in Eq. (104)), then fp ≈ 2 fs/a ≈ 8
√

2/a and Eq. (105) takes the form:

∆h = 8
√

eΦ0v2
φm (106)

Therefore, the resonance width (and a range of energy variation) is proportional to square root of wave amplitude and
the energy of a resonant particle [117, 118].

In terms of the energy evolution, scattering of particles on resonance can be considered as a combination of
random changes with zero mean (diffusion) and some mean energy change (drift in energy space, see Eq. (64)). The
the sign of momentum and energy changes is opposite at xtrap and xesc = −xtrap. As a result, on one period of the
Larmor rotation, particles change their energy by values distributed around zero (see Fig. 17). This scattering results
in diffusion in energy space (see a detailed description in Sect. 5). Significant and fast energy change in such a system
is possible only if an external force breaks the symmetry of trapping and escape coordinates making xesc no longer
equal to −xtrap. In this case, the difference of energies at the moment of trapping and escape is not zero [115].

6.2. Front of plasma injection

As shown in the previous subsection, trapping into resonance with an electrostatic wave does not result in the par-
ticle acceleration. A situation is different for electromagnetic waves [119, 120]. An interesting example of the system
with an electromagnetic wave has been recently found in the Earth magnetosphere, where transient reconnection of
magnetic field lines runs strong plasma flows [121, 122]. Propagating across a weak magnetic field, these flows gen-
erate strong electromagnetic perturbations localized near the leading edge of flows. Modern spacecraft observations
demonstrate that plasma flows with characteristics configuration of electromagnetic fields are commonly detected in
different planetary magnetospheres [123, 124, 125] and solar corona [see references in 126]. The leading front of such
plasma flows represents the electromagnetic pulse (a strong electromagnetic soliton wave). Charged particles can be
trapped into the Cherenkov resonance and accelerated by such a pulse [127, 128].

30



Figure 18: Function F(φ) (left panel), phase portrait of Hamiltonian Hφ, Eq. (111) (central panel), function f̃s(a) Eq. (112) (right panel).

A simple model of a plasma flow front describes a magnetic field directed along the z-axis and propagating with
a constant velocity vφ along the x-axis: Bz, f = δBz f (φ), where δBz > B0 is an amplitude of the front magnetic field,
and f (φ) defines the distribution of the front field along the x-axis [127]. Several more general configurations were
considered in [129, 130]. Phase φ = φ0 + (x− vφt)/L depends on the front scale L, which is usually much smaller than
the gyroradius of hot ions observed in planetary magnetospheres. The front electric field is equal to Ey, f = (vφ/c)Bz, f .
The corresponding vector potential is Ay, f = δBzL

∫
f (φ)dφ = δBzLF(φ). An example of F(φ) profile is shown in Fig.

18(a). Hamiltonian (98) of an ion moving in such an electromagnetic field is

H =
1

2m
p2

x +
1

2m
e2

c2 (B0x + δBzLF(φ))2 (107)

where we set pz = 0, because the Hamiltonian is independent of z. The Hamiltonian equations are

mẋ = px, ṗx = −
1
m

e2

c2 (B0 + δBz f (φ)) (B0x + δBzLF(φ)) (108)

Due to smallness of L, we can omit the term ∼ L and rewrite Eqs. (108) as

mẋ = px, ṗx = −mΩ2
0x (1 + bz f (φ)) (109)

where bz = δBz/B0. The equation for phase φ in the vicinity of the resonance φ̇ = 0 can be written as

φ̈

k
= −Ω2

0x (1 + bz f (φ)) (110)

Due to the fast variation of phase φ, we can assume x ≈ const and obtain a Hamiltonian for Eq. (110):

Hφ =
1
2

k2P2
φ + Ω2

0k−1x (φ + bzF(φ)) (111)

where Pφ = φ̇/k2 is a momentum conjugate to φ. Hamiltonian (111) is similar to Hamiltonian (34) for system (5)
when the amplitude of perturbation and the torque are proportional to slowly changing variable x. The phase portrait
of Hamiltonian (111) is shown in Fig. 18 (central panel). Although the perturbation ∼ F(φ) is not periodic, within a
certain range of φ the phase portrait is similar to one shown in Fig. 4.

For Hamiltonian (111), the area surrounded by the separatrix can be written using Eqs. (37-39):

S res =
2Ω0

k3/2

√
2|x| f̃s(a), a = bz

f̃s(a) =

φmax∫
φX

√
(φX − φ) + a (F(φX) − F(φ)) dφ (112)
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Figure 19: Numerical integration of system (109). Trajectory in the (x, px) plane (left panel), particle energy as a function of time (central panel),
and trajectory in (φ, φ̇) (right panel). Parameters are ω/Ω0 = 100, bz = 20, ω/k

√
h0/m = 0.5, initial energy h0 = 3(ω/k)2m.

Function f̃s(a) in (112) is independent of x and depends only on the amplitude of perturbation bz (see Fig. 18(right
panel)). For bz > 1, we have f̃s , 0 and, thus, S res increases with x. Once trapped, particles cannot leave the region
of oscillations around the resonance.

An example of such a trajectory is shown in Fig. 19. The particle rotates around the background magnetic field
(closed trajectories in the (x, px) plane) and crosses the resonance curve px = mvφ twice on each period of rotation.
In contrast with the system shown in Fig. 17, for system (107) the area S res increases in resonance for positive x.
Thus trapping happens at the right-hand intersection of trajectory by the resonance curve (see explanation of S res

behaviour in Sect. 3). As a result, trapped particles start moving with growing x (compare Figs. 17 and 19). Energy of
a trapped particle increases as ∼ t2 (see Eq. (54)). Trapped oscillations have a decreasing amplitude of φ oscillations
and increasing amplitude of φ̇ oscillations (see Fig. 19 (right panel) and [109, 131]).

Different profiles of f (φ) may appear in concrete models describing particle trapping and acceleration by elec-
tromagnetic waves or pulses: f (φ) = sin φ [119, 109], f (φ) = tanh(φ) [120, 132], f (φ) = φ exp(−(φ + φ0)2) [127].
Regardless of a specific type of f (φ), trapping into resonance with electromagnetic (as opposite to electrostatic)
“wave” results in an unlimited acceleration, as the area S res given by Eq. (112) always increases and trapped particles
cannot escape from resonance without external perturbations of system (see Sect. 8).

6.3. Nonlinear electrostatic localized structures in inhomogeneous magnetic field

In planetary aurora regions and Earth radiation belts, strong electron beams generate various electrostatic solitary
waves, such as double layers or electron holes propagating along a background magnetic field. In an inhomogeneous
magnetic field, such structures can trap particles into the Landau resonance and accelerate them to high energies
[133, 134].

Hamiltonian of electron in a strong inhomogeneous magnetic field and an electrostatic solitary wave field can be
written as (see Eq. (98))

H =
1

2m

(
p2

x + p2
z

)
+

1
2m

(e
c

B0(z)x
)2
− eΦ0F(φ) (113)

where F(φ) defines the shape of a scalar potential (see Fig. 20)(left panel)), and Φ0 is an amplitude of a scalar
potential. For the sake of simplicity, we assume that wave phase velocity vφ is constant:

φ =
(
z − vφt

)
/L (114)

The spatial scale of a solitary wave L is much smaller than a scale of magnetic field inhomogeneity B0(z).
In the absence of perturbations, Φ0 ∼ 0, Hamiltonian equations for Hamiltonian (113) are

ẋ = px/m, ż = pz/m

ṗx = −mΩ2
0(z)x (115)

ṗz = −mΩ0(z)Ω′0x2
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Figure 20: Resonance interaction of particles with electrostatic localized structures. Profiles F(φ) and f = dF/dφ (left panel). Phase portrait of
(121) (central panel). The area S res given by Eq. (122) (right panel) with S 0 = 2

√
4IxL3/Rm and eΦ0R/2IxL = 0.5.

where Ω0(z) = eB0(z)/mc and Ω′0 = ∂Ω0/∂z. In a strong background magnetic field the gyrofrequency Ω0 is large
enough to make oscillations in the (x, px) plane significantly faster than motion in the (z, pz) plane. For these fast
oscillations we can introduce new conjugate variables Ix, θ where Ix is an adiabatic invariant (see more details in
Appendix B):

Ix =
1

2π

∮ √
2mH − p2

z − (mΩ0(z)x)2dx =
2mH − p2

z

2mΩ0(z)
(116)

The new Hamiltonian does not depend on θ, therefore Ix is a constant:

H =
1

2m
p2

z + IxΩ0(z) (117)

The perturbed Hamiltonian we can be written as

H =
1

2m
p2

z + IxΩ0(z) − eΦ0F(φ) (118)

There is an effective potential energy IxΩ0(z) in Hamiltonian (118). Particle motion in the (z, pz) plane is described
by equations

ż = pz/m, ṗz = −IxΩ
′
0(z) +

eΦ0

L
F′(φ) (119)

Using definition of phase (114) we can rewrite Eqs. (119) as

L2φ̈ = −
IxL
m

Ω′0(z) +
eΦ0

m
F′(φ) (120)

As the phase φ changes much faster than z, we can integrate Eq. (120) to obtain Hamiltonian

Hφ =
1

2L2 P2
φ +

IxL
m

Ω′0(z)φ −
eΦ0

m
F(φ) (121)

where Pφ = φ̇L2 is a momentum conjugate to φ. In Hamiltonian (121) torque ∼ Ω′0 is produced by the inhomogeneity
of the background magnetic field. Phase portrait of Hamiltonian (121) is shown in Fig. 20(central panel). For a large
enough potential (eΦ0 > IxLΩ′0), there is a region filled with closed trajectories in the phase plane. Area of this region
is defined by Eq. (40):

S res = 2

√
2|Ω′0|

IxL3

m
fs(a), a = eΦ0/IxLΩ′0 (122)

Figure 20(right panel) shows that S res has a maximum at z = 0 (where Ω′0 = 0) and decrease with |z|. Thus, particles
can be trapped by solitary wave at large −ztrap where S res grows along the resonant trajectory ż = vφ > 0 and they
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Figure 21: A trajectory and the corresponding energy obtained with numerical integration of (120). Variables are normalised on Ω0(0) and initial
energy h0. System parameters are: vφ/

√
h0/m = 0.8, eΦ0R/LIxΩ0(0) = 1, RΩ0(0)/L = 100, RΩ0(0)/

√
h0/m =

√
2. To calculate these trajectories,

we chose a simple model of background magnetic field B0 ≈ (1 + (z/R)2).

escape from resonance at zesc = −ztrap. Corresponding change of particle energy in the resonance is described by
Eq. (117) with pz = mvφ and z = ztrap + vφt:

h =
1
2

mv2
φ + IxΩ0

(
ztrap + vφt

)
(123)

The resonant energy decreases for ztrap + vφt < 0 and increases for ztrap + vφt > 0. Due to the symmetry with respect
to the z = 0 plane, there is no net energy gain for a trapping-escape event, like in the system in Subsect. 6.1.

A typical example of particle trajectory is shown in Fig. 21. The particle moves along a closed trajectory in
the (z, pz) plane and becomes trapped with negative ztrap. The trapped motion takes the particle from z = ztrap to
z = zesc ≈ −ztrap > 0 almost horizontally in Fig. 21(left panel). Before the particle cross the z = 0 plane, the particle
energy decreases, whereas for z > 0 the particle energy increases and reaches approximately the same value as at the
moment of trapping.

In realistic space plasma systems such as Earth radiation belts, solitary electrostatic structures are often generated
around local minima of magnetic field, defined by Ω′0 = 0. The wave amplitude Φ0 depends on z and increases with
|z|. This condition allows solitary waves to trap and accelerate electrons [135, 136].

6.4. Obliquely propagating electromagnetic waves
The obliquity of waves (the presence of a wave number component directed along the background magnetic field)

affects the trapped particle motion and leads to particle escape from resonance [106, 137]. For the system from
Subsect. 6.2 with a periodic wave F(φ) = sin φ and φ = kxx + kzz − ωt, Hamiltonian (107) is

H =
1

2m

(
p2

x + p2
z

)
+

1
2m

e2

c2

(
B0x + δBzk−1 sin φ

)2
(124)

where k =

√
k2

x + k2
z . System (124) contains two pairs of conjugate variables (x, px), (z, pz) and is more complicated

than the original system with kz = 0. Assuming that the wave amplitude δBz = const is much smaller than B0, we
expand Hamiltonian (124):

H =
1

2m

(
p2

x + p2
z

)
+

1
2

mΩ2
0x2 + mΩ2

0
x
k

bz sin φ (125)

where Ω0 = eB0/mc = const, bz = δBz/B0. We introduce φ as a new canonical variable using a generating function

R = I (kxx + kzz − ωt) + Pxx + Pzz (126)
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where Px, Pz are new momenta, whereas x and z remain unchanged. The new Hamiltonian does not depend on z, thus
we can set Pz = const = 0 to get

H = −ωI +
1

2m

(
(Px + kxI)2 + (kzI)2

)
+

1
2

mΩ2
0x2 + mΩ2

0
x
k

bz sin φ (127)

The resonance condition φ̇ = 0 can be written as

∂H
∂I

= −ω +
1
m

(
kx (Px + kxI) + k2

z I
)

= 0 (128)

with the solution

Ires =
mkvφ − kxPx

k2 (129)

where vφ = ω/k = const. We expand Hamiltonian (127) around I − Ires:

H = Λ +
1

2m
k2 (I − Ires)2 + mΩ2

0
x
k

bz sin φ, (130)

Λ = −ωIres +
1

2m

(
(Px + kxIres)2 + (kzIres)2

)
+

1
2

mΩ2
0x2

= −
1
2

mv2
φ +

1
2m

Px

(
k2

z

k2 Px + 2mvφ
kx

k

)
+

1
2

mΩ2
0x2

We introduce new variable Pφ = I − Ires and write H − Λ in the form of Hamiltonian (34)

Hφ =
1

2m
k2P2

φ + mΩ2
0

kx

k2 xφ + mΩ2
0

x
k

bz sin φ (131)

where x is a slow variable. It follows from Eq. (40) for bz > kx/k there is a surrounded by the separatrix region with
trapped particles. Its area is

S res = 2
mΩ0

k2

√
2kx|x| fs(a), a = bzk/kx (132)

When S res ∼
√
|x| grows in the process of motion, particles can be trapped into resonance. In the (x, px, pz) space, the

isoenergetic surface of H = h = const is

h =
1

2m

(
p2

x + p2
z + m2Ω2

0x2 − (kmvφ/kz)2
)

(133)

where px = Px + kxI and pz = kzI − kmvφ/kz. This is an ellipsoid centered at the origin (x = 0, px = 0, pz = 0). To
obtain equation for the resonant plane, we combine Eq. (129) and pz = kzI − kmvφ/kz:

kx

k
px +

kz

k
pz = 0 (134)

The intersection of these two surfaces is a resonant curve R. The Larmor rotation in the background magnetic field
resides on intersections of the isoenergetic surface and planes pz = const. We use notation Lα for the intersection of
the isoenergetic sphere and a plane pz = p(α)

z = const.
Characteristic particle motion is shown in Fig. 22. Let initially pz = p(∗)

z < 0 and let L∗ cross the resonant curve.
In the process of Larmor motion the particle repeatedly passes through the resonance. Eventually, at a certain pz = p(0)

z
close to p(∗)

z , it is trapped into resonance. Of the two points where R crosses L0, trapping occurs where S res grows,
i.e., where d|x|/dt > 0. Direction of trapped motion on R is determined by Hamiltonian Λ (Fig. 22(left panel)). The
trapped particle moves along R until S res returns to its value at the moment of trapping. Upon that return, particle
escapes from resonance. It follows from the symmetry with respect to the origin that after the escape the particle
moves along another Larmor trajectory L1 with pz = p(1)

z = 2mvφk/kz − p(0)
z . Projections of L0 and L1 on the (x, px)

plane coincide. Hence net change of the particle energy E = (p2
x + Ω2

0m2x2 + p2
z )/2m due to trapping into resonance is

∆E =
1

2m
∆

(
p2

z

)
= 2vφ

(
mvφ − p(0)

z

)
(135)
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Figure 22: Numerical simulations of Hamiltonian (125). Characteristic trajectory (left panel); energy, coordinate, and momenta (central panel). A
stroboscopic map in the (x, px, pz) space showing multiple scatterings on resonance for Hamiltonian (125) (right panel). Variables are normalized
by x0 =

√
h0/m/Ω0, p0 =

√
h0m. The figure is adopted from [137].

All the energy gain is in the longitudinal component of the momentum. After several of Larmor periods with pz close
to p(1)

z , the particle can be trapped into resonance again. This time the trapping occurs at x < 0, because d|x|/dt > 0 at
x < 0 on this part of R. After the trapping, the particle moves along the resonant curve and escapes from resonance
near L0, thus returning close to its initial energy (Fig. 22(right panel)).

In the coordinate space, trapped particles move along the wave front. For the first trapping, this motion can be
divided into two stages. During the first stage, x grows with time and particles experience the surfatron acceleration
similar to Subsect. 6.2. If kz/k � 1 (i.e., k is almost perpendicular to the background magnetic field), the maximum
value of |x| on the resonant curve is |x|max ≈ vφk/Ω0kz, and trapped particles are significantly accelerated. It was
shown in Subsect. 6.2, that if kz = 0 the surfatron acceleration is unlimited (the duration of the first stage in infinite).
However, if kz , 0, the first stage is finite and during the second stage x decreases to its initial value. The particle gains
energy in the z-direction (motion along the background magnetic field) during both stages: pz grows in resonance (see
Fig. 22(central panel, left grey zone)). After escaping from resonance, a particle makes several gyrorotations and
becomes trapped again. This second trapping motion corresponds to pz decreasing in resonance (see Fig. 22(central
panel, right grey zone)).

Scattering on resonance produces diffusion of the particle energy even when trapping is impossible. A stroboscopic
map with a period 2π/ω of a long phase trajectory with multiple scatterings on resonance is shown in Fig. 22(central
panel). The dots uniformly cover a large part of the isoenergetic ellipsoid H = h. The two regions not covered by dots
around the poles correspond to Larmor trajectories that never cross the resonant plane. Motion there is regular.

To investigate the evolution of particle velocity distributions we performed a simulation of 106 test particles. The
initial distribution was uniform in the (x, px) plane and all particles had approximately the same values of pz ∼ 0.
In the (px, pz) plane, such a distribution looks like a narrow stripe pz ≈ const. After a certain time (tΩ0 ∼ 60), the
distribution becomes wider in pz due to the scattering. Moreover, some particles are trapped; for these particles the
pz-component of momentum grows with time. Therefore, in the (px, pz) plane there is a smooth cloud of particles with
small pz and a stripe of trapped particles (Fig. 23, t = t1). Then some of the trapped particles escape from resonance
and fill the region with large pz (Fig. 23, t = t2). This region spreads due to the scattering (Fig. 23, t = t3). After
a long enough time we observe three groups of particles in the (px, pz) plane: two groups with a relatively similar
number of particles (with small and large pz) and a stripe filled with captured particles.

Section summary. In this section we considered four nonrelativistic systems containing resonant interaction. Al-
though systems describe significantly different configurations of electromagnetic fields, we show that the same ap-
proach can be applied for their description. For each system we derived the resonant Hamiltonian Hφ and computed
the average change of particle energy due to trapping. These four examples cover a wide range of space plasma
systems where the resonant wave-particle interaction plays an important role for charged particle dynamics.
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Figure 23: The time evolution of particle distribution in momentum space (px, pz). The panels correspond to tiΩ0 = 60, 120, 360. Variables are
normalized on x0 =

√
h0/m/Ω0, p0 =

√
h0m. Figure is adopted from [137].

7. Particle acceleration in relativistic plasma systems

In this section we discuss three settings with trapping of relativistic particles. In Subsect. 7.1 we describe trapping
in the same system as in Subsect. 6.1 but for relativistic particles and show how relativistic effects change the dynamics
of trapped particles. Two other subsections discusses charged particle (electron) resonant interaction with whistler
waves in inhomogeneous magnetic field, which is a classical problem for near-Earth space plasma physics. We
consider two limits: very oblique propagation of a whistler wave relative to the background magnetic field (in this
case, the wave is almost electrostatic and can trap electrons into the Landau resonance), and a parallel propagation of
a whistler wave, when the wave is purely electromagnetic and can trap electrons into the cyclotron resonance.

As in Sect. 6, we restrict our consideration to 2D physical systems. Keeping the same configuration of the back-
ground magnetic field, as shown in Fig. 16, we obtain a relativistic Hamiltonian (cf. Eq. (98))

H =

√
m2c4 + c2 p2

x + c2 p2
z + e2A2

y(x, z) = mc2γ (136)

The corresponding Hamiltonian equations are

ẋ =
∂H
∂px

=
1

mγ
px, ż =

∂H
∂pz

=
1

mγ
pz

ṗx = −
∂H
∂x

=
e2

mc2γ
B0Ay (137)

ṗz = −
∂H
∂z

= −
e2

mc2γ
B0xAy

Comparing Eqs. (137) and Eqs. (99), we obtain for B0 = const (in which case B0x = 0) the new gyrofrequency Ω0/γ
where Ω0 = eB0/mc is a gyrofrequency in the nonrelativistic (γ → 1) case.

7.1. Electrostatic wave propagating across a weak magnetic field
This subsection generalizes results derived in Subsect. 6.1 to relativistic particles. The upper boundary of particle

velocity limits the background Lorentz force. If the wave electrostatic field exceeds the maximum Lorentz force, the
particle trapped motion (and acceleration) becomes infinitely long [44, 138, 139]. Analysis of similar systems with
electromagnetic waves can be found in [119, 140, 110], and effects of curved magnetic field lines were considered in
[141]. Effects of the 2-D fronts of waves (curvature of the wave front) were considered [142, 143].

A relativistic electron moving in a background uniform magnetic field B0 and a wave electrostatic field is described
by a Hamiltonian

H = mc2γ + eΦ0 sin φ (138)

γ =

√
1 +

( px

mc

)2
+

(eB0x
mc2

)2
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where Φ0 is an amplitude of the scalar potential, φ = φ0 + kx − ωt is a wave phase, ω � Ω0 = eB0/mc, and
vφ = ω/k = const < c is a phase velocity. The corresponding Hamiltonian equations are (cf. Eq. (101)):

ẋ = px/mγ, ṗx = −
mΩ2

0x
γ
− ekΦ0 cos φ (139)

Following Eqs. (7)-(9), we introduce momentum I conjugate to φ by generating function (cf. Eq. (7))

R = I (kx − ωt) + Pxx (140)

where (Px, x), (I, φ) are new variables

px =
∂R
∂x

= Px + Ik (141)

The new Hamiltonian takes the form (cf. Eq. (9))

H = −ωI +

√
1 +

(
Px + kI

mc

)2

+

(eB0x
mc2

)2

+ eΦ0 sin φ (142)

The resonant condition φ̇ = 0 can be written as

∂H
∂I

= −ω +
k
γ

(
Px + kI

m

)
= 0 (143)

γ =

√
1 +

(
Px + kI

mc

)2

+

(
Ω0x

c

)2

Solution of Eq. (143) is (cf. Eq. (17)):

Ires =
1
k

mc
vres

√
1 + (Ω0x/c)2√
1 − v2

res

− Px

 (144)

where vres = φ̇/c = ω/kc = const. Using Eqs. (33, 34) we can write the Hamiltonian near the resonance:

Hφ =
1
2

g(x)P2
φ − r(x)φ + eΦ0 sin φ

g =
∂2H
∂I2

∣∣∣∣∣∣
I=Ires

=

(
1 − v2

res

)3/2
mk2√

1 + (Ω0x/c)2
(145)

r = −
Ω2

0mx
k

1√
1 − v2

res

√
1 + (Ω0x/c)2

where Pφ = φ̇/g is a momentum conjugate to the phase φ. The area S res is defined by Eqs. (40) and (43):

S res =
2

1 − v2
res

Ω0

k2

√
2k|x| fs(a), a = −

ekΦ0

mΩ2
0x

√
1 − v2

res

√
1 + (Ω0x/c)2 (146)

For high-energy particles (e.g., for Ω0x/c � 1) we have

a = −
ekΦ0

mcΩ0

√
1 − v2

res = const (147)

If |a| > 1, S res grows with x. This is a crucial difference between the relativistic particle interaction with electrostatic
wave and a corresponding nonrelativistic system, where S res given by Eq. (104) drops to zero for large x. Figure 24
presents an example of a trajectory of a particle that is trapped by the electrostatic wave and does not escape from
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Figure 24: Trajectory and the corresponding energy from a numerical simulation of (139).

resonance (cf. Fig.17). The growth of S res for positive x (see Sect. 3) results in particle trapping at the right-hand side
of the closed trajectory in the (x, px) plane. The trapped particle starts moving along the resonant trajectory

px =
vres√

1 − v2
res

√
1 + (Ω0x/c)2 (148)

with increasing x and px. The trapped particle energy increases linearly with time γ =
√

1 + (px/mc)2 + (Ω0x/c)2 ∼√
1 + (Ω0t)2 ∼ t. This type of acceleration is called surfatron acceleration [44, 138, 106, 144, 145].

Using Eq. (64) we estimate a change of particle momentum px due to scattering on resonance in the relativistic
system (cf. Eq. (105)):

〈∆px〉 = −
(
1 − v2

res

)3/2
√

2
k|x|

ekΦ0

Ω0
fp (149)

The corresponding energy change ∆h is

∆h =
px

m
|〈∆px〉| = eΦ0γ0

(
1 − v2

res

)3/2 ω

Ω0

√
2

k|xtrap|
fp (150)

where γ0 is initial particle energy, and xtrap is a coordinate of resonance, which can be calculated from Hamiltonian
(138) with resonant condition px = γvresmc:

Ω0|xtrap| = c
√
γ2

0
(
1 − v2

res
)
− 1 (151)

For a sufficiently large wave amplitude (a � 1), fp ∼ 8
√

2/a and Eq. (150) takes a form

∆h = 4γ0

√
eΦ0v2

φm

(
1 − v2

res

)5/4(
1 +

(
Ω0xtrap/c

)2
)1/4 = 4

√
eΦ0γ0v2

φm

1 − v2
φ

c2

 (152)

where vφ = ω/k = vresc. Comparison of Eq. (152) with the analogous expression for nonrelativistic system Eq. (105)
shows that there is an additional factor

√
γ0(1− (vφ/c)2). Therefore the amplitude of energy change and the resonance

width in energy space are larger for γ0 > 1 and rapidly decrease when vφ reaches speed of light.
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7.2. The Landau resonance in an inhomogeneous magnetic field

This subsection generalises results derived in Subsect. 6.3 for relativistic systems, but instead of localised wave
pulses we consider a periodic wave. We consider electron trapping into the Landau resonance with an electrostatic
mode of a whistler wave propagating in an inhomogeneous magnetic field [146, 147]. Generalization of this system for
more sophisticated resonant conditions can be found in [148], effects of curved magnetic field lines were considered
in [149, 150]. The Hamiltonian of a relativistic electron is (see Eq. (136) and [146, 151])

H = mc2γ + eΦ0u(z) sin φ (153)

γ =

√
1 +

p2
x + p2

z

m2c2 +

(
eB0(z)
mc2 x

)2

where function u(z) defines the spatial distribution of the wave field. The general form of wave-phase in this case is

φ =

∫
k(z̃)dz̃ − ωt + nΩ0 (154)

where n is a resonance number. We focus on the Landau resonance, n = 0, and consider a strong background magnetic
field Ω0(z) = eB0(z)/mc > ω. Hamiltonian equations of unperturbed system, Φ0 ∼ 0, describe a nonlinear oscillator:

ẋ = px/mγ, ṗx = −Ω2
0xm/γ (155)

We introduce new variable Ix (see details in Appendix B):

Ix =
1

2π

∮
pxdx =

mc
2π

∮ √
γ2 −

p2
z

m2c2 −

(
Ω0(z)

c
x
)2

dx =
mc2

2Ω0(z)

(
γ2 − 1 −

p2
z

m2c2

)
(156)

The Hamiltonian can be written as

H = mc2γ + eΦ0u(z) sin φ (157)

γ =

√
1 +

p2
z

m2c2 +
2Ω0(z)Ix

mc2

Here Ix is a particle magnetic moment and is conserved in the absence of perturbations that depend on x. We use a
generating function R to introduce the phase φ as a new variable (see details in Eqs. (7)-(9)):

R = I
(∫

k(z̃)dz̃ − ωt
)

+ Pzz (158)

Therefore, the old momentum pz is

pz =
∂R
∂z

= Pz + Ik(z) (159)

In the new variables the Hamiltonian is

H = −ωI + mc2γ + eΦ0u(z) sin φ

γ =

√
1 +

(Pz + kI)2

m2c2 + Y Y =
2Ω0(z)Ix

mc2 (160)

Resonant condition φ̇ = 0 for Hamiltonian (160) is given by equation

∂H
∂I

= −ω +
k

mγ
(Pz + kI) = 0 (161)
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Figure 25: A trajectory and the corresponding energy variation obtained by a numerical integration of (157). Magnetic field is approximated by a
dipole field B0(z) [112], and u(z) = z2/(z2 + 0.02) function is defined from a whistler wave model [146]

Solution of Eq. (161) is (cf. Eq. (144)):

Ires =
1
k

mc
vres
√

1 + Y2√
1 − v2

res

− Pz

 (162)

where vres = vφ/c = ω/k(z)c depends on z. Using Eqs. (33, 34) we can write the Hamiltonian near the resonance as

Hφ =
1
2

g(x)P2
φ − r(x)φ + eΦ0u(z) sin φ

g =
∂2H
∂I2

∣∣∣∣∣∣
I=Ires

=

(
1 − v2

res

)
mk2

γres

r = mc2 {γres, Ires} = −
mc2W

γres
(
1 − v2

res
) (163)

W = k−1
(
YY ′ + γ2

resvresv′res

)
, γres =

√
1 + Y√

1 − v2
res

where Pφ = φ̇/g is a momentum conjugate to the phase φ, Y ′ = (dΩ0/dz)Ix/mc2, v′res = dvres/dz. The area S res is
defined by Eqs. (40):

S res =
2mc
√

2W(
1 − v2

res
)

k
fs(a), a = −

eΦ0u
mc2

γres

(
1 − v2

res

)
W

(164)

Using Eq. (47) we can write expression for probability of trapping:

Π ≈
γresvres

(
1 − v2

res

)
2πW

1
mc

∂S res

∂z
(165)

Example of a particle trajectory in system (157) is shown in Fig. 25. The particle moves around a closed trajectory
in the (z, pz) plane. The area S res grows for positive z, where the particle becomes trapped and starts accelerating.
At some distance from z = 0, S res starts decreasing and the trapped particle escapes from resonance. After leaving
the resonance, the particle starts moving along a closed trajectory with a larger radius. The increase of oscillation
amplitude in the (z, pz) plane corresponds to the increase of particle energy due to the acceleration in trapping.
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7.3. The cyclotron resonance in an inhomogeneous magnetic field
In this subsection we consider the cyclotron resonance between relativistic electrons (γ > 2) and a whistler wave

propagating along an inhomogeneous magnetic field. The Resonance condition for such systems, pzk/m = ωγ − Ω

depends on the gyrofrequency Ω [152, 153] and is significantly different from the Cherenkov (pk/m = ωγ) or the
Landau (pzk/m = ωγ) resonances.

An electromagnetic whistler wave propagating parallel to the background magnetic field can be described by two
components of a vector potential

Ay = A sin φ, Ax = −A cos φ

φ =

∫
k(z̃)dz̃ − ωt (166)

Hamiltonian (136) is

H =

√
m2c4 + p2

z c2 + (cpx − eA cos φ)2 + (eB0x + eA sin φ)2 (167)

Assuming that wave energy eA is much smaller than the particle rest energy mc2, we can expand Hamiltonian (167):

H = mc2γ +
eA
γmc

(Ω0mx sin φ − px cos φ)

γ =

√
1 +

p2
x + p2

z

m2c2 +

(
Ω0x

c

)2

(168)

where Ω0(z) = eB0(z)/mc. For unperturbed system (A ∼ 0) we can introduce a new variable Ix (see Eq. (156) and
Appendix B):

Ix =
1

2π

∮
pxdx =

mc2

2Ω0

(
γ2 − 1 −

p2
z

m2c2

)
(169)

Coordinates (x, px) can be rewritten using Ix and a conjugate variable ψ:

x =
√

2Ix/mΩ0 sinψ, px =
√

2IxmΩ0 cosψ (170)

Substituting Eqs. (170) into Eq. (168) we obtain

H = mc2γ −
eA
γ

√
Y cos (φ + ψ) (171)

γ =

√
1 +

p2
z

m2c2 + Y , Y =
2IxΩ0

mc2

Corresponding Hamiltonian equations are

İx = −
∂H
∂ψ

= −
eA
γ

√
Y sin (φ + ψ)

ψ̇ =
∂H
∂Ix

=
Ω0

γ
−

eA
2Ixγ

√
Y cos (φ + ψ)

ṗz = −
∂H
∂z

= −
1
γ

Ω′0

2Ω0
Y −

ekA
γ

√
Y sin (φ + ψ) −

eA
γ

Ω′0

2Ω0

√
Y cos (φ + ψ)

ż =
∂H
∂pz

=
pz

mγ
(172)

We use the following generating function to introduce new phase ζ = φ + ψ and conjugate momentum I:

R = I
(
ψ +

∫
k(z̃)dz̃ − ωt

)
+ Pzz + Ĩxψ (173)
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where (z, Pz), (ψ, Ĩx) are new variables: pz = kI + Pz, Ix = Ix + I. The new Hamiltonian takes the form:

H = −ωI + mc2γ −
eA
γ

√
Y cos ζ (174)

γ =

√
1 +

(kI + Pz)2

m2c2 + Y , Y =
2(Ĩx + I)Ω0

mc2

Hamiltonian (174) does not depend on ψ anymore. Thus, the conjugate momentum Ĩx is conserved and can be set to
zero: Y = 2IΩ0/mc2. The resonant condition for Hamiltonian (174) becomes

ζ̇ =
∂H
∂I

= −ω +
1
γ

(
Ω0 + k

kI + Pz

m

)
= 0 (175)

Solution of Eq. (175) is

kIres

mc
=

vres√
1 − v2

res

√
1 −

(
Ω0

kc

)2

− 2
Ω0

kc
Pz

mc
−

Ω0

kc
−

Pz

mc
(176)

where vres(z) = vφ(z)/c = ω/k(z)c. The corresponding resonant energy γres is

γres =
1√

1 − v2
res

√
1 −

(
Ω0

kc

)2

− 2
Ω0

kc
Pz

mc
(177)

We expand Hamiltonian (174) around the resonance I = Ires:

H = mc2Λ +
1
2

(I − Ires)2 −
eA
γres

√
Yres cos ζ

Λ = −
ωIres

mc2 + γres =
1

vres

(
Ω0

kc
+

Pz

mc

)
Yres =

2IresΩ0

mc2 = 2
Ω0

kc

(
vresγres −

Ω0

kc
−

Pz

mc

)
g =

∂2γ

∂I2

∣∣∣∣∣∣
I=Ires

=
k2

γresm

(
1 − v2

res

)
(178)

We introduce I − Ires as a new variable Pφ = φ̇/g and rewrite the resonance Hamiltonian as (see Eqs. (33, 34)):

Hφ =
1
2

gP2
φ − rφ −

eA
γres

√
Yres cos ζ

r = mc2 {γres, Ires} =
mc2W

γres
(
1 − v2

res
)

W =
1
k

(
v2

R
k′

k
+

Ω0

kc
Ω′0

Ω0

Pz

mc

)
(179)

where vR = vresγres −Ω0/kc = (ωγres −Ω0)/kc. The area S res is (see Eq. (40)):

S res = 2
mc

1 − v2
res

1
k

√
2 |W | fs(a), a = −

eA
√

Yres

γresr
= −

eA
mc2

1 − v2
res

W

√
Yres (180)

In Hamiltonian (179) and Eqs. (180) momentum Pz equals to the resonant value Pres(z), which is defined from
unperturbed Hamiltonian (174) with initial energy hinit:

Pres =
mc
vres

 hinit

mc2 −
Ω0

ω
+

√
1 − v2

res

√
1 +

(
Ω0

ω

)2

− 2
hinit

mc2

Ω0

ω

 (181)
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Figure 26: A trajectory and the corresponding energy variation obtained with a numerical integration of (172).

Substituting (181) to Eq. (177), we obtain γres(z) along the trapped trajectory

γres =
1

vres
√

1 − v2
res

Ω0

ω

√
1 − v2

res −

√
1 +

(
Ω0

ω

)2

− 2
Ω0

ω

hinit

mc2

 (182)

A typical particle trajectory for Hamiltonian (171) is shown in Fig. 26. The particle oscillates in the (z, pz) plane
and becomes trapped with a positive z. In contrast to the Landau resonance (see Fig. 25), trapping results in a decrease
of the radius of particle trajectory in the (z, pz) plane. Near z ∼ 0 a particle escapes from resonance with a net gain of
energy and starts moving along a closed trajectory with a smaller radius.

Using Eq. (47) we have for the probability of trapping:

Π ≈
{S res,Λ}

2π |r|
=

1
2πmc

γres

(
1 − v2

res

)
vres |W |

(
∂S res

∂z
−

Ω′0

Ω0

Ω0

kc
mc

∂S res

∂Pz

)
(183)

where Λ is defined by Eq. (178). Equation (183) shows that probability of trapping in 2D case (when S res = S res(z, Pz))
is much more complicated than for 1D system (e.g., the Landau resonance considered in Subsect. 7.2). A detailed
investigation and numerical simulations of Eq. (183) were reported in [154].

Section summary. In this section we considered three relativistic systems with wave-particle resonant interaction. The
relativistic effect changes the wave-particle resonance interaction by limiting the Lorentz force acting on particles.
This problem is essentially important for description of electron acceleration in the near-Earth plasma environment.

8. Stability of trapped particle motion

This section discusses the stability of trapped particle motion in several systems described in Sects. 6, 7. Although
in this section we consider only effects of an external nonresonant noise resulting in instability of trapped particle
motion, the nonlinear resonant interaction can be destroyed by other types of instability. The most important one
is the sideband instability leading to spread of wave spectra and stochastization of trapped particle motion due to
resonances with satellite waves [e.g., 155, 17, 18]. Similar effects of particle motion stochastization and particle
trapping destruction can provide several waves simultaneously resonating with particles [e.g., 156, 131, 157]. These
effects are not considered in our review but should be analyzed and estimated for any plasma system where nonlinear
wave-particle interaction is considered. We start with a general consideration of effects of fluctuations of background
magnetic field on trapped particle motion, and then consider one particular system where such fluctuations result in
the destruction of the wave-particle resonant interaction.
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8.1. Destruction of the trapped motion invariant
In this subsection we return to the systems considered in Subsect. 6.2, 7.1, 7.2 and show how magnetic field

fluctuations can destroy the trapped particle motion and cause the diffusive escape of particles from resonance [158,
159]. We start with a consideration of general effects of magnetic field fluctuations on behavior of system (34), for
which the particle dynamics in the (φ, Pφ) plane has a Hamiltonian

Hφ =
1
2

g(x)P2
φ − r(x)φ + εu(x) sin φ (184)

In (184), r(x), u(x), and g(x) are functions of the coordinate along a resonance trajectory. Dynamics in the (φ, Pφ)
plane is described by Hamiltonian equations

Ṗφ = r − εu cos φ, φ̇ = gPφ (185)

Consider a particle trajectory oscillating near the bottom of the potential well in the (φ, Pφ) plane. At the bottom,
the potential energy U = Ω2

tr(sin φ − (r/uε)φ) (where Ωtr =
√
εu) has a minimum, yielding φ = φ0 = arccos(r/εu).

Expanding Hamiltonian (184) near φ0 we obtain

Hφ =
1
2

gP2
φ +

1
2

Ω2
tr (φ − φ0)2 + const (186)

Equation (186) shows that gΩtr is frequency of trapped particle oscillations only at the bottom of the potential well in
the (φ − φ0, P) plane. However, this term can be used to estimate the frequency of oscillations over almost the entire
region filled by closed trajectories (except near the separatrix), because the actual frequency depends very weakly on
the position of a particle (see, e.g., [160, 161]). The period of trapped particle oscillations, 2π/(gΩtr), is small as
compared with typical timescales of x variation.

The periodicity of trapped particle motion in the (φ, Pφ) plane allows us to introduce an action variable Iφ =

(2π)−1
∮

Pφdφ (see [162]). In a system with constant x, the particle trajectory in the (φ, Pφ) plane does not evolve and,
thus, the area surrounded by this particle trajectory is conserved exactly. In more realistic cases with slow variations of
x, the action Iφ becomes an adiabatic invariant of (184), [162, 104], i.e., the area 2πIφ is conserved to a high degree of
accuracy even if the effective potential U varies with x (with time). Thus, Iφ can be used to characterize a trajectory of
trapped particle motion. Consider a solution of Hamiltonian equations (185) for a particle initially trapped at x = x0.
As x > x0 slowly changes, the particle motion in the (φ, Pφ) plane is shown in Fig. 27. The action Iφ is calculated as

Iφ =
1

2π

∮
Pφdφ =

1
π

√
2
g

φ2∫
φ1

√
Hφ + rφ − εu sin φdφ (187)

where φ1,2 are to roots of the equation Hφ + rφ − εu sin φ = 0. The variations of parameters g, r, and ε result in the
observed evolution of the particle trajectory in the (φ, Pφ) plane, but the action Iφ is conserved. There are only very
small amplitude oscillations of Iφ, corresponding to the fact that integral (187) is calculated for a frozen x, while there
are actually small variations of x within one period of trapped particle oscillations in the (φ, Pφ) plane.

Let us consider a whole cycle of charged particle motion, including particle trapping and escape from resonance.
We start the numerical integration at x = 0, and select a trajectory which becomes trapped (see Fig. 28). We can use
the conservation of Iφ for trapped particles to determine when a particle enters and escapes from resonance. At the
moment of trapping, 2πIφ = S res (see Eq. (40)). Thus, the trapped particles escape from resonance when S res again
becomes equal to 2πIφ. An example of particle escape from resonance is shown in Fig. 28.

Figure 28 demonstrate that in the trapped motion the adiabatic invariant Iφ is conserved in the original wave-
particle system. However, if an additional (external) force inducing variations of Iφ is present, then 2πIφ could become
equal to S res, leading to particle escape from resonance. In the next section, we consider the effects of such an external
force and demonstrate that it may eventually lead to the destruction of the adiabatic invariant Iφ.

The magnetic field fluctuations are mostly non-resonant: their frequencies, although of the same order as the main
wave frequency, are assumed to differ sufficiently from it. Therefore we can neglect resonant interactions between
particles trapped by the main wave and the fluctuations (in contrast to cases considered in [18, 157]). Here we
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Figure 27: A characteristic particle trajectory in the (φ, Pφ) plane. The right panels show two fragments of the trajectory (at the beginning and just
before escape from resonance). The figure is adopted from [159].

Figure 28: A trapped particle trajectory. The middle panel shows two fragments of the trajectory in the (φ, Pφ) plane: just after trapping (dashed
curve) and just before the escape (solid curve). Iφ and S res profiles are shown in the right panel. The Figure is adopted from [159].

46



consider only fluctuations parallel to the background field line (transverse fluctuations were briefly addressed in [16]).
Such fluctuations can be included into the term ∼ r in Hamiltonian (184) as ≈ r1δb with δb being an amplitude of
magnetic field fluctuations. In other words, r can be expressed as a sum of unperturbed r and perturbations r1δb. The
dependence of fluctuations on x is included into the r1(x). Hamiltonian (184) takes the form

Hφ =
1
2

gP2
φ − rφ + εu sin φ − r1φδb (188)

To keep our approach as general as possible, we do not specify the type of fluctuations δb but simply introduce two
parameters characterizing it: the timescale τ and variance Var(δb) = σ. Magnetic field fluctuations are assumed to be
high-frequency, such that τΩtrg � 1, and both fast variables (φ, Pφ) and slow variable x change only weakly over one
time step (time interval ∼ τ) of fluctuations.

As Ωtrg = ∂Hφ/∂Iφ (see [162]), we have for the change ∆Iφ on one time step (∼ τ) of fluctuations:

∆Iφ =
∆Hφ

Ωtrg
= −

r1δb
Ωtrg

∆φ (189)

where all functions on the right-hand side of Eq. (189) are evaluated at the same moment within one time step of
fluctuations, while ∆φ is the change of φ between the beginning and end of this step. This change ∆φ over a small
time step τ is ∆φ = gPφτ. Thus, Eq. (189) can be rewritten as

∆Iφ = −
r1δb
Ωtr

Pφτ (190)

On the right-hand side of Eq. (190), δb changes much faster than Pφ, and both δb and Pφ change faster than g(x),
Ωtr(x), or r1(x). One period of particle oscillations in the (φ, Pφ) plane, 2π/gΩtr, includes many steps ∼ τ, but is short
enough to keep x unchanged. Over this period the variance of ∆Iφ is

Var
(
∆Iφ

)
=

(
r1τ

Ωtr

)2

Var
(
Pφδb

)
(191)

We assume that fluctuations δb and variations of Pφ are statistically independent and, thus, Var(δbPφ) = σVar(Pφ).
The term Var(Pφ) can be considered as a sum of M � 1 values of P2

φ calculated within consecutive time steps τ (i.e.,
between successive changes of δb):

Var
(
Pφ

)
=

1
M

M∑
i=0

P2
φ,i =

M∑
i=0

P2
φ,iτ

M∑
i=0
τ

≈
gΩtr

2π

∮
P2
φdt =

Ωtr

2π

∮
Pφdφ = ΩtrIφ (192)

where we took into account the smallness of τ. Substituting Eq. (192) into Eq. (191), we obtain:

Var
(
∆Iφ

)
=

(r1τ)2

Ωtr
Iφσ (193)

The evolution of Iφ can be viewed as a random walk. We describe the behavior of an ensemble of such randomly
walking trajectories (an ensemble of particles) in terms of the particle distribution function Ψ(Iφ, t): the probability
for a particle to have the value of adiabatic invariant in the interval (Iφ − δIφ/2, Iφ + δIφ/2) at the time t is given by
Ψ(Iφ, t)δIφ. For this distribution Ψ(Iφ, t) we can write a diffusion equation:

∂Ψ

∂t
=

∂

∂Iφ

(
DII

∂Ψ

∂Iφ

)
(194)

In Eq. (185), we introduced the diffusion coefficient DII = Var(∆Iφ)/τ. Switching from t to x (via the Hamiltonian
equation for system (30)) in Eq. (194) we get:

∂Ψ

∂h
=

∂

∂Iφ

(
Iφ
∂Ψ

∂Iφ

)
(195)
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Figure 29: Three examples of the evolution of distributions of trapped particles Ψ(i). All particles with i > 1 are assumed to escape from the system
within a very short time interval. The right panel shows the evolution of the number of trapped particles for these three examples. Figure is adopted
from [159].

where h = σ τ h1(x) and h1(x) is defined by x(t) solution of Hamiltonian equation for Hamiltonian (30).
The boundary of the region filled by trapped trajectories is determined by the (changing along the trajectory) value

of the area S res. Renormalizing i = 2πIφ/S res, we can rewrite Eq. (195) in a dimensionless form:

∂Ψ

∂K
=
∂

∂i

(
i
∂Ψ

∂i

)
(196)

where K = σ τ h1(x)/S res. Equation (196) describes the evolution of the distribution Ψ(i) of trapped particles.
For a given initial distribution, one can calculate the number of particles remaining trapped for a given value of K.
Solutions of Eq. (196) are shown in Fig. 29 for three types of initial distributions: (a) a uniformly filled region of
trapped particles, (b) trapped particles originally residing only at the bottom of the potential well, and (c) for only
recently trapped particles, with i ∼ 1. The right panel of Fig. 29 shows that in all three cases the number of trapped
particles diminishes as K increases, ultimately decreasing to 50%-20% already for K = 0.2. Consequently, to estimate
the amount of detrapped (escaped) particles in realistic systems, one simply needs to evaluate K = στh1(x)/S res.

8.2. Wave-particle resonance in a fluctuating magnetic field
Let us a consider particular plasma system with magnetic field fluctuations and demonstrate the applicability of

proposed approach. The geometry of the system in the same as in Subsect. 6.2: a background magnetic field B0 and
a random magnetic field BΓ(t) are directed along the z-axis, a plane electromagnetic wave (with a frequency ω and
wave vector k) propagates along the x-axis, particles move in the (x, y) plane. Equations of motion of a non-relativistic
particle (a relativistic analog was considered in [163]) are

ẋ = vx, ẏ = vy

v̇x = Ω0vy (1 + Γ(t) − bz sin(φ))
v̇y = −Ω0vφbz sin(φ) −Ω0vx (1 + Γ(t) − bz sin(φ))

(197)

System (197) is equivalent to system (109) with vφ = ω/k and

vy = −Ω0

(
x + Γ(t) + bzk−1 cos φ

)
, vx = px/m (198)

The wave amplitude is Bz = bzB0, gyrofrequency is Ω0 = eB0/mc, and magnetic field fluctuations are BΓ(t) = Γ(t)B0.
We assume that Γ(t) is a random process with zero mean (a non-zero mean can be included in B0). Γ(t) is constant
during the fixed time interval τ and when t = tn = τn (n = 1, 2, 3 . . .) the value of Γ(t) changes randomly according
to its probability distribution. We also assume that k � 1 and the high-frequency fluctuations corresponds to τ � 1.
This means that during one cyclotron gyration a particle experiences many Γ(t) changes. The averaging of Eq. (197)
over the fast-oscillating random field corresponds to omitting the terms with Γ(t). In such a system, the majority of
particles moves around the Larmor circles described by Eqs. (100). Over one period of Larmor rotation, most of the
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particles scatter on resonance. However, some particles can be trapped into resonance. In the absence of the random
field Γ(t), the equations of trapped motion are

v̇y = −Ω0vφ, φ̈ = Ω0kvy (1 − bz sin(φ)) (199)

As k � 1, φ changes much faster than vy. The Hamiltonian for the second equation in (199) is

Hφ =
1
2

k2P2
φ −Ω0k−1vy (φ + bz cos(φ)) (200)

where Pφ = φ̇/k2. A characteristic frequency of φ oscillations is Ωtr =
(
|vy|bzk

)1/2
.

The trapped motion has an adiabatic invariant, Iφ = (1/2π)
∮

Pφdφ, which is the area under the unperturbed
trajectory. The once-trapped particle stays trapped as long as 2πIφ is smaller than the area S res,

S res =
2
√

Ω0k|vy|

k2

φ+∫
φ−

√
φ − φ+ + bz (cos(φ) − cos(φ+)) dφ (201)

where φ± are solutions of the equation sin φ = 1/bz. As the particle accelerate in the resonance, |vy| ∼ vφt, see
Eq. (199), and the value of S res grows. Together with the conservation of Iφ (which is the case in the absence of
fluctuations of the magnetic field) the growth of S res ensures the permanent trapping.

The particle motion is qualitatively different for different values of Ωtrτ. We consider the case Ωtrτ � 1. The
presence of fast oscillations of the magnetic field does not significantly change the dynamics of particles during the
Larmor rotation, but, as we showed above, is important for the resonance motion. Equations (199) become

v̇y = −Ω0vφ (1 + Γ(t))
φ̈ = Ω0kvy (1 − bz sin(φ)) + Ω0kvyΓ(t) (202)

Due to random fluctuations, the value of Iφ changes. As Ωtr = dHφ/dIφ (see [162]), we have (cf. Eq. (190)):(
∆Iφ

)
n
≈

1
Ωtr

k2Pφ

(
∆Pφ

)
n

=
1

Ωtr
PφτΩ0kvyΓ(tn) (203)

A typical dynamics of a single particle is illustrated in Fig. 30. The particle is trapped at the rightmost point of the
small circle at the center of Fig. 30(left panel). At the moment of trapping, Iφ = S res/2π. Then S res starts growing

as ∼
(
vφΩ0bzkt

)1/2
and Iφ changes according to Eq. (203). If τ is sufficiently small, at the initial stage S res grows

faster than Iφ and particle falls toward the bottom of the potential well during the first few rotations in the (φ, Pφ)
plane. While the particle is deep inside the well, its dynamics is quite similar to the dynamics without Γ(t) discussed
above. The particle accelerates (the horizontal strip, with the growing width in Fig. 30(left panel)) and Ωtr grows.
In Fig. 30(right panel), the dashed line is Ωtr =

(
vφΩbzkt

)1/2
and the solid line is the numerical value, obtained as

the inverse of twice the time between two consecutive crossings of the φ̇ = 0 line (times 2π). The deviations of the
numerical value from the theoretical line are due to the (weak) dependence of Ωtr on Iφ(t), in other words, on the
position of the particle inside the separatrix loop. If the particle comes close to the separatrix, the ratio 2πIφ(t)/S res(t)
increases and Ωtr(I) decreases, which is the most pronounced near tΩ0 ≈ 68 and at the very right, where the particle
comes close to the separatrix and eventually crosses it. However, the dependence of Ωtr on Iφ(t) is indeed quite weak:
deviations of numerical Ωtr(t) from theoretical curve are much smaller than variations of Iφ(t).

The evolution of Iφ can be viewed as random walk (203) with time-dependent statistics of the steps, see
Fig. 30(right panel). The inset shows the magnification of a typical interval containing several periods, ∼ 2π/Ωtr.
If in the process of the random walk the value of 2πIφ exceeds the current value of S res, the particle is released from
resonance and starts moving along a larger Larmor circle.

To describe evolution of the particle probability distribution Ψ(Iφ, t), we consider Eq. (194) with the diffusion
coefficient DII(I, t) given by the variance of the right hand side of Eq. (203):

DII ≈

(
kvyτΩ0

Ωtr

)2

Var
(
Pφ(tn)Γ(tn)

)
(204)
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Figure 30: Capture and release in the presence of fluctuations. Figure is adopted from [158].

In Eq. (204) we took into account that random walk (203) has two distinct time scales. The first one is the period
of a single rotation in resonance (∼ 2π/Ωtr). The other is the time at which the resonance orbit evolves. Results of
numerical simulations presented in Fig. 30 indicate that a typical particle makes many turns before being released
from trapping, and for a one period of trapped motion the values of Ωtr and vy can be considered to be constant.
Assuming that Pφ(tn) and Γ(tn) are uncorrelated and have zero mean, we get (cf. Eqs. (192,193))

DII ≈

(
vyτΩ0

Ωtr

)2

ΩtrIφσ (205)

where we denoted σ = Var (Γ(tn)). As it was noted above, we can neglect the dependence of Ωtr on Iφ (except in the

immediate vicinity of the separatrix) and assume Ωtr ∼
(
|vy|Ω0bzk

)1/2
. As |vy| ∼ vφΩ0t, we get

∂Ψ

∂t
= t3/2D0

∂

∂Iφ

(
Iφ
∂Ψ

∂Iφ

)
, D0 = Ω3

0

√
v3
φ

bzk
τσ (206)

Introducing a new time, t′ = (2/5)t5/2, we can reduce Eq. (206) to a standard diffusion equation

∂Ψ

∂t′
= D0

∂

∂Iφ

(
Iφ
∂Ψ

∂Iφ

)
(207)

The long-time dynamics of an ensemble of particles can be described as follows: assume the initial distribution,
Ψ(Iφ, 0), to be a δ-function at a given value of Iφ = I0. The value of S res at that moment is S 0 = 2πI0. After that S res

starts growing as S res ∼
√

Ω0bzvφt/k3 ∼ (t′)1/5. Meanwhile the evolution of Iφ can be described as a random walk
(203) and Ψ(Iφ, t) starts drifting and spreading according to (207). It follows from (207) that on a given trajectory the
expected value of Iφ grows as ∼ D0t′ ∼ D0t5/2. In an asymptotical regime (when t � 1) S res grows slower than the
expected value of Iφ. At a certain moment t = t∗ defined as 2πIφ(t∗) = S res(t∗), the particle is released from trapping.

At that moment
√

Ω2
0bzvφt∗/k3 ∼ 2πD0t5/2

∗ , and the velocity of a particle at the moment of release is

vmax = vφΩ0t∗ ∼ vφ

√
bz

2πσ
1

τkvφ
(208)

We performed a set of numerical simulations for different values of k, τ, and σ. For each set of parameters, we
computed the average value of the maximum velocities achievable in the process of trapping by integrating Eq. (197)
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Figure 31: Ensemble average of vmax as a function of k, τ, and σ (left panels). The distributions of vmax (right panel). ∆N is the number of particles
with vmax and N is the total number of particles. Figure is adopted from [158].

for an ensemble of 103 particles all starting with the initial energy hinit = (v2
x + v2

y)/2v2
φ = 2 (for each particle, the value

of the initial angle arctan(vy/vx) was chosen randomly). For each trajectory we used an individual realization of Γ(t).
We computed the final velocity and averaged it over the ensemble. The results are presented in Fig. 31(left panels).
The symbols are the results of numerical simulations and the curves are obtained from analytic description (208). One
can see that the estimates of scaling of vmax are in a good agreement with the results of the direct numerical modeling.

To verify the PDF-based description (207) and the evolution as random walk (203), we performed two types of
numerical simulations. We integrated exact system (197) with ω/Ω0 = 100, σ = 1, τΩ0 = 10−3 for 104 particles with
initial energy hinit = 2 until the release from resonance and computed the distribution of vmax. We also computed 106

trajectories as a random walk of Iφ using (203) as long as Iφ(t) < S res(t)/2π. For each trajectory we obtained its value
t∗ such that Iφ(t∗) = S res(t∗)/2π and computed vmax = vφΩ0t∗. Two distributions of vmax are presented in Fig. 31(right
panel): their similarity shows that the random walk approximation can adequately describe the dynamics of Eq. (197).

Section summary. In this section we described effects of the background magnetic field fluctuations on wave-particle
resonant interaction. We showed that resonant interaction can be destroyed by fluctuations and trapped particles could
escape from resonance due to external nonresonant fluctuations. This effect imposes a limit on resonant particle
acceleration in realistic space plasma environments.

9. Discussion and open questions

9.1. Four steps to kinetic equation

The theory of nonlinear resonant wave-particle interaction started from pioneering works of [164, 34, 35] and
rapidly developed into a significant branch of plasma physics [e.g., 165, 166]. In last two decades this theory became
increasingly important for investigations of space and laboratory plasma systems as advanced measurements of wave
signal onboard modern spacecraft [167, 168, 60, 169, 170, 171, 172, 173] and in laboratory experiments [93, 94,
95, 96] pointed at a significantly nonlinear nature of charged particle interaction with many different plasma waves.
Although the quasi-linear theory of particle scattering by broad ensembles of low amplitude waves still provides quite
a satisfactory explanation of many observed features of the long-term dynamics in various near-Earth plasma systems
[e.g., 174, 87], more and more often the theory of nonlinear resonances is required to properly describe transient
variations of measured charged particle fluxes [e.g., 175, 176].

In this review we considered a method construction of universal approach for description of the particle distribution
evolution in systems with numerous nonlinear resonances. This approach consists of four main steps
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Averaging and structure of resonance: Starting from the Hamiltonian for resonant particles in a specific electro-
magnetic field configuration, obtain expressions for Hamiltonians of slow motion and determine the location of
resonance(s) in the phase plane;

Individual resonance interaction: Determine the properties of a single resonant interaction (the amplitude of scat-
tering, energy change due to trapping) for a individual particle trajectory;

Collective properties at multiple crossings: Average the individual resonant particle properties over a particle en-
semble and multiple resonance interactions to determine collective properties: probability of trapping, velocity
of particle drift in energy space, energy drift and diffusion due to scattering;

Kinetic equation: Construct a kinetic equation including collective (averaged) properties of resonant interaction;

A kinetic (master) equation derived following these steps is [177]

∂Ψ

∂t
=

∫
K

(
v − v′

)
Ψ

(
v′

)
dv′ (209)

with an analytical expression for operator K(v, v′). The derived kinetic equation opens an opportunity to quantify the
impact of nonlinear wave-particle interaction on dynamics of particles in various space plasma systems. Although this
equation is rather general, there are several questions which should be addressed before for realistic plasma systems.

9.2. Open questions

So far the evolution of particle distributions, Ψ, in the system with the nonlinear wave-particle interaction was
described using a simplified test particle approach [e.g., 178, 179] or by a numerical construction of an integral
operator K acting on the particle distribution [180, 181]. These approaches, when tailored to a particular parameter
range, can provide a sufficiently accurate description of the resonant particle dynamics in some plasma systems.
However, their accuracy is not sufficient for a description of long-term evolution of Ψ due to very different scales
of resonant particle velocity change in two nonlinear phenomena: scattering and trapping. A small population of
particles is trapped and accelerated by intense waves, and an accurate numerical modelling of this population must
take a large range of velocities into account. On the other hand, the vast majority of particles are scattered and
change their velocities only slightly. Simultaneous consideration of both effects presents a significant challenge for
any numerical approach. Moreover, application of numerical approach does not allow controlling the fine relation
between scattering and trapping energy (velocity) change, and thus the corresponding numerical results can deviate
from the actual Ψ evolution on long time-scales.

The alternative approach for derivation of Eq. (209), that was demonstrated in Sect. 5.3, results in a kinetic
equation where trapping and scattering effects are balanced. This approach requires a detailed information about the
wave-particle nonlinear interactions, such as the probability of trapping and scattering amplitude. In this review we
collected results from several of our previous studies to propose a standardized approach. Following this procedure,
one can apply the same technique for different configuration of background magnetic field and different wave prop-
erties and derive an appropriate kinetic equation for Ψ. However, we should mention that the approach described in
Sect. 5.3 is not yet finalized. Several important questions remain open:

1. How to generalize Eq. (96) to systems with several frequencies of slow particle motion (i.e., multidimensional
systems)?

2. How to include the averaging of the coefficients Eq. (96) over distributions of wave characteristics (e.g., fre-
quency, intensity, etc.)?

3. How to apply Eq. (96) to systems with nonharmonic waves (e.g., localized wave packets)?
4. How to include effects of the resonant interaction destruction due to external resonant and nonresonant noises

into Eq. (96)?
5. What are general properties of solutions of Eq. (96)?
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Some of these questions are considered in recent publications [182, 183, 184], but so far no one of them is solved.
In this review we focused on effects of the nonlinear resonant wave-particle interaction on particle dynamics, and

did not discuss the feedback of this dynamics to wave evolution. This approximation is based on the assumption that
the acceleration/deceleration of some population of resonant particles occurs at expense of deceleration/acceleration
of another resonant population [22, 23]. However, for closed plasma systems where the energy exchange between
particle populations is not influenced by external energy sources, Eq. (96) should be written for all resonant particles
and be supplemented by the second equation for the average wave intensity [like it has been done for quasi-linear
models, see, e.g., 166].

10. Conclusions

In this review we presented a general approach for analysis of Hamiltonian systems with resonances and discussed
several concrete examples where this approach allows us to explain charged particle dynamics and acceleration. We
mostly restricted our consideration to dynamics of individual particles and only sketched the construction of general
kinetic equations where effects of particle trapping and phase bunching (nonlinear particle scattering) are included in a
form of operators acting on particle distribution function. Currently, the analysis of individual particle trajectories can
still provide useful information of many plasma system with nonlinear wave-particle interaction. However, the natural
next step in the development of this theory be a construction of a universal kinetic equation describing fast particle
transport in the phase space due to trapping. This equation should be eventually complemented by equations for wave
intensity evolution due to the feedback. Although some approaches for the construction of this self-consistent system
of equations can be derived from our review, there are a lot to be done to finalize the kinetic theory of the nonlinear
wave-particle interaction.
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Appendix A. Conservation of the adiabatic invariant Iφ and accuracy of integration

In Sect 3 we demonstrated that description of trapped particle motion is based on the conservation of adiabatic
invariant Iφ given by Eq. (36). Relation between this invariant and the area S res surrounded by the separatrix deter-
mines for how long do trapped particles stay in the resonance before the escape (see scheme in Fig. 5). Therefore,
the accuracy of numerical integration of Hamiltonian equations should be sufficient to assure the Iφ conservation.
Equations of motions contain terms of the different order of small parameter ε. To show what terms are important for
Iφ conservation (see, e.g., the discussion in [185] and references therein), we consider the accuracy of integration of
Hamiltonian equations for systems with two pairs of variables and a time-dependent perturbation (e.g., 171).

For the sake of simplicity, we start with a Hamiltonian in a dimensionless form:

H = H0(z, pz, Ix) + εu(z, pz, Ix) sin (φ − nψ) , φ =

∫
k(z̃)dz̃ − ωt (A.1)

where ε � 1, pairs of conjugate variables are (z, pz) and (ψ, Ix); the order of resonance n = 0 (for system (157)) and
n = −1 (for system (171)). The corresponding Hamiltonian equation are

ż =
∂H0

∂pz
+ ε

∂u
∂pz

sin (φ − nψ)

ṗz = −
∂H0

∂z
+ kεu cos (φ − nψ) + ε

∂u
∂z

sin (φ − nψ)

ψ̇ =
∂H0

∂Ix
+ ε

∂u
∂Ix

sin (φ − nψ)

İx = −nεu cos (φ − nψ) (A.2)

53



These equations contain terms independent on ε, terms proportional to kε, and terms proportional to ε. The later terms
are small compared to other terms. However, these small terms are important for accurate system expansion around
some resonance. To demonstrate situations when terms ∼ ε should be taken into account, we consider the resonance
φ̇ − nψ̇ = 0. First, we introduce new phase ζ = φ − nψ and conjugate momentum I through the generating function:

R = I
(∫

k(z̃)dz̃ − ωt − nψ
)

+ Pzz + Ĩxψ (A.3)

New variables are:
pz = kI + Pz, Ix = −nI + Ĩx, ζ =

∫
k(z̃)dz̃ − ωt − nψ (A.4)

The corresponding Hamiltonian takes the form:

H = H0

(
z, kI + Pz,−nI + Ĩx

)
+ εu

(
z, kI + Pz,−nI + Ĩx

)
sin ζ (A.5)

where conjugate variables are (z, Pz), (ζ, I), and (ψ, Ĩx). Hamiltonian (A.5) does not depend on ψ, and thus Ĩx is
conserved. We can set Ĩx = 0 and rewrite Eq. (A.5) as:

H = H0 (z, kI + Pz,−nI) + εu (z, kI + Pz,−nI) sin ζ (A.6)

The resonance condition is ζ̇ = ∂H0/∂I = 0 with a solution I = Ires(z, Pz). Expanding Hamiltonian (A.6) around
I − Ires = 0 we get:

H = Λ + 1
2 g (I − Ires)2 + εures sin ζ

Λ(z, Pz) = H0 (z, kIres + Pz,−nIres)
g(z, Pz) = ∂2H0

/
∂I2

∣∣∣∣
Ires
, ures(z, Pz) = u (z, kIres + Pz,−nIres)

(A.7)

Introducing new variable Pφ = (I − Ires), we obtain:

H = Λ +
1
2

gP2
φ + rζ + εures sin ζ, r(z, Pz) = {Λ, Ires} (A.8)

Hamiltonian equation for Pφ are

Ṗφ =
∂H
∂ζ

= −r − εures cos ζ (A.9)

Variables r, ures change slowly due to a (slow) variation of (z, Pz). Equation (A.9) shows that the accuracy of conser-
vation of Iφ =

∮
Pφdφ is defined by the accuracy of calculation of r and ures. Both functions depend on Ires, which is

defined by the equation ζ̇∂H0/∂I = 0. We rewrite this equation through the initial variables pz, Ix. For this reason, we
take into account that ∂I/∂pz = 1/k and ∂I/∂Ix = −n (see Eq. (A.4)). Thus, ∂H0/∂I = 0 takes the form

k
∂H0

∂pz
− n

∂H0

∂Ix
= 0 (A.10)

We substitute Eqs. (A.2) to Eq. (A.10):

∂H0

∂I
= k

(
ż − ε

∂u
∂pz

sin (φ − nψ)
)
− n

(
ψ̇ − ε

∂u
∂Ix

sin (φ − nψ)
)

= 0 (A.11)

Equation (A.11) does not contain terms ∼ ε only if n = 0 (the Landau resonance, see, e.g., system (157)) and
∂u/∂pz = 0. In this case, to find Ires we do not need to take into account the second order term ∼ ε in system (A.2).

For n , 0 and/or ∂u/∂pz , 0, the accuracy of computation of Ires depends on terms ∼ ε and all these terms should
be taken into account for a numerical integration of initial system (A.2). This simple example shows that for numerical
integration of system (A.2), one should keep all small terms and provide the corresponding accuracy of integration.
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Appendix B. Accuracy of averaging of particle gyrorotation

Through the review, we consider many systems where particles oscillate around a strong background magnetic
field. When considering the resonant wave-particle interaction, these fast oscillations should be averaged over. Such an
averaging is equivalent to the introduction of a new adiabatic invariant. We use a canonical transformation to perform
the averaging. However, for systems with a weakly inhomogeneous background magnetic field, this transformation
results in an appearance of new fast oscillating terms in the Hamiltonian equations. In this Appendix we derive
expressions for these terms and explain why they can be omitted.

We use a nonrelativistic Hamiltonian, but the same procedure can be performed for relativistic systems:

H =
1

2m

(
p2

x + p2
z

)
+

1
2

m (Ω0(z)x)2 (B.1)

where Ω0(z) = eB0(z)/mc is a gyrofrequency. In systems with a strong magnetic field, particle gyromotion in the
(x, px) plane is much faster than the motion along field lines in the (z, pz) plane. This approximation is called the
approximation of a weak magnetic field inhomogeneity as it is assumed that x∂Ω0/∂z � Ω0. Hamiltonian equations
for (x, px) are:

ẋ = px/m, ṗx = −mΩ2
0(z)x (B.2)

For frozen (z, pz), a solution of Eqs. (B.2) is:

x =

√
2hz

mΩ2
0

sinψ, px =
√

2hzm cosψ (B.3)

where hz = H − p2
z/2m and ψ̇ = Ω0. The corresponding action Ix can be written as

Ix =
1

2π

∮
pxdx =

2hz

πΩ0

π∫
0

cos2 ψdψ =
hz

Ω0
(B.4)

Thus, Eq. (B.3) can be rewritten as

x =

√
2Ix

mΩ0
sinψ, px =

√
2IxΩ0m cosψ (B.5)

We introduce (ψ, Ix) as new canonical variables using the generating function:

R(Ix, x; p̃z, z) =

∫
pxdx + p̃zz = 2Ix

∫
cos2 ψdψ + p̃zz = Ix (ψ + sinψ cosψ) + p̃zz

= Ix

arcsin

x

√
mΩ0

2Ix

 + x

√
mΩ0

2Ix

√
1 − x2 mΩ0

2Ix

 + p̃zz (B.6)

The new and old variables are related as

px =
∂R
∂x

= 2Ix

√
mΩ0

2Ix

√
1 − x2 mΩ0

2Ix
=

√
2IxmΩ0 cosψ (B.7)

pz =
∂R
∂z

= p̃z +
Ix

Ω0

∂Ω0

∂z
x

√
mΩ0

2Ix

√
1 − x2 mΩ0

2Ix
= p̃z + Ix

1
2
∂lnΩ0

∂z
sin 2ψ

and z̃ = z. In the new variables the Hamiltonian is

H̃ =
1

2m

(
p̃z + Ix

1
2
∂lnΩ0

∂z
sin 2ψ

)2

+ IxΩ0 (B.8)

=
1

2m
p̃2

z + IxΩ0 + p̃zIx
∂lnΩ0

∂z
sin 2ψ +

(
Ix

1
2
∂lnΩ0

∂z

)2

sin2 2ψ
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There are two fast oscillating terms in (B.8): ∼ sin 2ψ and ∼ sin2 2ψ. Both terms result in oscillations of adiabatic
invariant Ix, as İx = −∂H̃/∂ψ. Let us consider effects of these two terms separately.

The term ∼ (∂lnΩ0/∂z) sin 2ψ is small (because the inhomogeneity of the background magnetic field is weak) and
oscillates fast around zero. Thus, instead of Ix we can introduce an improved adiabatic invariant and this procedure re-
moves term ∼ (∂lnΩ0/∂z) sin 2ψ from the Hamiltonian [104]. The amplitude of the sin2 2ψ term in Hamiltonian (B.8)
is ∼ (∂lnΩ0/∂z)2 and much smaller than other terms again because the inhomogeneity of the background magnetic
field is weak. For systems with and without wave perturbations this term can be omitted. Therefore, we can rewrite
Hamiltonian (B.8) as

H̃ =
1

2m
p̃2

z + IxΩ0(z) (B.9)

where p̃z = pz.
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