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POLYNOMIAL MATRIX REDUCTION TO LINEARISED FORM 
by 

Y.L.Li 

Abstract: 

In many aspects of system analysis it is required to consider a set of 
equations in order to infer the behaviour or, more simply, propenies of the 
system. In many cases these equations will be complex and consequently difficult 
to analyse. It would be useful therefore from the analysis point of view if a 
similar but equivalent set of equations describing the system's behaviour could 
be found. 

· In the case of linear systems these equations describing the system may be 
represented by a general polynomial system matrix as has been proposed by 
Rosenbrock (1970). By reducing this system matrix to linear polynomial form 
the system can be more easily examined. In the conventional study of linear 
systems this linear polynomial form is taken to be the usual state space form of 
the system matrix, but if a generalised study is to be undertaken then the linear 
form will be the generalised state space form of the system matrix. There are 
therefore various ways of performing these reductions, all of which preserve 
particular properties of the original system. The dissertation addresses these 
issues. 

The main contributions of the thesis are contained in chapters 6 and 7. 
Described in chapter 6 are three ways of system matrix reduction to linear 
polynomial form. Hayton et al. (1989) have formed matrix pencil equivalents 
from a general polynomial matrix, preserving the finite and infinite zero 
structure. This is based on the system matrix idea by Bosgra and Van der 
Weiden (1981). A further method discussed is the reduction of a polynomial 
matrix of a linear multivariable system to generalised state space form proposed 
by Vardulakis (1991). A final reduction is the linearisation described by Zhang 
(1989) which produces a strongly irreducible realisation for singular systems. 
Some comparisons of these methods are made. 

In chapter 7 the Hayton et al. algorithm which permits the reduction of a 
general polynomial matrix to a similarly equivalent matrix pencil form is 
computerised. The key to the reduction is an efficient method of selecting 
linearly independent rows and columns from a block Toeplitz matrix. By using 
the program by Demianczuk (1985) which computes the infinite frequency 
structure of a given rational matrix from its Laurent expansion, the equivalent 
infinite zero property of the matrix pencil and the polynomial matrix can be 
verified directly. 
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Addendum 

In chapters II, IV and VII it is mentioned that the Smith form and Smith McMillan 

form of certain matrices will be produced. Note that in fact these forms have not actually 

been found. This is because it can be seen from the working given what the finite and 

infinite system poles and zeros are. The Smith form and Smith McMillan form of the 

appropriate matrices will now be stated. 

In examples 1 and 2 section II.4 (p.16, p.l7), example 1 section IV.2 (p.43, p.45, p.48), 

example 1 section IV.3 (p.76) and in chapter VII (p.142), the Smith forms and Smith 

McMillan forms can be obtained from the forms given by elementary row and column 

interchanges. 

Now consider example 1 section IV.2. The Smith form of the matrix [T(s) U(s)] (p.42) 

is 

[1 o 
0
o] 

0 s(s+2) 

The Smith form of the matrix ['!"(s) 11] (p.44) is 

[ ~ ~ ~ ~ ~00] 
0 0 0 s(s + 2) 

The Smith form ofthe numerator of['.!"(:;!;) 11] (p.47) is 

[ 

1 0 0 
0 1 0 
0 0 1 
0 0 0 

0 0] 0 0 
0 0 

1 + 2w 0 

Now consider example 3 section IV.2. The Smith form of T(s) (p.53) is 

[01 0 ] 
s2(s + 1)(s + 2) 

The Smith form of P(s) (p.54) is 



The Smith form of the numerator of '!' ( ,!;-) (p. 56) is 

The Smith form of the numerator of~ (;!;) (p.58) is 

1 0 0 0 0 
0 1 0 0 0 
0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 (1+w)(1+2w)2 

Now consider example 1 section IV.3. The Smith form of the numerator of ['!' (;!;) .UJ 
(p. 71) is 

[ ~ ~ ~ ~] 
0 0 w 0 

The Smith form of the numerator of [ ~~)] (p. 73) is 

[ 
1 0 0] 0 1 0 
0 0 1 
0 0 0 

Hence it can be seen that the results determined from above are the same as those given 

in the text. 
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I 
INTRODUCTION 

Bosgra and Van der Weiden (1981) have given a procedure whereby a gen­

eral polynomial system matrix may be reduced to an equivalent generalised state 

space form. The sense in which this is equivalent to the original system matrix 

is that the reduced system exhibits identical system properties, both at finite 

and infinite frequencies. 

In this thesis, a computerised version of this algorithm is provided, and 

it will be seen that this permits the reduction of a general polynomial matrix 

to a similarly equivalent matrix pencil form (i.e. one which exhibits identical 

finite and infinite zero structure). The key to this reduction is an efficient 

method of selecting a set of linearly independent rows and columns from a block 

Toeplitz matrix. It will also be seen that this reduction algorithm is a full 

system equivalence transformation and a characterisation of this equivalence 

in a matrix transformational sense is provided. The computational procedures 

for the determination of the infinite frequency structure of rational matrices by 

Demianczuk (1985) are used, and this illustrates the identical infinite frequency 

property of the general polynomial matrix and its reduced form. 

Chapters II-V contain relevant results from multivariable systems theory 

necessary for this thesis. In chapter II various results concerning rational matri­

ces are discussed. These include definitions of finite and infinite poles and zeros 

of a rational matrix via the Smith McMillan form and via the Laurent expan­

sion. Also, the l'vlc:Vlillan degree of a rational matrix is defined, which plays an 

important role in the equivalence relation between a general polynomial matrix 

and its associated matrix pencil form. 

Chapter III discusses the various system representations including the state 

space description. the transfer function matrix description, the Rosenbrock 's 
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system matrix and the matrix fraction description. 

The system structure is discussed i_n chapter IV. System poles and zeros at 

both finite and infinite frequencies, and the matrix pencil are defined. 

Finally chapter V describes the various equivalence relations between sys­

tems. In the conventional study of linear systems, the transformations are sys­

tem similarity for state space models and extended strict system equivalence 

( e.s.s.e.) for polynomial models. In the generalised theory, the appropriate sys­

tem transformations are complete system equivalence ( c.s.e.) for generalised 

state space models and jull system equivalence (f.s.e.) for general polynomial 

models. 

Also discussed in this thesis in chapter VI are three methods of system 

matrix reduction to linear polynomial forin. Hayton et al. (1989) have formed 

matrix pencil equivalents from a general polynomial matrix, preserving the finite 

and infinite zero structure. It can be seen how this reduction is based on the 

system matrix idea by Bosgra and Van der Weiden (1981). Another method dis­

cussed is the reductio_n of a polynomial matrix of a linear multivariaple system 

to generalised state space form proposed by Vardulakis (1991). The final reduc­

tion discussed is the linearisation described by Zhang ( 1989) which produces a 

strongly irreducible realisation for singular systems. Finally some comparisons 

of these three methods of linearisat.ion are made. 

In the computer program the language used is Fortran 77 and the com­

puter used is the Macintosh, Computer Centre of Loughborough University of 

-Technology. 

-n,e_. wcx~ ~ ~ ()..!'(.. ....,k~ded t::o .show !:1-.e.. CG'Y'Is-is..ter.~ 

of t:ka. !:1-.ec-re..""s ~cl. de.~;"'J:lCfVI.S bw'c, of.. CU\.A.-1~ , c1o "'et 

p{ ov-e.. ~ ~ 17o.bt< ~ tl-te,.v., . 
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11 
RATIONAL MATRICES 

II.l Introduction 

This- chapter contains relevant results concerning rational matrices 

necessary for this thesis. These include definitions of poles and zeros at finite and 

infinite frequencies, which rely heavily on the Smith McMillan form (Rosenbrock 

1970) of the system transfer function matrix. The idea of relative primeness 

of polynomial matrices is also introduced. Also discussed in this chapter is the 

Toeplitz matrix, and hence how to obtain the infinite poles and zeros of a rational 

matrix from its Laurent expansion at infinity. Finally, the :\fcMillan degree is 

defined and it will ee seeH iH later eSiij3tefs the importance of the McMillan 

degree in the equivalence re!ation between a general polynomial matrix and its 
wt.U. b.t.. .s.<.e.o-. .;...,. La.toe.r c)., o..pte.ts 

associated matrix pencil form. 
A 

11.2 Polynomial matrices 

A POLYNOMIAL FORM is an expression of the form 

(2.1) 

in which ao, a1, ... , an belong to a field F (more generally, a ring R) and s is 

an INDETERMINATE such that sr and as are defined whenever a E F and 

-as= sa. 

If an o1 0, the number n is the DEGREE of p(s). ~If an= 1, the polynomial 

is said to be MONIC. The values of s for which p(s) takes the value 0 E Fare 

called the ROOTS or ZEROS of p(s). 

_ A polynomial g(s) DIVIDES a polynomial p(s) if there exists a polynomial 

Pl ( s) such that 

p(s) = g(s)p1(s) (2.2) 
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If g(s) divides p(s) and q(s), but no polynomial of higher degree than g(s) 

divides p(s) and q(s), then g(s) is a GREATEST COMMON DIVISOR of p(s) 

and q( s). If a greatest common divisor of p( s) and q( s) has degree zero, then 

p(s) and q(s) are RELATIVELY PRIME. 

Let JR[s] denote the ring of polynomials in the indeterminate s with 

coefficients in JR. Now define the following: 

Definition 1 

Let M(s) E IR[s]mxm. Then M(s) is said to be UNIMODULAR if M-1(s) 

exists and M-1(s) E ./R[s]mxm. 

A POLYNOMIAL MATRIX is a matrix whose elements are polynomials. 

Suppose that the matrix [ T U] is reduced to 

[T2 Ut]= Q(s) [T U] 

Then Q-1 (s) is a polynomial matrix, and 

T = Q-1T2 

u = Q-1U1 

(2.3) 

(2.4) 

The polynomial matrix Q-1(s) has provided a left factorisation of T and U. 

Q- 1(s) is called a LEFT DIVISOR ofT and U. 

Suppose that [-~] is f<lrther reduced to 

[ Tt ] = [ T2 ] R(s) 
-V1 -V 

where again R- 1 ( s) is a polynomial matrix. This gives 

T= ( Q-~r~)wt 

V= ViR- 1 

T, V are said to have a CO:\L\10~ (RIGHT) DIVISOR R- 1
• 

5 
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If two matrices T, U have only unimodular common divisors on the 

left, they are called RELATIVELY (J;.EFT) PRIME, or (LEFT) COPRIME. 

Similarly, if T, V have only unimodular common divisors on the right, they are 

called RELATIVELY (RIGHT) PRIME, or (RIGHT) COPRIME. 

!1.3 Finite poles and zeros 

Elementary row and column operations on any rational matrix A(s) E 

IR( s) mxn, where JR( s) denotes the field of rational functions, are defined as 

follows: 

(a) interchange any two rows or columns of A(s), 

(b) multiply row or column i of A(s) by a non-zero constant in IR, 

(c) add to row or column i of A( s) a multiple by any non-zero element t( s) E JR[s) 

of row or column j. 

Let P(m, l) deno_te the class of (r + m)x(r + l) polynomial matrices, where 

m, l are fixed positive integers but r is variable and ranges over all integers 

greater than max (-m, -l). A relation between polynomial matrices is now 

stated as follows: 

Definition 1 

(a) Two mxl polynomial matrices P1(s), P2(s) are said to be UNIMODULAR 

EQUIVALENT (u.e.) if there exist unimodular matrices M(s), N(s) such that 

P1(s) = M(s)Pz(s)N(s) (3:1) 

-
-(b) Let P1(s), Pz(s) E P(m,l). Then P1(s), Pz(s) are said to be EXTENDED 

UNIMODULAR EQUIVALENT (e.u.e.) if there exist polynomial matrices 

M(s), N(s) of appropriate dimensions such that 

or 

[M(s) Pz(s)] [ p 1 (s) ] = 0 
-N(s) 

6 
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where P2(s),M(s) are relatively left-prime 

N(s), Pt (s) are relatively right-prime 

Note that the extra generality of extended unimodular equivalence is 

achieved by its facility for allowing matrices of different dimensions to be related. 

In chapter V, it will be seen that the above definition is useful in establishing 

a notion of equivalence between polynomial matrices. 

The elementary row and column operations on any rational matrix A(s) can 

be accomplished by multiplying the given A(s) on the left (right) by elementary 

unimodular matrices which are obtained by performing the above elementary 

operations on the identity matrix Im(n). 

By a combination of these elementary operations, an mxn rational matrix 

A(s) can be reduced to its Smith McMillan form defined as follows: 

Smith McMillan form (Rosenbrock 1970) 

Let A(s) E JR(srxn with rank A(s) = r. By elementary row and column 

operations, A(s) can be reduced to Smith McMillan form 

S(s) = M(s)A(s)N(s) (3.4) 

where M, N are unimodular, and where 

l Q(s) Om,n-m] n>m 

S(s) = Q(s) n=m (3.5) 

[ Q(s) ] 
Ont-n,n 

n<m 

and 

(3.6) 

where e; and fJ are relatively prime, manic polynomials where e; divides e;+l 

fori= 1, ... , r- 1 and fJ divides IJ-1 for j = 2 .... , r. 

7 
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Equation (3.4) defines an equivalence relation on IR(s)mxn which is denoted 

EIR. The Smith McMillan form S(s) E IR(s)mxn of a rational matrix A(s) is a 

canonical form for EIR on IR(s)mxn. 

If J;(s) = 1, i = 1, ... , r, in (3.6) above, that is, if S(s) is a polynomial 

matrix, then it is called the SMITH FORM of A(s). Otherwise, if A(s) is 
<U"e. 

non-polynomial, then f;(s), i = 1, ... ,r, iil non-constant. that is, S(s) is also 

non-polynomial and is called the SMITH MAC:VIILLAN FORM of A(s). 

The poles and zeros of a scalar transfer function are fundamental to the 

behaviour of the corresponding system since the poles typify the free response 

of the system while the zeros have implication for the forced response. In 

a multivariable system the concepts are. of no less significance. The various 

definitions of multivariable poles and zeros at finite frequencies rely heavily on 

the Smith McMillan form (R.osenbrock 1970) of the system transfer function 

matrix and from this their complete effect on the transmission properties of the 

system may be ascertained quite readily. 

Desoer and Schu1man (1974) deduced that p E (C is a finite pole of a rational 

transfer function matrix if and only if some input creates a zero-state response 

of the form rePt for t > 0 (where r is a constant) i.e. the presence of a pole in 

a given transfer function matrix changes a system from its zero state at t = o­
to a state at t = o+ which results in a purely exponential outputror all t > 0. 

Also in the same paper it is deduced that z E (C is a finite zero of a rational 

_transfer function matrix if it blocks the transmission of signals proportional to 

e"1 in that the corresponding output y( t) = 0 for all t > D. 

Multivariable transfer functions can have poles and zeros at the same 

location: To reflect this fact, it is useful to rewrite the Smith McMillan form as 

d . [e;(s)] IJ 
mg f;(s) = " M"(s) (3.7) 

where n ranges over the set of poles and zeros of A(s), and each Ma(s) has the 
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form 

Ma(s) = diag{ (s-aY', ... , (s- at"r} (3.8) 

The Smith McMillan form of a rational matrix A(s) is now used to define the 

finite poles and zeros of A( s) as follows: 

Definition 2 

A(s) has a FINITE POLE at a of degree -a; if a; is negative. The pole at 

a has multiplicity equal to the number of (s-a)"', with <7; < 0, present in the 

Smith McMillan form of A(s). 

Dedinition 3 

A(s) has a FINITE ZERO at a of degree a; if a; is positive. The zero at 

a has multiplicity equal to the number of (s-a)""', with a;> 0, present in the 

Smith McMillan form of A(s). 

Example 1 

Consider the rational matrix 

[ 

s ~ 1 

A(s) = _
1
_ 

s+2 J 
To produce the finite poles and zeros of A(s), the Smith Mc:\Iillan form of A(s) 

is firstly found as follows: 

J 
new row 2 = 

(row 2)- (row 1) 

1 

s+1 

-1 

(s+ 1)(s+2) 

9 

0 

1 

s+3 



1 
interchange (s + 1)(s + 2) 

row 1 and row 2 

new row 2 = 

(row 2)- ((s + 2) x row 1) 

1 

s+1 

1 

(s+1)(s+2) 

0 

1 

-1 . 

(s + 3) 

0 

-1 

(s + 3) 

s+2 
s+3 

-2 
new col. 2 = (s + l)(s + 2) (s + l)(s + 2)(s + 3) 

(col. 2) + (s x col. 1) 0 

1 

s+2 
s+3 

1 interchange 
col. 1 and col. 2 (s + 1)(s + 2)(s + 3) 

-(s + 2) 

(s+ 1)(s+ 2) 

multiply new col. 1 
by -1/2 -

new col. 2 = 

(col. 2)- ((s + 3) x col. 1) 

2(s + 3) 
0 

1 
0 

(s + 1)(s + 2)(s + 3) 

-(s+ 2) (s+ 2) 
2(s+3) 2 

multiply row 2 
by 2 

new row 2 = 
(row 2) + ((s + 1)(s + 2) 2 x row 1) 

[

(s+l)(s+

0

1

2)(s+3) 
0

] 

-{s + 2) 

Hence, the Smith McMillan form of A(s) is 

Therefore, A(s) has one finite zero at s = -2 of degree 1 and multiplicity 1, a 

pole at s = -1 of degree 1 and multiplicity 1, a pole at s = -2 of degree 1 and 

multiplicity 1 and a pole at s = -3 of degree 1 and multiplicity 1 . 
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II.4 Infinite poles and zeros 

In multivariable systems theory there are several problems in which it 

is important to keep track of the behaviour at infinity. Poles at s = oo 

correspond to non-proper systems (or systems with differentiators), as may 

arise in constructing inverse systems. The zeros at infinity are important, for 

example, in studying the asymptotic behaviour of multivariable root loci. For 

scalar systems with a numerator of degree m, m < n, m of the closed-loop poles 

will converge towards the m finite zeros as the feedback gain goes to infinity. 

The remaining n - m poles will converge to the n - m zeros at infinity. It is 

clear that the concept of poles and zeros at infinity are important in the study 

of the properties of multivariable root loci. 

The basis for the results derived in this section is the Smith MeMillan form 

at infinity of a rational matrix, as developed by Vardulakis et al. (1982). In 

the following R[s] denotes the ring of polynomials in the indeterminate s with 

coefficients in IR, while JR( s) denotes the associated field of rational functions 

and IRpr(s) denotes the ring of proper rational functions. Note that IRpr(s) 

is essentially the same as the polynomial ring R[s] in that a degree may be 

associated with proper rational functions. Now define the following: 

Definition 1 

Let G( s) E IR( s )m><n be an mxn rational matrix. G ( s) is said to be 

PROPER if 

lim G(s) 
s-oo 

exists. If this limit is zero, G(s) is said to be STRICTLY PROPER, while if 

this limit is non-zero, G(s) will be called EXACTLY PROPER. 

Definition 2 

The mxm rational matrix W(s) E m;;."m(s) is said to be BIPROPER if 

and only if 

(a) lim.,-= W(s) =Woo E /Rmxm 

11 



(b) det Woo# o- (4.1) 

Thus, W(s) is biproper if and only if it is exactly proper (by (a)) and has 

an exactly proper inverse (by (b)). 

Definition 3 

The mxn rational matrices Gt (s) and G2(s) are said to be EQUIVALENT 

AT INFINITY if there exist biproper rational matrices W(s) E IR;xm(s), 

V(s) E JR;;'n(s) such that 

(4.2) 

In the previous section, finite poles and zeros of a rational matrix A( s) E 

JR( s) mxn were defined via its Smith :VIc::\1illan form. It was seen in order that the 

finite pole-zero struct-ure of A(s) be preserved during the reduction process to 

the Smith McMillan form, row and column operations represented by polynomial 

matrices with no finite poles nor zeros (i.e. JR[s]-unimodular matrices)_were used. 

These (JR[s]-unimodular) elementary operations will in general destroy the pole­

zero structure of A( s) at infinity since their polynomial matrix representation 

may have poles and zeros there. Thus, the reduction procedure to a diagonal 

matrix, which gives in a simple form the pole-zero structure at s = oo of a given 

rational matrL"'( will be obtained by carrying out elementary row and column 

operations whose matrix representations have no poles nor zeros at s = oo. 

-These elementary operations are represented by square rational matrices whose 

elements are proper rational functions (and thus have no poles at s = oo), are 

non-singul_ar and have also no zeros at s = oo. 

These elementary row and column operations on any rational matrix 

Gis) E JR(s)mxn are defined as follows: 

(a) interchange any two rows or columns of G(s), 

(b) multiply row or column i of G(s) by a unit ll(s) E 1Rpr(s), 

12 



(c) add to row or column i a multiple by a t( s) E IRpr( s) of row or column j of 

G(s). 

These elementary operations on a rational matrix G(s) can be accomplished 

by multiplying G(s) on the left (right) by elementary biproper matrices which 

are obtained by performing the above elementary operations on the identity 

matrix I m( n) . 

By a combination of these elementary row and column operations, an mxn 

rational matrix G(s) can be reduced to its Smith McMillan form at infinity. A 

canonical form for a rational matrix under the equivalence relation of Definition 

3 is its Smith McMillan form at infinity, S"" (G): 

Smith McMillan form at infinity (Vardulakis et al., 1982) 

Let G(s) E JR(s)"'xn with rank G(s) = r. Then there exist biproper rational 

matrices W(s) and V(s) such that 

where 

soo(G) = 

and 

with 

W(s)G(s)V(s) = S00 (G) 

[ Q(s) Om,n-m.] 

Q(s) 

[ o~~::J 

n>m 

n=m 

n<m 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

S00 (G) is called the SMITH MACMILLAN FOR\1 AT INFINITY of G(s). 

The Smith McMillan form at infinity of a rational matrix G(s) is now used 

to define the infinite poles and zeros of G(s), as follows: 

13 



Definition 4 

If p00 is the number of q, sin (4.5-) with q, > 0, then G(8) has p00 POLES 

AT INFINITY, each having degree q,, and where p00 is the multiplicity. 

Definition 5 

If Z00-is the number of q, sin (4.5) with qi < 0, then G(s) has Z 00 ZEROS 

AT INFINITY, each having degree lqd, and where Zoo is the multiplicity. 

The effect of poles and zeros at infinity on the transmission properties 

of a multivariable system may be ascertained from the Smith McMillan form 

at infinity. Verghese (1978) showed that the presence of an infinite pole in 

a given transfer function matrix causes the transmittance to contain a linear 

combination of impulse functions which are not present in the input. Thus, 

impulses are generated by a pole at infinity. Pugh and Krishnaswamy (1985) 

showed that the presence of an infinite zero in a given transfer function matrix 

causes the non-transmittance of the impulsive part of certain inputs. Thus, zeros 

at infinity enable a system to absorb certain impulses. 

Proper rational functions have no infinite poles, biproper rational functions 

have no infinite poles nor zeros, and polynomial matrices have only poles at 

infinity, as it will now be seen. 

Every t(s) E IR(s) can be written as 

t( ) ..::. q; n1 ( 8) _ 
8 

-
8 

dr (s) 
(4.7) 

where nr(s),d1(s) E IR[s] with deg n 1(s) = deg d1(s). This is because t(s) can 

be written as 

(4.8) 

where 

u(s) = n1(s) = n(s) 
d1 (s) d(s)sq• 

14 
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and 

q; = deg n(s)- deg d(s) (4.9) 

If q; ::=:; 0, then t(s) is called a proper rational function and if the inequality 

is strict, then t(s) is called a strictly proper rational function. Thus, proper 

rational functions have no poles at s = oo. 

The set of proper rational functions Jl4,r(s) is a commutative ring with 

unity element (the real number 1) and no zero divisors. IRpr(s) is therefore 

an integral domain. Biproper rational functions u(s) E 1Rpr(s) are those proper 

rational functions for which there exist a u'(s) E 1Rpr(s) such that u(s)u'(s) = 1. 

This implies that u(s) E n(s)jd(s) E IRpr(s) is a unit if and only if deg n(s) = 

deg d( s) i.e. if and only if q; = 0 . Thus, biproper rational functions have no 

poles nor zeros at s = oo. 

The rational matrix t( s) E JR( s) mxl is polynomial if and only if it has 

no finite poles i.e. a polynomial matrix has all its poles at infinity. If t(s) is 

polynomial, then it has a coprime factorisation 

(4.10) 

Hence, Im is a denominator of t(s), and clearly t(s) has no finite poles. 

Conversely, suppose that 

t(s) = D- 1 (s)N(s) (4.11) 

is a coprime factorisation oft(s). If t(s) has no finite poles, then all denominators 

oft(s) have no finite zeros. Thus the Smith form of D(s) is I m, and so D(s) is 

unimodular. Consequently, D- 1(s) is a polynomial matrix and so is t(s). 

Example 1 

Consider the rational matrix 

G(s)=[s~1 ~] 
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In order to find the infinite poles and zeros of G ( s), it is necessary to produce 

the Smith McMillan form at infinity of G(s), as follows: 

[ s~ 1 ~] 
interchange 

[ s ~ 1 ~] 
row 1 and row 2 

new col. 1 = 

[ sj(s

8

+ 1) ~] col. 1 x s/(s + 1) 

new col. 2 = 

[ s/(s

8

+ 1) -1/(:+ 1)] (col. 2)- (col. 1 x 1/ s) 

new row 2 = 

[: -1/(: + 1J (row 2)- (row 1 x 1/(8 + 1)) 

new col. 2 = 
[~ 1~s] -col. 2 x (s + 1)/s 

Hence, G(s) has Smith McMillan form at infinity 

S""(G) = [s 0 ] 
0 1/s 

i.e. G(s) has a pole at infinity of degree 1 and a zero at infinity of degree 1. 

Example 2 

Consider now the rational matrix 

Firstly produce the Smith McMillan form at infinity of T(s), as follows: 

new col. 2 = 

[ 83 
82 

~] 
(col. 2)- (col. 1 x l/8) [ 83 0 1~3] -1 0 -1 1/s 

-s -1 new col. 3 = -s 0 1/ s2 

(col. 3) - (col. 1 x 1/ s3) 
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new row 2 = 
(mw 2) + (row 1 x 1/ s3

) 

[f 
0 

1Js3] 1/s 
new row 3 = 0 1/s2 

(row 3) +(row 1 x 1/s2
) 

new col. 3 = 

[f 
0 

Js2l 1/s 
(col. 3)- (col. 2 x 1/ s2 ) 0 

Hence, T(s) has Smith McMi!lan form at infinity 

0 0 ] 1/s 0 
0 1/ s2 

i.e. T( s) has a pole at infinity of degree 3 and a zero at infinity with multiplicity 

2 and degrees 1, 2. 

11.5 The Laurent expansion at infinity 

Van Dooren et al. (1979) used the Laurent expansion of a rational matrix 

G(s) about a finite point and the corresponding Toeplitz matrix coefficients to 

determine the Smith Mc11illan form at so of G(s). In an analogous way the 

Smith McMillan form at infinity of G(s), and hence the infinite pole and zero 

structure of G(s), can be determined by considering the Laurent expansion at 

infinity of G(s) and the corresponding Toeplitz matrices. 

Suppose the rational matrix G(s) has a Laurent expansion at infinity of the 

form: 

l 

G(s) = L Gisi 
i=-oo 

G 1 G l-1 G G -1 = J.S + l-18 + ... + 0 + -18 + ... (5.1) 

Now define the Toeplitz matrices as follows: 
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Definition 1 

The TOEPLITZ MATRICES AT INFINITY, T;""(G), associated with G(s) 

are defined as follows: 

G1 G1-t Gt-z G-; 

c1 

-Tt"(G) = c1 i. 2: -l (5.2) 

0 
Gt 

The information concerning the rank of the T; 00 (G) will determine the rank 

indices at infinity of G(s), which are defined as follows: 

Definition 2 

The RANK INDICES AT INFINITY of G(s) are defined as 

p;00(G) =rank[T;""(G)J -rank[T,;'~\(G)J, i = -l,-l+ 1, ... , (5.3) 

where it is assumed that the non-existing T,;"", i > l , have rank zero. 

These rank indices at infinity are invariant under the transformation of 

equivalence at infinity given by Definition 3 section II.4. 

Theorem 1 

Let G(s) and H(s) be two mxn rational matrices. If G(s) iiB.d H(s) are 

equivalent at infinity then they have the same rank indices at infinity. 

Proof 

See Pugh et al. (1989). 

As a consequence of the above theorem, it follows that a rational matrix 

G( s) has the same rank indices at infinity as its Smith McMillan form at infinity, 

S"'!(G). Thus, a direct relationship between the rank indices of G(s) and its 

Smith McMillan form at infinity has been established, which makes it possible to 

deduce the Smith McMillan form at infinity of G( s) from the rank differences of 
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its Toeplitz matrices at infinity. To derive this relationship requires the following 

theorem: 

Theorem 2 (Pugh et. al., 1989) 

Let S00 (G) denote the Smith McMillan form of the rational matrix G(s), 

and p'f denote the rank indices of G(s) constructed on the basis of its Laurent 

expansion about the point at infinity. Then 

S00 (G) ""block diag{ Q;(s)} (5.4) 

where Q;(s) is the (p'f- pf-_1)x(pi- pf-_1) matrix given by 

[ ,-• 0 

"" 0 
s-i 

Q;(s) = ~ 

0 Jl (5.5) 

fori= -l, -l + 1, ... , and if Pi- p'[:_ 1 = 0 then the corresponding matrix Q;(s) 

is not present in (5.4). 

The pole-zero structure at infinity may no"· be deduced as follows: 

Corollary 1 

If, in theorem 2, Pi - p'[:_1 'I 0, then 

(a) G(s) will have Pi- p'[:_1 POLES AT INFI?\ITY of degree JiJ if i < 0, with 

multiplicity (P~1- P:."'-1). 

(b) G(s) will have Pi- pf-_ 1 ZEROS AT INFI:'{ITY of degree i if i > 0, with 

multiplicity (pi- p!f). 

At i = 0, G(s) will have no poles nor zeros at infinity. 

Example 1 

Consider example 2 section II.4. It. was seen that the rational matrix 

[ 

8 3 8 2 1] 
T(s) = -1 0 0 

-s -1 0 
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had one pole at infinity of degree 3, one zero at infinit:~' of degree 1 and one zero 

at infinity of degree 2. The infinite pole and zeros of T(s) will now be found via 

its Laurent expansion at infinity. 

[
1 0 0] [0 1 T(s) = 0 0 0 s3 + 0 0 
0 0 0 0 0 

Now construct the Toeplitz matrices as follows: 

T~ = G3 = [~ ~ ~] 
- - 0 0 0 

rank T~ = 1 

p~3 = rank T~ - rank T~ 

=1-0 

=1 

Therefore, there is one infinite pole of degree 3 since p~3 - p~4 = 1 - 0 = 1. 

Too= [ G3 -2 0 
G2] 
G3 

1 0 0 0 1 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 1 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 

rank T.::'2 = 2 

P~2 =rank T.::'2- rank T~ 

=2-1 

=1 

There is no other pole since p~2 - p~1 = 1 - 1 = 0. 
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1 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 -1 0 0 
0 0 0 1 0 0 0 1 0 

- 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 

rank T~ = 3 

p':}1 = rank T~ - rank T~ 

=3-2 

=1 

There is no other pole since p0::1 - p0::2 = 1 - 1 = 0. 

[G' 
G2 G1 

G"] 
To

00 

= ~ G3 G2 G1 
0 G3 G2 
0 0 G3 

1 0 0 0 1 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 -1 0 0 
0 0 0 0 0 0 -1 0 0 0 -1 0 
0 0 0 1 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 -1 0 0 

- 0 0 0 0 0 0 1 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 

rank T0 = 4 

Po = rank T0
00 

- rank T~ 

=4-3 

=1 
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The rational matrix T(s) has no infinite poles nor zeros at i = 0. 

G3 G2 Gt Go G-t 
0 G3 G2 Gt Go 

Tf'= 0 0 G3 G2 G1 
0 0 0 G3 G2 
0 0 0 0 G3 

1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 

0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 
0 0 0 0 0 0 -1 0 0 0 -1 0 0 0 0 
0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 

0 0 0 0 0 0 0 0 0 0 0· 0 -1 0 0 
0 0 0 0 0 0 0 0 0 -1 0 0 0 -1 0 
0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 

- 0 0 0 0 0 0 0 b 0 0 ·0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

rank Tf' = 6 

P'l = rank T["' - rank T(]" 

=6-4 

=2 

Therefore, there is one infinite zero of degree 1 since pf' - p'i)' = 2 - 1 = 1. 

G3 G2 Gl Go G-1 G-2 
0 G3 G2 G1 Go G-1 

- 0 0 G3 G2 G1 Go 
T2oo = 

0 0 0 G3 G2 G1 
0 0 0 0 G3 G2 
0 0 0 0 0 G3 
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1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 -1 0 0 0 -1 0 0 0 0 0 0 0 

0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 -1 0 0 0 -1 0 0 0 0 

0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 -1 0 

= 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

rank T2 = 9 

p'f' = rank Tt' - rank Tj 

=9-6 

=3 

Therefore, there is one infinite zero of degree 2 since p'f' - PI' = 3 - 2 = 1. 

Hence, T(s) has one infinite pole of degree 3, one infinite zero of degree 1 

and one infinite zero of degree 2 i.e. the poles and zeros at infinity of a rational 

matrix can be obtained via its Laurent expansion at infinity or via the Smith 

McMillan form at infinity. 

All the infinite poles and zeros will have been found when 

P'k = r =rank [G(s)] (5.6) 

for some k. This is because the rank difference of two successive Toeplitz 

matrices cannot exceed r, which means that if (5.6) holds then 

00 
Pk+i = r, i = 1. 2, ... (5.7) 
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Thus in this case; 

i = 1, 2, ... (5.8) 

indicating that the search is complete. 

This observation leads to the following test for the absence of infinite zeros 

in a rational matrix: 
-

Result 1 

The mxl rational matrix G(s) of normal rank r will possess no infinite zeros 

if and only if 

mnk[TQ'(G)] = rank[T:] (G)]+ r (5.9) 

1!.6 The McMillan degree 

)n this section, the McMillan degree of both a polynomial matrix and a 

rational matrix will be defined. Firstly, the least order of a rational matrix will 

be discussed. 

Let T(s) E JR(s)mxl and let 

(6.1) 

be respectively. left and right coprime polynomial matrix fraction descriptions 

(MFD) of T(s), where A1(s) E IR[s]mxm, B1(s) E JR[s]mxl, B2(s) E JR[s]mxl, 

A2(srE JR[s]1x1. The least order of a rational matrix is defined as-fullows: 

Definition 1 

The LEAST ORDER of a rational matrix T(s), denoted by v(T), is defined 

as 

(6.2) 

Equivalently, the least order is given by the following: 
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Definition 2 

The LEAST ORDER v(T) of T(s) E JR(s)mxl is the degree of the product 

of the denominator polynomials f;(s), i = 1, ... , r, appearing in the Smith 

McMillan form of T(s) i.e. 

(6.3) 

Clearly, v(T) is the number of finite poles ofT(s), multiplicities and degrees 

accounted for. 

The least order of a rational matrix plays an important part in the definition 

of the McMillan degree of a rational matrix. 

Let T(s) E JR(s)mxl and write it as 

T(s) = Tsp(s) +Tpol(s) (6.4) 

where Tsp(s) E IR;,.x1(s) is strictly proper (i.e. lims-oo Tsp(s) - 0) and 

Tpol(s) E JR[s]mxl. 

Definition 3 

The MACMILLAN DEGREE DM ( T(s)) of T(s) is defined by 

(6.5) 

If T(s) is entirely polynomial i.e. if in (6.4), T,p(s) = 0, then the following 

holds: 

DM ( T(s)) := bM ( Tpoz(s)) 

= v(Tpol( ~ )) u: 

:=bM(Tpol(~)) (6.6) 
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The following result of the McMillan degree of a polynomial matrix P( s) is 

proposed: 

Result 1 

For an mxl polynomial matrix P(s), the MAC~LLAN DEGREE of P(s), 

denoted 8 M ( P( s)), is the total number of infinite poles of P( s) (McMillan 

1952), Le-

(6.7) 

where q;, i = 1, ... , k, are the orders of the poles at s· = oo of P(s) in the Smith 

McMillan form at s = oo of P(s),.or the highest degree of minors of all orders 

of P(s) (Rosenbrock 1970). 

Another characterisation has been noted by Barnett (1971) and is the 

following. Let the mxl polynomial matrix P(s) correspond to the matrix 

polynomial defined by 

(6.8) 

where Pi, i = 1, 2, ... , q, are mxl constant matrices with 

(6.9) 

The McMillan degree of P( s) is defined in the following lemma: 

Lemma 1 (Pugh 1976) 

Pt p2 Pq-t Pq 

OM ( P(s)) =rank 

p2 p3 - Pq 0 

(6.10) 

Pq-t Pq 0 0 
Pq 0 0 0 

- Consider now a proper rational matrix T(s) and decompose it as in (6.4) 

(6.11) 
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where E E IRmxt. A constant matrix E has no finite nor infinite poles so its 

McMillan degree is zero. Thus, 

8u(T(s)) =v(T.p(s)) +v(E) 

= v(T.p(s)) 

= v(T(s)) 

Also, for any rational matrix T(s), (see Definition 3), 

DM ( T(s)) = v( Tsp(s)) + v( Tpot(~)) 
= v(T(s)) + DM(Tpot(s)) using (6.12) and (6.6) 

= deg[gf,(s)] + tq, using (6.3) and (6.7) 

(6.12) 

Now deg [ TI~=l J;(s)] gives the number of all finite poles of T(s). Hence, the 

following results: 

Result 2 

The MACMILLAN DEGREE OM ( T(s)) of a rational matrix T(s) is equal 

to the total number of poles of T(s) (finite ones and those at s = oo, and 

multiplicities and degrees accounted for). 

A technical result involving the McMillan degree of a polynomial matrix 

will now be stated. In chapter VI, it will be seen that the theorem is useful in 

establishing a notion of equivalence between a general polynomial matrix and 

its associated matrix pencil form. 

Theorem 1 

Let P(s) be an mxl polynomial matrix. 

(a) If P,(s) are mxl, polynomial matrices (i = 1, 2) such that 

(6.13) 
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then 

(b) If B is an lxn constant matrix such that 

(6.15) 

then for any mxp polynomial matrix C(s), 

Proof: 

See the work by Hayton et al. (1989). 
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Ill 
SYSTEM REPRESENTATIONS 

III.l Introduction 

In th~ study of control systems it is often sufficient to examine a linear 

model of the system in order to infer its behaviour. There are four principal 

types of linear model, or system description, that are used in multivariable 

control system studies. These arc known as the state space description, the 

transfer function matrix description, the system matrix (the Rosenbrock system 

matrix and the generalised state space system matrix), and the matrix fraction 

description. Each of these will be considered in this chapter. 

111.2 The state space description 

Consider a control system whose defining equations are of the form: 

x(t) = Ax(t) + Bu(t) 

y(t) = Cx(t) + D(s)u(t) (2.1) 

where x(t) is an nxl vector of state variables, u(t) is an Lxl vector of input 

functions and y(t) is an mxl vector of outputs. The matrices A, B, Care con­

stant and are of dimension nxn , nxl , mxn respectively. Tliey are called 

respectively the plant matrix, the input matrix and the output matrix. D(s) 

js a polynomial matrix of dimension inxl. This system is said to be in STATE 

SPACE FORM. 

This state space description of the system provides a picture of the system 

structure~ as shown below: 
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0 

A 

c 
T 
p 

The internal variables x;(t) (i = 1, n) interact with one another, the inputs 

uk(t) (k = 1, I) cUfect the system states x;(t), and the outputs Yi(t) (j = 1, m) are 

obtained from various combinations of the state variables x;(t) and the inputs 

uk(t). This form of description is called an INTERNAL DESCRIPTION. 

Note that the eigenvalues (or poles) of the system are given by the roots of 

/si- A/= 0. 

III.3 The transfer function matrix description 

Consider again the system in state space form (see equations (2.1) section 

III.2). Assume that the initial conditions are zero i.e. x(O) = 0. Taking Laplace 

transforms gives 
si(s) = Ai(s) + Bu(s) 

y(s) = Ci(s) + D(s)u(s) 

Substituting the first equation into the second, eliminating i(s), gives 

y(s) = [C(sl- A)- 1B + D(s)] u(s) 

The mxl rational matrLx 

G(s) = C(sl- A)- 1 B + D(s) 
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summarises the response of the system so far as its external behaviour is con­

cerned. This matrix is called the TRANSFER FUNCTION MATRlX. G(s) is 

an input-output map relating the Laplace transform of the vector of outputs 

y(s) to the Laplace transform of the vector of inputs u(s), with zero initial 

conditions, by the relationship 

fi(s) = G(s)u(s) (3.4) 

For an arbitrary ordered linear model, the elements 9ij(s) of the matrix G(s) 

are ratios of polynomials in s representing the transfer function seen between 

output Yi and input Uj.-This form_ of description provides little real information 

about the internal structure of the system, and is known as an EXTERNAL 

DESCRlPTION. Only the transfer function matrix description is tru~ly exter­

nal. All other descriptions are realisations of G(s) and so are internal to varying 

degrees of detail. The matrix fraction description (see section III.5) is the least 

detailed internal description and the generalised state space system matrix de­

scription (see section III.4) is the most detailed. 

If it is assumed !hat no cancellations have occurred in the matrix product 

C(sl- A)- 1 B in (3.3), then the poles of G(s) are the roots of Is!- AI = 0. 

Also note that the matrix G(s) is said to be STRlCTLY PROPER if G(s) -> 

0 ass-> oo, and is said to be PROPER if G(s) _,constant matrix ass_. oo. 

III.4 Rosenbrock's system matrix 

The equations of a physical system may not always initially be in state space 

-form. There are always procedures for converting a linear model to state space 

form. Often, however, the physical system is non-linear, and-linear equations 

are obtained by considering small pcrturbations from a steady state. 

In s-uch a case the resulting equations will not usually be in state space 

form. For example, the equations which result from lincarisation may be mixed 

algebraic and differential equations. Alternatively they may be in the form 

Qx = Ax+Bu 
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with Q singular. Therefore, it is desirable to have a more general way of de­

scribing a system. 

Assume that the system satisfies linear algebraic and differential equations 

with constant coefficients. Taking Laplace transforms with zero initial conditions 

gives 
T(s)z = U(s)u 

(4.2) 
y = V(s)z + W(s)u 

where z E IR!, y E JRm, u E JR1• T, U, V, W are polynomial matrices of dimen-

sion rxr, rxl, mxr, mxl respectively. IT(s)l # 0 since otherwise the first of 

equations (4.2) would be indeterminate. 

The ORDER, n, of the system (4.2) is the degree of the determinant of 

T(s). 
C\.S$.l<.M<., 

Now ensHre that r 2': n. If this is not true, the polynomial matrices 

T, U, V, W are trivially expanded as follows: 

T = [In-r 0] 1 0 T 
(4.3) 

V1 = [Om,n-r V] Wt=W 

Therefore, assuming that r 2': n, the set of equations ( 4.2) can be written as 

[ 

T1 (s) 

-Vt(s) 

Ut (s)] [ z ] _ [ 0 l 
Wt(s) -u -y 

The (r + m)x(r +I) polynomial matrix 

[ 

Tt(s) 
P(s) = 

-V1 (s) l 

(4.4) 

(4.5) 

contains all the mathematical information about the system which is needed to 

discuss its behaviour, and is called a (ROSENBROCK) SYSTEM MATRIX in 

polynomial form. 
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Substituting the first equation in ( 4.2) into the second gives 

fj = [ V(s)T- 1 (s)U(s) + W(s)] u (4.6) 

from which the transfer function matrix can be obtained as 

G(s) = V(s)T- 1(s)U(s) + W(s) (4.7) 

Example 1 

The system matrix 

1 - 0 0 

P(s) = 

0 -l 2-s 

gives 

s3 
G(s) = ( )2 + (2- s) 

s+l 

3s+ 2 
-

(s + 1)2 

Notice that the non-vanishing of W(s) does not prevent G(s) from being proper. 

Indeed, there is no easy way to tell, from a general polynomial system matrix, 

whether G(s) is proper or not. 

Consider now the system in state space form (see (3.1) section III.3). Equa­

-tions (3.1) may be written as· 

[
sin- A B ] [ x ] [ 0 l 

-C D(s) -u = -fj 
(4.8) 

The (n + m)"x(n + l) polynomial matrLx 

[

sin- A 
P(s)= -

-C 

B l (4.9) 
D(s) 
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contains all the mathematical information about the system which is needed to 

discuss its behaviour, and is called a (ROSEJ\'BROCK) SYSTE~ ~ATRJX in 

state space form. 

Consider again equation ( 4. 7). For the special case of P( s) in state space 

form, the transfer function matrix G ( s) becomes the relationship given previ-

ously in (3.3). 

Conventional state space theory deals essentially with the strictly proper 

part of the transfer function matrix 

G(s) = Gspr + Gpol 
(4.10) 

= C(sl- A)-1 B + D(s) 

Generalised state space theory considers the polynomial part of G ( s) on the 

same basis as the strictly proper part i.e. 

G(s) = C(sE- A)- 1 B + D (4.11) 

In linear systems theory, standard matrix theory may be considered defi­

cient. This is the failure to consider the point at infinity on an equal basis with 

the rest of the points in the frequency domain. The generalised theory of linear 

systems arises from an attempt to consider the point at infinity on the same 

basis as the finite points of the frequency domain. This arose from the recogni-

tion that linear systems may exhibit significant infinite frequency behaviour of 

an impulsive nature. 

The simplest systems exhibiting significant infinite frequency dynamical 

behaviour are the GENERALISED STATE SPACE SYSTE:-.IS (gss systems). 

Such systems give rise to a system matrix of the form (Rosenbrock 197 4, Vergh-

ese 1978) 

[

sE-A 
P(s) = -

-C 
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where E, A, B, C~ are constant matrices, (E may or rriay not be singular), and 

JsE- AI f 0. 

The generalised state space form ( 4.12) corresponds to the pair of equations 

E:i:(t) = Ax(t) + Bu(t) 

y(t) = Cx(t) + Du(t) 

The pair of equations ( 4.13) is also known as the descriptor form. 

III.5 The matrix fraction description 

(4.13) 

One further form of multi variable system description, known as the matrix 

fraction description (or MFD) can now be introduced. This is an interesting 

form of system model, which has led to ~the development of improved design 

algorithms. It is a natural extension of the classical single-input single-output 

system transfer function model. 

Assume that G(s) is a strictly proper lxm matrix. Let G(s) be expressed 

as 

G(s) = ~(~! · (5.1) 

where N(s) is an lxm polynomial matrix, and d(s) is the monic least common 

denominator of all elements of G(s). G(s) can be written as the MATRIX 

FRACTIONS 

G(s) = N(s) [d(s)Imr 1 

= [d(s)Ij]- 1 N(s} 

~ right fraction 

~ left fraction 
(5.2) 

Note that equations (5.2) are analogous to the form given by equation (4.7) with 

U(s) =I,. and V(s) =It. Also note that it is always possible to write G(s) in 

the form of (5.2) i.e. matrix fraction descriptions always exist. 
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Example 1 

This example illustrates the construction of an MFD. Consider the strictly 

proper transfer function matrix 

[ 

1 
(s-t)2 

G(s) = 
-6 

(s-l){s+3)2 

G(s) will now be expressed as 

G( ) = N(s) 8 
d(s) 

Now, 

Hence, 

1 [ (s+3)2 
G(s) =-

d(s) -6(s- 1) 

= _1_ [s2 
+ 6s + 9 

d(s) -6s + 6 

N(s) 
= d(s) 

(s-1)(s+3)] 

(s- 2)(s- 1)2 

s
2 + 2s- 3 l 

s3 - 4s2 + 5s - 2 

Matrix fraction descriptions (MFD s) are not, in general, unique. There 

exist many left and right MFD sofa given G(s). Consider the following: 

G(s) = D[; 1(s)NL(s) (5.3) 

where 
DL(s) = d(s)l1 

(5.4) 
NL(s) = N(s) 

36 



The degree {j of the denominator matrix D L ( s) is-

(5.5) 

where r is the degree of rl(s), and DL(s) has dimension lxl. Note also that the 

degree of an MFD is 

deg of an MFD = deg det DL(s) (or 6{ IDL(s) I}) (5.6) 

Now multiply DL and NL on the left by any non-singular polynomial matrix 

w- 1(s) such that 
- 1 DL(s) = w- (s)DL(s) 

fh(s) = w- 1(s)NL(s) 

Then 

-G(s) = D£1(s)NL(s) 

= (w(s)DL(s)) -
1

1V(s)NL(s) 

- 1 -= D£ (s)NL(s) 

which is also an MFD of G(s). 

Now rewrite equations (5.7) as 

NL(s) = 1V(s)NL(8) 

DL(s) = IV(s)DL(s) 
-

-(Note here that W(s) is a left divisor of NL(s) and DL(s),) Then, 

b{IDL(s)l} = b{IDL(s)l} + b{IW(s)l} 

6{IDL(s)l} ~ b{IDL(s)l} 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

In other words, the degree of the MFD (i.e. the degree of the determinant of the 

denominator matrix) can be reduced by removing left divisors of the numerator 
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and denominator matrices. Therefore, a minimum degree MFD can be obtained 

by removing the greatest common left divisor of NL(s) and DL(s). 

An MFD G(s) = n-1(s)N(s) is said to be IRREDUCIBLE if N(s) and 

D(s) are left coprime. Irreducible MFD s are not unique, because if n-1(s)N(s) 

is irreducible, so is n- 1 (s)W(~) [N-1(s)W(s)r
1 

for any unimodular W(s). 

Similar results can be stated with respect to right MFD s. 
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CHAPTER IV 

SYSTEM STRUCTURE 

IV.l Introduction 

This chapter discusses various results concerning the structure of a system. 

Firstly the idea of decoupling zeros is introduced, and the definition of system 

poles and zeros is given. It. is noted that the Rosenbrock (1973) definition of the 

zeros of a system is incorrect, and the correct definition of the zeros of a system 

as given by Rosenbrock (1974) is stated. Also discussed is the infinite system 

zero, which is seen to be a natural extension of the finite system zero defined by 

Rosenbrock (1974). Finally, in this chapter the matrix pencil is defined. 

IV.2 System poles and zeros 

Consider a system which satisfies linear algebraic and differential equations 

with constant coefficients. Taking La place transforms with zero initial conditions 

gives 

T(s)z = r.:(s)u 

fi = V(s)z + W(s)u (2.1) 

where z E IRr, y E JR"', u E JR1• T, U, V, TV are polynomial matrices of 

dimension rxr, rxl, mxr. mxl respectively, and IT(s)l i= 0. Let 

[ 

T(s) 
P(s) = 

-V(s) 

U(s) l 
W(s) 

(2.2) 

be the Rosenbrock system matrix. In order to obtain definitions of poles and 

zeros at infinity consistent with the definitions of their finite counterparts, it is 

usual (Verghese 1978) to work with an alternath·e form of (2.2). This is called 
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the NORMALISED FORM of the system matrix P(s) which is denoted q:J(s) 

and defined as follows. Equations (2.1)_ may be written in the following form: 

[ 

T(s) 
-V(s) 

Otr 

U(s) 
W(s) 
-Iz 

Orml [ z(s) l [Or!] Im -_u(s) = Omt u(s) 
Otm y(s) lz 

[ 
z(s) l fj(s)=[Omr Oml Im] -u.(s) 
y(s) 

(2.3) 

The NORMALISED FOR:V1 '~(s) of the system matrix P(s) is defined by 

-

T(s) U(s) 0 0 

['I'(s) ~]= 
-V(s) W(s) I m 0 

q:l(s) = - (2.4) 
-'U 0 -Iz 0 It 

0 0 -I m 0 

The following definitions may now be stated: 

Definition 1 (Rosenbrock 1970, 197 4 b, Verghese 1978) 

The INPUT DECOUPLING (i.cl.) ZEROS of a linear multivariable system 

E at so = oo (at so E ([;) are the zeros at so = oo (at so E (C) of the polynomial 

matrix 

['I'(s) ll] 

Definition 2 (Rosenbrock 1970, 1974 b, Verghese 1978) 

The OUTPUT DECOUPLING (o.cl.) ZEROS of a linear multivariable 

system E at so = oo (at so E ([;) are the zeros at so = oo (at so E <C) of the 

polynomial matrix 



Definition 3 (Rosenbrock 1970, 1974 b, Verghese 1919) 

The INPUT-OUTPUT DECOUPLING (i.o.d.) ZEROS of a linear multi-

variable system L: at so = oo (at so E (C) are those output decoupling zeros of L: 

which disappear when the input decoupling zeros are eliminated. 

Result 1 

The finite i.d. and o.d. zeros of a normalised system are those of the original 

system, namely, the zeros of 

[ 
T(s) ] 

[T(s)_ U(s)] and -V(s) respectively. 

Proof 

From definitions 1 and 2, the finite _i.d. and o.d. zeros of a normalised 

system are those of the polynomial matrices 

[
'I(s)] 

['I(s) U] and _QJ respectively. 

From (2.4), it can be seen that the finite i.d. and o.d. zeros of a normalised 

system are those of the original system i.e. the zeros of 

[T(s) U(s)] and [ !J(~)] respectively. 

Theorem 1 

For a linear multivariable system L:, 

{ decoupling zeros at. so} ={input decoupling zeros at so}+ 
-

{output decoupling zeros at so}-

{input.- output decoupling zeros at so} (2.5) 

whether so = oo or so E (C, 
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Example 1 

Consider the system matrix 

s2(s+1) s(s+2) 0 

P(s) = 
0 s+2 (s + 2) 2 

0 1 0 

In this example, the finite and infinite decoupling zeros of P( s) will be found, 

and result 1 will be verified. 

Firstly consider the finite decoupling zeros of P( s). From definitions 1, 2 and 

3, the finite decoupling zeros are found using the normalised form of the system 

matrix. However, it will now be seen that for the finite case, the decoupling 

zeros may be found using the original system matrix i.e. the following verifies 

result 1. 

Firstly produce the finite decoupling zeros of P(s) using the original system 

matrix. Produce the Smith forms of the matrices [ T( s) 

as follows: 

[T(s) 
[

s2(s+ 1) 
U(s)] = 

0 

s(s + 2) 

s+2 

new row 1 = 

(s: 2)2] 

[ 
T(s) ] U(s)] and _ V(s) , 

0 

(row 1) - (s x row 2) 

[ s
2
(s

0

+ 1) 

s+2 

-s(s + 2)
2

] 

( s + 2) 2 

[ s
2
(s

0

+ 1) ne·w col. 3 = 0 

[(s + 2) x col. 2]- (col. 3) s+2 

Hence, using the original system matrix, P(s) has finite i.d. zeros, (3 = 0, -2. 

Fors= 0, -2, the rank of [T(s) U(s)] is reduced. 

[ 
T(s) ] 

-V(s) = 0 s+ 2 

0 1 
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new row 1 = 
Cl s+ 2 

(row 1)- (s x row 2) 
0 1 

new row 2 = s2(s + 1) 0 
(row 2)- [(s + 2) x row 3] 

interchange 
row 2 and row 3 

0 1 

0 0 

Hence, using the original system matrix, P(s) has finite o.d. zeros, 1 =Cl, 0, -1. 

Putting s = 0,0, -1 redtlces the nink of [ _TJ(~)]. 

Now produce the finite decoupling zeros using the normalised form of the 

system matrix P(s): 

{'I(s) ~] qJ(s) = -
-\lJ 

s2(s + 1) s(s + 2) 0 0 0 

0 s+2 (s + 2) 2 () () 

0 1 0 1 0 
-

0 [) -1 () 1 

0 0 0 -1 0 

[
'I(s)] 

Produce the Smith forms of the matrices ['I ( s) i1] -and _ 12] , as follows: 



s2 (s+1) s(s + 2) 0 0 0 
new col. 2 = 

(col. 2) -(col. 4) 0 s+2 (s + 2) 2 0 0 

new col. 3 = 0 0 0 1 0 
(col. 3) + (col. 5) 

0 0 0 0 1 

s2(s+1) 0 -s(s + 2) 2 0 0 

new row 1 = 0 s+2 (s + 2) 2 0 0 

(row 1)- (s x row 2) 0 0 0 1 0 

0 0 0 0 1 

s2(s + 1) 0 s(s + 2) 2 0 0 

new col. 3 = 0 s+2 0 0 0 

[(s + 2) x col. 2]- (col. 3) 0 0 0 1 0 

0 0 0 0 1 

Hence, using the normalised system matrix, P(s) has finite i.d. zeros, ;3' = 0, -2. 

s2(s + 1) s(s + 2) 0 0 

0 s+2 (s + 2) 2 0 

[~~] = 0 1 0 1 

0 0 -1 0 

0 0 0 -1 

s2(s + 1) s(s + 2) 0 0 

new row 2 = 0 s+2 0 0 
(row 2) + [(s + 2)2 x ro·w 4] 

0 1 0 0 
new row 3 = 

(row 3) + (row 5) 0 0 -1 0 

0 0 0 -1 
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Hence, it has been ;;_een that the finite i.d. and o.d. zeros of a normalised 

system are those of the original system i.e. result 1 has been verified. 

Now remove the i.d. zeros, {3 = 0. -2 from P( s). At the same time this 

removes one of the o.d. zeros, 'Y = 0. Hence, P(s) has one i.o.d. zero, b = 0. 

Therefore, 

{finite decoupling zeros}= {0, -2} + {0, 0, -1}- {0} 

= {0,0,-1,-2} 

The infinite i.d. and o.cl. zeros of the original system (2.1) are defined as 

those of the normalised system (2.3). 

['I(s) I +l q:\(s)= - I 
-SU I 

s2(s+ 1) 8(s + 2) 0 (J (J 

0 s+2 (s + 2) 2 0 0 

0 1 0 1 0 

-
() 0 -1 0 1 

() (J () -1 (J 



The infinite i.d. zeros of P( s) are the zeros at w = 0 of 

~(:;!; + 1) .l(.l+'J) 
W 1.U .-

() () () 

() .l + 2 
tu 

(:;!; + 2)2 () () 

['I(~) .U]= 
() 1 () 1 0 

0 0 -1 0 1 

~(1+ w) ~(1+ 2w) 0 0 0 

0 :;!; (1 + 2w) ~(1+ 2w) 2 0 0 

-
0 1 0 1 0 

0 0 -1 0 1 

Now express the above matrix in relatively prime form as follows: 

1 0 0 0 1 + 71! w( 1 + 2w) 0 0 0 ;;r 

0 l 0 0 0 w(1 + 2w) (1 + 2w) 2 0 0 = w 

['I( f.;) .U] = 
0 0 1 () () 1 0 1 0 

0 0 0 1 0 0 -1 0 1 

71!3 0 0 () -1 1 + 71! w(1 + 2w) 0 () 0 

0 71!2 0 0 () w(1 + 2w) (1 + 2w) 2 () 0 

-
() 0 1 0 0 1 0 1 0 

0 0 0 1 () 0 -1 0 1 

The numerator is used to determine whether P(s) has any infinite i.d. zeros. 

Perform elementary row and column operations to produce the Smith form of 

the numerator: 

1+w w(1 + 2w) () 0 0 

0 w(1 + 2u·) (1 + 2w) 2 0 0 

0 1 () 1 () 

0 0 -1 0 1 
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1 + 1J) 111(1+2w) - 0 0 0 
new col. 2 = 

(col. 2) - (col. 4) 0 111( 1 + 2111) (1 + 2w) 2 0 0 

new col. 3 = 0 0 0 1 0 

(col. 3) + (col. 5) 
() 0 0 0 1 

1 +w 0 -(1 + 2w) 2 0 0 

row 
new l;el-. 1 = 0 w(1+2111) (1 + 2w) 2 0 0 

1-0'<-1 ~ (G&J,. 1) - ( . 2) 0 () () 1 () 

u 0 0 0 1 

At w = 0, the rank of the above matrix is not reduced. Therefore, there are no 

zeros at w = 0 of ['I'(;!;) iL]. Hence, the system matrix P(s) has no infinite 

i.d. zeros. 

Similarly, the infinite o.cl. zeros of P(s) are the zeros at 111 = 0 of 

~(1 + 111) ~(1 + 2w) 0 0 

0 1-(1+2111) ~(1+ 2111) 2 0 
w 

[~(;)] = 0 1 0 1 

() 0 -1 0 

() () 0 -1 



w3 0 0 0 0 -l 1 + w w(1 + 2w) () 0 

0 w2 0 0 0 () w(1 + 2w) (1 + 2w)2 0 

() 0 1 () () () 1 () 1 

0 0010 () 0 -1 () 

() 0 () 0 1 () () 0 -1 

The numerator is used to determine whether P(s) has any infinite o.d. zeros. 

Perform elementary row and column operations on the numerator to give its 

At w = 0, the rank of the above matrix is not reduced. Therefore, there are no 

[
'I(s)] zeros at w = 0 of -IU . Hence, the system matrix P(s) has no infinite o.cl. 
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zeros. Also, P( s} has no infinite i.o.cl. zeros. Therefore, 

{infinite clecoupling zeros} = { rjJ} 

The following definitions and results of system poles and zeros may now be 

given: 

Definition 4 (Rosenbrock 1973) 

The SYSTEM POLES of 2: in <C are defined as the zeros of T(s) in <C and 

the SYSTEM POLES of 2: at s = oo are the zeros of 'I(s) at s = oo. 

Result 2 (Rosenbrock 1973, 1974) 

The set of SYSTE::VI POLES of 2: at s0 = oo (at so E <C) is given as the 

union of the set of poles at sa= oo (at so E <C) of G(s) and the set of decoupling 

zeros of 2: at so = oo (at so E <C), i.e. 

{System poles at so} = {Transfer function poles at so} + { i.d. zeros at so} 

+ { o.d. zeros at so} - { i.o.d. zeros at sa} (2.6) 

whether so = oo or so E <C. 

Result 3 (Rosenbrock 1973, 1974, Ferreira P.M.G., 1980) 

The set of SYSTE:\1 ZEROS of 2: at so = oo (at so E <C) is given as the 

union of the set of zeros at so= oo (at sa E <C) of G(s) and the set of decoupling 

zeros of 2: at so = oo (at so E <C), i.e. 

{System zeros at. so} = {Transfer function zeros at so} + { j.rl. zeros at so} 

+ { o.d. zeros at so} - { i.o.d. zeros at so} (2. 7) 

whether sa = oo or so E <C. 

a..-e. 
The zeros of a system ie now defined. Firstly consider Rosenbrock's (1973) 

definition as follows: 
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Definition 5 (Rosenbrock 1973) 

(a) Let the (r + m)x(r + l) system matrix 

have Smith form 

[ 

T(s) 
P(s) = 

-V(s) 

U(s) l 
W(s) 

[

diag [ci(s)] 0] 
S(s) = 

0 () 

(2.8) 

(2.9) 

where some of the zero blocks may be absent. Then the SYSTEM ZEROS of E 

are the zeros of the polynomials Si ( s), taken all together. 

The above definition of the zeros of a system is faulty. In particular, result 

3 is incorrect with this definition. Rosenbrock (1974) proposed the following 

definition to replace definition 5: 

Definition 6 (Rosenbroc:k 197 4) 

(a') Consider the (r + k)x(r + k) minors of the system matrix (2.8) which 

have the form 

pl,2, ... ,r,r+it , ... ,r+ik 
1,2, ... ,:r,:r+JI, ... ,r+jk 

(2.10) 

That is to say, the minors are formed from rows 1, 2, ... , r, r + i1, ... , r + ik and 

columns 1,2, ... ,r,r+ j 1 , ... ,r+ Jk· Let psatisfying 0::; p::; min (I, m) be the 

largest value of k for which there is a minor of this form not identically zero. 

Let ,P(s) be the monic greatest common divisor of all those minors (2.10) having 

k = p which are not identically zero. Then the zeros of </! are the ZEROS OF 

THE SYSTEM. 

This new set {a'} includes the set. {a} as defined before, but is in general 

larger. If Pis square and IP(s)i'/= 0, the two sets coincide, which was the source 

of the error. It will now be seen in the following example that definition 5 is 

inconsistent with result 3. 
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Example 2 

Consider the system matrix 

[

(s -1)(s- 2) 
P(s) = ---­

s-1 

1 

~] 1 

P(s) has no i.d. zeros and one o.d. zero at s = 1. Also, P(s) has no i.o.d. zeros. 

Now produce the transfer function zeros as follows: 

G(s) = vr- 1U + w 

(s- 1) [1 1]+[1 0] 
(s- l)(s- 2) = 

_ [ (s-3) __ 1_ j 
- (s-2) (s-2) 

Therefore, P ( s) has no transfer function zeros. Hence, result 3 gives 

_ {Finite system zeros} = { 1} 

Now, from definition 5. the system zeros are the zeros of the polynomials 

c:;(s) in the Smith form of P(s). P(s) has Smith form 

[ 1 0 0] 
0 1 ll 

which gives no system zeros. Therefore. definition 5 is inconsistent with result 

3. 

However, definition 6 gives the zeros of the system as the zeros of 

[ 

(s-~~-:- 2) 

s-l 

I 1 ] I _-
1 () 

which has Smith form 

Hence, it can be seen that definition 6 gives a zero at s = 1 which is consistent 

with result 3. Therefore, the example shows that the correct definition of the 

zeros of a system is given by definition 6. 
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Now define the following: 

Definition 7 (Rosenbrock 1970, Pugh and Ratcliffe 1979) 

The TRANSMISSION POLES AND ZEROS of :Eat so = oo (at so E ID) 

are the poles and zeros at so= oo (at so EID) of the transfer function G(s). 

Infinite system zeros will now be defined and a result is stated which is an 

extension for the zeros at infinity of Rosenbrock's (1974) definition of system 

zeros. Consider the normalised system matrix €J}(s) defined as in (2.4): 

€J}(s) = 
[

'.I(s) .U] 
-ill 0 

(2.11) 

Definition 8 (Ferreira 1980) 

The INFINITE ZER.OS of the original system are defined as the infinite 

system zeros of the normalised system matrix (2.11). Note that the system 

zeros are defined using the corrected definition of the zeros of a system as given 

in Rosenbrock's paper (1974) (see definition 6). 

Result 4 (Ferreira 1980) 

Consider €!J(:b) with •f)(s) defined as in (2.11). Let r + l +m+ q, where 

0 ~ q ~ min (!,m), be the normal rank of €J}(.). Let N(w)b- 1 (w) be a right 

coprime factorisation of qJ(fu). Consider all the (r + l +m+ q)-order minors 

of N(w) which contain the first (r + l +m) rows and columns. Let cl(w) be a 

greatest common divisor of all these minors. Then 

{Infinite system zeros of the original 
. - {Zeros at the origin of d( w)} 

(and of the normahsed) system} 
(2.12) 

Example 3 

The finite and infinite system poles and zeros will now be constructed ac-

cording to definitions 4, 6 and 8, and used to verify results 2 and 3. 
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Consider again example 1 with the system matrix-

As has been seen in example 1, P(s) has the following decoupling zeros: 

{finite decoupling zeros} = { 0, 0, -1, -2} 

{infinite decoupling zeros} = { ljJ} 

Firstly consider the finite sysi.em poles and zeros. From definition 4, the 

finite system poles are the zeros of 

[
s2(s + 1) 

T(s) = 
0 

which has Smith form 

s(s+ 2)] 
s+2 

[s2(so+1) s12] 

Hence, P(s) has finite system poles at s = 0,0, -1, -2. From definition 6, the 

finite system zeros are the zeros of 

[ 

s2(s + 1) 
() 

---

0 

s(s + 2) 
s+ 2 

1 

Perform elementary row and column operations to give the Smith form of the 

above matrix: 

s2(s + 1) s(s + 2) 0 

0 s+2 (s + 2) 2 

Cl 1 0 

s2(s + 1) 0 Cl 
new row 1 = 

Cl s+2 (s+2) 2 

(row 1) - [s(s + 2) x row 3] 
0 1 0 
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0 0 
interchange 

col. 2 and col. 3 

Hence, P(s) has finite system zeros at c~ = 0, 0, -1, -2, -2. 

Now form the finite system poles and zeros via the transfer function poles 

and zeros, and decoupling zeros. The transfer function matrix G(s) is formed 

as follows: 

G(s) = V(s)T- 1(s)U(s) + W(s) 

= (0 
s(s+2)]-l [ 0 ] 

s+2 (s+2) 2 

- 1 (0 1][s+2 
s2(s + 1)(s + 2) 0 

-s(s + 2)] 
s2(s + 1) 

=s+2 

Therefore, P( c~) has a finite transmission zero at s = -2 and no finite transmis­

sion poles. Hence, 

{finite system zeros} = { - 2} + { 0, 0, -1,-2} 

= {0,0,-1,-2,-2} 

{finite system poles} = { .P} + { 0. 0, -1, -2} 

= { 0, 0, -1. -2} 

It has been seen that the finite system poles and zeros formed from their 

definitions are the same as those formed via the finite transmission poles and 
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zeros, and finite decoupling zeros i.e. results 2 and 3 have been verified for the 

finite case. 

Now consider the infinite system poles and zeros. Consider the normalised 

system matrix 

\l)(s) = ['I(s) il] _ 
-W o 

s2(s + 1) s(s + 2) 0 

0 s+2 (s+2) 2 

0 1 () 

0 () -1 

0 0 0 

0 

0 

1 

0 

-1 

From definition 4, the infinite system poles are the zeros at w = 0 of 

- 1 ( 1 1) ~ w+ l.( l. + 'J) 
"tl! 1.U """ 

0 0 

1 
() l. + 2 (l. + 2)2 () 

w w 

'I(-)= 
w 0 1 0 1 

() () -1 () 

~(1 +w) ~(1 + 2w) 0 0 

0 l.(1 +2w) 
"' 

~(1 + 2w) 2 
ww 0 

= 
0 1 () 1 

0 () -1 () 

Now express 'I(~) in relatively prime form as follows: 

1 () () 0 1 + 'UI w(1 + 2w) 0 0 w:r 
() I () () 0 w(1 + 2w) (1 + 2w) 2 0 

1 ~ 
'I(-)= 

111 () 0 1 0 0 1 0 1 

0 0 0 1 0 0 -1 0 
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w3 0 0 0 -l 1+w w(1+2w) 0 0 

0 w(1 + 2w) (1 + 2w) 2 0 

0 0 1 0 0 1 0 1 

0 0 0 1 0 0 -1 0 

The numerator is used to determine whether P(s) has any infinite system poles. 

Perform elementary row and column operations on the numerator to give its 

Smith form: 

l+w w(l + 2w) () 

() w(1 + 2w) (1+2w)2 

() 

() 

1 

0 

new col. 2 -
(col. 2) - (col. 4) 

new row 2 = 

() 

-1 

(row 2) + [(1 + 2w) 2 x row 4] 

1 + u· 
new row 1 = 

(row 1)- (row 2) 0 

interchange 0 
col. 3 and col. 4 

0 

() 

() 

1 

() 

1+w w(1 + 2w) 0 0 

0 w(l + 2w) 0 0 

0 0 0 1 

0 () -1 () 

0 0 0 

w(1 + 2w) 0 0 

0 1 0 

0 () -1 

At w = 0, the rank of the above matrix is reduced. Therefore, there is a zero at 

w = 0 of'!(~). Hence, P(s) has an infinite system pole. 

From definition 8, the infinite system zeros are the zeros at w = 0 of 
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,f,r(t + 1) .l(.l+2) () () () 
w w ~ 

() .l + 2 et+ 2)2 () () 
w 

['I'(t) ~] = 
() 1 () 1 () 

-W 
0 0 -1 0 I 1 

--- --- --- --- I ---
() 0 0 -1 I () 

,f,r(1 + w) ~(1+ 2w) 0 () () 

() - t(l + 2w) '~" (1 + 2w)
2 () 0 

- () 1 0 1 0 

() 0 -1 () 1 
--- --- --- --- ---

() 0 0 -1 0 

Now express the above matrix in relatively prime form as follows: 

1 () () 0 () 1 + Ul u.·(1 + 2w) () () 0 W'J" 

0 
-I 

() () () () u.·{1 + 2w) (1 + 2w) 2 0 () = 
['I'(t) ~] 

w 

- .0 () 1 () 0 () 1 0 1 0 

-W 
0 0 0 1 0 () 0 -1 0 1 

() 0 0 () 1 0 () 0 -1 0 

w3 0 () () Cl 
-I 1+w w(1 + 2w) () () () 

() 7112 () () () () w(1 + 2w) (1 + 2w) 2 () () 

- 0 () 1 () 0 0 1 0 1 () 

0 () 0 1 0 0 () -1 0 1 

0 0 0 () 1 0 0 () -1 0 

The numerator is used to determine whether P(s) has any infinite system zeros. 

Perform elementary row and column operations on the numerator to give its 
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Smith form: 

1 + 111 w(1 + 2w) 0 0 () 

0 w(l + 2w) (1 + 2wj2 0 0 

0 1 () 1 0 

() 0 -1 () 1 

() () () -1 () 

1 + 111 w(1 + 2w) 0 0 0 

new row 3 = 0 w(1 + 2w) (1 + 2w) 2 () () 

(row 3) + (row 5) 
0 1 0 () 0 

new col. 3 = 
(col. 3) + (col. 5) 0 () 0 0 1 

0 () () -1 0 

1+w 0 0 0 0 

new row 1 = 0 () (1 + 2w) 2 0 () 

(row 1)- [w(1 + 2w) x row 3] 
0 1 0 0 0 

new row 2 = 
(row 2)- [w(1 + 2w) x row 3] () 0 0 0 1 

0 0 0 -1 0 

1+w () () 0 0 

interchange () (1 + 2w)2 0 0 0 
col. 2 and col. 3 

() () 1 0 () 

interchange 
col. 4 and col. 5 () () () 1 0 

0 () 0 0 -1 

At w = 0, the rank of the abc)ve matrix is not reduced. Therefore, there are no 

zeros at w = 0 of'fl(~). Hence, P(s) has no infinite system zeros. 

Now form the infinite system poles and zeros via the transfer function poles 

and zeros, and decoupling zeros. To find the infinite transmission poles and 
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zeros, put s = ~"in G(s): 

G(s) = s + 2 

1 1 
G(-) = -+2 

w w 

1 + 2w 

w 

Therefore, P(s) has no infinite transmission zeros but has an infinite transmis­

sion pole. Hence, it has been seen that the infinite system poles and zeros formed 

from their definitions are the same as those formed via the infinite transmission 

poles and zeros, and infinite decoupling zeros i.e. results 2 and 3 have been 

verified for the infinite case. 

The following two terms may now be defined: 

Definition 9 

The GENERALISED ORDER f of ~ is defined as the total number of 

system poles of~ in (C u { 00} or equivalently, the total number of zeros of 'I'(s) 

in (C U { oo }. 

Definition 10 (Verghese 1978) 

A system as in (2.1) is called STRONGLY IRREDUCIBLE if and only if 

the compound polynomial matrices 

[
'I(s)] 

['I(s) ilj and _.); 

have no finite nor infinite zeros. 

IV.3 A result for infinite system zeros 

_ In the previous section, the relationship between infinite system zeros, infi­

nite transfer function zeros and infinite decoupling zeros was given (see result 3 

section IV.2). In this section, this result will be established. 
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Let r + q, where 0 :::; q :::; min (l. m), be the normal rank of P(s) given as 

in (2.2) : 

[ 

T(s) 
P(s) = 

-V(s) 

U(s)] 
W(s) 

(3.1) 

Also, let r + l +m+ q be the normal rank of~(.) with the normalised system 

matrix ~(s) defined as in (2.4): 

[ ~(s) ill 
~(s) = 

-ID o 
(3.2) 

In Rosenbrock's paper (1974) it is seen that the finite system zeros of the 

original system are the zeros of the greatest common divisor of all (r + q)-order 

minors of P(s) which have the first r rows and columns of P(s). 

In Ferreira's paper (1980) it is seen that the infinite system zeros of the 

original system are the zeros at the origin of the greatest common divisor of all 

(r+ l + m+q)-order minors of N(w) which contain the first (r+ l +m) rows and 

columns of N(w), where N( w)f>- 1 ( w) is a right coprime factorisation of~(~). 

In the same Rosenbrock (1974) paper, he proved that for finite frequencies 

{System zeros} = {Transfer function zeros} + { i.d. zeros} 

+ { o.d. zeros} - { i.o.d. zeros} (3.3) 

In this section, the 'dual' result concerning infinite system zeros and infinite 

transfer function zeros is established, using Ferreira's paper (1980). This 'dual' 

result relies on the definition of infinite system zeros. The key for the adequate 

definition of infinite system zeros, as well as infinite system poles and decoupling 

zeros. is the notion of the normalised system, introduced by Verghese (1978). 

In Ferreira's paper (1980) this definition is not immediately clear and will be 

stated here as follows: 

Definition 1 (Ferreira 1980) 

The INFINITE ZEROS of the original system are defined as the infinite 

system zeros of the normalised system matrix (3.2), where the term 'system 
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-
zeros' is defined using the corrected definition of the zeros of a system as given 

in Rosenbrock's paper ( 197 4). 

Using this definition and the result given above concerning infinite system 

zeros, which is a natural extension of the finite system zeros defined by Rosen-

brock (1914), the relationship between infinite system zeros, infinite transfer 

function zeros and infinite decoupling zeros is now established. 

Firstly, the infinite i.d. and o.d. zeros of the original system matrix P(s) 

are given as follows. Let N(w)D- 1(w) be a right coprime factorisation of 'I(:t;). 

The infinite i.d. zeros of the normalised system matrix (3.2) and hence the 

original system matrix (3.1) are equal in riumber to the zeros at the origin of 

Now, since 

[N(w) it] and [ D~w) ~] 

-
are right coprime, the zeros at the origin of [N(w)D- 1(w) it] are those of 

[N(w) ll] (see Wolovic:h 1974). Now let X(w) be a greatest common left 

divisor of N(w) and it and define Nt(u·) and ito(w) such that 

[N(w) it]=X(w)[Nt(w) llo(w)] (3.5) 

It is now clear that the number of zeros at the origin of IX ( w) I is equal to the 

-number of infinite i.cl. zeros of the original system. 

Now consider the infinite o.d. zeros of the original system. Similarly, the 

infinite o.d. zeros of the normalised system matrix (3. 2) and hence the original 

system matrix (3.1) are equal in number to the zeros at the origin of 

(3.6) 

61 



with [ -~111(L)] and D(w) right coprime. Now let Y(w) be a greatest common 

right divisor of l'h(w) and 'lJD(w) and define Na(w) and '13a(w) such that 

- [ No(w) l Y(w) 

-'13o(u·) 
(3.7) 

It is now seen that the number of infinite o.d. zeros (which are not simultane­

ously i.d. zeros) is given by the number of zeros at the origin of JY(w)J. 

The infinite transfer function zeros are now given. Consider the transfer 

function of the original system. It is the same as that of the normalised system. 

G(s) = V(s)T- 1(s)U(s) + W(s) 

= m·r\s).U (3.8) 

Hence, the infinite zeros of the transfer function are determined by the zeros at 

the o;igin of 'lJ'I- \ ;\; ).U. Now 

1 m'I-1 1 .U G(-) = "-' (-) 
w w 

= '1JD(w)N- 1(w).U 

= 'lJo( w)Y( w)Y- 1(w)N01
( w)X- 1

( w)X( w).Uo(w) 

= '13o(w)N0 1(w).Uo(w) (3.9) 

Since No(w) and .Uo(w) (resp. '13o(w)) are left (resp. right) coprime, the zeros 

of G( ;\;) i.e. the infinite transfer function zeros are those of 

[ 

No(w) 

-'lJo( 111) 

.Uo(w)l 

() 

i.e. the zeros of the greatest common divisor of all its ( r + l + m. + q)- order 

minors. 
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A matrix is now formed which is appropriate for the calculation of the 

infinite system zeros. From definition ~, the infinite system zeros are the zeros 

at w = 0 of 

1 [N(w)D-
1
(w) ill 

~(-) = 
w -\U 0 

_ [ N(w) ill [D(w) Oil-t 
-\UD(w) 0 0 

(3.10) 

It will be shown here that. [ -~~v(w) ~] and [ D~~) ~] are right coprime, 

although this is not shown in Ferreira's paper. \\"rite the two matrices as follows 

and perform elementary row operations: 

N(w) il N(w) 

-\UD(w)- 0 new row 1 = -\UD(w) 

D(w) 0 (row l) - (il x row 4) D(w) 

0 I 0 

N(w) () 

new row 2 = 0 () 

(row 2) + (QJ x rol\· 3) D(w) 0 

-Now N(w)D- 1(w) is right coprime. Therefore -

[ 

N(w) 

-\UD(w) ~l 
are right coprime. Hence the matrb:: 

and [D(w) -
0

] 

ll I 

[ 

N(w) il
0

] 

-\UD(w) 
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0 
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is appropriate for the calculation of the infinite system zeros. 

The relationship between infinite system zeros, infinite transfer function 

zeros and infinite decoupling zeros can now be given . Firstly state the following 

lemma: 

Lemma 1 

Let A, B be matrices over a ring R, respectively lxn, nxm. Then the rxr 

minors of the product matrix C = AB are 

(3.11) 

where 

1 ::; }1 < J2 < ... < Jr ::; m 

and the sum is taken over all indices kq satisfying 

Proof 

See Rosenbrock (1970, p. 5). 

The above lemma will be used in the proof of the following theorem: 

Theorem 1 

The relationship between infinite system zeros, infinite transfer function 

zeros and infinite decoupling zeros is given by the following : 

Number of infinite system zeros = (no. of infinite transfer function zeros) 

+ (no. of infinite i.d. zeros) 

+ (no. of infinite o.d. zeros) 

- (no. of infinite i.o.d. zeros) 
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Proof 

The matrix 

[ 
N(w) .UO l 

-\UD(w) 

is appropriate for the calculation of the infinite system zeros (see earlier). Now, 

the above matrix can be written as 

[ 

N(w) 

-\UD(w) ~] _ [X(w) 0] [ No(u:) 

0 I -\Uo(u·) 

Define n = r + l + m. Consider the minor of 

[ 

N(w) - .U

0

] 

-\UD( w)_ 

~] (3.13) 

formed with the first n rows and columns plus the rows of order n + i1, n + 

i2, ... , n + iq (with i! < i2 < ... < iq) and the columns of order n + j1, n + 

h, ... , n + jq (with j1 < j2 < ... < jq)· Denote this minor by 

N"( )1,2, ... ,n,n+ii,···•n+iq 
.1.. W 1,2, ... ,n,n+Jt, ... ,n+jq 

Denote the three matrices ofthe right -hand side of (3.13) by Xo(w), No(w) and 

Y0 (w) respectively. Using lemma 1, 

(3.14) 

All the minors 

are either zero or equal to IX(w)l. Similarly, all the minors of Ya(w) are either 

zeros or equal to IY(w)l. Also, the zeros of G(f,;) m·e those of 
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[ 

No(w) 

-'Uo(w) 

(see earlier). Hence, it is concluded that 

llo( 1L')] 
() 

Number of infinite system zeros = (no. of infinite transfer function zeros) 

+ (no. of infinite i.d. zeros) 

+ (no. of infinite o.d. zeros) 

- (no. of infinite i.o.d. zeros) (3.15) 

Example 1 

It will now be seen that the above result (3.15) holds true for a normalised 

system but not when applied to the original system matrix. Consider the system 

matrix 

P(s) = [ -(J + 1) ~s] 
Firstly consider the original system matrbc P(s). To determine whether 

P(s) has any infinite decoupling zeros, puts=;!; in P(s): 

P(~) = w 
[ 

1 

w -(~+1) 

The infinite i.d. zeros of P(s) are the zeros at w = 0 of 

[T(s) U(s)]=[;!; 1] 

1 
= -[1 w] 

'/1} 

Therefore, P(s) has no infinite i.cl. zeros. The infinite o.cl. zeros of P(s) are the 

zeros at w = 0 of 
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[ _TJ·(~)] = [--~d~+w2)] 

= ~2 [ -(1 ~ 7112)] 

Therefore,_ P(s) has no infinite o.d. zeros. Hence, using the original system 

matrix, P(s) has no infinite decoupling zeros. 

Now form the transfer function matrix 

S(s) = V(s)r 1(s)U(s) + W(s) 

(s2 + 1) 
-s 

s 

1 
s 

The infinite transfer function zeros are the zeros at w = 0 of G(~). Now 

1 
G(-) = w 

w 

Therefore, P( s) has an infinite transfer function zero. 

Now determine whether P(s) has any infinite system zeros directly from 

the original system matrix. The infinite system zeros of P(s) are the zeros at 

w = 0. of P( ,!;). (Remember that. when finding system zeros, the Rosenbrock 

(1974) definition of the zeros of a system is used.) P(~) needs to be expressed 

in the form D-1 N where matrices D and N are relatively prime: 

P( 2_) = 
w [

. .l-
w 

- ,;2 (1 + w2
) 
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The relatively prime form of the two above matrices is now found. Express the 

two matrices as follows and perform elementary row operations: 

[: 
0 1 '/1} 

1 '/1}2 -(1 + w2
) -w 

new row 2 = [ '/1} 0 1 : ] (row 1) + (row 2) w w2 -'/1}2 

new row 2 = [ '/1} 0 1 w ] 
(row 2)/w 1 '/1} -w 0 

Therefore, 

P(~)=[111 0]-1[1 111] 
w 1 w -u: 0 

where D and N are relatively prime. The matrix 

N=[ 1 111] 
-'/1} 0 

is used to determine whether P(s) has any infinite system zeros. Perform ele-

mentary row and column operations to produce the Smith form of N: 

new col. 2 = [ 1 0 l 
(col. 2) - (w x col. 1) 0 w2 

From this, it can be seen that P(s) has one infinite system zero of degree 2. 
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Hence, P( s )" has no infinite decoupling zeros, an infinite transfer function 

zero and an infinite system zero of degree 2 i.e. for the original system matrix, 

Number of infinite system zeros I= (no. of infinite transfer function zeros) 

+(no. of infinite decoupling zeros) 

Therefore; result (3.15) does not hold true when applied to the original system 

matrix. It will now be seen that result (3.15) does hold true for a normalised 

system. 

Consider the normalised system matrix 

s 1 0 0 

-(s2 + 1) -s 1 0 

\P(s) = 0 -1 0 1 

0 0 -1 0 

To determine wliether '::)J(s) has any infinite decoupling zeros, puts= ~ in 

\P(s): 
j_ 1 0 () 
w 

-(!,;r + 1) _j_ 
w 1 () 

\P( ~) = () -1 0 1 
11/ 

() () -1 () 

j_ 1 0 () 
w 

-~(1 + '1112) _j_ 1 () 
w 

0 -1 0 1 

0 () -1 () 
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The infinite i.cl. zeros of ':P ( s) are the zeros at w = 0 of 

1. 
w 1 0 0 

[T(~) 11]= - l (1 + w2) 
_ _!_ 

1 0 W2 w 

0 -1 0 1 

1. 
tu 

() 0 1 w () 0 

0 l 0 -(1 + w 2) -w w2 0 - ·w2 

0 0 1 0 -1 0 1 

() [) -1 
'W 1 w 0 [) 

- 0 w2 () -(1 + w 2) -w w2 [) 

0 () 1 0 -1 0 1 

Now express the two above matrices in relatively prime form as follows: 

w 0 0 1 w 0 0 

0 0 1 0 -1 0 1 

w 0 0 1 'W [) [) 

new row 2 = 
1 w [) -w 0 711 0 

(row 2)/w 
0 () 1 () -1 0 1 
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Therefore, 

[

11) 

11] = ~ 
0 Dl-l [ 1 w 0 

0
o
1

] 

-~ ~ 7 ~1 ~ 

where D and N are relatively prime. The matrix 

[ 
1 11J 0 0] 

N = -111 0 111 0 
0 -1 0 1 

is used to determine whether s:JJ(s) has any infinite i.cL zeros. Perform elemen-

tary row and column operations on N to give its Smith form: 

[ -~11) 
111 0 ~] new row 2 = [~ 

111 0 

~] 0 411 wz 111 

-1 0 1 (row 2) + (w x row 1) -1 0 

new coL 2 = 

[~ 
111 0 

~] w2 111 

(coL 2) +(coL 4) () 0 

new coL 2 = 

[~ 
0 () 

n w2 11J 

(coL 2) - (w x coL 1) 0 0 

At w = Cl, the rank of the above matrix is reduced. Therefore, ':]}(s) has an 

infinite i.d. zero. 

Similarly, the infinite o.d. zeros of ':]}(s) are the zeros at w = 0 of 

l. 
w 1 () 

[~(;] - "~" (1 + w 2
) 

_l. 1 w 
-

0 -1 0 

() () -1 
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.l 0 () 0 1 w () 
w 

() 1 0 () -(1 + w2) -w w2 
'W! 

-
{) {) 1 0 0 -1 0 

0 () () 1 0 0 -1 

w 0 () 0 
-1 1 w 0 

() w2 0 0 -(1 + w 2
) -w w2 

-
0 () 1 () 0 -1 0 

0 0 () 1 0 0 -1 

Express the two above matrices in relatively prime form as follows: 

w 0 0 0 1 w 0 

0 0 1 0 0 -1 0 

0 0 0 1 () 0 -1 

'UI 0 0 0 1 w 0 

new row 2 = 

(row 1) + (row 2) 0 () 1 0 () -1 0 

0 0 0 1 0 0 -1 

'UI 0 0 () 1 w 0 

new row 2 = 1 w {) 0 -w 0 w 

(row 2)/7JJ 0 0 1 0 0 -1 0 

ll 0 0 1 () 0 -1 
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Therefore, 

[~;] ~ [~ 
0 (] (] -1 1 

w (( :l [ -f 0 1 
0 0 

=D-1N 

where D and N are relatively prime. The matrix 

.V= [
1 'UI 0] -w 0 w 
0 -1 0 
0 0 -1 

w 

~] 0 
-1 
0 -1 

is used to determine whether '1J(s) has any infinite o.d. zeros. Perform elemen­

tary row and column operations to produce the Smith form of N: 

[ -;w 
w ~ l new cow 2~ [j 

u· 

jJ 0 
0 1.u-

-1.. () 
+ (w x row 1) 

-1 
0 

_
1 

(row 2) 
0 

new row 1 = 

[! 

0 

Il (row 1) + (w x row 3) w2 

new row 2 = -1 

(row 2) + (w x row 4) 
() 

At w = 0, the rank of the above matrix is not reduced. Therefore, ':P(s) has no 

infinite o.d. zeros. Also, ':P(s) has no infinite i.o.d. zeros. Hence, ':P(s) has one 

infinite decoupling zero. 

Now form the transfer function matrix 

G(s) = V(s)T-1(s)U(s) + W(s) 

= [0 0 1] [ -(s2~+1) 

= [0 0 1] ~ 0 
[ 

1 

s (s2 + 1) 

1 
=-

s 
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The infinite transfer function zeros are the zeros at w = 0 of G(~). Now 

1 
G(-) = w 

w 

Therefore, s:}J(s) has an infinite transfer function zero. 

Now determine whether s:}J(s) has any infinite system zeros directly from 

the normalised system matrix. The infinite system zeros of s:}}(s) are the zeros 

at w = 0 of s:}J(~). Again. remember that the Rosenbrock (1974) definition of 

the zeros of a system is used to find the system zeros. Express s:}J(:~;) in the 

form D- 1 N where matrices D and N are relatively prime: 

.l 1 (] (] 
w 

-;h-(1 + w2) _.1 1 (] 
w 

1 
'iJ(-) = 0 -1 0 1 

w 

0 0 -1 0 

.l 0 0 0 1 w 0 0 
w 

0 1 0 0 -(1 + w2 ) -1.() w2 0 ~ 
-

0 0 1 0 0 -1 0 1 

0 () () 1 0 0 -1 0 

0 0 0 
-1 1 0 0 w w 

() 
') w- 0 (] -(1 + w2

) -'U' Ul2 0 
-

() (] 1 () 0 -1 () 1 

() 0 () 1 0 0 -1 (] 

Now express the two above matrices in relatively prime form as follows: 
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11! 0 0 0 1 'W 0 () 

0 -1 0 1 

0 0 0 1 0 0 -1 0 

111 0 0 0 1 11! 0 0 

new row 2 = 

-

(row 1) + (row 2) 0 () 1 () 0 -1 0 1 

() 0 () 1 0 0 -1 () 

111 0 0 0 1 11.! 0 0 

new row..2 = 1 w 0 0 -111 () 111 0 

(row 2)/111 () 0 1 0 0 -1 0 1 

0 0 0 1 0 0 -1 0 

Therefore, 

\))1"-l ~ [~ 
0 0 

TT 
111 () 

"] 111 0 0 -111 () 111 

~ -
111 0 0 1 () 0 -1 0 

. () 0 0 1 () 0 -1 

= v- 1N 

where D and N are relatively prime. The matrix 

is used to determine whether Sf}(s) has any infinite system zeros. Perform ele-

ment.ary row and column operations on N to give its Smith form: 
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[ -:w 
'W 0 

"] [! 

1J} 0 

!l 0 'W 
~ new row 2 = w2 'W 

-1 0 -1 0 
0 0 -1 0 

(row 2) + (w x row 1) 
0 -1 

new col. 2 = 

[! 

0 0 

ll w2 w 

(col. 2) - (w x col. 1) 
-1 0 
0 -1 

new col. 2 = 

[! 

0 0 

jJ (col. 2) + (col. 4) w2 0 

interchange 
0 1 
0 0 

col. 3 and col. 4 

new row 2 = 

[! 

0 0 

lJ w2 0 

(row 2) + (w x row 4) 
0 1 
0 0 

Therefore, the normalised system matrix SfJ(s) has a zero at infinity of degree 2. 

Hence, it has now be seen that ':fJ(s) has an infinite decoupling zero, an 

infinite transfer function zero and an infinite system zero of degree 2 i.e. for the 

normalised system matrix. 

Number of infinite system zeros= (no. of infinite transfer function zeros) 

+(no. of infinite clecoupling zeros) 

Therefore, it has been seen in this example that result (3.15) holds true for a 

normalised system but not when applied to the original system matrix. 

In this section, the relationship between infinite system zeros, infinite trans-

fer function zeros and infinite c\ecoupling zeros has been established using a result 

concerning infinite system zeros, which is a natural extension of the finite system 

zeros defined by Rosenbrock (1974), and the definition of infinite system zeros. 
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The key for the adequate definition of infinite system zeros is the notion of the 

normalised system, introduced by Verghese (1978). 

IV.4 Matrix pencils 

Recall that a generalised state space system is one whose defining equations 

give rise t~ a system matrix of the form (Rosenbrock 1974, Verghese 1978) 

[

sE- A I B ] 
P(s)= --- I --

-C I D . 
(4.1) 

where E, A, B, Care constant matrices and !sE- AI f 0. 

Definition 1 

A MATRIX PENCIL is any mxl matrix of the form 

T(s) =sE- A (4.2) 

where E, A are constant matrices. The pencil ( 4.2) is said to be REGULAR if 

m=land 

!sE- AI fO (4.3) 

Otherwise the pencil is called SINGULAR. 

The generalised state space system matrix ( 4.1) contains a number of in-

teresting pencils: 

(a) the POLE PENCIL sE- A, which determines the modes (finite and infinite) 

-of the system, 

(b) the INPUT PENCIL [sE- A B], which determines the controllability 

properties of the system, 

(c) the OUTPUT PENCIL ((sE- A)T- er(. which determines the observ­

ability properties of the system, 

(d) the SYSTEM PENCIL 

(4.4) 



which determines the transmission-blocking properties of the system. 

It should be noted that a fine distinction is made between the system matrix 

(4.1), where full account is taken of the block structure, and the system pencil 

(4.4), where the block structure has no role. Also note that the pole pencil 

is always regular, while both the input and output pencils are not square and 

consequently are singular. Typically, the system pencil is singular but it could be 

regular, in which case the system transfer function matrix would be invertible. 

A relation between matrix pencils is now stated as follows: 

Definition 2 

Two mxl matrix pencils s£1 - A1, sE2 - A2 are said to be STRICTLY 

EQUIVALENT (s.e.) if there exist constant non-singular matrices M, N such 

that 

(4.5) 
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CHAPTER V 

SYSTEM EQUIVALENCE 

V.l Introduction 

It is often advantageous for analysis and design purposes to consider an 

alternative but equivalent representation of a system model. That two system 

representations give rise to the same transfer function matrix is perhaps the 

most basic notion that the two representations be equivalent. 

In this chapter it will be seen that in the conventional theory of linear 

systems the equivalence transformation for state space models is system similar­

ity, and for general polynomial models it is extended strict system equivalence 

( e.s.s.e.). In the generalised theory the appropriate transformations are complete 

system equivalence (c.s.e.) for generalised state space systems and full system 

equivalence (f.s.e.) for general polynomial models. 
,., ct:ed.. ""I,.L.cJ.., 

It is oeserveEI tfiose system properties ~ are preserved under an equiva-

lence transformation. In the conventional theory of linear systems all the essen­

tial finite zero and pole structures of a polynomial system matrix are invariant 

under (e.s.s.e.). In the generalised theory of linear systems (c.s.e.) preserves the 

finite and infinite zero I pole structures of a generalised state space system ma­

trix while under (f.s.e.) all the essential finite and infinite zero I pole structures 

of a general polynomial system matrix are invariant. 

The relation of full equivalence also has the useful property of permitting 

the given polynomial matrix to be reduced to an equivalent matrix pencil form. 

This will be seen in the next chapter. 

V.2 The general form of system transformations 

Let 

[ 

T;(.s) 
P;(s) ~ 

- V;(s) 

U; (s) l 
lV;(s) ' 
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where it is assumed that 

det Ti(s) I 0 (2.2) 

be two (r;+m)x(r;+l) Rosenbrock system matrices. These system matrices are 

called POLYNOMIAL or RATIONAL depending on whether the component ma­

trices T;(s), U;(s), Vi(s), vVi(s) are polynomial or rational (Rosenbrock 1970). 

Let 

i = 1, 2 (2.3) 

denote the associated tr.ansfer function matrices. 

The most basic form of equivalence of system matrices is then 

Definition 1 

P1(s),P2(s) of (2.1) are said to be INPUT- OUTPUT EQUIVALENT (i/o 

equivalent) if, and only if, they give rise to the same transfer function matrix 

i.e. if, and only if, 

(2.4) 

A question of fundamental importance in linear systems theory concerns the 

nature of the relationship between two system matrices which are input-output 

equivalent. Rosenbrock proposed an exact characterisation of this equivalence. 

in system matrix terms. 

Definition 2 

If P1(s),P2(s) of (2.1) are rational system matrices, one of which, P1(s) 

say, can be obtained from the other, P2(s), by a finite sequence of the following 

elementary operations: 

(a) multiply any one of the first 1"2 rows (respectively, columns) by a non-zero 

ra_!;ional function, 

(b) add a multiple, by a rational function, of any one of the first r2 rows (re­

spectively, columns) to any other row (respectively, column), 
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(c) interchange any two among the first r2 rows (respectively, columns), 

(d) add a row and column to P2(s) to form 

then P1(s) and P2(s) are said to be SYSTEM EQUIVALENT. 

It can be shown that the transfer function matrix is invariant under system 

equivalence. 

Theorem 1 

The transfer function matrix G(s) is a standard form for system matrices 

under system equivalence. 

Proof 

Operate on P as follows: 

[ r u] __. [ r r-1u] 
-V W -V W 

--> [~ 

= [~ T:U] 

- [~ ;] 
- G 

Note that the above operations can be reversed i.e. 
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Theorem 2 

Any two system matrices are syste!ll equivalent if, and only if, they give rise 

to the same transfer function matrix i.e. if, and only if, they are input-output 

equivalent. 

Proof 

If two matrices are system equivalent, they give rise to the same G(s), as 

was noted above. If they give rise to the same G(s), each can be reduced to 

G( s) by system equivalence i.e. 

Hence, the desired result follows. 

Gz _., ...... [ Tz 

-Vz 
u ] v~ 

It is seen from the above result that system equivalence is an exact charac­

terisation of input-output equivalence in system matrix terms in the sense that 

it provides a catalogue of permitted elementary operations that can be applied 

to the system matrix without affecting the associated transfer function matrix. 

A relation between two system matrices which are input-outpUt equivalent 

is now stated in the following theorem: 

Theorem 3 

Two system matrices of the form (2.1) are input-output equivalent if, and 

only if, there exist system matrices N!(s), N(s),-X(s), Y(s) such that 

[

M(s) 0] [ T1(s) 

X(s) l -V1(s) 
(2.5) 

- Relation (2.5) and system equivalence are both exact characterisations of 

input-output equivalence. It follows that the elementary operations defining 

(2.5) are precisely those of system equivalence. The relation (2.5) is thus the 
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GENERAL MATRIX FORM FOR A~Y SYSTE:'vi MATRIX TRANSFORMA-

TION. It is the zero and unit blocks in the transforming matrices which guaran­

tee the invariance of G(s) irrespective of M(s), N(s), X(s), Y(s) being poly-

nomial, rational, singular or non-singular (Pugh et al., 1989). Also note that 

writing the transforming matrices on both sides of the expression (2.5) permits 

system matrices of different dimensions to be related. Thus, the equivalence 

classes set up by such transformations are suitably enlarged and complete. The 

further imposition of the conditions of the various matrix transformations onto 

the general form (2.5) will generate the relevant system matrix transformations, 

as will be seen later. 

V.3 Strict system equivalence 

Let P(m, !) denote the class of (r + m)x(r + l) polynomial matrices, where 

m, l are fixed positive integers but r is variable and ranges over all integers 

greater than max (-m, -l). 

Definition 1 

Let Pi(s) E P(m,l), i = 1,2. Let M(s),N(s) be rxr unimodular poly-

nomial matrices. Also let X(s), Y(s) be polynomial matrices, respectively mxr 

and rxl. If P1(s) and P2(s) are related by the transformation 

U1(s) l [lvi(s) 

W1(s) = X(s) 

Y(s) l 
(3.1) 

I1 

then P1 (s) and P2(s) are said to be STRICTLY SYSTEM EQUIVALENT 

(s.s.e.). 

Note that relation (3.1) is a special case of theorem 3, section V.2. Strict 

system equivalence is restrictive in that it only allows system matrices of the 

same dimension to be related. Also note that (s.s.e.) is the system version of 

unimoclular equivalence (see definition 1(a), section II.3). 
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Under this type of transformation it is important to note those system 

properties which are preserved. It can be shown that under (s.s.e.) the dimension 

r; of the matrices T, U, V, the order n of the system, and the corresponding 

transfer function matrix G are all invariant. 

Theorem 1 

Two system matrices which are strictly system equivalent have the same 

order and give rise to the same transfer function matrix. 

Proof 

Equation (3.1) gives 

(3.2) 

On taking determinants and noticing that M and N are unimodular it follows 

that IT1(s)l and IT2(s)l have the same degree. Therefore P1 and P2 have the 

same order. 

On multiplying out, equation (3.1) gives 

M(T2Y + U2) ]· 

XT2Y- V2Y + XU2 + W2 
(3.3) 

Therefore, 

G1 = V1T1-
1U1 + W1 

= (V2- XT2)N N-1T2-
1 M- 1 M(T2Y + U2) 

Therefore, P1 and P2 give rise to the fame transfer function matrix. 

Any relation of strict system equi\·alence can be generated by elementary 

operations of the following types: 
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(a) multiply any one of the first r rows (respectively, columns) by a non-zero 

constant, 

(b) add a multiple, by a polynomial, of any one of the first r rows (respectively, 

columns) to any other row (respectively, column), 

(c) interchange any two among the first r rows (respectively, columns). 

Comparison with definition 2 section V.2 shows that system equivalence 

includes strict system equivalence as a special case. 

Theorem 2 

Any polynomial system matrix Pt ( s) can be brought by strict system equiv­

alence to the form 

where Pz ( s) is a system matrix in state space form. 

Proof 

For the proof see Rosenbrock (1970, p. 53). 

V.4 System similarity 

Consider a system in state space form (see (2.1) section IIL2): 

i:1 =At~;!+ Btu! 

Yt = Ct:rt + Dtut 
(4.1) 

If a system matrix P1 ( s) in state space form is transformed by strict system 

equivalence, the result will not generally be in state space form. Given a state 

space description of a system, a new model may be obtained which evidently 

preserves the state space form. This may be achieved by a change of basis in 

the state space of the form 

where His a non-singular constant matrix. Then equations (4.1) become 

85 

(4.2) 



(4.3) 

where 

( 4.4) 

D2 =Dt 

This transformation is called SYSTEM SIMILARITY. It can equally be defined 

in terms of Rosenbrock's system matrix in state space form by 

Strict system equivalence clearly includes system similarity as a special 

case. It follbws that the system order ancl the transfer function matrix are both 

invariant under system similarity. 

Theorem 1 

Two system matrices P1(s) and P2 (s) in state space form are system simihu­

if, and only if. they are strictly system equivalent. 

Proof 

For the proof see Rosenbroc:k (1970. p. 56). 

V.5 Extended strict system equivalence 

The conventiorml theory of linear s~·sterns is !milt on the standard matrix 

theory of equivalence by nnimodnlar matrices ( u.e. ). Let P( m, l) denote the class 

of ( T +m )x( r +I) polynomial matrices, where rn.l are fixed positive integers but 

r is variable and ranges over all integers gTeater than max (-m, -l). 

_ In section I I. 3 nnim(H I uhtr equivalence ( u.e.) an cl extended uuimod ular 

er}ltivalence (e.u.e.) wene <lefine<l. The essential properties of the transformation 

of (e.u.e.) can be sumnuu·ise<l as follows: 



Lemma 1 

(a) Extended unimorlular equivalence is an ertuivalence relation on P(m, l). 

(b) Pi (.s), P2 ( s) E P(m.l) are ( e.u.e.) if, and only if, their Smith forms are 

related by a trivial expansion. 

Proof 

For the proof see Pugh ami Shelton (1!J78). 

It is now apparent from lemma 1(b) that (e.u.e.) is simply (u.e.) together 

with the adrlit.ion operation of trivial expansion / deflation. It is also seen from 

the above lemma tlmt. the essential invariants under (e. u.e.) are the non-unit 

invariant polynomials or, equivalently, the finite elementary divisor or zero struc-

ture of the polynomial matrix under consideration. In fiLet., (e. u.e.) represents 

a complete description of the rehttionship which holds between any two polyno-

mial matrices from P('rn, l) whose finite zero structures are identical. However, 

the infinite zero structme is not invariant under (e.u.e.). 

Imposing the conditions of (e. u.e.) onto the general form for any system 

matrix transformation (see (2.G) section V.2) i.e. 

[

M(s) 

X(.s) 
(5.1) 

(where M(.s ), N(s), X(.s ), Y(.s) are polynomial matrices) gives rise to the follow-

ing system transformation: 

Definition 1 

Let. P;(s) E P(m,l), i = 1,2. P 1(s),P2 (s) are said to be EXTENDED 

STRICT SYSTEM EQUIVALENT (e.s.s.e.) if there exists a transformation of 

the form (5.1) such that 

(5.2) 

is an ( e.u.e.) transfommtion. 
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The following result shows that ( e.s.s.e.) inherits the basic features of 

(e.u.e.): 

Theorem 1 

Under extended strict system equivalence (e.s.s.e.) all the essential finite 

zero and pole structures of a polynomial system matrix are invariant. 

Note here the mechanism by which the results of theorem 1 above are 

achieved. (E.s.s.e.) induces transformations of (e. u.e.) directly on those sub­

matrices of the system matrix used to define the various finite pole and zero 

structures. 

V.6 Complete system equivalence 

The conventional systems theory transformation of ( e.s.s.e.) does not pre­

serve the infinite frequency structure. A transformation is now introduced which 

leaves invariant all finite and infinite frequency properties of a generalised state 

space system. 

Recall that a generalised state space system is one whose defining equations 

give rise to a system matrix of the form 

P(s) = 
[

sE- A B l 
--- --

-C D 
(6.1) 

where E,A,B,C are constant matrices and Is~- AI of 0 (see (4.12) section 
-
III.4). 

The underlying matrix transformation for such systems is one which relates 

matrix pencils. Recall that a matrix pencil is any mxl matrix of the form 

T(s) =sE- A (6.2) 

where E, A are constant matrices. Recall also that the pencil (6.2) is said to be 
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REGULAR if m = l and 

isE- AI ;f 0 (6.3) 

Otherwise it is SINGULAR. 

Let P'(m, l) denote the class of (r + m)x(r + l) matrix pencils, where m, l 

are fixed positive integers but r is variable and ranges over all integers greater 

than max (-m, -l). Also let P'(O) denote the set of rxr regular matrix pencils, 

where again the integer r is variable but r > 0. Now define the following: 

Definition 1 

Two pencils T1(s) = sE1- A1, T2(s) = sE2- A2 in P'(m,l) are said to 

be COMPLETELY EQUIVALENT (c.e.) if there exist constant matrices M, N 

such that 

MT1(s) = T2(s)N (6.4) 

or 

[M T2(s)] [~W] =0 (6.5) 

where 
T2(s), M are relatively left - prime 

(6.6) 
N, T1(s) are relatively right - prime 

and 
[Tz(s) M] 

[~W] 
} have no infinite zeros (6.7) 

In the case of regular pencils i.e. T1(s), Tz(s) E P'(O), the condition (6.6) 

may be replaced by the equivalent condition that the matrices occurring in (6. 7) 

have no finite zeros and full normal rank. 

It is noted that (c.e.) is a restriction of (e.u.e.) in that its transforming 

matrices are constant and its action with respect to the point at infinity is also 

constrained. The main properties of ( c.e.) are then 
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Theorem 1 

(a) Under (c.e.) the finite and infin~te zero structures of a matrix pencil are 

invariant. 

(b) In the case of regular pencils the finite and infinite zero structures form a 

complete set of independent invariants under ( c.e.). 

(c) (C.e-:) is an equivalence relation on the set of regular pencils. 

Rather in the way that unimodular equivalence of polynomial matrices in-

duces an equivalence relation on the set of polynomial system matrices, called 

strict system equivalence (Rosenbrock 1970), so the equivalence relation ( c.e.) 

of regular matrix pencils may be taken as a basis for an equivalence transforma-

tion of generalised state space system matrices of the form (6.1). This may be 

defined as follows: 

Let P6(m, l) denote the class of (r + m)x(r + l) generalised state space 

system matrices of the form (6.1), where the integer r > 0 is variable and where 

[sE- A[ ;i 0. 

Definition 2 

P1(s), P2(s) E P6(m.l) are said to be CO:YIPLETELY SYSTEIVI EQUIV-

ALENT (c.s.e.) if there exist constant matrices M, N, X, Y such that 

[: B2] [ J<r : y ] . 

D2 0 I I 
(6.8) 

where 

(6.9) 

is a statement of (c.e.). 

_ Note that in the above definition, since the pencils sE1 - A1, sE2 - A2 are 

regular, the requirement that (6.9) be a statement of (c.e.) may be replaced by 

conditions analogous to (6.6) and (6. 7) of the form that the matrices 
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[sEz -Az M], (6.10) 

have neither finite nor infinite zeros. 

The importance of ( c.s.e.) is indicated by the following: 

Theorem 2 

Under complete system equivalence (c.s.e.) all the essential finite and infi-

nite zero / pole structures of a generalised state space system matrix are invari-

ant. 

V. 7 Full system equivalence 

A transformation of system matrices is now introduced which plays the 

same role in the generalised theory of linear systems as ( e.s.s.e.) does in the 

conventional theory. Let P(m, l) denote the class of (r + m)x(r + l) polynomial 

matrices, where m, l are fixed positive integers but r is variable and ranges over 

all integers greater than max (-m, -l). 

Definition 1 

P1(s), P2(s) E P(m,l) are said to be FULLY EQUIVALENT (f.e.) if there 

exist polynomial matrices M(s), N(s) ofthe appropriate dimensions such that 

(7.1) 

where the compound matrices 

[ 
P1(s) ] 
-.V(s) 

(7.2) 

satisfy the following: 

(a) they have full normal rank, 

(b) they have no finite nor infinite zeros, 

(c) the following McMillan degree conditions hold: 
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(7.3) 

(7.4) 

Note-that (a) together with the condition that the matrices (7.2) have no 

finite zeros is equivalent to the relative primeness requirements of (e. u.e.). Hence, 

(f.e.) is a special case of (e.u.e.). A most important feature of this transformation 

is the following: 

Theorem 1 

If P1 (s), P2(s) E P(m, l) are related by full equivalence then they possess 

identical finite and infinite zero structures. 

Proof 

For the proof see Hayton et al. (1988). 

Consider again the general form for any system matrix transformation (see 

(2.5) section V.2): 

[

M(s) 

X(s) 

0] ·[ T1(s) 

I -V1(s) 

U2(s)] [N
0

(s) 

lV2(s) 

where M(s), N(s), X(s), Y(s) are polynomial matrices. 

(7.5) 

In the case of (e.s.s.e.) it is immaterial whether the conditions of (e.u.e.) are 

imposed on the whole of the tncnsformation (7 .5) -er simply on the transformation 

that (7.5) induces on the associated T(s) matrices i.e. the transformation 

(7.6) 

H_gwever, in obtaining a systems theory version of (f.e.), the manner in which 

the conditions of (f.e.) are imposed on (7.5) turns out to be crucial. Consider 

the following example: 
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Example 1 

Consider 

P1(s) = [ -

8

-

-(s2 + 1) 
: -1-], 
I -s 

These matrices can be related by 

[
110][ s 

-; : -;:- -(8 2 ~ 1) 

Pz(s) = [-

8

- -

1

-] 
-1 0 

(7.7) 

(7.8) 

which is a transformation of the form (7.5). The transformation induced on the 

T(s)- blocks of P1(s) and P2(s) is 

l.s = s.1 

or 

[sI l][~J=o (7.9) 

(7.9) is an· (f.e.) transformation between the respective T(s)-blocks. If the 

overall transformation (7.8) is considered, then it can be seen that this is not an 

(f.e.) transformation. The compound matrix 

[

1 o I 

s 1 : 

does not satisfy the required McMillan degree condition (7.3). Further P1(s), 

P2(s) as matrices in their own right cannot be related by any (f.e.) transfor­

mation since they actually possess different infinite zero structures (and hence 

would violate theorem 1). Thus, it is seen that imposing the conditions of (f.e.) 

on the transformation of the associated T(s)-blocks of the system matrices will 

not necessarily imply that the overall transformation (7.5) is (f.e.). It will be 

impossible to guarantee the invariance of the infinite zero structure of the system 

matrix under such a transformation. 
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Consider now imposing the conditions of (f.e.) on the overall transformation 

(7.5). There will be two transformations arising from (7.5) depending upon 

whether the system matrix or its normalised form is chosen. 

Definition 2 

P1(s), P2(s) E P(m,l) are said to be NORYIAL FULL SYSTEM EQUIV­

ALENT (n.f.s.e.) if there exist polynomial matrices !.m(s), 91(s), X(s), ~(s) 

such that the corresponding normalised forms 1tJ 1 ( s), s:j32 ( s) are related by 

[

!.m(s) 0] [ 'r1 

.t(s) I -2J1 

_ [ 'rz .Uzl [91(s) 

-2Jz 0 0 
(7.10) 

where (7.10) is an (f.e.) transformation. 

Definition 3 

P1(s), Pz(s) E P(m, l) are said to be FULL SYSTEM EQUIVALENT (f.s.e.) 

if there exist polynomial matrices M(s), N(s ), X(s ), Y(s) such that 

[

M(s) 0] [ T1 (s} U1(s)] = [ Tz(s) 

X(s) I -Vl(s) W1(s) -Vz(s) 

Uz(s) l [N(s) 

Wz(s) 0 

YI(s)] (7.11) 

where (7.11) is an (f.e.) transformation. 

Although ( f.s.e.) relates to a system matrix, it induces transformations of 

(f.e.) on the various submatrices of the normalised form rather than those of 

the system matrix itself. It is the submatrices of the normalised form which are 

-used to define the finite and infinite zero /pole structures of the system. It thus 

follows that 

Theorem2 

Under full system equivalence (f.s.e.) all the essential finite and infinite zero 

/-pole structures of a general polynomial system matrix are invariant. 
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V.8 Conclusions 

In this chapter a number of matrix transformations together with their 

systems theory analogs have been given. In the conventional analysis of linear 

systems the system transformations are system similarity for state space models 

and ( e.s.s.e.) for general polynomial models. In the generalised theory the ap­

propriate system transformations are ( c.s.e.) for generalised state space models 

and (f.s.e.) for general polynomial models. 

The system transformations arise in an identical way from the underlying 

matrix transformation. The conventional way of achieving this (i.e. placing 

restrictions on the transformation induced on the T(s)-blocks of the system ma­

trix) does not carry through to the general case of the transformation (f.s.e. ). 

The correct method of generating a system transformation is to apply the re­

strictions of the underlying matri."< transformation to the basic structural form 

of system transformations. 

Also in this chapter it is noted which system properties are left invariant un­

der an equivalence transformation. In the conventional theory of linear systems, 

(e.s.s.e.) leaves invariant the finite zero and pole structures of a polynomial 

system matrix. In the generalised theory of linear systems, ( c.s.e.) preserves 

the finite and infinite zero I pole structures of a generalised state space system 

matrix. Finally, under (f.s.e.) all the essential finite and infinite zero I pole 

structures of a general polynomial system matrix are invariant. 

The relation of full equivalence also has the useful prope.rty of permitting 

the given polynomial matrix to be reduced to an equivalent matrix pencil form. 

This will be seen in the next chapter. 
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VI 
SYSTEM MATRIX REDUCTION TO 

SINGULAR SYSTEM FORM 

VI.l Introduction 

This chapter describes three methods of system matrix reduction to singular 

system form. Hayton et al. (1989) have formed matrix pencil equivalents from 

a general polynomial matrix, and it can be seen how this reduction is based on 

the system matrix idea by Bosgra and Van der Weiden (1981). In chapter VII, 

the algorithm which permits the polynomial matrix reduction to pencil form 

is computerised and discussed further. Also discussed in this chapter is the 

system matrix reduction by Vardulakis (1991) which transforms a polynomial 

matrix model of a linear multivariable system to generalised state space form. 

Finally, the system matrix linearisation by Zhang ( 1989) is discussed and all 

three methods of linearisation are compared via an example. The extent to 

which the resulting singular system is equivalent to the original is also discussed. 

VI.2 Polynomial matrix reduction to pencil form 

Bosgra and Van der Weiden (1981) have outlined a procedure whereby a 

generalised state space system may be obtained from a general polynomial sys­

tem, preserving fundamental system properties at finite and infinite frequency. 

This algorithm may also be used to reduce any general polynomial matrix to 

an equivalent matrix pencil (in the sense of having identical finite and infinite 

zero structure). This will be seen later to be a special case of full equivalence ( 

Hayton et al., 1988). The algorithm is described as follows: 

Let the mxl polynomial matrix P( s) eorrespond to the matrix polynomial 

defined by 

P(s) == Po + P1s + P2s2 + ... + Pqsq 

96 

(2.1) 



where Pi, i = 1
1 

2; ... , q, are mxl constant matrices wfth 

P,/f 0 (2.2) 

Define the following matrices: 

[A 
p3 

1"] TI(E) t:>. 
P,g p4 

;q 0 

p3 p4 Pq 0 
p4 Ps 0 b 

U(A) t:>. 

Pq 0 0 () 

0 0 0 0 

TI(B) t:>. [1] 
D. p3 Pq J TI(C) = [P2 ... (2.3) 

Let p(E) ~ rank (TI(E)). A method is needed to determine p(E) linearly inde­

pendent rows (resp. columns) from IT( E), although as will become clear the pre­

cise choice of rows (resp. columns) is largely irrelevant. Let I ~ { i1, iz, ... , ip(E)} 

(resp. J ~ {jJ,Jz, ... ,Jr(EJ}) be the positive sets of integers which define such 

a row ~resp. column) selection, denoted I (resp. J). 

Let PE (resp. PA) be that. submatrix of TI(E) (resp. TI(A)) formed from 

rows of the selection I and columns of the selection J. Let PB be the submatrix 

-of TI(B) formed from the rows of the selection I, and Pc be the subrnatrix of 

TI( C) formed from the columns of the selection J. 

The matrix pencil PF(s) is formed as follows: 

(2.4) 

One particular method for determining a row and column selection is described 

as follows: 

97 



Beginning with the last row and working upwards in the matrix II(E), 

select any row which is linearly independent of all other previously selected 

rows. Clearly if rows h1, ... , hk are selected from the one block row of II(E), 

then these rows will always be selected when considering the next block row 

of II(E), plus any additional linearly independent rows from the correct block 

row. This particular row selection will be called the "natural row selection", 

and similarly the "natural column selection" for the columns can be defined by 

working from the last column to the first. This is discussed in more detail in the 

next chapter where some of the numerical advantages provided by this selection 

are also cl escri bed. 

Two examples illustrating the formation of an equivalent matrix pencil are 

as follows: 

Example 1 

Let P ( s) correspond to the matrix polynomial 

Now form the following matrices: 

II(E) = [ ~ ~] 

II(A) = [ ~ ~] 

II(B)=[
1 0

] 0 0 

II(C) = [~ ~] 
The row selection I = { 1} corresponds to the linearly independent row from 

II(E). The column selection J is J = {1}. Therefore 

PE= 1 
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Pe = [ 1 0] 

Pc=: [ ~] 
Hence, the matrix pencil PF(s) is 

Example 2 

Let P(s) correspond to the matrix polynomial 

Hence, 

ll(E) ~ [j 
0 1 

!l 0 0 
0 0 
0 0 

ll(A) ~ [j 0 0 

!l 0 0 
0 0 
0 0 

ll(B) ~ [l !l 
II(C) = [ 1 0 1 0] 

0 0 0 0 

The row selection I= {1, 3} corresponds to the set of linearly independent rows 

from II(E). The column selection J is J = {1, 3}. Therefore 

Ps = [~ ~] 
PA = [~ ~] 
Pa= U ~] 
Pc=[~ ~] 
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Hence, the matrix pencil P F ( s) is 

[H 1 s 

ll Pp(s) = 
1 0 s 

-s -s 0 
0 0 -1 

The following results arise directly from the construction of PE, P A, PB, 

Pc: 

Lemma 1 

Let PE, PA, PB, Pc be constructed from the row selection I and column 

selection J. The following hold: 

(a) PE is non-singular 

(b) PE- sPA is unimodular 

(c) Pc(PE- sPA)-1 PB = P2 + P3s + ... + Pqsq-2 (2.5) 

(d) If Pj,, PA, P~, Pb is a construction corresponding to any other row selec­

tion I' and column selection J', then there exist constant non-singular matrices 

T1 and T2 such that 

i.e two matrix pencils, each formed from a different row and column selection 

but from the same polynomial matrix. are related by strict equivalence (see 

definition 2 section IV.4): 

[
PE- sPA 

-Pes 

Proof: 

Pas ] _ [T1 0] [Pi,- sPA P~s ] [T2 0] 
P1s + Po - 0 I -P(:s P1s + Po 0 I 

See Bosgra and Van der Weiden (1981). 

(2.7) 

An example illustrating the constructions described in the above lemma is 

as follows: 

lOO 



Firstly, let the row selection I be I = {2, 3, 5, 6} which corresponds to a 

set of linearly independent rows from TI(E). Also, let the column selection J be 

J = {1,3,4,6}. Then 

0 1 0 1 

[ 
1 0 1 0] 

PE= 1 0 0 (0) 
0 1 () 
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PF [! 0 00] 1 0 0 
0 0 0 
0 0 0 

p, ~ [l 
1 

ll 0 
0 
0 

Pc=[~ 
1 0 

~] 0 1 
1 0 

and 

[1-' 0 1 

ll PE- sPA= ~ 1-s 0 
0 0 
1 0 

[' 0 

1 

_)_J (PE- sPA)- 1 = ~ ~ 0 
-(1- s) 

0 1 0 

It can be seen from this that lemma 1(a) and 1(b) hold. 

Now, 

Pc( PE- sPA)-
1 
Pn = u 1 0 !l[l 

0 1 

_)_J [l 
1 

ll 0 1 
0 0 0 

1 0 
0 -(1- s) 0 
1 0 0 

= [ 1 ;s 

0 
1 ~ s l 1 

0 1+s 

= P2 + P3s 

i.e. lemma 1(c) holds. 

Now consider another row selection I = {1, 2, 4, 5} and column selection 

J = {1,3,4,6}. Then 

I [~ ~ ~ ~~l PB = 0 1 0 

1 0 0 
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PA'- r: 1 00] 0 0 0 
- 0 0 0 0 

o· 0 0 0 

PB' ~ [! 0 

1l 
1 
0 
0 

Pc'= [~ 
1 0 

n 0 1 
1 0 

and 

[ 0 1-,0 1] 
1 I 1-S 0 1 0 

PE -sPA = 0 - 1 0 0 
1 0 0 0 

The following relation. holds between PE- sPA and Pe'- sP/: 

[1-• 0 1 0] 0 1-s 0 1 
1 0 0 0 
0 1 0 0 

[l 
1 0 

1][1~, 
1- s 0 

j][j 
0 0 

!l 0 0 0 1 1 0 
- 0 0 1 0 0 1 

0 1 0 0 0 0 

i.e. 

PE- sPA= T1 {PE'- sP/)T2 

where T1 and T2 are the constant non-singular matrices 

T, ~ [l 
1 0 

ll 0 0 
0 0 

0 0 1 

T, ~ [i 
0 0 

!l 1 0 
0 1 

0 0 0 
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Also, it can be seen that the following relations hold: 

[" ll [! 

1 0 0][00 il 0 0 0 0 0 1 1 
1 0 - 0 0 1 0 0 
0 0 0 1 0 1 0 

i.e. 

Ps = T1P8 

and 

[~ 
1 0 

~] [~ 
1 0 :l[j 

0 0 

ll 1 0 
0 1 - 0 1 

0 1 
1 0 1 0 

0 0 

i.e. 

Pc= P(;Tz 

i.e. lemma 1(d) holds. 

Hence, it has been seen that two matrix pencils each formed from the same 

matrix polynomial but from different row and column selections are related by 

strict equivalence, and that the precise choice of linearly independent rows (resp. 

columns) from the matrix IT( E) defined earlier is largely irrelevant. 

The following theorem states additional properties of any construction PE, 

PA, Pa, Pc and it can be seen from the proof that the natural row and column 

selections are useful in establishing the results. 

Theorem 1 (Hayton et al., 1989) 

(a) The matrices [ Ps PA], [ ~~] have full rank. 

(b) DM (Pes( PE- sPA)-
1 
Ps) = DM ( Pcs(PE- sPA)-

1
) (=p(E)) (2.8) 

Proof: 

(a) Consider the matrix 

(1) 
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which has dimension (m+p(E))xp(E) and where PeN; PAN are matrices formed 

from II (C), IT (A) respectively on the basis of the natural row and column selec­

tions. It is necessary to demonstrate the existence of p(E) linearly independent 

rows in the matrix (1). Select from matrix (1) linearly independent rows in 

the manner of the natural row selection. This is equivalent to performing the 

natural row and column selection on the matrix 

[ 
II(E) ] 

Om,(q-1)1 

since the columns of matrix ( 1) have already been selected in this way. This 

will result in the formation of the p(E)xp(E) matrix PeN which is non-singular 

(lemma l(a) ). Thus matrix (1) contains PeN as a submatrix and so has p(E) 

linearly independent rows. 

Now suppose that 

(2) 

is formed on the basis of an arbitrary row and column selection. By lemma l(d), 

there exist non-singular constant matrices T1, T2 such that 

(2.9) 

Hence, matrices (1) and (2) have identical rank and so matrix (2) has full rank, 

as required. Similarly, [ Pa PA] has full rank. 

(b) From lemma l(c), and lemma 1 section II.6, 

DM(Pcs(Pe- sPA)~ 1 Pa) ~ DM(P2s~ P.1~2 + ... +Pqsq-l) 

=rank IT( E) 

= p(E) (2.10) 

Q:msider now the matrix Pcs(Pe- sPA)- 1. Pe- sPA is unimodular, so it be-
I'Y'\o.J::f'",· C:.V) 1 

longs to the ring ofpolynomial11and so does its inverse. Hence Pcs(Pe- sPA)-

is a polynomial matrix which means that it has only poles at infinity. Therefore 
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its McMillan degree is simply the total number of such poles. To determine this, 

puts=:;!; in Pcs(Ps- sPA)- 1
• The resulting rational matrix is given by 

(3) 

The only poles that Pcs(Ps- sPA)-1 possesses are at infinity. Thus the only 

poles that (wPs- PA)-1 possesses are at w = 0, or alternatively the only zeros 

that wPs- PA possesses are at w = 0. Hence wPE- PA has full rank for all 

finite w =/= 0 and so 

(4) 

has full rank at w =/= 0. Also matrix (4) has full rank at w = 0 (theorem l(a)). 

Hence ( 4) has full rank for all finite w and hence (3) is a relatively right prime 

factorisation of the rational matrix it represents. Therefore the zero structure 

of wPE - PA reflects the pole structure of this rational matrix. Since Ps is 

non-singular, the total number of finite zeros of wPE- PA (they are all at w = 0 

) is rank PE = p(E). Therefore 

(2.11) 

i.e. 

as required. 

Example 4 

To illustrate the properties in theorem 1 above of any construction PE, PA, 

PB, Pc, consider example 1 again. 

The matrices 

[ Pn P.-1 J = [ 1 0] 
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obviously have full rank. 

Now 

= [ ~ ~] 
and 

The McMillan degree (s~ result 1 section II.6) of both forms is equal to 1. Hence 

theorem 1 holds true. 

It will now be seen from the following_ theorem that the polynomial matrix 

reduction to pencil form is a full equivalence transformation. The properties in 

theorem 1 above are useful in establishing the proof of the following: 

Theorem 2 (Hayton et al., 1989) 

If P( s) is an arbitrary mxl polynomial matrix with a corresponding matrix 

polynomial 

(2.12) 

then P(s) is related to the matrix pencil PF(s) by full equivalence where 

where Pe, PA, Pa, Pc are as previously defined. 

Proof: 

Matrix transformations relating P( s) and Pp( s) are seen to be 

or-alternatively 

[Pcs(Pe- sPA)- 1 I] PF(s) = P(s) [0 I] 

[ ~] P(s) = PF(s) [ -(Pe- s;A)-
1 
Pas] 
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It remains to show that these are statements of full equivalence. 

Equation (2.14) may be written as 

[Pcs(PE- sPA)-1 I P( )] [ PF(s)] -0 - s [0 I] - (2.16) 

The matrix 

[Pcs(PE-sPA)-1 I -P(s)] (5) 

has no finite nor infinite zeros, by virtue of the identity block. It must now be 

verified that the McMillan degree of (5) is bM (P(s)). Any constant columns 

will not contribute to this McMillan degree, so 

6M( [Pcs(PE- sPA)-1 I -P(s)]) = bM( [Pcs(PE- sPA)-
1 -P(s)]) 

(2.17) 

From theorem l(b), 

6M (Pes( PE- sPA) -I) = 6M (Pes( PE- sPA)-
1 
Pa) (2.18) 

and so, using theorem l(b) section II.6, 

bM([Pcs(PE-sPA)-
1 -P(s)J) 

=6M([Pcs(PE-SPA)-
1
Ps -P(s)J) 

= 6M( [P2s+ P3s2 + ... + P1s1- 1 -(Po + P1s+ . .. + P1 s1)J) 

=rank 

P1 -Pq-l 0 -P1 
0 0 0 0 

P1 p2 Pq 
p2 p3 0 

=rank 

P1-t Pq 0 
Pq 0 0 

= 6M(P(s)) 
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0 -P1 
0 0 

0 0 
0 0 

(using lemma l(c)) 

(using lemma 1 section II.6) 

(2.19) 



Thus, matrix (5) satisfies the requirements of full equivalence. Now consider the 

matrix 

(6) 

The McMillan degree condition of full equivalence is clearly satisfied ((6) has 

McMillan_degree tJM (PF(s))). Also matrix (6) has no finite zeros since PE -sPA 

is unimodular. It remains to show that (6) has no infinite zeros. Since (6) is a 

matrix pencil, its McMillan degree bM (PF(s)) is 

[ 
PA 

rank -Pc 

From theorem l(a), 

has full column rank. Therefore, there is some minor of (6) of degree tJM (PF(s)) 

which incorporates all the columns in the first block column of (6). The unit 

matrix in the second block column then ensures that this minor can be extended 

to give a maximum size minor of (6) with degree equal to the McMillan degree 

of (6). This is the condition for no infinite zeros (Hayton et al., 1988). Hence, 

(2.14) is a relation of full equivalence between P(s) and the matrix pencil PF(s). 

Similarly, the same applies to (2.15). 

Hence, the result demonstrates that under fundamental equivalence it is 

possible to reduce any polynomial matrix to matrix pencil form. 

Example 5 

Consider example 1. It will now be shown that the polynomial matrix with 

corresponding matrix polynomial 

is !elated to the matrix pencil 
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by full equivalence. 

P(s) and PF(s) are related by 

or 

M(s)P(s) = PF(s)N(s) 

where M(s), N(s) are polynomial matrices of the appropriate dimension i.e. 

s 0] [-s 0] s 1 1 0 
-1 0 0 1 

It now needs to be shown that 

[M(s) PF(s)] = [! ~ ~s ~1 !] 
and 

s+ s2 1 

[ 
P(s) ] _ 

-N(s) -

-1 0 
s 0 

-1 0 
0 -1 

satisfy 

(a) they have full normal rank, 

(b) they have neither finite nor infinite zeros, 

(c) the following McMillan degree conditions hold: 

DM([M(s) PF(s)]) =DM(PF(s)) 

DM( [-~(~)]) =DM(P(s)) 

(a) It can be seen that 

clearly have full rank. 
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(b) Perform elementary column operations on the matrix 

PF(s)] = [~ 0 1 s 

~] [M(s) 0 --s s 
1 0 -1 

new col. 3 = 

[~ 
0 1 s 

~] 0 0 s 
(col. 3) + (s x col. 1) 1 0 -1 

interchange 
col. 1 and col. 2 

[1 0 
0 s 

~] 0 1 0 s 
interchange 0 0 1 -1 

col. 1 and col. 3 

It can now be seen that the matrices [ M(8) PF(s)] and [ !J(~)] have neither 

finite nor infinite zeros, by virtue of the identity block. 

(c) It can be seen that the following :\llcMillan degree condition holds, since 

constant columns do not contribute to the McMillan degree: 

i.e. 

Also, the highest degrp..e of minors of all orders of P( 8) is equal to the highest 

degr~ of minors of all orders of [ _!'J(~)] i.e. the following holds:-

8 + s2 1 
-1 0 

([s+ s2 

~]) DM s 0 =DM 
-1 0 

-1 

0 -1 

i.e 

DM ([ !J(~)]) =DM(P(s)) 

Hence, the polynomial matrix P(s) and its associated matrix pencil form PF(s) 

are related by full equivalence. 

111 



An immediate consequence of this theorem in view of theorem 1 section V. 7 

is the following: 

Corollary 1 

If P(s) is an arbitrary mxl polynomial matrix, then P(s) and any matrix 

pencil Pp ( s) constructed as in (2.13) have an identical finite and infinite zero 

structure. 

In this section, it has been seen how a general polynomial matrix may be 

reduced to its associated matrix pencil form based on an algorithm suggested by 

Bosgra and Van der Weiden (1981). The properties of any construction PE, PA, 

PB, Pc from the row selection I and column selection J have been discussed, 

and it has been seen how the natural row and column selections have been useful 

in establishing the results. Finally, it has been seen that a relationship exists 

(Hayton et al., 1988), from the point of view of the matrix transformation, 

between two matrix polynomials which have identical finite and infinite zero 

structure. This is the relationship of full equivalence. 

VI.3 Extension to system matrices 

The polynomial matrix reduction to its associated matrix pencil form can be 

extended to system matrices. Consider a linear multi variable system represented 

by an (r + m)x(r + l) polynomial system matrL" (R.osenbrock 1970) 

P( ·) _ [ T(s) 8 
- -V(s) 

where det T(s) f 0. P(s) can be written as 

U(s)] 
lF(s) 

where P;, i = 1, 2, ... , q, are (r + m)x(r + l) system matrices. 

(3.1) 

(3.2) 

Bosgra and Van der Weiclen (1981) have outlined a procedure whereby 

a generalised state space system matrix may be constructed from a general 
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polynomial system matrix whilst preserving fundamental system properties at 

both finite and infinite frequencies. This algorithm is the same as that used to 

reduce any general polynomial matrix to a matrix pencil having the same finite 

and infinite zeros. Based on this algorithm, the matrix pencil can be slightly 

modified to give the generalised state space form: 

P1s+ Po Pes [ ~~] 0 

PR(s) = 
Pas PAS- PE 0 I 0 (3.3) 

[0 -Iz] 0 0 I I! 
-

0 0 -I m I 0 

Example 1 

Consider example 1 section VI.2 with P(s) now as the system matrix 

[s~2 I 
~ ] P(s) = -

-1 I 
The generalised state space form is 

s 1 s 0 0 
-1 0 0 1 0 

- s 0 -1 0 0 
PR(s) = 

0 -1 0 0 1 

0 0 0 -1 0 

( Here m= l = 1.) 

Example 2 

Consider example 2 section VI.2 with P(s) now as the system matrix 

[ s
2
(s+ 1) +-: l P(s)= -
-1 

The generalised state space form is 

0 s s s 0 0 
-1 0 0 0 1 0 
s 0 s-1 -1 0 0 

PR(s) = s 0 -1 0 0 0 
0 -1 0 0 0 1 

0 0 0 0 -1 0 
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(Here m= l = 1.) 

As before, it is possible to form another construction Pi,, P!.t, Ps, P(; 

corresponding to another row selection I' and column selection J'. 

Two generalised state space forms, each formed from a different row and 

column selection but from the same system matrix, are related by strict system 

equivalence (see definition 1 section V.3) i.e. the following relation holds: 

P1s+ Po Pes [~:J 0 

Pss PAS-PE 0 0 
[0 -Iz] 0 0 I1 

0 0 -lm 0 

[! 

0 0 

ll 
P1s + Po P(;s [L] 0 

[! 

0 0 

T1 0 P' s P!.ts- P£ 0 0 T2 0 B - 0 I [0 -It] 0 0 I1 0 I 
0 0 0 0 

0 0 -I m 0 

where T1 and T2 are constant non-singular matrices. 

VI.4 System matrix reduction to generalised state space form by 

Vardulakis's method 

(3.4) 

ll 

Vardulakis has suggested a method of transforming a general polynomial 

matrix 

[ 

T(s) I U(s) ] 
-- - --

- V(s) I W(s) 

of a linear multivariable system into the generalised state space form 

[

sE-A _I El 
-C I 0 

at the same time preserving the transfer function matrix, system poles in 

(C U { oo}, decoupling zeros in (C U { oo} and the generalised order. 
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Consider a system which satisfies linear algebraic and differential equations 

with constant coefficients. Taking Laplace transforms with zero initial conditions 

gives 

T(s)z = U(s)u 

fj = V(s)z + W(s)u (4.1) 

where z E JRr, y E JRm, u E JR1• T, U, V, W, are polynomial matrices of 

dimension rxr, rxl, mxr. mxl respectively, andiT(s)l # 0. 

This can be written in normalised form (Verghese et al., 1981): 

[ 

T(s) 
-V(s) 

Olr 

Now define 

U(s) 
W(s) 
-I! 

[ 

T(s) 
r(s) = - V(s) 

Olr 

U(s) 
W(s) 
-!1 

(4.2) 

(4.3) 

(4.4) 

The following shows how a generalised state space form may be obtained 

from a normalised system: 

Vardulakis's reduction algorithm 

(a) Form r(s) as in (4.4) above and then r- 1(s). 

(b) Compute Xpol(s) and :rspr(s) as follows: 

(4.5) 

where Xspr(s) E JR~~P(s), (IRpr(s) denotes the ring of proper rational functions, 

p = r+ l-f m), is strictly proper and Xpol(s) E JR[s]pxp. 

(c) Compute a minimal realisation (C E IRpxn, J E mnxn, [3 E JR"XP where 

n- deglr(s)l ) of Xspr(s) i.e. find matrices C, J, I3 such that 

C(si- J) -l f3 = Xspr (4.6) 
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Compute a minimal realisation (Coo E JR,PXil. loo E JRP·xil, B= E JRilXP) of 

Xpol(s) i.e. find matrices c"", loo, Boo such that 

(d) Compute the matrices 

C= [Omr Oml Im] [C 

E = [In 
0,-m 

o'!;il J 
-Joo 

A= [ 1 o,-,.n 
Onii] 
-I-

I'· 

- [ iJ ] [ 0,., l B- iJ Omt 
"" It. 

and form the generalised state space system 

E:i:(t) = Ax(t) + Bu(t) 

y(t) = Cx(t) 

(4.7) 

Coo] 

(4.8) 

(4.9) 

Hence, the system matrix has been reduced to an equivalent generalised state 

space system, preserving the transfer function matrix, system poles in (C U { oo}, 

decoupling zeros in (C U { oo}, and the generalised order. 

Example 1 

[ T(s) U(s) l P(s) = -
-V(s) lV(s) 

= [ s
2

(s + 1) 

-1 : l 
This system matrix will now be reduced to generalised state space form by 

Vardulakis's method: 

[ 

T(s) 
r(s) = - V(s) 

o,,. 
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(Here, m= r = l_= 1.) 

Therefore, 

= Xspr(s) +Xpol(s) 

where 

1 [1 0 s] 
Xspr(s) = 82 (8 + 1) 0 0 0 

1 0 s 

(Xspr(s) is strictly proper), and 

Now compute a minimal realisation of Xspr(s): 

Xspr(s) = C (si- J) -I B 

~ [~ ~ ~] [~ 
1 0 0 0 

-1 
s+1 

0 

Now compute a minimal realisation of Xpol(s): 

Hence, 

C = [ 0 0 1] [ C Coo] 

= [0 0 1] [~ 0 0 
0 0 
0 0 

= [1 0 0 1 0] 
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1 0 0 0 0 
0 1 0 0 0 

E= 0 0 1 0 0 
0 0 0 0 0 
0 0 0 0 0 

0 1 0 0 0 
0 -1 1 0 0 

A= 0 0 0 0 0 
0 0 0 -1 0 
0 0 0 0 -1 

B=[tJ[~] 
0 0 0 
0 0 1 

[~] - 1 0 0 
0 1 0 
0 0 1 

0 
1 
0 
0 
1 

Therefore, the generalised state space system matrix is 

s -1 0 0 0 I 0 
0 s+1 -1 0 0 I 1 

[sE-A I :]= 0 0 s 0 0 I 0 
- 0 0 0 1 0 I 0 

-C I 0 0 0 0 1 I 1 
-

-1 0 0 -1 0 I 0 

There is also another method of transforming an arbitrary normalised 

system to generalised state space form which has been noted by Verghese (1978). 

Consider the normalised system 

T(D)x(t) = Bu(t) 

y(t) = Cx(t) 
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where T(D) is a non-singular polynomial matrix with matrix polynomial 

(4.11) 

(D denotes the differential operator ,/~ ), and B, Care constant matrices. 

Equations (4.10) may be written as 

[
T(D) -B] [x(t)] _ [ 0 ] 

c 0 1J.(t) - y(t) 
(4.12) 

The following procedure transforms the above s~·sterri of high order differential 

equations in the variable- 1: to a system of first order differential equations: 

Form a strongly irreducible generalised state space realisation {I- sl, B, 

C} of the polynomial matrix T(s), so that 

(4.13) 

Now define the variable z: 

(I- D])z(t) = B1:(t) (4.14) 

for all t. Then, from (4.12), (4.13) and (4.14), 

Cz(t) = Bu.(t), ( 4.15) 

Hence, ( 4.12) may be written in the form of the generalised state space system: 

[

I -_DJ -B 
c () 
- -
0 c 

(4.16) 

Hence, a generalised state space system may be formed. preserving the finite 

modes, finite clecoupling zero structure. and the infinite frequency free response 

m~des, unobservable modes and uncontrollable modes. 
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VI.5 System matrix linearisation by Zhang 

In applications it is of interest to develop strongly irreducible realisations 
wl-u:(..l.., 

for singular systems (Le systems with no input decoupling zeros), and are 
/'-

controllable and observable in the regular sense and at infinity. This may be 

done using Bosgra and Van der Weiden's algorithm to produce the system matrix 

linearisation and then removing the decoupling zeros. Alternatively this may be 

accomplished directly by Zhang's method which is described as follows: 

Considered is the realisation of the system that is left coprimely fractioned 

as. 

G(->) = r-1(s) U(s) (5.1) 

The realisation is performed through the polynomial matrix linearisation of 

[T(s) U(s) ]. 

This realisation is ?.!ways observable, both in the regular sense and at 

infinity. The controllability at infinity depends, however, on the row reducedness 

of [T(s) U(s) ]. To achieve this row reducedness, a class ofunimodular matrix 

operations is used. 

There are computer packages which can produce the transfer function 

matrix of a system matrix and then produce the left coprimely fractioned form 

r-1u. Zhang's method now may be used to give the irreducible singular system. 

Hence, a linearisation via Zhang's method can be accomplished directly. 

However, producing an irreducible singular system via Bosgra and Van der 

Weiden's algorithm is not so favourable. A system matrix may be linearised 

to form an equivalent singular system using Bosgra and Van der Weiden's 

algorithm. Finite decoupling zeros now may be removed using computer 

packages. However, as yet, there are no computer packages to remove the infinite 

decoupling zeros. Hence, to produce strongly irreducible realisations for singular 

systems which are controllable and observable in the regular sense and at infinity, 

Zhang's method is preferable and will be used here. 
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Linearisation of polynomial matrices 

Consider, as before, the mxl polynomial matrix with corresponding matrix 

polynomial 

(5.2) 

Denote the row degrees of P(s) by a;, i = 1, 2, ... , m. 

P(s)-may be written in the form 

P(s) = diag(s"'') Po + diag (sa'- 1) P1 + ... + diag (sa,-a) Pa (5.3) 

where 

a·= max (a;) (5.4) 

For the negative s-power bases, the rows in the coefficient matrices are all zero. 

A matrix PL(s) is constructed as follows: 

si 0 0 Pa 
-I si 0 Pa-l 

PL(s) = 0 -I (5.5) 

si pl 
0 0 -I Po 

The linearisation of P(s) is formed by deleting all rows and the same-number of 

columns in PL(s) that correspond to negatives-power bases. 

Realisation for singular systems 

Using the linearisation of polynomial matrices given above, a realisation for 

singular systems is proposed. Consider the mxl singular system (5:1). Let 

P(s) = [T(s) U(s)] (5.6) 

-The realisation of the singular system (5.1) is 

8I 0 0 T, u" 
-I si 0 Ta-l Uo-1 

() -I I 
si T1 I u1 (5.7) 

() 0 -I To I Uo 
-

0 0 0 -I I 0 
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where the coefficients 7;, U;, i = 1, .... a, are from T(s), U(s) respectively in a 

similar way to (5.3). 

In Zhang's paper, the ' - I' in the last row of matrix (5. 7) is quoted as 

'I'. In this case,' - I' is used because considered throughout this thesis is the 

conventional Rosenbrock system matrix 

[sE-A 
-C :] 

instead of the matrix 

[sE;A :] 
Example 1 

[ 

T(s) 
P(s)= -

-V(s) 

The system is left coprimely fractioned as 

G(s) = r- 1u 
1 

- --.,..--...,.. s(s + 1) 

U(s)] 

W(s) 

Hence, considered now is the polynomial matrix linearisation of [ s(s + 1) 1 ]. 

P(s) = [ s(s + 1) 1 J 

= [ 1 0 J s 2 + [ 1 0 J s + [ 0 1 J 

=[To Uo]s2 +[T! Ul]s+[T2 U2] 

Hence, the realisation of system G ( s) is 

s 0 0 1 
-1 s 1 0 
0 -1 1 0 

() 0 -1 () 
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Example 2 

[ T(s) I U(s) l 
P(~) = 

-vcsJ 
-

I W(s) 

-
[ s

2
(s+ 1) ~ : l -1 I 

This system has an input decoupling zero s = 0. Zhang's method 

of linearisation removes this decoupling zero and considers the polynomial 

matrix linearisation of [ s(s + 1) 1 J (example 1 above). However, consider 

the system without the. input dccoupling zero removed. (In the next section, 

the linearisations by Zhang, Vardulakis and that based on Bosgra and Van 

der Weiden's algorithm are compared for systems with and without decoupling 

zeros.) 

Hence, consider now the polynomial matrix linearisation of [ s2(s + 1) s ]. 

P(s) = [s2 (s + 1) s J 

= [ 1 0 J s3 + [ 1 0 J s2 + [ 0 1 J s + [ 0 0] 

=[To Ua]s 3 + [T1 UI]s2 + [T2 U2]s+ [T3 U3] 

The linearisation is 
s 0 0 0 0 

-1 s 0 0 1 
0 -1 s 1 0 
0 0 -1 1 0 

0 0 0 -1 0 

VI.6 Comparison of the three types of linearisation 

The computerised algorithm which permits the reduction of a general 

polynomial matrix to an equivalent matrix pencil form does not include the 

case of system matrices, and hence needs to be modified as such (see VI.3) so 

that it can be compared with the linearisations by Zhang and Vardulakis, which 

are for system matrices. 
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Example 1 

Consider the system 

[ 

T(s) 
P(s) = -

-V(s) 

= [s~1) 
-1 ~] 

Zhang's method of linearisation (see example 1 section VI.5) gives 

s 0 0 1 
-1 s 1 0 
0 -1 1 0 

0 0 -1 0 

The linearisation of the system matrix based on Bosgra and Van der 

Weiden's algorithm (see example 1 section VI.3) is 

s 1 s 0 0 
-1 0 0 1 0 
s 0 -1 0 0 
0 -1 0 0 1 

0 0 0 -1 0 

It can be seen that this can be deflated to 

s s 0 1 
-1 0 1 0 
s -1 0 0 

0 0 -1 0 

Firstly, it will be seen whether the two system matrices, one formed by 

Zhang's method of linearisation, the other using l3osgra and Van der Weiden's 

algorithm, are complete system equivalent. 

The following relation holds: 
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1 0 0 0 s 0 0 1 
0 0 1 0 -1 s .1 0 
0 1 -1 0 0 -1 1 0 

0 0 0 1 0 0 -1 0 

s s 0 1 0 1 0 0 
-1 0 1 0 1 -1 0 0 

- s -1 0 0 0 0 1 0 

0 0 -1 0 0 0 0 1 

which shows that the two state space systems are, in fact, complete system 

equivalent. 

Example 2 

Now consider the system 

[ 

T(s) U(s) l 
P(s) = 

-V(s) W(s) 

_ [s2(s+ 1) ~ ~] 
-1 I o 

This system has an input decoup!ing zero s = o·. 

Zhang's method of linearisation (see example 2 section VI.5) gives 

s 0 0 0 0 
-1 s 0 0 1 
0 -1 s 1 0 
0 0 -1 1 0 

0 0 G -1 1- 0 

The system matrix linearisation based on Bosgra and Van dcr Weiden's 

algorithm (see example 2 section VI.3) is 

0 s s s 0 I 0 
-1 0 0 0 1 I 0 
s 0 s-1 -1 0 I 0 
s 0 -1 0 0 I 0 
0 -1 0 0 0 I 1 

-
0 0 0 0 -1 I 0 
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which can be deflated to 

0 s s s 0 
s 0 s-1 -1 0 
s 0 -1 0 0 
0 -1 0 0 1 

-1 0 0 0 0 

It will now be seen whether the two system matrices, one formed by 

Zhang's method of linearisation, the other using Bosgra and Van der Weiden's 

algorithm, both formed from a system with a decoupling zero, are complete 

system equivalent. 

The following relation holds: 

1 0 0 0 0 s 0 0 0 0 
0 1 0 0 0 -1 s 0 0 1 
0 0 1 -1 0 0 -1 s 1 0 
0 0 0 0 0 0 0 -1 1 0 

0 0 0 1 1 0 0 0 -1 0 

0 s s s 0 0 0 1 0 I 0 
s 0 s-1 -1 0 0 0 0 0 I 1 
s 0 -1 0 0 0 1 -1 0 I 0 

-
0 -1 0 0 1 1 -1 1 0 I -1 

-
-1 0 0 0 0 0 0 0 0 I 1 

which shows that the two state space systems are, in fact, complete system 

equivalent. 

Hence, it may be concluded that a relationship exists between Zhang's 

method of linearisation and the linearisation based on Bosgra and Van der 

Weiden's algorithm. This relationship exists for systems with and without 

decoupling zeros. 

Example 3 

Consider again the system 

[

s2(s+1) 
P(s) = -

-1 : l 
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Zhang's method of linearisation (see example 2 section VI.5) gives 

s 0 0 0 0 
-1 s 0 - 0 1 
0 -1 s 1 0 
0 0 -1 1 0 

0 0 0 -1 0 

Vardulakis's method of linearisation (see example 1 section VI.4) gives 

s -1 0 0 0 0 
0 s+1 -1 0 0 1 
0 0 s 0 0 0 
0- 0 0 1 0 0 
0 0 0 0 1 1 

-1 0 0 -1 0 0 

It can be seen that this can be deflated to 

s -1 0 0 0 
- 0 s+1 -1 0 1 

0 0 s 0 0 
0 0 0 1 1 

- -1 0 0 0 0 

It will now be seen whether this system matrix and the one formed by 

Zhang's method are complete system equivalent. 

The following relation holds: 

0 0 1 -1 0 s 0 0 0 I 0 
0 1 -1 1 0 -1 8 0 0 I 1 
1 0 0 0 0 0 -1 s 1 I 0 
0 0 0 1 0 0 0 -1 1 I 0 

0 0 0 1 1 0 0 0 -1 0 

s -1 0 0 I 0 0 0 1 0 I 0 
0 s+1 -1 0 I 1 0 1 -1 0 I 0 
0 0 s 0 I 0 l 0 0 0 I 0 

- 0 0 0 1 I 1 0 0 -1 1 I -1 
- -

-1 0 0 0 I 0 0 0 0 0 I 1 
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which shows that the two state spaee systems are, in fact, complete system 

equivalent. 

Hence, it may be concluded that a relationship exists between Zhang's 

method of linearisation, the linearisation by Vardulakis and also the linearisation 

based on Bosgra and Van der Weiden's algorithm. This relationship exists for 

systems with and without decoupling zeros. 

In this chapter, it has been seen how the three types of system matrix 

reduction to singular system form are related. However, although an example 

has been used to illustrate the relation of complete system equivalence, further 

work needs to be done in the future to prove this result on a theoretical basis. 

It has been noted that to produce strongly irreducible realisations for 

singular systems it is preferable to use Zhang's method of linearisation. To 

extend on the work in this thesis, a computerised version of Zhang's method of 

linearisation could be provided. 

128 



CHAPTER VII 

ON COMPUTING AN ALGORITHM WHICH 

PERMITS THE REDUCTION OF A GENERAL 

POLYNOMIAL MATRIXTOAN EQUIVALENT 

MATRIX PENCIL FORM 



CHAPTER VII 

ON COMPUTING AN ALGORITHM WHICH 

PERMITS THE REDUCTION OF A GENERAL 

POLYNOMIAL MATRIX TO AN EQUIVALENT 

MATRIX PENCIL FORM 

VII.l Introduction 

Bosgra and Van der Weiden (1981) have given a procedure whereby a gen­

eral polynomial system matrix may be reduced to an equivalent generalised state 

space form. The sense in which this is equivalent to the original system matrix 

is that the reduced system exhibits identical system properties both at finite 

and infinite frequencies. 

In this chapter a computerised version of this algorithm is provided which 

permits the reduction of a general polynomial matrix to a similarly equivalent 

matrix pencil form (i.e. one which exhibits identical finite and infinite zero 

structure). The key to this reduction involves an efficient method of selecting 

a set of linearly independent rows and columns from a block Toeplitz matrix 

IT( E). It will be seen that a set of linearly independent rows is chosen using the 

"natural row selection". However, the "natural column selection" will not be 

used to choose a set of linearly independent columns. 

A number of examples are used to illustrate the formation of the equivalent 

matrix pencil. By using the program by Dernianczuk (1985), which computes 

the infinite frequency structure of a given rational matrix from its Laurent ex­

pansion, the equivalent infinite zero property of the matrix pencil and the poly­

nomial matrix can be verified directly. 
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VIL2 The natural row and column selection 

Let P(s) be an mx! polynomial matrix which corresponds to the matrix 

polynomial 

(2.1) 

Recall that the basis of the reduction method proposed by Bosgra and Van der 

Weiden (1981) is the selection of a JiliL.""{imum number of linearly independent 

rows and columns from the matrix IT( E), defined by 

(2.2) 

0 

In view of the probable large dimensions of II(E), an efficient. method is 

needed for the selection of the linearly indepenc1ent rows and columns from the 

matrix II(E). Since II(E) is composed of smaller block matrices (and is block 

Toeplitz), it is easier to consider each of these smaller matrices rather than the 

large matrix itself wlren selecting required rows and columns. The reason for 

this is to save on computer storage space. It is not nec:essa.r·y to store the matrix 

IT( E), but instead store each of the submatrices Pz, P1, ... , P,1• 

Consider starting from the last row in matrix P,1• Select the largest element 
-

from this row. This will be the pivot element. If all elements in--the row are 

zero, move up to the next row, etc. The reason for choosing the largest element 

_is for stability reasons since dividing ail elements in a row by the largest element 

causes a smaller percentage error in the calculations than by dividing by, say, 

the smallest element. 

A matrix F is now f(a·med such that when pre-multiplierl by P<J will set a 

"1" in the pivot position and zero all other elements in the row. In the prog;ram, 

a matrix P is that formed by multiplying P" by F. 
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Example 1 

Consider a polynomial matrix P(s) with matrix polynomial 

P(s) = Po + P1s + Pzs2 + Pss3 

where 

[' 2 2 

ll Pz = i 2 1 
1 1 

2 1 1 

and 

[' 6 2 

~] 2 4 2 
Ps = ~ 3 1 

2 1 

Looking at the last row in matrix Ps, the pivot element is "2". Hence the matrix 

F is 

[ 

1 0 0 0 l = -1/2 1/2 -1/2 -1/2 
F 0 0 1 0 

0 0 0 1 

i.e P3xF produces a "1" in the pivot position and zeros all other elements in 

the row: 

[ 

-1 3 
0 2 

p = P3xF = -1/2 3/2 

0 1 

-1 
0 

-1/2 
0 

The "1" formed in the pivot position represents linear independence i.e. 

row 4 and column 2 are linearly independent. It will be noted that the method 

of row selection described here is the ''natural row selection". At the same 

time this produces a linearly independent column. Hence, linearly independent 

columns may be selected in this way. This method is better than performing 

the "natural row selection", transposing the matrix IT( E) and then performing 

another selection ("natural column selection"). The method described here is 

more efficient in that both a set of linearly independent rows and columns from 

a matrix II(E) may be selected at the same time, instead of being selected by 

performing the selection process twice. 
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Now select from matrix P the largest element (iri modulus) from the next 

row up. If this pivot element lies in t!1e same column as that already selected 

for linear independence, then it may be ignored and the next largest element 

in the row is chosen as the pivot element. The reason for this can be seen by 

considering example 1 again. 

Looking at row 3 of matrix P. the pivot element is "3/2" which is in the 

same column as the "1" from the last row of P. Forming the matrix F as above 

using "3/2" as the pivot element and pre-multiplyirrg by P above will change 

the last row in P and hence will_no longer give the linearly independent row 

4. Therefore, although it is important to select the largest element as a pivot 

(for stability reasons described earlier), this does not apply when the largest 

element lies in a colul!ln which has already been selected for linear independence. 

Instead, the next largest element in the row is chosen as the pivot element. This 

does not change the stability of the matrix since, using example 1, the linearly 

independent column 2 has ah·eady been selected and now may be ignored. 

Again a matrix F is formed which when pre-multiplied by P will set a "1" 

in the pivot position and zero all other elements in the row. This process of 

selecting lineady independent r-ows (and c:olumns) continues until all rows in 

Pg have been examined for linear independence. The row and column numbers 

corresponding to linear indepemleuce in the submatrix P'l are noW-Stored. 

In the prog;ram, once a linearly independent column has been selected it is 

_ignored by setting other elements irrthe column t.o zero. Consider example 1 

again. Continuing the "natural row selection", the matrix F now formed is 

F= [~t 
() 

() 

1 
() 

() 

-1 
() 

1 
() 

-1] () 

() 

1 

remembering that elements in column 2, mws 1. 2,:3 nf matrix P are set t.o zero 
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because column 2 is linearly independent, giving 

[ 
2 0 0 0] 
0 0 0 0 

PxF=1000 

0 1 0 0 

Row 3 and column 1 are now linearly independent a11d so the final matrix P 

formed is 

[ 
0 0 0 0] 
0 0 0 0 
1 0 0 0 
0 1 0 0 

All linearly independent rows and columns have now been selected from the sub­

matrix Pg. The row and column numbers corresponding to linear independence 

in the submatrix P3 (i.e. rows 3,4 and columns 1,2) are now stored. 

In the program, a matrix F1 is formed (from the F matrices) which when 

pre·multiplied by Pq will produce all linearly independent rows and columns in 

Pq. Considering example 1, the matrix F1 is 

Fl ~ [ ~i/2 
0 0 

0 W' 0 -1 

1'] 1/2 -1/2 -t ~ 
1 0 

- 0 0 1 0 1 
0 0 0 0 0 

~ [~' 
0 -1 

n 1/2 0 
- 0 0 1 

0 0 0 

Multiplying P3 by F1 gives 

[' 6 2 

lHI 
0 -1 

n 2 4 2 1/2 0 
P3xF1 = ~ 3 1 0 1 

2 1 0 0 

~ [! 
3 0 

!l 2 0 
3/2 0 

1 0 

Hence. P1 has linearly independent rows 3, 4 and linearly independent columns 

1, 2 (remember that a "1" represents linear independence). 
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Consider now the next block up in II(E) i.e. submatrix Pq-1 which in the 

program is called Pl. Pl is multiplied l;>Y Fl (found previously) and the result­

ing matrix is called P. P now has elements in certain rows and columns set to 

zero. These rows and columns are those which correspond to linear independence 

in the submatrix P9 • These are set to zero because if, say, rows h1, hz, ... , hk 

are selected from Pq, then these rows will always be selected when considering 

Pq-1, ... , P2. Hence, such rows and columns may be ignored by setting them 

to zero. (It will be seen later that it is important to multiply P1 by Fl firstly 

and then zero the elemer:_ts from particular rows and columns (i.e. the rows and 

columns that correspond to linear independence in Pq), rather than performing 

the operations the other way round.) With the resulting matrix, the whole pro­

cess of selecting a pivot element starting from the bottom row continues until all 

rows in P9_ 1 have been examined for linear independence. The row and column 

numbers corresponding to any linearly independent rows and columns from this 

resulting matrix are now stored. Consider again example 1. The matrix II(E) 

(defined by (2.2)) is 

2 2 2 2 2 6 2 2 
4 2 1 4 2 4 2 2 
1 1 1 1 1 3 1 1 
2 1 1 2 1 2 1 1 

II(E) = (2.3) 
2 6 2 2 0 0 0 0 
2 4 2 2 () 0 0 0 
1 3 1 1 0 0 0 0 
1 2 1 1 0 0 () () 

-Consider now the submatrix 

[' 2 2 

1l p2 = r 2 1 
1 1 
1 1 

This is now multiplied by Fl to give 

F,xFl ~ [i 
2 2 

1HI 
0 -1 

n 2 1 1/2 0 
1 1 0 1 

2 1 1 0 0 
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[

-2 
-6 

- -1 

-3 

1 
1 

1/2 
1/2 ~: !l 

P3 had linearly independent rows 3, 4 and linearly independent columns 1, 2, so 

setting elements from those rows and columns to zero in the above matrix gives 

[

0 0 0 0] 0 0 -3 0 
0 0 0 0 
0 0 0 0 

With this resulting matrix, the process of selecting linearly independent rows 

and columns continues giving the matrix 

[! ! l !l 
Row 2 and column 3 are now stored since they have now been selected for linear 

independence. 

Hence, the matrix II(E) has 5linearly independent rows i.e. rows 2, 3, 4, 7, 8. 

Also II(E) has 5 linearly independent columns i.e. columns 1, 2, 3, 5, 6. 

It will now be seen that it is important to multiply P1 by F1 firstly and 

then zero the elements from particular rows and columns (i.e. the rows and 

columns that correspond to linear independence in Pq), rather than performing 

the operations the other way round. Consider example 1. From Ps, rows 3, 4 

and columns 1, 2 are linearly independent. Now suppose that in matrix Pz the 

elements in these rows and columns are set to zero firstly i.e. suppose P2 becomes 

Multiplying now by F1 gives 

~ i ~] 
0 0 0 
0 0 0 
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[
() () 2 2] 
0014 

=oooo 
ooo(r 

Suppose now that the process of selecting linearly independent rows and columns 

continues. It can be seen that 2 further linearly independent rows (and columns) 

i.e. rows 1, 2 will be selected from the matrix above. However, this is incorrect. 

It can be seen from II(E) (see (2.3)) that. rows 1 and 3 m·e linearly dependent 

and row 3 has already been selected. Hence. P1 needs to be multiplied by F1 

firstly before elements from the rows and columns are zeroed. 

The selection process now cnntinues until all submatrices P'l to P2 have 

been examined for linear indepemlence. 

VII.3 Forming the matrix pencil 

A method is nee<led such that only linearly independent rows am! columns 

from II(E) are printed in the progTam. All row and column numbers of linearly 

independent. rows and columns in each submat.rbc h<we already been noted. Con­

sicler the submatrix F2. All linearly indepen<lent rows and columns in P2 are 

those found in P,1, plus ml<litionallinearlv imlepemlent rows and columns found 

in Pg-1, ... , P2: 

Consider example 1 section VII.2. 

Il(E) = [p2 

P:1 ~l] 
2 2 2 2 2 6 2 2 
4 2 1 4 2- 4 2 2 
1 1 1 1 1 3 1 1 

~ 1 1 2 1 2 1 1 

- (3.1) 
2 6 2 2 () () () () 

2 4 2 2 () () () () 

1 3 1 1 () () () 0 

1 2 1 1 () 0 () () 

Recall that. in P:l rows 3 mul 4 are linearly independent <Lll<l in P2 an additional 

row, row 2, is linearly independent. All the linearly independent rows in P2 are 
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those found in P3 i.e. rows 3, 4 and the additional row in Pz i.e. row 2. Hence, 

rows 2, 3, 4 are stored. Consider the submatrix P3. Rows 3 and 4 are linearly 

independent. To correspond to the appropriate row numbers from IT( E), to each 

row number is added m = 4 where m is the number of rows in each subrnatrix 

Pz, P3 i.e. rows 7 and 8 are now stored. Hence, the linearly independent rows 

in II(E) are rows 2, 3, 4, 7, 8. 

In the program, there is a section of code which converts the row (and 

column) numbers of the linearly independent rows (and columns) in each sub­

matrix to the actual row (and column) numbers that correspond to II(E). These 

row (resp. column) numbers are now stored in a matrix RR (resp. CC) whose 

dimension depends on the number of linearly independent rows (resp. columns). 

Hence, all required rows and columns can be printed. 

Let the positive sets of integers I~ {it, iz, ... , ip(E)} (resp. J ~ {j1,jz, 

... ,jp(E)}), p(E) ~rank II(E), define a row (resp. column) selection also de­

noted I (resp. J) from II(E) of p(E) linearly independent rows (resp. columns). 

Let PE (resp. PA) be that submatrix of II(E) (resp. II(A)) formed from rows 

of the selection I and columns of the selection J. Let Ps be the submatrix 

of II(B) formed from the rows of the selection I, and Pc be the submatrix of 

IT( C) formed from the columns of the selection J. PE, PA, Ps, Pc may now 

be assembled in the following form to give the required matrix pencil Pp ( s ): 

P ( ) _ [PE- sPA 
F 8 - n -.res 

or 

[
PE 0] [-PA 

Pp(s) = 0 Po + -Pc (3.2) 

which is how the program gives the matrix pencil. 

VII.4 Examples using the algorithm 

This section illustrates a number of examples where it can be seen that 

a polynomial matrix P(s) and its associated matrix pencil form Pp(s) have 
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identical finite and infinite zeros. Firstly, the progptm·described in this chapter 

is used to prorluce the matrix pendl equivalent of the general polynomial matrix. 

Then by using the pro[>,ram by Demianczuk (1!)85), which computes the infinite 

frequency structure of a given rational matrix from its Lament expansion, the 

zeros at infinity of both forms are producer!, thus confirming that the infinite 

zero structures are identical. Also, an example is performed by hand to see that 

the polynomial matrix P(.s) and the matrix pencil Pp(.s) constructed from P(s) 

do have identical finite nnd infinite zero structtu·es. 

Example 1 

P( ·) = [ .s2 + 1 .s4] 
s (J . .5 

The program which rerlttces a genentl polynomial matrix to an equivalent 

matrix pencil form gives the f(>llowing: 

Enter 'i, the highest power of s 

4 

Enter number of rows of p 

2 

Enter number of columns of p 

2 

Enter p .0 

1 0 
0 0 

Enter p 1.0 

() () 

() 1 

Enter p 2.0 

1 () 

() {) 

Enter p 3.0 
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Enter 

[) 0 
0 0 

p 

0 1 
0 0 

4.0 

. ()() 1.00 

. 00 .00 

Enter number of J.i. rows 

1 

Enter row munbers of l.i. rows 

1 

Enter column numbers of J.i. columns 

2 

. 00 .00 

.00 .00 

Enter number of l.i. rows 

0 

() () 1 (J () 

q 1 0 () () 

1 0 () 0 () 

[) 0 () 1 () 

0 () () () () 

The s coefficient is 

0 -1 () 1 () 

-1 () () () 0 
0 0 () 0 1 
() 0 -1 () () 

() 0 () () 1 

Hence, the matrix pencil has been fonnecL Now, Dernianczuk's prog,Tam gives, 

for both P(s) and its linearisation, a zero <Lt infinity of rlegr·ee 1 i.e. both the 

general polynomial matrix aiHI its assoc:iat.ellmatrix penc:il form have identical 

infinite zero structme. 
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The example is now performed by hand to see that the polynomial ma­

trix P(s) and its associated matrix pencil form Pp(s) have identical finite zero 

structure. 

It is necessary to produce the Smith forms of P(s) and Pp(8). Firstly 

consider the matrix 

P(s)= [82~1 884] 

Now perform elementary row and column operations on P(s): 

[ 82 ~ 1 
84 ] new col. 2 = [ 82 + 1 
8 _(s2 x col. 1) - (col. 2) 

0 
8 2 ] 
-s 

new col. 2 = 
[ s

2 + 1 !] 
(col. 1) - (col. 2) 

o-

interchange 

[! s2 ~ 1] 

col. 1 and col. 2 

new row 2 = 

[~ 8
2 + 1 ] 

(8 x row 1) - (row 2) 
s(82 + 1) 

(col. 2) 

Hence, P(8) has Smith form 

newcol.2= [ 1 0 ]-

- ((82 + 1) x col. 1) 0 s(s2 + 1) 

S(P) = [~ s(/+ 1)] 
Now consider the matrix 

0 -s 1 8 0 
-s 1 0 0 0 

Pp(s) = 1 0 0 0 s 
0 0 -s 1 0 
0 0 0 0 s 

which is the matrix pencil constructed from P(s). Perform elementary row and 

column operations on Pp(s): 

1 -s 0 s 0 
interchange 0 1 -s 0 0 

Pp(s) 0 0 1 0 s 
col. 1 and col. 3 -s 0 0 1 0 

0 0 0 0 s 
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new col. 2 = 1 0 0 () 0 
(col. 2) +(col. 4) 0 1 -s () 0 

() () 1 () s 
new col. 4 = -s 1 0 1 + s2 () 

(col. 4) - (s x col. 1) () () () 0 s 

1 0 () 0 () 

new col. 3 = 0 1 () () 0 
() () 1 () s 

(col. 3) + (s x col. 2) -s 1 s 1 + s2 0 
0 0 0 0 s 

1 0 0 () () 

new col. 5 = 0 1 0 0 0 
0 0 1 0 0 

(col. 5) - ( s x col. 3) -s 1 s 1 + s2 -s2 
() 0 0 0 s 

elements in ·row 4, 1 () 0 0 0 
cols. 1, 2, 3 are set 0 1 0 0 0 

0 0 1 0 0 
to zero 'IJ,Sing 0 0 0 1 + s2 -s2 

rows 1, 2,3 0 0 0 0 s 

1 0 0 0 0 
new col. 5 = 0 1 0 0 0 

0 0 1 0 0 
(col. 4) + (col. 5) 0 0 0 1 + s2 1 

0 0 0 0 8 

1 0 0 0 0 
interchange 0 1 0 0 0 

0 0 1 0 0 
col. 4 and col. 5 0 0 0 1 1 + s2 

0 0 0 s 0 

1 0 0 0 0 
new row 5 = 0 1 0 0 0 

0 0 1 0 0 
(s x row 4) - (row 5) 0 0 0 1 1 + s2 

() 0 0 0 s(1 + s2
) 

1 0 0 0 0 
new col. 5 = 0 1 0 () 0 

0 0 1 0 0 
(col. 5) - ((1 + s2) x col. 4) () 0 0 1 0 

() () () 0 s(1 + s2
) 
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Hence, PF(s) has-Smith form 

1 0 0 0 0 
0 1 0 0 0 

S(PF) = 0 0 1 0 0 
0 0 0 1 0 
0 0 0 0 s(s2 + 1) 

- [~ S~)] 
i.e. the polynomial matrix P(s) and its associated matrix pencil form PF(s) 

have identical finite zero structure. 

It may also be shown that P(s) has Smith ~IcMillan form at infinity 

soo(P) = [ s"4 0 ] 
U- . 1/ s 

i.e. P( s) has an infinite zero of degree 1 and an infinite pole of degree 4. Also 

it may be shown that-PF(s) has Smith McMillan form at infinity 

s 0 0 0 0 
0 s 0 0 0 

_ S00 (PF) = 0 0 s 0 0 
0 0 0 s 0 
0 0 0 0 1/s 

i.e. PF(s) has an infinite zero of degree 1, and 4 infinite poles of degree 1. Hence 

it may be seen that the polynomial matrix P( s) and its associated matrix pencil 

form PF(s) have identical infinite zero structure. 

It is interesting to note that the Toeplitz matrix at infinity is built up by 

~including terms corresponding to decreasing powers in s. Therefore, when using 

the program by Demianczuk, it is important to enter the lowest s power as a 

number low enough to include all infinite zeros. For the examples considered, 

in the first instance, the lowest power "0" is entered, producing all poles at 

infinity. Then the McMillan degree may be calculated from this and the lowest 

power is then entered as the negative of the Mc~!illan degree, hence producing 

all zeros at infinity. The following illustrates the importance of entering in 
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Demianezuk's program an ·' power Jowp,r than the lowest. s power shown in the 

example. Consider exmnple 1 section II.5. 

[ s3 

') 

~] 
s-

T(s) = =.~ () 

-1 () 

=P 
() ()] [() () 0 s'1 + 0 

[) () () () 

where 

and 

1 ()] () () 

() () 

82 + 

() 

() 

0 

[ 0 
() ()] [ () () 

~] () () 0 s+ -1 () 

-1 () () () -1 () 

()] () 

() 

The lowest s power here is "()". It. can be seen from example 1 section II.5 that. 

the Toeplit.z matrix Tj has been constructed using the matrix G -1 and the 

Toeplit.z matrix T2 llas been eonst.ruct.ed using the matrices G-1 m:irl G-2 i.e. 

to produce both the infinite zeros the lowest. s power needs to be entered as 

"-2" and not. "()". Hence. this example illust.mt.es the importance of entering in 

Demianezuk'sprog,ntlll the lowest. 8 power as <l number low enough to give the 

infinite zeros. 

Example 2 

-
The prog,rmn which re<lnces a gemcral polynomial matrix to an e<tnivalent. 

matrix pencil form gives the f<>llowing: 

Enter '1, the highest. power of 8 

2 

Enter munber of rows of P 

143 



2 

Enter nnmber of columns of p 

2 

Enter p .0 

1 0 
1 1 

Enter p 1.0 

0 0 
0 () 

Enter p 2.0 

() () 

1 () 

.00 .00 
1.00 .00 

Enter number of l.i. rows 

1 

Enter ww numbers of l. i. rows 

2 

Enter column munhers of J.i. colnrnns 

1 

[

1 () ()] 
() 1 () 
0 1 1 

The. 8 coefficient is 

[ () () 

-1 

1 
[) 

0 

()] () 

[) 

Hence, the matrix pencil has befm formed. Now, Demiancznk's progpun gives, 

for both ?(.5) and its linearisation, a zero <tt. infinity of rlegTee 2 i.e. both the 

general polynominl matrix awl its ;tssotiated matrix pencilf(n·m have identical 

infinite zero struetnre. 
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Example 3 

The program which reduces a general polynomial matrix to an equivalent 

matrix pencil form gives the following: 

Enter rJ, the highest power of s 

3 

Enter nmnher of rows of P 

3 

Enter munber of columns of P 

3 

Enter p .0 

1 () 0 
0 0 () 

0 0 () 

Enter p 1.0 

0 0 0 
0 1 0 
0 0 1 

Enter p 2.0 

0 0 1 
0 0 1 
1 () 0 

Enter p 3.0 

1 0 () 

0 0 0 
0 0 0 

1.00 .00 .00 
.00 .00 .00 
.00 .00 .00 

Enter number of l.i. rows 

1 
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Enter row mnnbers of l.i. rows 

1 

Enter column numbers of l.i. columns 

1 

.00 .00 .00 

.00 .00 1.00 

.00 .00 .00 

Enter nnmlHer of l.i. rows 

1 

Enter row mnnbers of l.i. rows 

2 

Enter column mnnbers of l.i. columns 

3 

1 0 0 () () () 

1 0 1 () 0 0 
() 1 () () () () 

() 0 () 1 () () 

() 0 () () 0 0 
() () () 0 () () 

The s coefficient is 

() 0 0 0 {) 1 
0 -1 {) () () 1 
0 0 {) 1 () () 

-1 () -1 () () () 

-1 () () () l () 

() -1 () () () 1 

Hence, the matrix pencil has been formecl. Now. Dernianczuk's progmm gives, 

for both P(s) awl its linearisation, a zero <tt infinity of degree 3 i.e. both the 

geneml polynomial matrix and its associ<tte<lmatrix pencil f(mn have identic<tl 

infinite zero structm·e. 

Example 4 [ "':{ .52 

~] P(s) = -1 () 

-,.,. -1 0 
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The pl"O[,\Tmn· which reduces <> general polynorniar matrix to an equivalent 

matrix pencil form gives the f(>llowing: 

Enter IJ, the highest power of s 

Enter number of rows of P 

:; 

Enter number of columns of p 

-3 

Enter p .0 

0 0 1 
-1 () 0 
0 -1 0 

Enter p 1.0 

() () () 

() 0 0 
-1 0 0 

E.nter p 2.0 

0 1 () 

0 0 0 
() 0 0 

Enter p 3.0 

1 0 0 
0 () 0 
() 0 0 

1.00 . [){) .00 
. 00 . 00 .00 
.00 .00 .00 

Enter munber of l.i. tows 

1 

Enter row rmmhers of l.i. nm·s 

1 

Enter column munhers of l.i. columns 
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1 

. ()() . ()() , ()() 

. ()() . (} () . ()() 

. ()() . ()() , ()() 

Enter munber of I. i. rows 

() 

() 1 () () () 

1 () () () () 

() () (] 0 1 
() () -1 0 () 

() () () -1 () 

The s coefficient is 

-1 () () 1 
() () 1 () 

() -1 () () 

() (] () (] 

() () -1 () 

() 

() 

() 

0 
() 

Now, Dernianczuk's prognnn gives, for both P(s) and its linearisat.ion, a zero 

at. infinity of deg;ree 1 ~tnd a zero at. infinity of degree 2 i.e. both forms have 

identical infinite zero structure. (It was seen em·Jier in ex;tmple 2 section IL4 

am\ example 1 section IL5 that P(s) had one infinite zero of degTee 1 and one 

infinite zero of deg;ree 2.) 

Example 5 

~] 
() 

The progTmn whkh reclnces a ge1wral polynomial matrix to an equivalent 

matrix pencil form gives the following: 

Enter q, the highest power of s 

Enter nnmber of mws of P 

3 

Enter m!mlwr of colnnms of P 



3 

Enter p .0 

0 0 1 
1 0 0 
0 1 0 

Enter p 1.0 

0 0 0 
() 0 0 
0 0 0 

Enter p 2.0 

- 0 1 0 
0 0 0 
0 0 0 

Enter· P 3.0 

0 0 0 
0 0 0 
1 0 0 

Enter p 4.0 

0 0 0 
0 0 0 
0 0 0 

Enter p 5.0 

1 0 0 
0 0 0 
0 0 0 

1.00 .00 .00 
.00 .00 .00 
.00 ,00 .00 

Enter number of l.i. rows 

1 

Enter row numbers of l.i. rows 

1 

Enter column numbers of l.i. columns 

1 
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.00 . 00 .00 

.00 .00 .on 

.00 .00 . ()() 

Enter number of l.i. rows 

() 

() 0 () 1 () () () 

() () 1 () 0 0 () 

() 1 0 () 0 () () 

1 0 () () 0 () 0 
() 0 () 0 () 0 1 
() () () () 1 () () 

[) [) () () () 1 () 

The s coefficient is : 

() 0 -1 0 () 1 () 

0 -1 () 0 0 () () 

-1 0 () () () 0 () 

() 0 () () 1 () () 

() () 0 -1 [) [) [) 

() () () () 0 () 0 
() -1 () () () () () 

Now, Demianczuk's prog;ram gives, for both P(s) and its linearisation, a zero 

at infinity of degree 2 and a zero at infinity of degree 3 i.e. both forms have 

identical infinite zero structure. 

Example 6 

[ ,e 
84 [) 

i,] s7 1 8:3 
P(s) = '

1 [) () 

"4 () 1 () 

The prognun which reduces <L general polynomial matrix to an equivalent 

matrix pencil form gives the following: 

Enter q, the highest power of s 

8 

Enter munber of rows of P 

4 

Enter l!llmbPT of columns of P 

l[j() 



4 

Enter p .0 

0 0 0 0 
0 1 0 1 
1 0 0 0 
0 0 1 0 

Enter p 1.0 

0 0 0 1 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 2.0 

0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 3.0 

0 0 0 0 
0 0.. 1 0 
0 0 0 0 
0 0 0 0 

Enter p 4.0 

0 0 1 0 
0 0 0 0 

. 0 0 0 0 
1 0 0 0 

Enter p 5.0 

0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 6.0 

0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 7.0 

0 0 0 0 
1 0 0 0 
0 0 0 () 

0 0 0 0 
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Enter p 8.0 

1 0 0 0 
0 0 0 0 
0 0 0 () 

0 () () () 

1.00 . ()() .00 .00 
.00 . 00 .00 .00 
.00 .00 .00 .00 
.00 .00 .00 .00 

Enter number of l.i. rows 

1 

Enter row munhers of l.i. rows 

1 

Enter column numbers of l.i. columns 

1 

.00 .00 .00 .00 

.00 .00 .00 .00 

.00 .00 .00 .00 

.00 .00 .00 .00 

Enter number of l.i. rows 

0 

0 () 0 () () () 1 () () () () 

0 0 () 0 () 1 () () () () () 

0 0 () () 1 () 0 () () () 0 
() 0 () 1 () () 0 0 () 0 () 

() () 1 () () () () () () () () 

() 1 () () () () () () () () () 

1 () () () () () () () () () 0 
() () () () () () () 0 0 0 () 

0 () () () 0 0 0 0 1 () 1 
() () () () () () () 1 () () () 

() () () () () 0 () 0 () 1 () 

The -' coefficient is 
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() () () () () -1 0 -o () 0 () 

() () () () -1 () () 0 () 0 () 

() () () -1 () () () () () 1 () 

() () -1 () () () () () () 0 () 

() -1 () () () () () () () 0 () 

-1 () () () () () () () () () () 

0 () () () () () () 1 () () () 

() () () 0 () () -1 () () () 1 
() () () () () -1 () () () () () 

() () () () () () () () () () () 

() () -1 () () () () () () () () 

Now, Demianczuk's prog,Tam gives, for both P(s) aml its linearisation, a zero 

at infinit.y of <legree 3 iUHl " zero -at infinity of cleg,Tee 4 i.e. both forms have 

identical infinite zero strnctme. 

Example 7 

P(s) = 

The progTam which re<luces a general polynomial mattix to an equivalent 

matrix pencil form gives the following: 

-Enter t], the highest power of ,, 

Enter nurnber of rows of P 

4 

Enter munl><cr of columns of P 

4 

Enter p .0 

() () () 1 
() () 1 () 

() 1 () () 

1 () 1 () 

Enter p 1.0 
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0 0 0 0 
0 0 0 0 
1 0 0 0 
0 0 0 0 

Enter p 2.0 

0 0 0 0 
0 1 0 0 
0 0 0 0 
0 1 0 0 

Enter p 3.0 

1 0 1 0 
1 0 0 0 
0 0 0 0 
1 0 0 0 

Enter p 4.0 

0 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 5.0 

0 1 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

Enter p 6.0 

1 0 0 0 
0 0 0 0 
0 0 0 0 
0 0 0 0 

1.00 .00 .00 .00 
.00 .00 .00 .00 
.00 .00 .00 .00 
.00 .00 .00 .00 

Enter number of l.i. rows 

1 

Enter row numbers of l.i. rows 

1 

Enter column numbers of l.i. columns 
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1 

. 00 .00 .00 .00 

. 00 .00 .00 .00 

. 00 .00 . 00 .00 

. 00 .00 . 00 .00 

Enter number of I. i. rows 

0 

0 1 0 () 1 0 0 0 0 
1 0 0 1 0 0 0 () () 

() () 1 () () 0 () () () 

() 1 () 0 0 0 0 0 0 
1 0 0 0 () 0 0 0 0 
0 0 0 0 () 0 0 0 1 
() 0 0 0 0 () 0 1 0 
() 0 () 0 0 0 1 0 0 
() 0 0 0 0 1 0 1 0 

The .s coefficient is : 

-1 () 0 -1 0 0 () () () 

0 0 -1 0 0 1 () 1 () 

() -1 0 0 0 0 0 () 0 
-1 0 0 0 () () 1 () () 

0 0 0 0 0 1 0 () () 

0 -1 0 0 -1 0 0 () 0 
0 -1 0 0 0 0 0 () () 

0 () () () 0 1 () () () 

() -1 () () 0 0 () () () 

Now, Demianczuk's program gives, f(n· both P(.,) and its linearisation, a zero 

at infinity witlunult.iplicity 3 ami degTees 1, 2. 3 i.e. both forms lmve identical 

infinite zero structme. 

In this section a munb<cr of examples have heen-nsed to illustrate the for-

mation of the e<JUivalent. amt.rix pencil of a geneml polynomial matrix. Then, 

by using-Demianczuk's prognnn (10~5). which compnt<cS the infinite fi·equency 

st.ruct.me of a given rational matrix ll'Olll its Lament. expansion, the equivalent. 

infinite zero property of the matrix p<encil mu! the polynomial matrix has been 

verified clirectly. 
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CHAPTER VIII 

CONCLUSIONS 



VIII 
CONCLUSIONS 

In this thesis, the Hayton et al. (1989) algorithm which produces a matrix 

pencil eqUivalent of a given polynomial matrix has been computerised. The 

sense in which this is equivalent has been described from two points of view. 

Firstly, it has been seen that the reduction algorithm is a full system equivalence 

transformation. Secondly, the polynomial matrix and the associated matrix 

pencil have identical finite and infinite zero structures. 

The computerised algorithm has been tested by a number of examples to 
-

see that the linearised form produced does have the same finite and infinite zero 

structure as the given polynomial matrix. Here, Demianczuk's program (1985), 

which computes the infinite frequency structure of a given rational matrix from 

its Laurent expansion, has been used to produce the infinite zeros of both the 

original polynomial m<J.trix and its associated matrix pencil form, and it has been 

seen that the infinite frequency property has been preserved. An example has 

been performed by hand to see that the finite frequency property is preserved. 

Three methods of system matrix reduction to linear polynomial form have 

been described. Firstly discussed is the Hayton et al. (1989) alg~rithm, and 

it has been seen how this is based on the Bosgra and Van der Weiden (1981) 

reduction procedure whereby a general polynomial system matrix may be re-

duced to an equivalent generalised state space form. Another method discussed 

is the reduction of a polynomial matrLx of a linear multivariable system to gen­

eralised state space form proposed by Vardulakis (1991). The final reduction 

is the linearisation described by Zhang (1989) which produces a strongly irre­

d U€ible realisation for singular systems. These three types of linearisations have 

been compared via an example. It has been seen using the example that all 

three types of linearisation are, in fact, related by complete system equivalence. 
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However, in the future, further work needs to be done to prove this result on a 

theoretical basis. Also, it has been seen that to produce an irreducible singular 

system Zhang's method of linearisation is preferable to the other two methods. 

To extend on the work in this thesis, a computerised version of Zhang's method 

of linearisation could be provided. 
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APPENDIX 



Program which reduces a general polynomial matrix to an equivalent matrix pencil 
form. 

double precision P(10,10),P0(10,10),P1(10,10),P2(10,10) 
double precision PP(0:10,10,10) 
double precision E(SO,SO),A(S0,50),B(50,50),C(50,50) 
double prec~s~on F(10,10),Fl(l0,10),F2(10,10) 
double precision FF1(30,30),FF2(30,30) 
double precision RR(20),CC(20) 
real v,s 
integer m,l,q,k,r(2:10),aa(2:10,10),bb(2:10,10) 
integer w, x, y 
w•lO 
x=lO 
y=10 
print*,' Enter q,the highest power of s ' 
read*,q 
print*,' Enter number of rows of P ' 
read* ,m 
print*,' Enter number of columns of P ' 
read*,l 
do 1 h=O,q 
print*,'' 
print*,' Enter P ',h 
read*, (( PP(h,i,j),j=l,l),i=l,m) 
continue 
do 2 h=q+l,lO 

do 3 i=l,m 
do 4 j=l,l 

PP(h,i,j)=O 
continue 

continue 
continue 
do 5 k1=0,q-2 

do 6 i=(kl*rn)+l, (kl+l)*rn 
do 7 n=O,q-2 

do 8 j=(n*l) +1, (n+1) *1 
E(i,j)=PP(n+k1+2,i-(kl*rn),j-(n*l)) 

continue 
continue 

continue 
continue 
do 9 k1=0,q-3 

do 10 i=(kl*m)+1, (k1+1)*rn 
do 11 n=O,q-3 

do 12 j=(n*l)+l, (n+l)*l 
A(i,j)=PP(n+kl+3,i-(k1*rn),j-(n*l)) 

continue 
continue 

continue 
continue 
do 13 i=((q-2)*m)+1, (q-l)*rn 

do 14 j=1, (q-1) *l 
A(i, j)=O 

continue 
continue 
do 15 i=1, (q-1)*m 

do 16 j= ( (q-2) *ll +1, (q-1) *l 
A(i,j)=O 

continue 
continue 
do 17 k1=0,q-2 

do 18 i=(k1*m)+l, (k1+1) *m 
do 19 j=l, 1 

B(i,j)=PP(k1+2,i-(kl*m),j) 
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continue 
continue 

com:inue 
do 20 i=1,rn 

do 21 n=O,q-2 
do 22 j= (n*1) +1, (n+1) *l 

C(i,j)=PP(n+2,i,j-(n*l)) 
continue 

continue 
continue 
do 23 h=q,2,-1 

do 24 i=1,rn 
do 25 j=l,l 

P(i,j)=PP(h,i,j) 
continue 

continue 
do 26 i1=rn,1,-1 

do 27 i2=1, 1 
if ( P(i1,i2) .ne.O then 
v=abs(P (il,i2) )-
s=i2 
do 28 i3=i2+1,1 

if ( abs (P ( i1, i3) ) . gt. v 
v=abs (P (il, i3)) 
s=i3 
endif 

continue 
F(s,s)=l/P(i1,s) 
if ( s. ge. 2 L then 
do 29 j=1,s-1 

F(s,j)=-P(i1,j)/P(i1,s) 
continue 
do 30 i=1, s-1 

F(i,i)=1-
continue 
do 31 i=1, s-1 

do 32 j=i+1,1 
F(i, j)=O 

continue 
continue 
endif 
if ( s.ge.3 ) then 
do 33 j=l, s-2 

do 34 i=j+1,s-1 
F(i,j)=O 

continue 
continue 
endif 
if ( s.le.(l-1)) then 
do 35 j=s+1,1 

F ( s, j ) =-P ( i1, j) I P ( i1, s) 
continue 
do 36 i=s+1,1 

F(i,i)=1 
continue 
do 37 i=s+1,1 

do 38 j=1,i-1 
F(i,j)=O 

continue 
continue 
endif 
if ( s.le. (l-2)) then 

then 
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do 39 i=s~l,l-1 
do 40 :=i+l, 1 

F(i,j)=O 
continue 

continue 
endif 
if ( i1.lt.k ) then 
ifail=O 
call f01ckf(f2,fl,f,w,x,y,z,1,1,ifail) 
do 41 i=l,:n 

do 42 j=1,1 
Fl (i, j)=F2 (i, j) 

continue 
continue 
goto 200 
endif 
do 43 i=l,:n 

do 44 j=1,1 
Fl(i, j)=F(i, j) 

continue 
continue 
k=il 
ifail=O 
call f01ckf(p0,p,fl,w,x,y,z,l,1,ifail) 
goto 201 
ifail=O 
call f01ckf(pO,p,f,w,x,y,z,1,1,ifai1) 
do 45 i=l,:n 

do 46 j=l,l 
P(i,j)=PO(i,j) 

continue 
continue 
else 
goto 27 
endif 
do 47 i=1,i1-l 

P(i,s)=O 
continue 

goto 26 
continue 

continue 
print*,' ' 
do 48 i=l,m 
print' ( 20F9 . 2) ' , ( P ( i, j) , j=l, 1) 
continue 
print*,' r 

print*,' Enter number of l.i. rows ' 
read*,r(h) 
if ( r(h) .eq.O ) then 
goto 300 
endif 
print*,' Enter row numbers of l.i. rows ' 
read*, ( aa(h,i),i=l,r(h)) 
print*,' Enter column numbers of l.i. columns ' 
read*,( bb(h,i),i=l,r(h)) 
if ( h.eq.2 ) then 

00 ii1=0 
do 49 n=O,q-2 

do 50 h1=n+2, q 
do 51 i=l,r(hl) 

iil=iil+l 
RR(iil)=aa(hl,i)+(n*rn) 
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continue 
continue 

continue 
ii2=0 
do 52 nl=O,q-2 

do 53 h2=nl+2,q 
do 54 il=l,r(h2) 

ii2=ii2+1 
CC(ii2)=bb(h2,il)+(nl*l) 

continue 
continue 

continue 
do 55 i=l, iil 

do 56 j=l,ii2 
FFl(i,j)=E(RR(i),CC(j)) 

continue 
continue 
do 57 i=iil+l,iil+m 

do 58 j=ii2+1,ii2+1 
FF1(i,j)=PP(0,i-iil,j-ii2) 

continue 
continue 
do 59 i=l, iil 

do 60 j=ii2+l,ii2+1 
FFl(i,j)=O 

continue 
continue 
do 61 i=iil+l,iil+m 

do 62 j=l,ii2 
FFl(i,j)=O 

continue 
continue 
do 63 i=l, iil 

do 64 j=l,ii2 
FF2(i,j)=-A(RR(i),CC(j)) 

continue 
continue 
do 65 i=iil+l,iil+m 

do 66 j=ii2+1,ii2+1 
FF2(i,j)=PP(l,i-iil,j-ii2) 

continue 
continue -
do 67 i=l, iil 

do 68 j=ii2+1,ii2+1 
FF2 (i, j)=B(RR(i), j-ii2) 

continue 
continue 
do 69 i=iil+l,iil+m 

do 70 j=l, ii2 
FF2(i,j)=-C(i-iil,CC(j)) 

continue 
continue 
print*,'' 
do 71 i=l, iil+m 

print' (2013) ', ( FFl (i, j), j=l, ii2+1) 
1 continue 

print*, • ' 
print*,' The s coefficient is 
print*,'' 
do 72 i=l, iil+m 

print' (2013) ', ( FF2(i,j),j=l,ii2+1) 
2 continue 
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stop 
elsei£ ( h.eq.q ) then 
goto 400 
else 
goto 73 
endif 

continue 
do 73 h=q-1,2,-1 

do 74 i=l,m 
do 75 j=l, 1 

Pl(i,j)=PP(h,i,j) 
continue 

continue 
ifail=O 
call £01ckf(p2,p1,fl,w,x,y,z,l,l,ifail) 
do 76 i=l,m 

do 77 j=l,l 
P (i, j)=P2 (i, j) 

continue 
continue 
do 78 ·hl=h+l,q 

do 79 i=l,r(hl) 
do 80 j=l,l 

P(aa(hl,i),j)=O 
continue 
do 81 i1=1,m 

P(il,bb(h1,i))=O 
continue 

continue 
continue 
gate 100 

continue 
stop 
end 



Ocmianczuk's program which computes the infinite frequency structure of a 
given rational matrix from its LaUI·em expansion. 

integer row,col,hi,lo,ro(-30:30) 
double prec~s~on d(30,30,-30:30),dsq(30,30,-30:30),dum(30,30) 
double precision pt(30,30),q(30,30),qt(30,30),aa(30,30) 
double precision sv(30),work(l30) 
print*, 'The transfer function matrix G(s) has an expansion ' 
print*, 'at infinity of the form:' 
print*,' G(s)=D(l)s**l + D(l-l)s**l-1 + .....•..• 
print*,' ...•. + D(O) + D(-1) s**-1 + ..•.•.. ' 
print*, 'Enter dimensions of the matrix G(s)' 
print*, '-no of rows followed by no. of columns' 
read*,row,col_ 
print*, 'What is the normal rank of G(s)?' 
read *,norank 
print*, 'What is the highest power?' 
read*,hi 
print*, 'What is. the lowest power?' 
read*,lo 
if(lo.gt.hi)then 

print*, 'The lowest power you have given is greater than' 
print*, 'the highest power.Please re-enter:' 
goto 1 

endif 
if(row.gt.col)then 

rnin-col 
else 

min=row 
endif 
lwork=(3*rnin)+(rnin**2)-
call one(row,col,hi,lo,norank,lwork,rnin,ro,d,dsq,dum,sv,pt,q,qt, 

+ work,aa,-30,30,30,130) 
stop 
end 
subroutine one(r,c,u,l,norank,lwork,min,ro,d,dsq,dum,sv,pt,q,qt, 

+ work,aa,minl,rnaxu,maxdirn,rnaxlw) 
integer r,c,u,diff,rank,rp,rdi£,ro(-30:30) 
double precision d(r,c,l:u),dsq(r,c,-30:u) ,dum(r,c),sv(rnin) 
double precision pt(rnin,c),q(r,rnin),qt(rnin,r),work(lwork) 
double precision z(1),drnin(30,30,-30:30),dplus(30,30,-30:30) 
double precision aa(rnin,c) 
j=ti 
print*, 'Enter the elements of the matrix which corresponds to' 
print*, 'the highest power,row by row' 
read*, ((d(i,k,j),k=1,c),i=1,r) 
if(u.eq.l)goto 41 

0 jprev=-j 
1 print*, 'Enter the next power (descending) in the Laurent series' 

read*,j 
if(j.ge.jprev)then 

print*, 'This power is higher than the previous one.' 
print*, 'Please re-enter:' 
goto 31 

endif 
if(j.lt.l)then 

print~, 'This power is lower than the lowest power' 
print*, 'Please re-enter:' 
gate 31 

endif 
diff=jprev-j 
if(diff.gt.l)then 

jrnin=jprev-1 
jpls=j+1 
do 40 n=jrnin,jpls,-1 



do 50 i=l, r 
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do 60 k=l,c 
d(i,k,n)=O.O 

continue 
continue 

continue 
endif 

I 

I 

print*, 'Enter the elements of the matrix which corresponds' 
print*, •to this power,row by row' 
read*, ( ( d ( i, k, j) , k=l, c) , i=l, r) 

~1 
if(j.gt.l)goto 30 
11=1-1 
do 70 i=l,r 

5 

5 
0 

do 80 k=l,c 
do 85 n=u,l,-1 

dsq(i,k,n)=d(i,k,n) 
continue 
do 87 m=ll,-30,-1 

dsq(i,k;m)=O.O 
continue 

continue 
continue 
j=u 
do 90 i=1,r 

do 95 k=1,c 
dum(i,k)=dsq(i,k,j) 

continue 
continue 
ifail=O 
call f02wcf(r,c,min,dum,r,q,r,sv,pt,min,work,lwork,ifail) 
rank=O 
do 25 i=1,min 

if(sv(i) .gt.0.000000l)rank=rank+1 
5 continue 

ro(j)=rank 
rp•rank+1 
rdif=r-rank 

- mindif=min-rank 
do 110 i=l,min 

do 120 k=l,r 
qt(i,k)=q(k,i) 

20 continue 
10 continue 

do 130 k=j,-30,-1 
do 140 i=l,r 

do 150 n=l,c 
dum(i,n)=dsq(i,n,k) 

50 continue 
40 continue 

ifail=O 
call fOlckf(aa,qt,durn,min,c,r,z,l,l,ifail) 
call next(rank,rp,aa,min,c,rdif,dsq,r,l,u,j,k,mindif,dmin,dplus, 

+ 30,-30, 30) 
30 continue 

if(j.eq.-30)then 
print*, 'More terms are required in the expansion' 
return 

endif 
if((j.gt.l) .or. ( (j.ge.l) .and. (ro(j) .lt.norank)))then 

j=j-1 
goto 100 

endif 
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print*,' • 
ipol=O 
if(u.le.O)then 

print*, 'There is no pole at infinity' 
goto 108 

endif 
j•u 
if(ro(j) .gt.O)then 

print*, 'There is a pole at infinity of order',j 
ipol-1 

endif 
last=ro ( j) 
j=j-1 
if( (j.eq.O) .and. (ipol.eq.1) )goto 108 
it-( (j. eq. 0) . and. (ipol. eq. 0)) then 

print*, 'There is no pole at infinity' 
print*, • • 
goto 108 

endif 
new=ro(j)-1ast 
if(new.gt.O)then 

do 766 jk=1,new 
print*, 'There is a pole at infinity of order',j 

continue 
ipol=l 

else 
goto 404 

endif 
if (l.gt .0) goto 499 
j=u 
new=ro ( j) 
goto 408 

07 if(j.eq.l1)goto 499 
_ 1ast=ro ( j) 

j-j-1 
new=ro(j)-1ast 

08 if((ro(j) .eq.norank) .and. (j.ge.O))goto 499 
if((ro(j) .eq.norarik) .and. (j.1t.0))then 

ij=-j 
do 409 ii=1,new 

print*, 'There is a zero at infinity of order',ij 
09 continue-

goto 129 
endif 
if( (new.gt.O) .and. (j.lt.O) )then 

ij=-j 
do -4 98 ii=l, new 

print*, 'There is a zero at infinity of order',ij 
98 continue 

endif 
goto 407 

99 print*, 'There is no zero at infinity' 
if(l.gt.O)goto 128 

29 if(ro(j) .lt.nor~nk)then 
print*,'' 
print~, 'LESS THAN NORANK' 
print*,'' 

endif 
return 

28 end 
subroutine next(rank,rp,aa,rnin,c,rdif,dsq,r,l,u,j,k,mindif, 

1 dmin,dplus,maxdim,minl,maxu) 
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integer rank,rp,rdif,u,r,c 
double prec~s~on aa(min,c),dmin(rank,c,-30:j) 
double precision dplus(min,c,-30:j),dsq(r,c,-30:u) 
do 210 i=l,rank 

do 220 n=l,c 
dmin(i,n,k)=aa(i,n) 

continue 
continue 
do 230 i=rp,min 

do 240 n=l,c 
dplus(i,n,k)=aa(i,n) 

continue 
continue 
if(k.eq,j)return 

kplus=k+l 
do 260 n=l,c 

do 270 i=l,rank 
dsq(i,n,k)=dmin(i,n,kplus) 

continue 
do- 280 i=rp,min 

dsq(i,n,k)=dplus(i,n,k) 
continue 

continue 
return 
end 
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