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## ABSTRACT

This project is an attempt to supply the existing hardware with adequate software, in order to develop a system capable of recognizing 3-D objects, bounded by simple $2-\mathrm{D}$ planes, which in turn are bounded by straight lines.

Chapter 1 contains an introduction to pattern recognition and a survey of $3-D$ recognizers. Chapter 2 describes the hardware and the process of feature extraction, by the techniques of averaging, edging and isolation. Chapter 3 deals with the tracing of boundaries and contains criteria for the detection of vertices. An introduction to syntactic pattern recognition is given in Chapter 4. The $3-\mathrm{D}$ and $2-\mathrm{D}$ recognizers together with an introduction to PROLOG (the programming language in which they are written) are presented in Chapter 5. Finally, conclusions, results and suggestions for further improvement are given in Chapter 6.

The whole procedure is divided into three parts i) preprocessing, ii) vertex-detection, iii) recognition.

Preprocessing:- A T.V. camera pointed at the object to be recognized, takes a picture and sends it to a digitizer, which digitizes it and stores it in a frame-store. The digitized picture is then sent to a microcomputer system for further processing. The main figure of the picture is decomposed to its 2-D sides and every one of them is averaged and edged.

Vertex detection:- The boundary of every preprocessed side is traced by a follower and its vertices are detected and recorded according to a number of criteria. At the end of the tracing, a vertex-array is formed containing the vertex-coordinates for every 2-D side of the main object. This array is processed by a minicomputer, in order to verify the realvertices of each 2-D shape and eliminate all those caused by noise or distortion. Finally a number of clauses are prepared, for the next phase of recognition.

Recognition:- The 3-D recognizer is based on the principles of syntactic pattern recognition. The clauses formed in the previous phase, are lists of the main components - primitives - which compose three basic 2-D shapes. These lists are tested against the structure of the basic shapes, and if they are described by one of them, are classified as being: a triangle, a quadrilater or other. The structure of a 3-D object is considered to be a combination of triangles and quadrilaterals. Thus a figure is classified into one of ten classes if it is described by its corresponding structure. Otherwise the 3-D object is classified as other. A 2-D recognizer similarly, performs a further classification of 2-D shapes.

The procedure was tested, both as a whole, and with respect to each of its three main parts. As a whole it works perfectly in the case of 2-D figures, and it has satisfactory results in the case of 3-D objects. Although the last two parts, tested separately, cope perfectly with every

2-D and 3-D object which they cover, there is some weakness in the isolating technique in use, to decompose the $3-\mathrm{D}$ object into its actual $2-\mathrm{D}$ sides. The latter requires very good lighting conditions and suitable camera settings in order to accomplish its task.

## Chapter 1

## INTRODUCTION

### 1.1 PATTERN RECOGNITION

Pattern Recognition is a branch of a broader field called Artificial Intelligence. Although some people working on it prefer not to define it, a very simple definition ${ }^{(1)}$ of Pattern Recognition is:-

Pattern Recognition is the categorization (or classification) of input data into identifiable classes via the extraction of significant features or attributes of the data, from a background of irrelevant detail.

By defining the very important term of Pattern Class as, a category determined by some given common attributes, an alternative definition of Pattern Recognition could be:-

Pattern Recognition is the process of classifying sensory information into mutually exclusive categories. ${ }^{(2)}$

Recognition is regarded as a basic attribute of human beings, as well as other living organisms. A pattern is the description of an object. Both are very important for learning which is one of the most significant functions leading towards development. During the second part of the 20th century
there is a tendency in humans to employ intelligent machines, in order to relieve their brains from doing jobs tiresome and time consuming. On the other hand, the memory storage has been quite a problem, especially considering the increasing rate of information that is generated. The computer - taking into account its tremendous development - proved a very useful solution. Its ability to store and process huge quantities of information at a very high speed, opened new dimensions to human knowledge and pushed forward all the sciences. The next step for the computer was towards recognition and learning. This is why many sicences, irrelevant to computers at first sight like:- statistics, phychology, linguistics, biology, taxonomy, switching theory, communication theory, control theory, operational research etc. have contributed to the area of Pattern Recognition.

### 1.2 APPROACHES TO THE PROBLEM OF PATTERN RECOGNITION - APPLICATIONS

[ During the past twenty years there has been a considerable growth of interest in problems of Pattern Recognition. This interest has created an increasing need for methods and techniques for use, in the design of Pattern Recognition systems. Many different approaches have been proposed, most of which deal with the decision-theoretic or discriminant method. Recently, probably because of the picture recognition or scene analysis, the syntactic or structural approach has been proposed, and some preliminary results from applying it, have shown it to be quite promising.

The syntactic approach ${ }^{(3)}$ attempts to draw an analogy between the structure of patterns and the syntax of the language, by emphasising the structural description of the patterns. Mathematical linguistics constitute a very useful tool because of its syntactic nature. However the syntactic approach contains other non-linguistic methods. The description of patterns is based on class distribution or density functions in the decision-theoretic
approach, syntactic rules or grammars in the syntactic one. The effectiveness of each approach depends on the particular problem and often mixed approaches need to be applied. It is difficult sometimes to distinguish sharply between syntactic and non-syntactic pattern recognizers.

Another interesting point in most Pattern Recognition systems is the processes that preceed the manipulation of the information by the computer. An image which may be derived from any one of a number of sources, acoustic, light or electronic, is broken down into a binary sequence or matrix. For example a camera produces a two-dimensional image which gives rise to a matrix. The digitized information gained from that image constitutes the pattern to be examined. Once the digitized image has been produced, it is fed to a computer, which compares the incoming patterns with sets of stored information in its memory and classifies them accordingly. An alternative technique, derives the pattern into a number of main components, called primitives, which are sufficient for the description of the main pattern. This time the categorization of the pattern is achieved by comparing its structure to those of pre-specified models. Both techniques involve computer learning which can be achieved either manually or automatically.

The latest development of RAM's (Random Access Memory) and microprocessors increased both the learning ability of the system and the speed of data processing. The technique of parallel processing dedicates a single pixel to its own microprocessor. (4)]

The applications of Pattern Recognition techniques are numerous. Some of them are:-

Design or program of machines that read printed or typewritten characters. Most of the banks use an automatic pattern classification system to read the code characters of ordinary bank cheques. Recognition of handwritten characters or words used by the Post Office of some countries.

General medical diagnosis by screening electrocardiograms and electroencephalograms. Identification of fingerprints and interpretation of photographs used by the police. Identification of faults and defects in mechanical devices and manufacturing processes. Automatic analysis and classification of chromosomes. Multispectral scanners located on aircrafts, satellites and space stations need to process and analyse the large volumes of information they receive. Some interesting applications are crop inventory, crop disease detection, forestry, geological and geographical studies, weather prediction, classification of seismic waves and scores of others. Sound recognition is also under development, moving towards recognition of spoken words and oral communication between computer and humans.

### 1.3 A SURVEY OF 3-D OBJECT RECOGNITION SYSTEMS

This paragraph refers to some of the work done on the recognition of 3-D objects by computer systems. Most of the algorithms and techniques given below are the first stage of a more sophisticated operation called scene analysis.
Robert's program: ${ }^{(5)}$ This program models objects in a scene as part of the recognition task, not as a separate process which has to be completed before recognition can begin. The basic mechanism of this system is to describe blocks in terms of unions of transformed primitive blocks (also called models). The primitive blocks he uses are a cube, a wedge and a hexagonal prism. There are two main parts to the system, entirely independent.
a) producing a line drawing from a photograph
b) producing a $3-\mathrm{D}$ object list from a line drawing.

A complete line drawing, in the form of lists of lines and end-points, provides the input for the modelling/recognition program. Each end-point has pointers indicating which lines it is connected to in order of angle.

The first step is to find the polygons which make up surfaces of objects, by tracking lines and jumping to adjacent lines at junctions. Convex polygons with 3,4 or 6 sides - approved polygons - are looked for because these occur in the 3 primitive blocks and thus could be used as starting points in the modelling process. The second step is to match transformed primitive blocks to part or whole scene blocks. The line drawing is searched for a number of topological features which are the basis for the transformation of primitive blocks. If a transformed model completely fits a group of connected lines then the model is assumed to represent the object. If not a compound object construction procedure is used.
Yoshiaki and Saburo's program: ${ }^{(6)}$ This program is developed for the eye of a particular intelligent robot and achieves the extraction of the line drawing of 3-D objects. The procedure consists mainly of two processes. First four line drawings of the same objects illuminated from four different directions are sequentially obtained. Second, by applying 2-D logical operations to these line drawings, a complete one is extracted. This method is applicable to more than two polyhedrons in a scene which is difficult by usual methods to represent, because of too small difference of light intensities between the different planes or the effect of shadows. Yoshiaki and Motoi's program: ${ }^{(7)}$ This is a recognition procedure with a range finder developed for the eye of the above mentioned robot. A range finder projects a light beam through a vertical slit on the polyhedrons. While the beam is moved in a field of view the picture of each instant is picked up by a TV camera. Based on the 3-D position of the slit image, the objects are recognised and their parameters are obtained. This method determines not only the boundary of the polyhedrons but also the 3-D position of their surface planes. Thus, recognition is reliable compared with one based on the line drawing of the objects. In addition, this range finder
may be used to measure the 3-D position of any point for input to the usual recognition methods. The recognition procedure is free from the effects of the arrangements and shadow of objects. Tenenbaum's program: ${ }^{(8)}$ This program deals with complex objects and is based on the idea that a robot will not have to describe a scene exhaustively but will have to find specific objects in order to carry out tasks. Vision is considered to be a problem solving process using knowledge about the robot's perceptual abilities and contextual knowledge about its world situation to recognize objects. Each model describes an object in terms of its distinguishing features. There are two classes of features used in the models. The first is obtained from the results of applying perceptual operators to instances of the object. This is performed by interactive fashion. A user outlines part of the image, using a light-pen and tells the program to use the result to update the model of the object. Colour features are recorded in this way. The second class of features describe the object in terms of simple shape characteristics, such as the ratio of height to base area. The system uses sensory inputs: brightness, colour and range. When the system is told to find an object in a scene it proceeds in two stages:-
a) acquisition stage, where the scene image is sampled in a search for characteristic features of the object.
b) validation stage, where each of the possible instances found at the acquisition stage is checked in more detail.
Popplestone and Ambler's program: ${ }^{(9)}$ This program is designed to form body models automatically using range data. The input is provided by the striper, a triangulation ranging device which enables the $3-\mathrm{D}$ position of all points visible to both camera and a light projector to be calculated. The object to be modelled is placed on a turntable and images are stored from views
at several angles of rotation. The construction of the models takes place in four stages:-
a) inspection, which collects stripe data and information about the position and operation of the various parts of the striper system and then reduces the amount of stripe data by segmenting each stripe into a number of straight line segments.
b) plane finding, where the information supplied by the segmenter is used to indicate smoothly joined planes.
c) cylinder finding, which tries to fit cylinders to groups of smoothly joined planes.
d) body model building, where a body model is formed by the union of intersections of two basic primitives. These two primitives are half-spaces and length cylinders. The planes found by the plane-• finder are represented by transformed half-spaces; cylindrical faces are represented by transformed infinite cylinders. It is assumed that bodies will have only planar and cylindrical faces. Shneier's program: ${ }^{(10)}$ This system also uses the striper to provide the input data. After finding plane and cylindrical faces it uses completely different representation for objects than the previous one. The models for individual objects do not exist as separate entities but are all part of a global data-base which is a semantic net. The nodes of the net represent faces of objects, and the links represent relations between faces. In addition surfaces which are of the same type and dimensions are represented by one node. The modelling operation is not totally automatic, the user supplies a name for the object and a list of relations to be used when constructing the model. The program creates the model, integrating it with the existing data-base. The recognition process proceeds in two parts:-
a) find interpretations for the fragments of a scene
b) find the best interpretation of the scene as a whole.

A range map is processed to find some of the surfaces present in the scene. The surfaces found are matched to nodes in the net and the results of these matches are used to construct a scene graph which contains all the possible interpretations of each surface. In a second stage a special constraint analysis algorithm is used to find the best overall interpretation of the scene.
Nevatia and Binford's program:- ${ }^{(11)}$ This system also uses as input, only range data, obtained by using laser-based triangulation ranging. The basic principle is that bodies are segmented into simpler parts. Models are based on descriptions of these parts and on the connectivity relations between them. The domain of objects modelled included toy dolls and horses, and hand tools. Interestingly the same processing is used to generate the symbolic description of an object for both modelling and recognition. The main primitives used to describe objects are generalised cones. After a first stage of segmentation, the program generates a symbolic description of the object consisting of:-
a) connectivity relations, which are in the form of a semantic net with nodes representing parts and links the relations between them.
b) part descriptions, containing a summary of the size and gross shape of the part which is used for quick matching and more detailed description of the linear cone which is fitted to the part.
c) junction description, consisting of a list of parts connected at the joint in cyclic order and a note of the widest piece at the joint.
d) global properties which are the number of pieces, joints and descriptions of distinguished pieces (parts with special properties).

The recognition stage consists of the description codes of distinguished pieces in the scene, which are compared with those of stored models. Those compared successfully are taken on to the matching stage which is performed by growing the graph starting from distinguished pieces.

## SUMMARY - CONCLUSIONS

- Pattern Recognition is the process of classifying sensory information into mutually exclusive categories.
- Many sciences have contributed to the area of Pattern Recognition.
- There are two main approaches to the problems of Pattern Recognitions, the decision-theoretic or discriminant method, and the syntactic or structural one.
- The applications of Pattern Recognition are numerous and spread over a large area. Some of them affect every-day life.
- A survey of 3-D object recognition systems reveals that they follow two basic stages:-
a) modelling
b) recognition.
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## Chapter <br> 2

## PREPROCESSING METHODS AND FEATURE EXTRACTION

### 2.1 INTRODUCTION

Preprocessing is defined as a method of representing a scene by a set of numbers. ${ }^{(1)}$ A visual scene might be divided into a raster of cells and then the light intensity of each cell, converted to an electrical signal. However an accurate representation of the complete scene, could well lead to a large set of numbers. Furthermore, the probability density functions needed to represent the scatter of a pattern set produced by such preprocessing, are likely to be very complex.

However, only the significant features, are extracted from the sensory information, provided by the mass of complex data resulting from such simple preprocessing schemes. These features would have either binary values indicating their absence ( $\varnothing$ ) or presence (1), or any numerical value
indicating the intensity of the feature. The collection of feature values for a scheme is used as the numerical representation, x , for the scene. Feature extraction methods are a major element of the recognition process. Unfortunately there seems to be no general theory to guide the search of relevant features in any given recognition problem. The design of feature extractors is mainly empirical, following different ad-hoc rules, found to be useful in special situations.

The primary input to a visual processor is a rectangular grid of cells, each one of which takes a value from $\emptyset$ to 15 . These values represent 16 gray levels from white to black respectively. Before any extraction of features takes place from the grid, some preliminary operations need to be done on the grid itself. Their main tasks include, speck removal, gapfilling, thickening, thining, edging and isolation. The first part of the following paragraphs gives a description of the used bardware. In the second part a detailed analysis of the averaging, edging and isolating operations, is attempted.

### 2.2 THE HARDWARE

The hardware consists of the following main devices: a T.V. camera, a T.V. monitor, a frame store digitizer and the appropriate interface, a microcomputer system, a lineprinter and a V.D.U.

### 2.2.1 The Camera

This is a SANYO video T.V. camera with a $12.5-75 \mathrm{~mm}$ zoom lense of aperture range $1.8-22 \mathrm{f}$.

fig. 2.1
'It is situated on a tripod and is pointed at the object that is to be recognized. The picture that is taken, is displayed on a T.V. monitor. If the digitizer is interposed between the camera and the monitor, the picture on the screen is a digitized representation of the actual picture.

### 2.2.2 The Digitizer ('Robot')

This is a device that digitizes the actual picture that is taken by the camera, and stores it in a $16 \mathrm{~K} \times 4$ bit memory frame store. There are 3 switches and 3 knobs on the front and two sockets on the back of the 'Robot?.

fig. 2.2
Switch A is an 'ON-OFF' switch. Switch B gives the actual (or digitized) picture in its normal form, when switched to 'NORMAL' and the negative
picture, when switched to 'REVERSE'. Switch C is a 'FRAME GRAB' switch; which means that it causes the device to split the actual picture into $218 \times 128$ ce11s, and stores it in the 16 K memory, each time it is pressed down. Knob A can be set to one of five positions. At position 'TEST' a test pattern of four stripes of different gray levels (those corresponding to hex numbers $\emptyset, 7,8$ and $F$ ). That helps adjusting the contrast and brightness by using knobs $B$ and $C$ respectively. At position 'CAMERA' the digitized picture of the object is displayed on the screen. At position 'TRANSMIT' the frozen digitized picture that is stored in the memory is displayed on the monitor. This setting has been designed to send the frame to a telephone line. At the next position 'HOLD' the digitized picture displayed on the screen is held. Finally position 'RECEIVE' has been designed to allow the device to receive a frame from a telephone line. The transmit and receive operations are not used at the moment, because the special circuitry for them does not exist. Hence the effect of the first on the screen, is the same as at 'HOLD' and that of the second, reception of random garbage that fills the picture. A block diagram of the 'Robot' is shown in Fig. 2.3a.

(a)
fig. 2.3

The picture taken by the camera, is passed to the 'Robot' (inside the dotted block). The analog signals which are received from the camera are given to a Frame Grab Logic. This converts the analog signals to digital ones and stores them in a $16 \mathrm{~K} \times 4$ bit memory frame, whenever the Frame Grab switch is pressed down. The memory is organized in an $128 \times 128$ byte matrix and each byte contains an integer in the range $\phi-15$ (or $\phi \varnothing-\phi \mathrm{F}$ in hex). Each byte is called a pix́el and the number that it contains pixel value. Every pixel value corresponds to one of 16 gray levels, which are used to represent the light intensity of that particular pixel. The whole of $128 \times 128$ pixels constitute the digitized picture. From the memory the picture is passed through a Picture Generator, which gives a visual representation on the monitor, by converting the digital signals back to analog ones.

The link between the 'Robot' and the microcomputer system is done by a Parallel to Serial Converter, that sends the bytes serially through a Serial to Parallel Interface to the micro. The format of each byte that arrives to the micro is shown in Fig. 2.3 b and it is the following:-
a) the four low order bits constitute the pixel value, which is an integer number from $\varnothing$ to 15 .
b) the four high order bits are:-
bit four: the Frome Sync. It indicates a new frame when set (1):
bit five: the Line Sync. It indicates a new line when set (1).
bit six: is not used.
bit seven: the logic OR of bits four and five, ( $\mathrm{b}_{7}=\mathrm{b}_{4}$ OR $\mathrm{b}_{5}$ ) The pixel rate in which the Robot transmits the pixels to the micro is too fast and the picture can not be collected by program. So, a rate divider, that divides the pixel rate by 3 , has been interposed between the clock and the parallel to serial converter. Thus every third pixel is transmitted and since 3 is comprised with $16,383(=16 \mathrm{~K})$ the sequence is:


This covers the whole picture in exactly three passes. Every time a bit seven is checked to indicate a new frame or line.

### 2.2.3 The Microcomputer System the V.D.U. and the T.V. Monitor

This consists of a $2-80$ microprocessor board with direct assembler and 2 K of memory on it, two 16 K static memory boards, one 16 K EPROM memory board and one 8 K dynamic memory board. There are also available, two 4 K non-volotile metoory boards which were used during the development of the programs and an EPROM programmer which was used to blow the programs into the 1 K EPROM chips. All the boards are slotted in on a QUARNDON motherboard which offers power supply, reset and restart buttons, single step switches, and memory location and data LED's in HEX.

A special program ${ }^{(3)}$ (see Appendix 2) transfers the digitized picture to the two 16K memory boards. One of them is saved and the other is processed by the program, that is located in the 8 K dynamic memory board. The program is loaded there from the 16 K EPROM memory where it resides. This is done to allow the user to change the variables according to the circumstances of the problem. The language that is used is the $2-80$ Assembly Language. The assembler offers a $\frac{1}{2} \mathrm{~K}$ memory for the label table but it does not allow forward references. Finally a number of function keys provide the user with elementary operations such as: accessing of memory locations and registers, and change of their contents, transfer and display of data blocks, and program execution. The arithmetic system used is the HEXadecimal. Fig. 2.4a shows the connection of the used equipment. The

The input unit is an ordinary Newbury V.D.U. which operates at $48 \phi \varnothing \mathrm{c} / \mathrm{s}$ Baud rate. The T.V. monitor is a simple black and white CRT with brightness and contrast control knobs.

fig. 2.4

### 2.2.4 The Printer

This is a TPEND printer that operates at $3 \not \varnothing \emptyset \mathrm{c} / \mathrm{s}$ Baud rate. Its moving head is a $5 \times 7$ dot matrix and it prints a maximum of 64 characters per single line. The printer is used to obtain a hard copy of the digitized picture. The idea is to give a visual representation by printing a character (or a number of overprinted characters) for every pixel relevant to its pixel value. The maximum of necessary overprints is 3 and thus every line is the result of 3 overprintings. For example the pixel value $\emptyset \mathrm{F}$ which corresponds to gray level black is depicted by overwriting the characters $N, Z$ and $\$$. The effect of this is shown in Fig. 2.5.

fig. 2.5
The problem of printing 128 characters, with only 64 possible in a single line, is solved by printing the picture sideways and in two halves; botton half and top half. The procedure is illustrated in Fig. 2.6a.

fig. 2.6
Of course the result is to have a picture different (prolonged) from the one displayed on the monitor due to the fact that the characters are rectangular and the distance between adjacent characters of the same row are different from those of the same column (Fig. 2.6b). A detailed description of the combinations of characters used is given in Appendix 1.

### 2.3 AVERAGING

As it has been mentioned before, the primary input to the visual processor, is a rectangular grid of cells, each one of which has a pixel value between $\emptyset$ and 15 . The objective of preprocessing is to reduce this grid of numbers, to a manageable set of features, relevant to the classification of the scene.

The original picture could be divided into 3 main sets of pixels. The background pixels, which are all the pixels that do not represent any part of the main object. The latter are selected so that they all have the same pixel value (preferably all black -pix.val= $\emptyset$ - or all black -pix.val.15-) and they are of high contrast with the main object. The main object pixels, which are all the pixels that represent the studied object and they can take any pixel value in the range $\emptyset-15$. And the noise, which are pixels caused by noise and can be found in any of the two previous sets. In this set can also be included pixels that have been caused some kind of distortion in the
picture. The elements of the first two sets are necessary for the recognition, while the elements of noise are not. The first of the preprocessing operations, has the task to remove the undesired noise pixels and if possible correct the pixels caused by distortion, leaving otherwise the background and main object unchanged.

Averaging ${ }^{(4)}$ is a simple operation, which can achieve gap filling, speck removal, thickening and thining. It does that, by modifying each cell of the grid representation accordingly, with respect to its neighbourhood.

### 2.3.1 How It Works

Every cell is made the centre of a number of surrounding cells, which are called window. The size and shape of the selected window, varies according to the requirements and the main purpose of the operation. Basically the window is a square or rectangle with sides formed by an odd number of cells. The cell in the middle of the window is the one that gets modified. Before getting into the complex case of 16 pixel values, the function of averaging is examined on a picture with only two pixel values i.e. black 1 and white $\emptyset$.

The number of pixels with value 1 within the window is summed up and the result is compared to a prespecified threshold. If the sum exceeds the threshold the middle cell is turned to black; otherwise it is turned to white, i.e. it is set to $\emptyset$.

fig. 2.7

Fig. 2.7 gives an example of the effect of averaging using a $3 \times 3$ window with threshold 4.

The window is shifted one cell across every time, so that it is centred on the next cell and the operation is repeated until the end of the row is reached. Then the window is moved one row below and the same routine is followed until the whole grid is covered. Assuming a black background, white specks surrounded by black neighbours are likely to be noise and they are removed by being turned to black. This operation is known as speck removal. The opposite operation is black spots on the main object are turned to white and thus removed. This is called gap filling. For low thresholds, white lines on a black background are thinned and black lines on a white background are thickened. For high thresholds the effect is exactly the opposite. The size of the window controls the extent of the filling and removing operations. Small windows produce little change in the scene, while larger ones destroy detail. By using different threshold settings and different window sizes optimum effects are obtained.

### 2.3.2 Averaging in Pictures with More Than 2 Gray Levels

When the gray levels are more than two the technique has to be modified so that it copes with the larger range of pixel values.

The sum of the window cells is similarly compared to a threshold $\theta$. If the sum is greater than $\theta$, then a quantity or intensification factor is added to the pixel value of the cell in the centre of the window. Likewise the same number is subtracted from it, if the sum is found less than the threshold $\theta$. Small intensification factors cope with speckles of low pixel value near the main object or random noise. Larger intensification factors are more effective when high contrasted edges are sought. Sometimes
consecutive averagings with constant threshold can clear up pictures with great amount of noise and extract the main figure from a very grainy background (see application in Appendix 2).


## fig. 2.8

The example in Fig. 2.8 assumes 16 gray levels $\emptyset$-F hex and a threshold of 3F. In case b) with intensification factor 5 speckles 4 and 8 have been removed and the gap of 2 has been filled. Speckle 6 has been virtually removed, considering that the next operation deals with pixel values greater than 7. In case c) the results are more obvious at the expense of weakening the top-left corner.

It must be noted that if the value of the modified pixel becomes greater than $F$ or less than $\emptyset$, then it is set to $F$ and $\emptyset$ respectively.

The above technique has very good results, when it is applied on pictures, where the main object consists of pixels with only one gray level. Once a suitable threshold has been selected, it remains constant throughout the procedure. The problems arise when 3-D objects are represented on a 2-D screen. Normally there are 2 or more areas with different gray levels. This means, that if the threshold was kept the same for all of these areas, important edges might be destroyed. Fig. 2.9 shows an example of constant threshold averaging with intensification factor 5 and threshold 3F. The
effect is that the front side goes from 5 to $\emptyset$, the top side goes from $C$ to $F$ and the right side remains unchanged. The effect is that edges xw and wz are intensified while edge wr completely disappears.

fig. 2.9

This indicates the need of changing the threshold according to the surrounding area. To get round this a new technique is adopted which is called voting technique or of variable threshold.

According to this method the mean of the surrounding cells in the window is taken as the value for the threshold and this is compared with the value of pixel at the centre of the window. An intensification factor is added to or subtracted from the pixel value of the centre pixel if it is found less than or greater than the threshold respectively. Otherwise its value remains as it is. The advantages of this method over the previous one are:-
a) it removes the noise near the boundary of the object as before, but it does not change the main pattern of the different areas.
b) it tends to set the pixel value of the centre cell to the gray value of its environment, rather than change it if that environment differs from a standard value. In Fig. 2.10 the voting technique is demonstrated on the example of Fig. 2.9.

fig. 2.10

The main drawback of this method is that although it achieves its purpose in the middle of large areas, it alters strongly the pixel values of cells near areas with high contrast (i.e. edges). This gives rise to either thicker or double edges, which will certainly confuse the edging operator in the next stage.

As a result it is clear that averaging on a picture with a broader spectrum of gray levels is not as effective as it is in the two level system. This is because sometimes the neighbourhood of the centre pixel is misleading.

### 2.3.3 Masking the Main Object - Back to 2 Gray Levels

So far the averaging techniques that have been described could be called intensification techniques, because they average the scene by increasing or decreasing pixel values according to a constant or variable threshold. In this paragraph a new technique, which tries to use the two gray level operator is suggested.

As it has been mentioned before the representation of a $3-\mathrm{D}$ object on a 2-D screen is a combination of two or more areas with different gray levels. The fact that the levels are more than two causes the problems that
were discussed in the previous methods. Thus the idea is to isolate each area every time and treat the rest of the picture as if it were background. Before proceeding to any operation the following assumptions are made:-
a) a shape is considered as a 3-D shape if it consists of two or more areas with pixels, the values of which differ by a certain amoùnt.
b) a number of pixels are considered to belong to the same side if their values lie between certain limits.
c) a number of pixels less than a certain fraction of the whole number of pixels constituting the main object, are considered to be noise.
d) pixels with the highest (lowest) pixel value, are considered as background pixels.

Thus before applying the averaging operator consecutive scannings search for pixels with the same value (other than that of the background). These are grouped together and their sum is stored in different locations for each of the gray levels. Then the total of the pixels of the main object is formed, by adding together all the partial sums. The pixel values, the partial sums of which are greater than a certain fraction of the main sum, are put in a special array. The others are simply turned to background pixels. The consecutive elements of this array are tested. If they differ by more than a certain limit then they are kept, otherwise they are replaced by the value below. Finally every element of the array indicates the pixel value of cells that belong to the same side. This area is turned to white and the rest is made black (background by convention). The averaging operator can be applied now with all the advantages of the 2 gray level scene. The same procedure is followed until the whole of the
array has been used. Thus every time the main object is masked, so that concentration is kept on one of its sides each time. of course the contrast between the two sets, main object and background is the highest possible and this will make the edges easier to inspect. The main concern is on the selection of the limits, so that pixels that actually belong to different sides are not put in the same group and vice versa. Another point that needs to be considered carefully is the selection of the main sum fraction with which the partial sum are compared. This must be such that only the pixels, that are not many enough to be forming a side, are eliminated as noise.

(a)

(b)
fig. 2.11
Fig. 2.11 demonstrates the method. In a) the result of the masking is shown and in $b$ ) the result of the averaging.

### 2.3.4 Averaging in Practice

The picture here is a $128 \times 128$ grid of bytes with 16 gray level
resolution. Black is chosen to be the background (pix .val. $\phi \mathrm{F}$ hex) in order to eliminate the shadow from the main object. The window is a $3 \times 3$ square and the threshold is taken equal to 5 *. Because of the size of the window, the actual picture becomes $126 \times 126$ because the first and last row and the first and last columns are not used as centres of the window (Fig. 2.12a).

fig. 2.12
The first four bits of every byte contain information that is no longer useful, once the picture has been collected. So a considerable saving of storage ( 16 K ) is achieved by shifting the modified pixel value four places to the left. After the end of the averaging the first four bits are shifted

* this copes with

$D$

$D$

but not
with
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fig. 2.13
four places to the right. This means that the original picture is destroyed after every averaging. Thus a copy of the original picture is always kept in the second of the two 16 K memory boards.

### 2.4 EDGING

The previous operations of averaging and intensification remove the noise and present a picture the main characteristic of which is areas of cells with the same pixel value. As it has been mentioned before, assuming uniform illumination, each one of these areas represents a side of the object. Every one of these areas is separated from its adjacent areas or the background, by a single pixel line, which is the contour of the side. Considering every side as a separate 2-D shape, every $3-1$ shape consists of a number of $2-D$ shapes connected together. The contour of these sides is. the feature that distinguishes them from others with different contour and groups them together with those of similar contour. Edging is the operation that extracts the contour of a shape. It preserves centres of asymmetry such as edges, corners, junctions and ends of lines. The edging operator sharpens differences and it could be seen as a two-dimensional derivative since changes about the centre element are counted.

Like in averaging, edging is examined separately on pictures with two and more than two gray levels.

### 2.4.1 How It Works

The edging operator ${ }^{(6)}$ is a square window, centered on each cell. After a number of tests have been performed, the window is centred on the next cell across until the end of the row is reached. Then the window moves to the next row below and the operation continues until the whole of the grid is covered. Considering a $3 \times 3$ window on a two gray level picture $(\emptyset, 1)$, the operation is as follows:-

The 9 cells of the window are numbered as in Fig. 2.14a. Next the following (Fig. 2.14b) eight tests are performed.

(a)

| 1 | 1 | 1 |
| :--- | :--- | :--- |
|  | $x$ |  |
|  | 0 |  |

a

e
fig. 2.14


C

g

h

(b)

| 1 | 1 | 1 | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |

original

fig. 2.15

Fig. 2.15 demonstrates the effect of edging on a square, using different thresholds. The result is that a double edge is obtained. The inside one is the contour of the square and the outside one is caused by the background. This double edge will cause problems to the boundary follower (external loops) and as such needs to become single. This is achieved by centering the window on black cells only. Thus the white cells of the background that caused the outer edge, will no longer be used by the operator and the result will be a single edge. Fig. 2.16 shows the result of centering the window only on black cells.

| 1 | 1 | 1 | 1 | 1 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| 1 | 1 | 1 | 1 | 1 | 1 |
| original |  |  |  |  |  |


fig. 2.16

## 2,4.2 Edging in Pictures with More Than 2 Gray Levels

In the case of more than two gray levels, the algorithm is modified, in order to cope with the higher resolution picture. First of all, pixels with values smaller than a certain limit are considered to be noise. This
is reasonable, because pixels with relatively low value, will have been reduced to such by the previous averaging-intensification operation. This means that they were mainly noise and not elements of the main object. By introducing a threshold $I$, these pixels will be virtually eliminated from the scene if their values are below this threshold. In fact the operator will be centred only on pixels with value greater than threshold I.

After this first thresholding the algorithm performs the sequence of tests. This time however, a one is scored if the absolute difference between the value of the middle pixel and the value of each one of the three opposite cells is greater than a threshold II. When the above condition is satisfied for a certain number of times, the middle pixel is set to black (pix.val. $=\mathrm{F}$, in case of 16 gray levels). Otherwise it is turned to background. When the whole picture has been covered the procedure ends. The result is. a two level picture with white background and the boundary of the shape as a single pixel line of black cells.

The above have good results when a single $2-D$ shape is represented in the picture. In the case of $3-\mathrm{D}$ objects the thresholds have to be altered otherwise some of the sides will be eliminated as noise. The solution to this is the masking operation which has been discussed in Section 2.3.3. The edging operator follows the averaging operator every time a new side is processed. Masking brings the problem back to two gray levels and everything described in Section 2.4.1 applies in this case too.

### 2.4.3 Edging in Practice

Like in averaging the picture becomes effectively $126 \times 126$ large, because of the size of the window. The same shifting left and right technique, to store the modified pixel value is used again.

Finally, a point that needs special consideration is that of the
selection of the tally. The sum will be an integer between $\emptyset$ and 8 , i.e. 0 tally*8. The problem is to find the lowest tally, below which the middle pixel will not be marked as a boundary cell. From various examples it is deduced that the higher the tally, the more the gaps in the final boundary. Fig. 2.17 demonstrates some of these results.

fig. 2.17

By concentrating on the three cells 1,2 and 3 it is seen that for tally $=1$, the contour is followed perfectly, but fails to give a single diagonal line, which is highly undesirable. For tally=2 a gap appears in the cell at position 2. For tally=3 another gap appears at position 3. In general since the operator is centred on black cells, if the number of white squares inside the $3 \times 3$ window is less than the used tally, there is discontinuity in the boundary of final picture.

Tally=2 is the best selection because the gap in the original shape will be filled by the averaging operator (see $\S 2.3 .3$ ) and consequently there will not be such a case.


### 2.5 ISOLATION $^{(7)}$

In Section 2.3.2 a kind of isolation operator was mentioned. Below a more effective isolation operator is discussed.

This operator selects the connected figure in a scene and erases all other parts of the scene not connected to it. In this operation an assumption is made that the figure is made up of black (pix.val=1) and the background is made up of white (pix.val= $\varnothing$ ) cells. It begins by selecting an arbitrary black cell. A window is centred on this cell and all black cells (including the original one) inside the window are marked retained. The window is then centred on each retained cell in turn and new black cells are marked retained by the same criterion. This operation continues until no new retained cells are left to become window centres. Then each retained cell in the grid that has its corresponding cell in the transformed grid is set equal to 1 . All other cells are set equal to $\emptyset$. Thus if the window is $3 \times 3$, only the black cells connected (diagonally or adjacently) to the original cell are preserved. All other block (figure) cells are converted to white (background) cells. Larger windows allow the process to hop across small gaps in an otherwise connected figure.

The above described operator can be modified to cope with more than two gray level pictures. In this case pixels will be marked retained if they lie within an upper and a lower threshold.

- Preprocessing is a method of representing a scene by a set of numbers.
- A visual scene is divided into a grid of cells, the light intensity of which is converted to an electrical signal and represented by a four bit number.
- AT.V. camera takes a picture of an object that is digitized and stored in a 16 K ( $128 \times 128$ pixel range) framestore. The picture is presented on a T.V. monitor and through a special routine $\dot{\mathbf{a}}$ :hard copy of it is obtained by a printer. A microcomputer system administers the previous routine as well as the following preliminary operations.
- Averaging-intensification: the middle cell of a $3 \times 3$ window is modified according to the relation of the sum of the 9 cells to a given threshold. The window operator scans the whole picture.
- It achieves gap filling, speck removal, thickening and thinning.
- Edging: the middle cell of a $3 \times 3$ window is turned to $\emptyset$ (white) or 1 (black), according to the difference of pixel values in a number of combinations between opposite lying cells:
- It sharpens differences and presents the contour of the figure.
- Isolation: it selects one connected figure in a scene.
- Careful selection of the various thresholds in averaging and edging provides better results.
- The preliminary operations clean up the scene leaving the dimensions of it unchanged.
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## Chapter <br> 3

## EDGE FOLLOWER AND VERTEX DETECTOR

### 3.1 InTRODUCTION

One of the main problems on the digitized picture is the representation of straight lines. The latter are important, because they are the main components of the shapes to be recognized. Once the 2-D shape has been preprocessed, it is left with only its contour, which consists of straight lines connected together. The objective of the next process, is to follow this contour and identify the points at which the direction changes. In other words, locate the vertices of the shape. The coordinates of the vertices are stored in special memory locations and are given to the next process which will check which of these vertices are more likely to be true ones. The others, which could be called pseudo-vertices, will be dropped. So the result of the procedure is a two-dimensional array of vertices representing $X$ and $Y$ coordinates respectively - which are the set of vertices that determine the 2-D shape, to be recognized. This true-vertex determination
is written in $C$ and its last task is to form the necessary PROLOG unit clauses, which will be used as data for the PROLOG recognition program. The technique of this first part i.e, the vertex detection, is based on a series of special tests, which check the change of the pattern representing straight lines with different slopes. The second part, i.e. the verification of the true vertices is based on the check of the distances of the suspected or pseudo vertices from the equation of the straight lines.

### 3.2 BOUNDARY FOLLOWER

It is true from Analytical Geometry that the equation of the straight line is:-

$$
\begin{equation*}
y=a x+b \tag{1}
\end{equation*}
$$

with $x$ taking values in $\mathbb{R}$, a is the slope of the straight line defined as $a=\frac{d y}{d x}$, and $b$ is value of coordinate $y$ for $x=\varnothing$, i.e. $y_{0}$. The equation of $a$ line segment $\overline{A B}$ is given by (1), with $x$ defined on the domain ( $A, B) \in \mathbb{R}$ and taking values in $\mathbb{R}$.. Hence, every root of the equation (1) on (A,B) is given by the function

$$
\begin{equation*}
y=f(x)=a x+b \tag{2}
\end{equation*}
$$

which is continuous.
In the digitized picture however, a different representation of straight lines takes place, because there is a definite number of points every pixel can be represented by its centre - and at fixed positions. Hence, although the end points of a straight line segment can be determined, they can not be joined together - generally - with a number of points that belong to the set of roots of the equation defined by them. This is illustrated in Fig. 3.1 a and b .

fig. 3.1

It is easy to see that the only cases when the digital representation coincides with the one given by the equation, defined by the two points, is horizontal, vertical and $45^{\circ}$ lines (Fig. 32a,b, c ).

(a)

(b)

(c)
fig. 3.2
So, before starting discussions on the technique of the boundary follower, it would be wise, if a good study of different types of straight line representation in a digital picture was made.

### 3.2.1 Straight Line Representation in Digital Form

From the above it is obvious that the best approximation of straight lines is by joining together horizontal or vertical segments which belong to adjacent rows or columns respectively. Supposing that each pixel is
represented by a point located at its centre; then by joining together this point with its 8 neighbouring centres eight directions are formed. These are the possible ways in which one can move in order to find the next adjacent point of a straight line (Fig. 3.3a).


fig. 3.3

The procedure that generates the right direction is given by the rule of the least distance from the actual straight line. (1) For example, let $\left(x_{0}, y_{0}\right)$ be the coordinates of a point that belongs to the straight line $\varepsilon$. The two points with the least distances from $\varepsilon$ are $\left(x_{1}, y_{1}\right)$ and ( $x_{1}, y_{0}$ ). From Fig. 3.3b it is true that, $r_{1}<p_{1}$ or (because of the similar triangles) $b_{1}<a_{1}$, and hence the point $\left(x_{1}, y_{0}\right)$ will be preferred to $\left(x_{1}, y_{1}\right)$. At this point it is noticeable that, it would be convenient if a name was given to each of the 8 directions (Fig. 3.3a) so one could refer to that by it. The easiest way is to start by calling a certain direction number 1 (in the above the one across right was chosen) and continue clockwise, by increasing the numbers by 1 . So in the above example the first move was a ' 1 '. Then, because of $a_{2}<b_{2},\left(x_{2}, y_{1}\right)$ is the next point, and this is obtained by using an ' 8 ' from the point $\left(x_{1}, y_{0}\right)$. Next a ' 1 ' comes up again, followed by another ' 1 ' and so on.

From the above it can be seen that the straight line $\varepsilon$ is approximated
by a pattern of unit lines of standard direction of the form ...18118118... It will be proved now, that this pattern remains unchanged with respect to the same straight line (no distortion is assumed, case which will be examined later on).

The example examined above is considered again, assuming that the pattern does not remain the same:-

fig. 3.4

It is true that the slope $s$ of the straight line is ct. An assumption is made that the pattern starts $18118118 .$. and at the point $Z^{\prime}$ changes to 8111 (Fig. 3.4). This means that the distance $a^{\prime}>c$ ' and thus a step '1' is taken instead of an '8'. From the equal triangles $X Z Y$ and $X ' \frac{N}{Z} Y$ ' (they have $X \hat{Z} Y=X^{\prime} \hat{Z^{\prime}} Y^{\prime}=1 L, \overline{X Z}=\overline{X^{\prime} Z^{\prime}}$, and $Z \hat{X Y}=Z^{\prime} \hat{X}^{\prime} Y^{\prime}=S$ ) it is deduced that $\overline{Y^{\prime} Z^{\prime}}=\overline{Y Z}$ and $b^{\prime}=b$. Similarly $a^{\prime}=a$. But it is $a^{\prime}>b^{\prime}$ and so it should be $a>b$, which contradicts the original assumption that the pattern at that point is ...118111... . Hence it was proved that the pattern, which represents a straight line remains unchanged through the line. Here it must be pointed out that at the two ends of a straight segment it looks as
if the pattern is slightly different. This is only due to the fact, that the pattern is picked up at some point and there is no interest in the pattern beyond these points, e.g. Fig. 3.5 shows this.

fig. 3.5

The pattern here is ...118118118... but because the main interest is in the part from $A$ onwards, the first bit $B A$ is dropped and it looks as if the pattern is 1811811811... . This will cause some problems later.

### 3.2.2 Different Kinds of Patterns - The Link

It was mentioned in previous paragraphs that the representation of a straight line on a digital picture is a sequence of horizontal and vertical line segments, joined together. Here an attempt is made to analyse the main features of this representation, in order to use them as key points for the location of the vertices.

First, the length of a straight line segment or unit is defined* as:the number of pixels in it minus one.

$$
\text { Length }=\text { no. of pixels } 1 s^{-1}
$$

e.g.


```
has length 6 (7-1)
```

[^0]There has also been shown that the pattern remains unchanged with respect to the same line. Next it is examined how the length of the straight segments, which comprise the line, is related to the slope of the segment.

fig. 3.6

The slope $s$ of the straight line $\varepsilon$ is given by the quotient:- $s=\frac{d x}{d y}$. In the above example, in order to find the slope of each line segment the right . angled triangle $A B C$ is formed (Fig. 3.6) and as $d x$ and $d y$ are used the lengths $\ln$ and $\ell m$ of its two sides $B C$ and $A B$ respectively. By taking the $\max (\ell m, \ell n)$ and the $\min (\ell m, \ell n)$ and forming $p=\frac{\max (\ell m, \ell n)}{\min (\ell m, \ell n)}$, then $[p]$ is the number of pixels in every straight segments - $2 m i t$ - of the straight line $A B$. If $p$ is an integer then the length of the units is constant $\ell u=p-1$ otherwise it varies from $[\mathrm{p}]$ to $[\mathrm{p}]+1$. So the main pattern is a recurrence of units with length $\ell u$ and $\ell u+1$. The units are connected with joints of length 1 , which are called links. The links remain the same throughout the whole line, and this is the feature that distinguishes between parts - units of the same line and parts of another line (change of direction i.e. location of a vertex). So far the only units considered were horizontal ones connected with diagonal links. Let the first quadrant be taken to examine how the direction of the links and the units change, by moving from $\emptyset^{\circ}$ to $9 \emptyset^{\circ}$ (Fig. 3.7).

fig. 3.7

At $\phi^{0}$ the link degenerates so the pattern is a single unit of ones (or fives) - the directions left to right and bottom to top are considered - Moving towards $45^{\circ} \mathrm{p}$ approaches 2 and so the length of the units decreases until it becomes $\emptyset$ at $27^{\circ}$ ( $p=1.94 \Rightarrow[p]=1$ and $\ell u=[p]-1=\emptyset$ ). The units from $27^{\circ}$ to $45^{\circ}$ are of length $\emptyset$ and 1 and the length of the link starts increasing becoming maximum at $45^{\circ}$ where the length of the units is $\emptyset$ only. From $45^{\circ}$ to $63^{\circ} \mathrm{p}$ is less than 2 and so there are some units of length one with the only difference that they are vertical this time. Finally from $63^{\circ}$ to $9 \varnothing^{\circ}$ one finds increasing vertical units connected with diagonal links. At $9 \varnothing^{\circ}$ the pattern is again one single unit without any links. Thus it is clear that the three directions horizontal ( $\phi^{\circ}$ ), diagonal ( $45^{\circ}$ ) and vertical ( $9 \phi^{\circ}$ ) are the only ones, in which all the points of their digital representation lie on the same line. That means that the two representations digital and
real coincide. Inside the sector $27^{\circ}$ to $63^{\circ}$ there are units of length one only, so one could consider the sequence of links as units connected with horizontal or vertical links of length one. The three directions which determine more or less the direction of the units are called dominant. So the link can be defined as:- a unit of length one, that connects the main units which represent a straight line in a digitized frame.

### 3.2.3 Edge Following Operator

After the first three preprocessing operations, the only pattern in the frame store, will be that of the contour of the shape. On the screen this looks like a - rather - continuous sequence of white pixels in a black background. All that needs to be done now is to follow this contour and at the same time detect and locate the vertices of the shape.

fig. 3.8
There are two main steps involved in the boundary following algorithm ${ }^{(2)}$ described below.
a) The search strategy.

The picture is scanned left-to-right, top-to-bottom until a white cell is found. Because of the averaging operation there will not
be any single white cells and, the ones met will belong to the boundary of our shape. This is considered as the starting boundary point, and the position of this cell $\left(\mathrm{i}_{\mathrm{s}}, \mathrm{j}_{\mathrm{s}}\right)$ is saved in the first element of a boundary array.
b) The follow strategy.

The neighbours of a boundary cell are numbered as shown in the Fig. 3.8. From the starting point ( $i_{s}, j_{s}$ ) found by the search strategy, the boundary of the shape is followed in such a manner, that the region within the boundary is kept always to the right of the path being followed.

The neighbours of the currently considered boundary cell ( $i, j$ ) are now checked for the next boundary-white-cell. The checking begins with neighbour $n-2$, with $1 \leq n \leqslant 8$. Where $n$ is the number that indicates which of the neighbours of the preceding boundary cell, the currently considered cell is. Every new boundary cell is marked with a number indicating its direction. Thus all the white cells of the boundary are turned to $n, 1 \leq n \leq 8$, apart from the ones being considered as vertices, which are marked differently. When a neighbouring boundary cell is found, it will become the next currently considered boundary cell.

This following strategy is repeated until the starting point ( $\mathbf{i}_{s}, \mathbf{j}_{s}$ ) is again encountered. At this time it is likely that the complete boundary has been traced. In order to search for a second boundary in the picture, all the non-white cells are turned to black-background pixel value - and a new scanning is tried according to the search strategy. When the whole frame has been covered and there are not any white cells left, the following operation finishes. An example of the route of the follower and the result of the marked cells is given in Fig. 3.9.

fig. 3.9
The idea of starting the following strategy not at $n$ but at $n-2$ is to cope with cases like the one below, where the $n$-follower would have missed part $B$ of the boundary out (Fig. 3.10). The $n$-follower after the last six looks for a new six (same direction) and then for a seven which is in fact the starting cell. On the other hand the $n$-2-follower looks for a four and it finds it including part $B$ in the boundary of the shape. The only case in which the follower does not quite follow the boundary is that shown in Fig. 3.11.

fig. 3.10

fig. 3.11

The leftmost '5' in the bottom row is not followed by any '3' (=5-2) neither any '4' nor '5', but by a '6' and a '7'. In this case '7' will remain white. but such a case is prevented by the previous operator of edging so actually
there will be no such cell as the one at position '7'.
So far it has been assumed that the boundary to be followed is continuous. This means that there are no gaps-black cells - in the path. But what happens if one comes across such a gap, which occurred due to noise or inefficiency of the two previous operators? The problem can be solved by improving the follower, so that it copes with small gaps, within a circle of radius $2 \sqrt{2}$ of the last boundary cell.

Supposing that ( $i, j$ ) (Fig. 3.12), is the current boundary cell and after a complete round, none of the eight neighbouring cells belongs to the boundary. Now say that the previous direction was '7'. The operator is centred on the ( $\mathrm{i}, \mathrm{j}-1$ ) cell and it is applied once more. By doing this, one checks if any of the $A_{1}$ cells is white - $(i-1, j-1)$ and ( $i+1, j-1$ ) have already been checked in the previous round - and if one is encountered

fig. 3.12
continues from there. If not, cell $B$ is the new centre and $B_{1}$ cells are checked. If it fails again a new attempt is tried on $C$ by checking the $C_{1}$ 's. If this last search does not retrieve the next boundary cell, the follower fails and the procedure stops there. A message 'FAIL' indicates that the system can not go any further, and the method can not recognize the shape. After a successful application of the boundary follower the processor
halts and a message 'SEND' indicates that the array of data can be handed over to the VAX mini-computer for further calculations. If the reapplication of the search strategy finds single white cells the procedure goes on until a whole string of them is encountered. When no more shapes are left an 'END' message appears on the screen.

### 3.3 VERTEX DETECTION AND LOCATION

The definition of a 2-D shape vertex, which consists of straignt lines only is:-
the intersection of two sides. The coordinates of the vertex are
given by the common solution of the equations of these two sides.
The objective of the vertex detector is to spot the vertices as the boundary follower continues its operation, by using certain criteria. From the definition, a vertex is the intersection of two straight lines, which implies that these two lines have different slopes. So the main criterion that indicates the presence of a vertex is the change of direction. The method that is used here is:-
a) detect all the changes of direction and store the coordinates of the points, where the change happens, in a vertex-array.
b) form the equations of every two adjacent points and check if the rest of them lie within certain limits.
c) delete the vertices that are within the above limits and store the ones left in a new array, in order to use it for the next stage.

### 3.3.1 Change of Direction Criteria

As mentioned before, the digital representation of a straight line, is a sequence of equal length units, connected with links of length one.

So, it can be said that there are three main numbers which determine straight lines of the same direction. The number that shows the direction of the unit, the number that shows the direction of the link and the length of the unit. One can refer to them as $N_{U}, N_{L}$ and $L_{U}$ respectively. Whenever a change in any of these three is detected, a change of direction occurs and a vertex should be indicated.

The above is the main and general criterion for the indication of vertices. But before proceeding to the final expression of more specific criteria two other factors that might confuse the vertex detector must be taken into account. These are random noise and picture distortion, caused by the digitizer due to overheating of some chips, or caused by the camera. These make the straight lines look slightly curved. As a result of that, there are changes in the pattern, which in normal circumstances would suggest change of direction and existence of vertices. In order to overcome this ambiguous point, two kinds of vertices are introduced. The ones that occur due to definite change of direction, which are called Certain-Vertices or Real-Vertices, and the ones that occur due to change of direction, but not as clear as in the previous case, which are called Suspected-Vertices Pseudo-Vertices. The coordinates of the vertices of the first kind, are used to form the equations of the straight lines against which the vertices of the second kind will be checked. If their distance from the straight line is within a certain tolerance, the pseudo-vertices are dropped from the final vertex-array. Otherwise they become real-vertices themselves and new equations are formed to include them, according to the new rearrangement of the set of real-vertices.

The main criterion that indicates a real-vertex is that the current $N_{U}$ and the next $N_{U}$ differ by more than one direction numbers, i.e. they are not adjacent.

fig. 3.13

In the first example (Fig. 3.13a) $N_{U}=1$, so if the next cell is different to one and it is part of the same straight line there has got to be a link* i.e. one of the ' 8 ' or ' 2 ', which is not - seven here -. The result is that the last cell is marked as a real-vertex. Similar is the case demonstrated in Fig. 3.13b. The vertex detector looks always one cell ahead and at the same time saves the current $N_{U}$ and $N_{L}$. It also saves the address of the last cell in case where a vertex is to be indicated. The coordinates of all the vertices which have been encountered are stored in a vertex-array. A second array points at the real-vertices and thus the next process uses only the vertices indicated by the pointers to form the equations of the sides of the shape.

The second criterion for real-vertices is:-
The $N_{U}^{\prime}$ that follows the link is of direction different from that of the current $N_{U}$. If instead of the expected link a new unit occurs, with $N_{U}^{\prime}=N_{L}$ but $N_{L}^{\prime} \neq N_{L}$ then a real-vertex is indicated. A real-vertex is not confirmed before any of the new $N_{U}^{\prime}$ or $N_{L}^{\prime}$ is met. In the example in Fig. 3.14
*

such a case as the one in the figure does not exist because of the way the edging operator works; see also edging $\$ 2.4 .2$.
$N_{U}=1$ and $N_{L}=2$. Then instead of the normal $N_{U}^{\prime}=1$, a $N_{U}^{\prime}=2$ occurs and this indicates a new unit. The first ' $3^{\prime}$ could be just the new link $N_{L}$ but the occurrance of the second one confinms the existence of a real-vertex. The same could have happened if instead of a new unit the expected link occurred, followed by the new unit. of course it is assumed that $\mathrm{N}_{\mathrm{U}} \neq \mathrm{N}_{\mathrm{U}}{ }^{\text {. }}$.

The third criterion for real vertices is:-
Instead of the expected link a new unit occurs with $N_{U}^{\prime}=N_{L}$. In the example in Fig. 3.15 after the last '1' of the last unit a link '2' would be expected, but the occurrence of the new unit with $N_{U}^{\prime}=8 \quad\left(\neq N_{L}=1\right)$ marks the existence of a real vertex at cell (i,j). The last two criteria are slight variations of the main one and there is small difference between them and the following pseudo-vertex criteria.

fig. 3.14

fig. 3.15
As it was mentioned before this type of vertices take their name from the fact that they may have been caused by distortion of the straight lines and not by actual change of direction. The first criterion for detection
of pseudo-vertices is based on the feature that units of the same straight line have lengths that differ by 1 at least. Thus if the length of the new unit is different from the expected one, a change of direction is detected and a pseudo-vertex is indicated. This is true with the assumption. that $N_{U}=N_{U}^{\prime}$ and $N_{L}=N_{L}^{\prime}$. In a genuine case one would have two sets of units. In each of them the lengths of every two elements differ by one, while the difference between elements of the two sets is greater than one. In reality though, units of the same straight line can have lengths with difference more than one. This means that the criterion was to be modified to cope with the latter case. The modification is:-
when the link is met the length of the unit is compared to the average of the lengths of the previous units (of the same straight line of course). If the absolute difference is greater than the $1 / 4$ of this average, the last cell of the previous unit is marked as a pseudo-vertex; otherwise the follower continues its path. In the example in Fig. 3.16, cell (i,j) is the pseudo-vertex because the length of the new unit is 7 , the average 2.5 and $|7-2.5|>2.5 / 4$. Like the second criterion for real-vertices the vertex detector is always one unit, ahead.

The second criterion for the pseudo-vertices is:-
the direction $N_{U}^{\prime}$ of the next unit is the same as the current link $N_{L}$ and the direction $N_{U}^{\prime \prime}$ of the unit after the next is the same as the current, i.e. $N_{U}=N_{U}^{\prime \prime}$, and $N_{L}=N_{U}^{\prime} \cdot$. This criterion copes with the case, where the link of the pattern changes slightly, or in other words a unit has taken the place of the link. Of course if $N_{U}^{\prime \prime}$ were different then $N_{U}$, cell ( $i, j$ ) would be turned into a real-vertex. In the example in Fig. 3.17 cell ( $i, j$ ) is deemed to be a pseudo-vertex since the link ' 2 ' has been extended to a new unit of ' 2 's. The same applies to cell $(i+3, j+3)$ because after $N_{U}^{\prime}=2$ a new $N_{U}^{\prime \prime}=1$ occurs, instead of an expected link $N_{L}^{\prime}=1$ or 3 .


The third criterion for the pseudo-vertices is:-
the direction $N_{U}^{\prime}$ of the new unit equals the link $N_{L}$ of the current one, and the link $N_{L}^{\prime}$ of the new pattern equals the direction $N_{U}$ of the current unit. This is slightly different from the previous one in that the cell ( $\mathrm{i}, \mathrm{j}$ ) is the start of a straight line with a completely new direction from the previous line. That could be sufficient to mark (i,j) as a realvertex, but care is taken to make it cope with cases, where the unit length is only one and the slopes are very close indeed. In Fig. 3.18 the two cases are demonstrated clearly. It can be noticed that had the new link

fig. 3.18
$N_{L}^{\prime}$ been different from the current unit direction $N_{U}$, the cell ( $i, j$ ) would have been a real-vertex according to the second criterion for the realvertices.

The fourth criterion for pseudo-vertices is:-
the direction $N_{U}^{\prime}$ of the new unit is the same as the current one $N_{U}$, but the link $N_{L}^{\prime}$ is different from the current one $N_{L}$. The reason for not indicating a real-vertex here is, cases like the one in Fig. 3.19b. Here because of some unexpected distortion the difference in slope is not very clear and it is wiser to mark cell ( $i, j$ ) as pseudo-vertex-rather than as a real one.

(a)

$$
\text { fig. } 3.19
$$

(b)

Finally by definition, the first and the last boundary cells met by the follower are marked as real-vertices. It will be seen later how a virtual first vertex can be eliminated from the vertex-array.

### 3.3.2 General Discussion on the Vertex Detector

The vertex detector is the main subroutine of the boundary follower, and consists of several shorter subroutines which perform the operation. Every time the follower finds a new cell that belongs to the boundary, the vertex detector is called to do the following jobs:-
a) Mark every new boundary cell with its direction number N. This is done in order to be able to detect the change of direction by comparing the new direction number to the old one. Three cells of the same $N$ constitute a unit and $N$ becomes the direction number of the unit $N_{U}$.
b) Save the current $N_{U}$ in a special location, in order to compare it with the $N_{U}^{\prime}$ of any new unit. As new cells of the same $N$ are met, a sum of them is formed. This represents the length $L_{U}$ of the unit
which is saved too, for later comparisons. The first non- $N_{U}$ cell which differs* by one from $N_{U}$ is deemed to be the link direction or link $N_{L}$ and it is saved.
c) Mark the current vertex and save.it. Vertices unlike other common cells, which are marked with a one digit number from 1 to 8, are marked with two digit numbers. The very first vertex is marked by number 11 and then every real-vertex by adding $1 \varnothing$ to the previous real-vertex. The pseudo-vertices are marked by adding 1 to the previous vertex number. The position of the previous pseudo-vertex is saved too, in case that it needs to be turned into a real-vertex due to consecutive changes of the $N_{U}$ by more than one.
d) Store the coordinates of the vertices and the pointers to the real ones into the vertex-array and pointer-array respectively. (Fig. . 3.20).

fig. 3.20
The top-left pixel is taken as the $\emptyset, \emptyset$ point and every cell is determined by two numbers from $\emptyset$ to 7 F (hex), that are the X and Y coordinates of the cell. At the end of every array an end marker is placed to indicate that there are no more elements left. FF hex (or -1 decimal) is the end marker used here. The coordinates of the first vertex are taken again as the last couple of elements in the vertex-array before the end marker. The memory locations $4 \emptyset \emptyset-47 \mathrm{~F}$

[^1]are kept for the real-vertex pointer-array. The whole program is written in $2-8 \emptyset$ assembly language. A flow chart of the boundary follower and vertex detector is given in Figs. 3.21-3.23.

### 3.4 REAL-VERTEX VERIFICATION

The two arrays obtained by the previous operations are fed to a VAX mini-computer for further processing. The result of this process is the formation of unit clauses, which will be the data for the recognizer. The main objective of this phase is to eliminate all the excessive vertices, in order to be left with the genuine ones only. The whole procedure can be divided into three main parts:-
a) the elimination of pseudo-vertices
b) verification of real vertices
c) formation of unit clauses.

### 3.4.1 The Elimination of Pseudo-Vertices

It was said before that the pseudo-vertices are caused by either change of direction or by distortion of the pattern. Those belonging to the first set need to be turned to real ones, while the vertices of the second set need to be eliminated from the final database.

The two arrays of data which are given by the vertex detection phase are handed over to the new program of real-vertex verification and are stored in two new one-dimensional arrays. These are $\mathrm{V}[\mathrm{i}]$ for the vertices and $\mathrm{N}[\mathrm{i}]$ for the pointers. The dimensions of these two arrays vary according to the desirable maximum number of vertices, that can be allowed in the procedure. At the end of each array -1 is placed as an end marker. After the loading procedure, the elements of the pointer-array are checked,
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in order to examine if the end marker exists. If not the method fails and a message is returned to indicate that the $2-D$ shape has more vertices than the array elements. The shape is classified as other automatically by default, but if an answer is wanted by the recognizer, the dimension of N[i] has to be increased sufficiently.

Next the coordinates of the first two real-vertices, pointed to by the first two elements of the pointer-array are used, to form the equation of the first side of the shape. The equations for these two vertices are:

$$
\begin{equation*}
y_{1}=\tan \cdot x_{1}+b \quad \text { (1), } \quad y_{2}=\tan \cdot x_{2}+b \tag{2}
\end{equation*}
$$

and thus

$$
\left.\begin{array}{l}
\tan =\left(y_{2}-y_{1}\right)\left(x_{2}-x_{1}\right) \quad \text { (3) and } \\
b=\left(x_{2} y_{1}-x_{1} y_{2}\right) /\left(x_{2}-x_{1}\right) \quad \text { (4) }
\end{array}\right\} \text { with } x_{1} \neq x_{2}
$$

By calculating the slope and the constant factor of the equation for the straight line determined by the two real-vertices, every vertex between these two is checked to find out if it belongs to the same straight line or not. Here again because of the digitized picture, a tolerance has to be introduced, taking into account the idiomorphic structure of the quantized straight line. Since a vertex can be, practically, approximated by any of the nine pixels of a $3 \times 3$ square (Fig. 3.24a) and the largest distances from the middle is that of the diagonal, the tolerance chosen is $\sqrt{2}$. Pixels with distance greater than this from the straight, are eliminated. The distance of the point A from the straight line (Fig. 3.24b) is given by:

$$
\frac{1}{\mathrm{x}^{2}}+\frac{1}{\mathrm{y}^{2}}=\frac{1}{\mathrm{~d}^{2}}
$$

and a vertex is eliminated if $d>\sqrt{2}$ or if $\max (x, y)>2$. This is the condition which is used here. $x$ and $y$ are the values obtained by solving the equations $y=\tan . x_{n}+b, x=\frac{y_{n}}{\tan }-b$, with $x_{n}$ and $y_{n}$ being the coordinates of the $n^{\text {th }}$ pseudovertex between real-vertices 1 and 2 and tan and $b$, given from (3) and (4) respectively.

(a)

fig. 3.24

If the distance of some of the pseudo-vertices is greater than the given tolerance, it means that some of them are real-vertices and a new test should be tried according to the emerged new conditions. Supposing that there are $n$ pseudo-vertices to be checked against the equation of the real-vertices $V_{i}$ and $V_{i+1}$ and $m$ of them are found with distances greater than $\mathrm{d}_{\text {lim }}$ from the straight $\overline{\mathrm{V}_{\mathbf{i}}, \overline{V_{i+1}}}$. If $\mathrm{V}_{\text {max }}$ is the pseudo-vertex with the maximum distance then, this is taken as a new real vertex and the original straight line $\overline{V_{i}, V_{i+1}}$ is changed to $\overline{V_{i}, V_{\max }}$ and $\overline{V_{\max }, \mathrm{V}_{\mathrm{i}}+1}$. The rest of the $n-1$ pseudo-vertices are checked against the equation of the real-vertices between which are included in the array. If their distances are within the allowed limit, they are ignored: - effectively eliminated - otherwise the same procedure is followed until all of the vertices are checked. The new real vertex is marked as such by inserting an extra pointer to it in the pointer-array and moving the pointers below by one position downwards (Fig. 3.26). The coordinates of every real-vertex met are stored in a new twodimensional array $\mathrm{A}[\mathrm{i}][\mathrm{j}]$.

In the example of Fig. $3.25, v_{2}$ and $v_{1}$ have distances greater than the limit with $d_{2}>d_{1}$, while $V_{3}$ is within tolerance. Two new straight lines are formed $\overline{V_{1}}{ }_{2}$ and $\overline{v_{2} V_{2}}$ and the new tests show none of the remaining $v_{1}$,
$v_{3}$ is a new real vertex. Thus $v_{2}$ goes into the final vertex-array. When all the real-vertices have been used and all the pseudo-vertices have been checked, the procedure ends.

fig. 3.26

### 3.4.2 Real-Vertex Verification

Before the array of real-vertices, produced by the previous procedure has reached its final form, two points must be examined. The existence of nearby vertices and the very first vertex.

It has been mentioned earlier that points within the same $3 \times 3$ square can be considered as one. This implies that vertices with distance less than $2 \sqrt{2}$ - max distance across the diagonal of the $3 \times 3$ square - from each other should be considered as the same vertex. It is common that the vertex of some - mainly acute-angles are approximated by patterns like the ones in the Fig. 3.27. This happens because the averaging operator rounds the sharp parts by removing the odd pixels. This of course causes the existence of more than one real-vertex in a very small area due to abrupt changes of direction. A solution to this problem is, to check the distances of the
adjacent vertices against a certain maximum distance, within which the two vertices are considered to be one. This is obtained by moving the elements of the array one position upwards and eliminating - by overwriting - the first of the two neighbouring vertices. The above technique will take care of the first and last pixels which will be taken as one vertex - only one cell apart - although both are marked as real-vertices.

The very first boundary pixel is always a real-vertex except for one case. The proof is the following:-

Since the follower searches from left to right, top to bottom, the very first boundary pixel will be the end of an ascending line and the beginning of a descending - or an horizontal - one. Hence it is a real vertex. But it fails when the ascending line is very close to the horizontal.

fig. 3.27

fig. 3.28

To cope with this after the test of adjacent vertices has been completed, the equation of the straight line between the second and penultimate vertex is formed and the first one is checked against it. Since it belongs to that straight line it will be eliminated without causing any further problems.

The existence of a pseudo-vertex in the above case will not cause any problems if there are any pseudo-vertices between the first and the last
real-vertices. If there is such a vertex, it will be below the first otherwise it would have been the first -. The test for this PsV (Fig.3.28) will be between $v_{n}$ and $v_{1}$ instead of $v_{n}$ and $v_{2}$, but since $v_{1}$ and $v_{2}$ belong to the same straight line, it will not make any difference to the final result.

### 3.4.3 Formation of Unit Clauses

This part prepares the data which will be consulted by the recognizer, to make the final classification of the shape. The unit clauses created in this phase are:- a) conn $\left.\left(c_{1}, c_{1} c_{2}, c_{2}\right) \quad b\right) \operatorname{line}\left(c_{1} c_{2}, n\right)$, $c$ ) slope $\left(c_{1} c_{2}, m\right)$, d) sqrine ( $c_{1} c_{2}, \ell$ ), and e) angle ( $\left.c_{1}, k\right)$.

$$
c_{1}, c_{2}, c_{3} \text { are characters from the set } c h=\{a, b, c, \ldots, x, y, z\} \text {, and } \ell, m, n
$$ are integer numbers.

a) conn(X,Y,Z):- The conn unit clause is the most important one because it indicates the connectivity between the vertices and hence the structure of the shape. The first and last variables refer to the vertices being connected, while the one in the middle refers to the line that joins them. For example 'conn( $a, a b, b)^{\prime}$ means that vertex $a$ is connected to $b$ by the side $a b$. The direction of the connectivity is important, so conn $(a, a b, b) \neq$ conn(b, ba, a).

$$
\begin{aligned}
& \left.\begin{array}{l}
\mathrm{A}_{\emptyset \emptyset} \rightarrow \mathrm{ChA}_{\emptyset} \\
\mathrm{A}_{1 \emptyset} \rightarrow \mathrm{ChA}_{1}
\end{array}\right\} \quad \operatorname{conn}\left(\mathrm{ChA}_{\phi}, \mathrm{ChA}_{\phi} \mathrm{ChA}_{1}, \mathrm{ChA}_{1}\right) \\
& \left.\mathrm{A}_{2 \emptyset} \rightarrow \mathrm{ChA}_{2}\right\} \quad \operatorname{comn}\left(\mathrm{ChA}_{1}, \mathrm{ChA}_{1} \mathrm{ChA}_{2}, \mathrm{ChA}_{2}\right) \\
& \text { : } \\
& \left.\dot{A}_{n \emptyset}+\mathrm{ChA}_{n}\right\} \quad \operatorname{conn}\left(\mathrm{ChA}_{n-1}, \mathrm{ChA}_{n-1} \mathrm{ChA}_{\emptyset}, \mathrm{ChA}_{\emptyset}\right) \quad\left(\mathrm{A}_{\mathrm{n} \varnothing} \equiv \mathrm{~A}_{\emptyset \emptyset}\right)
\end{aligned}
$$

A character array is associated with every vertex, by using the same subscript. Successive vertices mean connected points and subsequently the
forming of conn unit clauses. The respective elements of the character array ChA fill the places of the variables as shown above. When a vertex equal to the first is met, the end of the procedure is marked. of course the fact that the first and last vertices are the same, is deliberate to supply the connectivity between last and first vertex (which would not have been successive otherwise).

$\operatorname{conn}(a, a b, a)$. $\operatorname{con}(b, b c, c)$. $\operatorname{conn}(c, c d, d)$. $\operatorname{conn}(d, d a, a)$.
fig. 3.29

The example in Fig. 3.29 illustrates the order and direction of the connectivity that gives rise to the respective conn's.
b) Line ( $\mathrm{X}, \mathrm{n}$ ) and sqrline ( $\mathrm{X}, \mathrm{m}$ ):- The first one is used to compare the sides of the shape when equality is demanded. $X$ is the side concerned and $n$ an integer number representing the length of the side. The second unit clause is similar to $Z$ ine, but $m$ is $n^{2}$ and it is used when the theorem of Pythagoras is needed. $n$ and $m$ are calculated as the distances of consecutive vertices as shown below.

$$
\begin{align*}
& D_{1}=A[i][\phi]-A[i+1][\phi]  \tag{1}\\
& D_{2}=A[i][i]-A[i+1][1]  \tag{2}\\
& S[i]=\sqrt{\mathrm{D}_{1}^{2}+\mathrm{D}_{2}^{2}}+\emptyset .5
\end{align*}
$$

$$
\begin{aligned}
\mathrm{n} & =\mathrm{s}[\mathrm{i}] \\
\mathrm{m} & =(\mathrm{s}[\mathrm{i}])^{2}
\end{aligned}
$$

$\mathrm{A}[\mathrm{i}][\varnothing], \mathrm{A}[\mathrm{i}+1][\varnothing]$ : the ordinates of vertices i and $\mathrm{i}+1$
$A[i][1], A[i+1][1]:$ the abscissae of vertices $\mathbf{i}$ and $i+1$
$s$ [i] is an integer array and $\sqrt{D_{1}^{2}+D_{2}^{2}}$ a real number, which means that $s$ [i] will be assigned the integer part of the square root. To round the number correctly, $\emptyset .5$ is added to the square root. $m$ is obtained by squaring $n$. Both $m$ and $n$ have to be integer because in $\operatorname{PROLOG}$ (the language in which the recognizer is written) only integers can be used. The $X$ is filled in by the same method as variable $Y$ in 'conn $(X, Y, Z)$ '.
c) Slope $(x, \theta)$ :- Because of the use of a non-conventional system of coordinates the slope $S \ell$ of straight line $\varepsilon$ (Fig. 3.29) is given by:-

$$
S \ell=\tan \theta=\frac{d x}{d y}
$$

The slope is calculated by using $D_{1}$ and $D_{2}$ from (1), (2) of the previous calculations of the line ( $\mathrm{X}, \mathrm{n}$ ):-

$$
\begin{aligned}
& T[i]=\frac{D_{2}}{D_{1}} \text { with } D_{1} \neq \emptyset \text { and hence } \\
& \theta[i]=\frac{18 \emptyset}{3.1416} \text { arctan } T[i]+\emptyset .5 \text { when } D_{1} \neq \emptyset \\
& \theta[i]=9 \emptyset^{\circ} \text { when } D_{1} \neq \emptyset
\end{aligned}
$$

This is the angle $\theta$ in degrees that $\varepsilon$ forms with the $\vec{O}$ axis (clockvise is taken as positive). $\theta$ is also an integer and x is supplied as described above. The 'slope $(\mathrm{X}, \mathrm{k})$ ' unit clauses are used to indicate parallel lines.

fig. 3.29
d) angle( $2, \ell$ ):- This unit clause is used to indicate a non-convex quadrilateral. Since the equality of angles of a shape is implied by the equality of subtended sides, the angle unit clauses are of no other use. $Y$ is the character that determines the angle and $\ell$ is an integer which gives the amplitude of the angle in degrees. The amplitude a of angle that is left on one side of a line parallel to the $O X$ axis and passing through its vertex $V$ (Fig. 3.30a) is given by:

$$
\begin{equation*}
\alpha=|\phi-\theta| \tag{1}
\end{equation*}
$$

with $\phi$ and $\theta$ the slopes of the two lines of the angle as defined in the previous section. In case of angle $\beta$, the amplitude of $\beta^{\prime}$ is calculated by (1), which however is equal to $\beta$. The formula is different when the parallel to $0 X$ intersects the angle (Fig. 3.30b):-

$$
\alpha=18 \phi-|\phi-\theta|(2) \text { (angles measured }
$$


(a)

(b)
fig. 3.30
In a convex quadrilateral there are two angles that belong to the first category at least. These can be found by comparing the abscissae of their vertices. They are the ones with the minimum and maximum distance from $O X$ respectively. Thus by finding the vertices with the smallest and biggest abscissae, the use of the adequate formula is chosen. In the case when there are two maxima and two minima the first and third angles are calculated by formula (1). In both of the shapes in the example of Fig. 3.3la, the
angles $a$ and $c$ are calculated by formula (1) and $b$ and $d$ by (2).
In a convex quadilateral (abcd) there is the following relation between the abscissae of the vertices.

If $\mathrm{V}_{\mathrm{y}}(1)=\min$ and $\mathrm{V}_{\mathrm{y}}(2)=\max$, then $\mathrm{V}_{\mathrm{y}}(3)>\mathrm{V}_{\mathrm{y}}(4)$ always. This does not happen in the case of non-convex quadrilaterals ( $a^{\prime} b^{\prime} c^{\prime} d^{\prime}$ ) and thus is the condition for using formula (1) only for all four angles. Both (1) and (2) calculate angles smaller than $18 \emptyset^{\circ}$, and so fail in the case of a non-convex quadrilateral, because they calculate the exterior of the real angle (e.g. $c^{\prime}$ and $c^{\prime \prime}$ ). However this is easy to be checked by using the known relation $a^{\prime}+b^{\prime}+c^{\prime}+d^{\prime}=36 \emptyset^{\circ}$ (3). If the sum is less than $36 \emptyset^{\circ}$, a non-convex-quadrilateral is indicated. In the case of $a " b " c " d$ ", which is a nonconvex quadrilateral with $V_{y}(3)>V_{y}(4)$ the formula for convex quadrilaterals is used, but the fact that (3) is not satisfied reveals it is non-convex.


## SUMMARY - CONCLUSIONS

- The representation of straight lines on a grid is given by sequences of horizontal or vertical lines of pixels connected with diagonal joints called links.
- The pattern that represents a straight line on a digital grid remains unchanged throughout the line. Likewise the limit remains
the same with respect to the same line.
- The edge follower is a $3 \times 3$ square window centred on cells belonging to the boundary of a shape. The eight cells round the middle cell are checked for the next boundary cell using an $n-2$ sequence. $A$ recovery operator takes care of small gaps in the boundary.
- The vertices of a shape are points at which a change of direction is observed. The change of direction is implied by a change in the pattern that represents the two sides of the particular vertex. Such genuine vertices are called real-vertices.
- Vertices caused by distortion of the picture due to noise, the camera, the screen or other reasons are called pseudo-vertices. These may become real in certain cases.
- A number of criteria checks the type of the vertices and forms two arrays with their coordinates. The real-vertices are used to form the equations of the sides of the shape. If any of the pseudovertices are farther than a limit distance from these sides they become real-vertices themselves.
- When all the real-vertices have been verified they form a final array with their coordinates, which is responsible for the formation of the data used by the next stage of recognition.
- The data used by the recognizer carry information about the structure of the shape - conn - or its special properties such as length of its sides, amplitude of its angles etc.
- If the number of vertices identified by the vertex detector is too large the method fails. In this case the shape is classified as other by default.
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## Chapter 4

## SYNTACTIC PATTERN RECOGNITION

### 4.1 INTRODUCTION

This chapter examines a relatively new and promising approach to pattern recognition, based on the utilization of concepts from formal language theory. This approach is frequently referred to as Syntactic Pattern Recognition, although terms such as linguistic pattern recognition, granmatical pattern recognition and structural pattern recognition are often found in the literature.
The basic difference between syntactic pattern recognition and the other approaches is that the former explicitly uses the structure of patterns in the recognition process. Analytical approaches, on the other hand, deal with patterns on a strictly quantitiative basis, thus ignoring interrelationships between the components of a pattern. From the viewpoint of pattern description or modelling, class distribution or density functions are used to describe patterns in each class in the decision-theoretic approach but syntactic rules or grammars are employed to describe patterns
in the syntactic approach. The effectiveness of these approaches appears to be dependent upon the particular problem at hand. Often a mixed approach needs to be applied. As a matter of fact, it is sometimes difficult to distinguish sharply between syntactic and non-syntactic recognizers. of course the existence of a recognizable structure is essential for the success of the syntactic approach. For this reason, syntactic pattern recognition research has been largely confined so far to pictorial patterns which are characterized by recognizable shapes, such as characters, chromosomes and particle collision photographs

The interest in syntactic pattern recognition may be traced to the early 1960's, although research in this area did not gain momentum until later in that decade. Even today, however, many of the major problems associated with the design of a syntactic pattern recognition system have been only partially solved.

In the following paragraphs a general model of a syntactic pattern recognition system is discussed, and some basic concepts of the formal language theory are given. The two main kinds of recognizer are analysed and some pattern recognition languages are mentioned.

### 4.2 SYNTACTIC APPROACH TO PATTERN RECOGNITION

The many different mathematical techniques used to solve pattern recognition problems may be grouped in two general approaches:- the decisiontheoretic (or discriminant) approach and the syntactic (or structural) approach. In the decision-theoretic approach, a set of characteristic measurements, called features, are extracted from the patterns. The recognition of each pattern (assignment to a pattern class) is usually made by partitioning the feature space. In some pattern recognition problems,
the syntactic or structural approach has been proposed. This approach draws an analogy between the (hierarchical, or treelike) structure of patterns and the syntax of languages. Patterns are specified as being built up out of subpatterns in various ways of composition, just as phrases and sentences are built up by concatenating words, and words are built up by concatenating characters. Evidently, for this approach to be advantageous, the simplest subpatterns selected, called pattern primitives, should be much easier to recognize than the patterns themselves. The Zanguage that provides the structural description of patterns in terms of a set of primitives and their composition operations is sometimes called the pattern recognition language. The rules governing the composition of primitives into patterns are usually specified by the so-called grammar of the pattern description language. After each primitive within the pattern is identified, the recognition process is accomplished by performing a syntax analysis or parsing of the sentence describing the given pattern to determine whether or not it is syntactically (or grammatically) correct with respect to the specified grammar. In the meantime, the syntax analysis also produces a structural description of the sentence representing the given pattern (usually in the form of a tree structure).

The syntactic approach to pattern recognition provides a capability for describing a large set of complex patterns, by using small sets of simple pattern primitives and grammatical rules. One of the most essential aspects of this capability is the use of the recursive nature of a grammar. A grammar (rewriting) rule can be applied any number of times, so it is possible to express in a very compact way some basic structural characteristics of an infinite set of sentences. Of course, the practical utility of such an approach depends on our ability to recognize the simple pattern primitives and their relationships, represented by the composition operations.
the structural information which describes each pattern is important, and the recognition process includes not only the capability of assigning the pattern to a particular class (to classify it), but also the capacity to describe aspects of the pattern that make it ineligible for assignment to another class. A typical example of this class recognition problem is picture recognition or, more generally speaking, scene analysis. In this class of recognition problem, the patterns under consideration are usually quite complex and the number of features required is often very large. Thus the idea of describing a complex pattern in terms of a (hierarchical) composition of simpler patterns is adopted. A1so, when the patterns are very complex and the number of possible descriptions is very large, it is impractical to regard each description as defining a class. Consequently, the requirement of recognition can only be satisfied by a description for each pattern rather than by the simple task of classification. Fig. 4.1b shows the structural description of scene 4.1a.

fig. 4.1

In order to represent the hierarcnical (treelike) structure information of each pattern, that is, a pattern described in terms of simpler subpatterns

The various relations or composition operations defined among subpatterns can usually be expressed in terms of logical and/or mathematical operations. For example, if concatenation is chosen as the only relation (composition operation) used in describing patterns, then for the pattern primitives shown in Fig. $4: 2 \mathrm{a}$, the rectangle in Fig. 4.2 b would be represented by the string aaabbccccdd. More explicitly, if 't' is used for the head-to-tail concatenation operation, the rectangle in Fig. $4.2 b$ would be represented by $a+a+a+a+b+b+c+c+c+c+d+d$, and its corresponding treelike structure would be that shown in Fig. 4.3.

An alternative representation of the structural information of a pattern is a relational graph. (3) Fig. 4.4 b shows a relational graph

fig. 4.2
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fig. 4.3
of picture F in Fig. 4.4a. Since there is a one-to-one corresponding relation between a linear graph and a matrix, a relational graph can also be expressed as a relational matrix. In using the relational graph for pattern description, the class of allowed relations can be broadened to
include any relation that can be conveniently determined from the pattern. It is worth noticing that:
a) the concatenation is the only natural operation for onedimensional languages
b) a graph, in general, contains closed loops, whereas a tree does not. With this generalization, richer descriptions can be expressed than with tree structures.


However, the use of tree structures provides a direct channel for adapting the techniques of formal language theory to the problem of compactly representing and analysing patterns containing a significant structural content. Because of the adaptation of techniques from formal language theory, the syntactic approach is also sometimes called the Zinguistic approach. Nevertheless, it is probably more appropriate to consider that the techniques of formal language theory are only tools for the syntactic approach rather than the approach itself.

### 4.3 SYNTACTIC PATTERN RECOGNITION SYSTEM

A syntactic pattern recognition system can be considered as consisting of three major parts, namely, preprocessing, pattern description or representation, and syntax analysis. Usually, the term syntactic pattern recognition refers primarily to the last two parts. A simple block diagram of the system is shown in Fig. 4.5.


## fig. 4.5

The functions of preprocessing include pattern encoding and approximation, and filtering, restoration and enhancement. An input pattern is first coded or approximated by some convenient form for further processing. For example, a black-and-white picture can be coded in terms of a grid (or a matrix) of $\phi^{\prime} s$ or $l^{\prime} s$, or a waveform can be approximated by its time samples. In order to make the processing in the later stages of the system more efficient, some sort of data compression is often applied at some stage. Then, techniques of filtering, restoration and/or enhancement are used to clean the noise, to restore the degradation and/or improve the quality of the coded (or approximated) patterns. The output of the preprocessor gives patterns of reasonably good quality. Each pattern is then represented by a language-like structure (e.g. a string).

The pattern representation process consists of pattern segmentation, and primitive (feature) extraction. In order to represent a pattern in terms of its subpatterns, the pattern must be segmented, and the primitives in it identified (or extracted). This means that, each:preprocessed pattern is segmented into subpatterns and pattern primitives based on prespecified syntactic or composition operations. Then, in turn, each pattern is represented is identified with a given set of pattern primitives. At this point, each pattern is represented by a set of primitives with specified syntactic operations. For example, in terms of the concatenation operation each pattern is represented by a string of (concatenated) primitives. The decision whether or not the representation (pattern) is syntactically correct (i.e. belonges to the class of patterns described by the given syntax or grammar) will be made by the syntax analyser or parser. When performing the syntax analysis or parsing, the analyser can usually produce a complete syntactic description, in terms of a parse or parsing tree, of the pattern, provided that the latter is syntactically correct. Otherwise, the pattern is either rejected or analysed on the basis of other given grammars, which presumably describe other possible classes of patterns under consideration.

The simplest form of recognition is probably template matching. The string of primitives representing an input pattern is matched against strings of primitives representing each prototype or reference pattern. Based on a selected matching or similarity criterion, the input pattern is classified in the same class as the prototype pattern that is the best match to the input. The hierarchical structural information is essentially ignored. A complete parsing of the string representing an input pattern, on the other hand, explores the complete hierarchical structural description of the pattern. In between there are a number of intermediate approaches.

For example, a series of tests can be designed to test the occurrence or nonoccurrence of certain subpatterns (or primitives) or certain combinations of subpatterns or primitives. The result of the tests (e.g. through a table look-up, a decision tree, or a logical operation) is used for a classification decision. The selection of an appropriate approach for recognition usually depends on the problem requirements. If a complete pattern description is required for recognition, parsing is necessary. Otherwise, a complete parsing could be avoided by using other simpler approaches to improve the efficiency of the recognition process.

In order to have a grammar describing the structural information about the case class of patterns under study, a grammatical inference machine is required, that can infer a grammar from a given set of training patterns in language-like representation. (lc) The function of this machine is analogous to the learning process in a decision-theoretic pattern recognition system. The structural description of the class of patterns under study is learnt from the actual sample patterns from the class. The learnt description, in the form of a grammar, is then used for pattern description and syntax analysis. A more general form of learning might include the capability of learning the best set of primitives and the corresponding structural description for the class of patterns concerned.

### 4.4 CONCEPTS FROM FORMAL LANGUAGE THEORY $(1 b, 2)$

This section contains some essential ideas from formal language theory, as related to problems in syntactic pattern recognition.

An alphabet is any finite set of symbols.
Asentence over an alphabet is any string of finite length composed of symbols from the alphabet. For example, given the alphabet $\{\emptyset, 1\}$, the
following are valid sentences: $\{\emptyset, 1, \emptyset \emptyset, \emptyset 1,1 \emptyset, \ldots\}$. The term string and word are also commonly used to denote a sentence.

The sentence with no symbols is called the empty sentence. The empty sentence will be denoted by $s_{0}$. For any alphabet $V$, $V^{*}$ will be used to denote the set of all sentences composed of symbols from $V$, including the empty sentence. The symbol $\mathrm{V}^{+}$will denote the set of sentences $\mathrm{V}^{*} \mathrm{~s}_{0} \mathrm{o}^{\cdot}$ For example, given the alphabet $V=\{a, b\}, V *=\left\{s_{0}, a, b, a a, a b, b b, \ldots\right\}$ and $v^{+}=\{a, b, a a, a b, b b, \ldots\}$.

A language is any set (not necessarily finite) of sentences over an alphabet.

A grammar is defined as a fourtuple:

$$
\begin{equation*}
G=\left(V_{N}, V_{T}, P, s\right) \tag{1}
\end{equation*}
$$

where: $\mathrm{V}_{\mathrm{N}}$ is a set of nonterminals (variables);
$\mathrm{V}_{\mathrm{T}}$ is a set of terminals (constants);
$P$ is a set of productions or rewriting rules;
S is the start or root symbol.
It is assumed that $S$ belongs to the set $V_{N}$ and that $V_{N}$ and $V_{T}$ are disjoint sets. The alphabet $V$ is the union of sets $V_{N}$ and $V_{T}$.

The language generated by $G$, denoted by $L(G)$, is the set of strings which satisfy two conditions:
a) each string is composed only of terminals (i.e. each string is a terminal sentence.
b) each string can be derived from $S$ by suitable applications of productions from the set P .

The following notation will be used. Nonterminals will be denoted by capital letters:- $S, A, B, C, \ldots$. Lower-case letters at the beginning of the alphabet will be used for terminals:- $a, b, c, \ldots$. Strings of terminals will be denoted by lower-case letters towards the end of the alphabet:-
$v, w, x, \ldots$. Strings of mixed terminals and nonterminals will be represented by lower-case Greek letters:- $\alpha, \beta, \gamma, \delta, \ldots$.

The set $P$ of productions consists of expressions of the form $\alpha \rightarrow \beta$ where $\alpha$ is a string in $V^{+}$and $\beta$ is a string in $V *$. The symbol $\rightarrow$ indicates replacement of the string $\alpha$ by the string 8 . The symbol $\Rightarrow$ will be used to indicate operations of the form $\gamma \alpha{ }_{G}^{\gamma} \gamma \beta \delta$ in gramar $G$, that is, $\Rightarrow$ indicates the replacement of $\alpha$ by $\beta$ by means of the production $\alpha \rightarrow \beta, \gamma$ and $\delta$ being left unchanged. It is customary to drop the $G$ and simply use the symbol $\Rightarrow$ when it is clear which grammar is being considered. For example considering the gramar $G=\left(V_{N}, V_{T}, P, S\right)$, where $V_{N}=\{S\}, V_{T}=\{a, b\}$, and $P=\{S \rightarrow a S b, S \rightarrow a b\}$, if the first production is applied $m-1$ times.

$$
S \Rightarrow a S b \Rightarrow a a S b b \Rightarrow a^{3} S b^{3} \Rightarrow \ldots a^{m-1} S b^{m-1}
$$

is obtained. Applying now the second production results in the string

$$
a^{m-1} S b^{m-1} \Rightarrow a^{m} b^{m}
$$

the language generated by this grammar consists of an infinite number of strings or sentences and can be expressed as $L(G)=\left\{a^{m} b^{m} \mid m \geqslant 1\right\}$.

### 4.4.1 Types of Gramars $(1 b, 2)$

The grammars considered in this section as specific examples of equation (1) of the previous paragraph. They are all of the general form $G=\left(V_{N}, V_{T}, P, S\right)$ differing only in the type of productions allowed in each.

An unrestricted grammar has productions of the form $\alpha \rightarrow \beta$, where $\alpha$ is a string in $\mathrm{V}^{+}$and $\beta$ is a string in $\mathrm{V}^{*}$.

A context-sensitive granmar has productions of the form $\alpha_{1} A \alpha_{2}+\alpha_{1} \beta \alpha_{2}$, where $\alpha_{1}$ and $\alpha_{2}$ are in $V^{*}, \beta$ is in $V^{+}$, and $A$ is in $V_{N}$. This gramar allows replacement of the nonterminal $A$ by the string of $\beta$ only when $A$ appears in the context $\alpha_{1} A \alpha_{2}$ of strings $\alpha_{1}$ and $\alpha_{2}$.

A context-free grommar has productions of the form $A \rightarrow B$, where $A$ is in $V_{N}$ and $\beta$ is in $V^{+}$. The name context free arises from the fact that the variable A may be replaced by a string $\beta$ regardless of the context in which A appears.

A regular (or finite-state) grommar has productions of the form $A \rightarrow a B$ or $A \rightarrow a$, where $A$ and $B$ are variables in $V_{N}$ and a is a terminal in $V_{T}$. Alternative valid productions are $A+B a$ and $A \rightarrow a$. However, once one of the two types has been chosen, the other set must be excluded.

These grammars are sometimes called type $\varnothing, 1,2$ and 3 grammars, respectively. They are also often referred to as phrase structure gramoms.

It is interesting to notice that all regular grammars are context-free all context-free grammars are context-sensitive and all context-sensitive grammars are unrestricted. As expected, unrestricted grammars are considerably more powerful than the other three types. However, their generality presents some serious difficulties in the theoretical and practical applications of the parameters. This is also true of contextsensitive granmars. There is also a major difference between type $\emptyset, 1,2$ and 3 grammars. A type 3 grammar is a finite machine and can be recognised by a finite automaton, while the others cannot. They are recognized though by other automata which can also recognize type 3 grammars. This is very important for grammatical inference.

### 4.5 FORMULATION OF THE SYNTACTIC PATTERN RECOGNITION PROBLEM ${ }^{(2)}$

Using the concepts of the previous sections, the problem of pattern recognition described in paragraph 3 can be regarded as follows. Suppose that two pattern classes $\omega_{1}$ and $\omega_{2}$, are considered. Let the patterns of these classes be composed of features from some finite set. These features will be called terminals and denote the set of terminals by $\mathrm{V}_{\mathrm{T}}$. The term
primitives is also of ten used in syntactic pattern recognition terminology to denote terminals. Each pattern may be considered as a string or sentence, since it is composed of terminals from the set $\mathrm{V}_{\mathrm{T}}$. Assume that there exists a grammar $G$ with the property that the Ianguage it generates consists of sentences (patterns) which belong exclusively to one of the pattern classes, say $\omega_{1}$. This grammar can clearly be used for pattern classification since a given pattern of unknown origin can be classified as belonging to $\omega_{1}$ if it is a sentence of $L(G)$. Otherwise the pattern is assigned to $\omega_{2}$. For example, the context-free gramar $G=\left(V_{N}, V_{T}, P, S\right)$ with $\mathrm{V}_{\mathrm{N}}=\{\mathrm{S}\}, \mathrm{V}_{\mathrm{T}}=\{\mathrm{a}, \mathrm{b}\}$, and production set $\mathrm{P}=\{\mathrm{S}+\mathrm{aaSb}, \mathrm{S}+\mathrm{aab}\}$, is capable of generating only sentences which contain twice as many a's and b's. Considering a hypothetical two-class pattern recognition problem in which the patterns of class $\omega_{1}$ are strings of forms aab, aaaabb, etc., while the patterns of $\omega_{2}$ contain equal numbers of $a^{\prime}$ 's and $b$ 's (i.e. ab,aabb, etc.), it is clear that classification of a given pattern string can be generated by the grammar $G$ discussed above. If it can, the pattern belongs to $\omega_{1}$. If it can not, it is automatically assigned to $\omega_{2}$. The procedure used to determine whether or not a string represents a sentence which is grammatically correct with respect to a given language is called parsing.

The above classification scheme assigns a pattern into class $\omega_{2}$ strictly by default. However, it is possible that the pattern does not belong to $\omega_{2}$ either. It may represent a noisy or distorted string which is best rejected. In order to provide a rejection capability it is necessary to determine two grammars, $G_{1}$ and $G_{2}$ which generate languages $L\left(G_{1}\right)$ and $L\left(G_{2}\right)$. A pattern is assigned to the class over whose language it represents a granmatically correct sentence. If the pattern is found to belong to both classes it may be arbitrarily assigned to either class. If it is not a sentence of either $L\left(G_{1}\right)$ or $L\left(G_{2}\right)$, the pattern is rejected. Thus in the

M-class case $M$ grammars and their associated languages $L\left(G_{i}\right), i=1,2, \ldots, M$. An unknown pattern is classified into class $\omega_{i}$ if and only if it is a sentence of $L\left(G_{i}\right)$. If the pattern belongs to more than one language, or if it does not belong to any of them, it may be arbitrarily assigned to one of the ambiguous classes or rejected, respectively. A block diagram of the syntactic recognizer is shown in Fig. 4.6.

fig. 4.6

### 4.6 SYNTAX-DIRECTED RECOGNITION ${ }^{(2)}$

It has been indicated that formal grammars can be used for pattern recognition by determining whether a given pattern represents a terminal sentence which can be generated by any of the grammars under consideration for a specific problem. The procedure that determines whether or not a given pattern represents a valid sentence, in formal language theory, is
known as parsing. Basically, two main types of parsing techniques will be considered: top-down and bottom-up. By referring to a tree structure the following analogies can be drawn. The top or root of the (inverted) tree is the start symbol S. The terminal sentences (patterns) represent the bottom or leaves of the tree. The top-down ${ }^{(4)}$ technique starts with the root symbol $S$ and, through repeated applications of the productions of the grammar, attempts to arrive at the given terminal sentence. The bottom-up approach, on the other hand, starts with the given sentence and attempts to arrive at the symbol $S$ by applying the productions in reverse. In either case, if the parse fails, the given pattern represents an incorrect sentence and is therefore rejected.

It is evident that the parsing schemes described above are inherently inefficient since they involve essentially an exhaustive search in the applications of the productions of the grammar. However, it is seldom necessary to carry a sentence of productions all the way through, since partial results can be checked against the desired goal in order to determine whether a given sequence of productions has the potential to produce a successful parse.

The parsing process can be further improved by employing the rules of syntax of a gramnar. Syntax is defined as the concatenation of objects. A rule of syntax states some permissible (or prohibited) relations between objects. For example the concatenation www never occurs in the English language. In this terminology, a grammar is nothing more than a set of rules of syntax which define the permissible or desired relations between objects. A syntax-directed parser, therefore, employs the syntax of the grammar in the parsing process.

### 4.6.1 Recognition of Graph-Like Patterns ${ }^{\text {(2) }}$

The problem with the previous approach is that, scanning for the primitives or substructures of interest in a two-dimensional situation could be a formidable task for a machine. Today, the most successful attempts in this area have involved patterns which can be reduced to graphlike structures.

An interesting application of linguisitic concepts to pattern recognition is the Picture Description Language (PDL) ( 5,6 ) A primitive in PDL is any $n$-dimensional structure with two distinguished points, a tail and a head, as shown in Fig. 4.7a for two-dimensional structures. It is . worth noticing that a fairly general structure can be abstracted as a directed line segment since there are only two points of definition.

A primitive can be linked to other primitives only at its tail and/or head. On the basis of this permissible form of concatenation, the structures of PDL are directed graphs, and can be handled by string grammars. The principal rules for the concatenation of abstracted primitives are shown in Fig. 4.7b. It is impartant to point out that blank primitives may be used to generate seemingly disjoint structures while preserving the rules of connectivity. Also, it is often useful to consider a null point primitive having identical head and tail.


When n-ary relations are involved, a graph-representable description can be obtained by transforming all relations into binary ones. A unary relation $r(x)$ can be changed to a binary one $r^{\prime}\left(X_{1} \lambda\right)$ where $\lambda$ denotes the 'null' primitive. The relation $r\left(X_{1}, \ldots, X_{n}\right)(n>2)$ can be transformed into a composition of binary relations, such as:

$$
r_{1}\left(x_{1}, r_{2}\left(x_{2}, \ldots, r_{n-1}\left(x_{n-1}, x_{n}\right)\right)\right.
$$

or into a conjunction of binary relations

$$
r_{1}\left(X_{11}, X_{12}\right) \Delta r_{2}\left(X_{21}, X_{22}\right) \Lambda \ldots \Delta r_{k}\left(X_{k 1}, X_{k 2}\right)
$$

or into a combination of these. For example, the ternary relation TRIANGLE ( $a, b, c$ ) would be transformed into either one of the following equivalent binary relations:-

$$
\operatorname{CAT}(a, b) \wedge \operatorname{CAT}(b, c) \Lambda \operatorname{CAT}(c, a) \text { or } \Delta(b, \operatorname{CAT}(a, c))
$$

where CAT $(x, y)$ means that head $(X)$ is concatenated to tail( Y ), that is, $\operatorname{CAT}(\mathrm{X}, \mathrm{Y})=\mathrm{X}+\mathrm{Y}$ and $\Delta(\mathrm{X}, \mathrm{Y})$ means that the line X is connected to form a triangle with the object $Y$ consisting of two concatenated objects.

Another grammar, which generates languages with terminals having an arbitrary number of attaching points for connecting to other primitives or sub-patterns is the PLEX grammar. ${ }^{(8)}$ The primitives of the plex grammar are called N-attaching point entities (NAPEs). Each production of the plex grammar is in a context-free form in which connectivity of primitives or subpatterns is described by using explicit lists of labelled concatenation points (called joint lists). Sentences generated by a plex grammar can be transformed to directed graphs, by assigning labelled nodes to both primitives and concatenation points or by transforming primitives to nodes and concatenations to labelled branches.

An extension of the concept of string grammars to grammars for labelled graphs are the WEB grammars. ${ }^{(9)}$ Labelled node-oriented graphs are explicitly used in the productions. Each production describes the rewriting of graph
$\alpha$ into another graph $\beta$ and also contains an embedding rule $E$ which specifies the connection of $\alpha$ to its surrounding graph (host web) when $\alpha$ is rewritten.

A further generalization of string grammars to graph grammars can be done by including non-terminal symbols which are not simple branches or nodes. ${ }^{(10)}$ An mth-order non-terminal structure is defined as an entity that is connected to the rest of the graph by modes. In particular, a secondorder structure is called a branch structure and a first-order structure a node structure. Then an mth-order context-free grammar $G_{g}$ is a quadruple $G_{g}=\left(V_{N}, V_{T}, P, S\right)$ where $V_{N}$ is a set of mth-order non-terminal structures:nodes, branches, triangles,...., polygons with mertices; $\mathrm{V}_{\mathrm{T}}$ is a set of terminals:- nodes and branches; $P$ is a-finite set of productions of the form $A \rightarrow \alpha$, where $A$ is a non-terminal structure and $\alpha$ a graph containing possibly both terminals and non-terminals ( $\alpha$ is connected to the rest of the graph through exactly the same nodes as A); $S$ is a set of initial graphs. The expression $A * B$ denotes that the two graphs $A$ and $B$ are connected by a pair of nodes, and $N(A+B+C)$ denotes that the graphs $A, B$ and C are connected through a common node N. Finally ANB denotes a non-terminal subgraph consisting of a branch structure $A$ with nodes $X$ and $Y$ connected to the node structure $N$ through $Y$ and a branch structure $B$ with nodes $Y$ and $Z$ connected to N through Y . The subgraph is connected to the rest of the graph through the nodes $X$ and $Z$. Fig. $4.8 \mathrm{a}, \mathrm{b}$ and c illustrate the above.

Another interesting application of syntactic pattern recognition deals with automatic classification of chromosomes. (7) A context-free grammar classifies a chromosome as being either submedian or telocentric. The primitives used in this application are shown in Fig. 4.9a; typical submedian and telocentric chromosomes are shown in Fig. 4.9b.

fig. 4.8
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In terms of these figures, operator ' ' is interpreted as describing simple connectivity of parts as a chromosome boundary is tracked in the clockwise direction.

### 4.6.2 Recognition of Tree Structures

In order to handle tree structures it is necessary to modify slightly the concept of a grammar. A tree grammar is defined as a quintuple

$$
\begin{equation*}
G=\left(V_{N}, V_{T}, P, R, S\right) \tag{2}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{N}}$ and $\mathrm{V}_{\mathrm{T}}$ are, as before, sets of non-terminals and terminals, respectively; $S$ is the start symbol which can, in general, be a tree; $P$ is a set of productions of the form $\Omega \rightarrow \psi$, where $\Omega$ and $\psi$ are trees; and
$R$ is a ranking function which denotes the number of direct descendants of a node whose label is a terminal in the grammar. An example of a tree grammar is illustrated in Fig. 4.10.

(a)

(b)
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### 4.7 LEARNING AND GRAMMATICAL INFERENCE (1e)

The use of formal linguistics in modelling natural and programing languages and in describing physical patterns and data structures has recently received increasing attention. Grammars or syntax rules are employed to describe the syntax of languages or the structural relations of patterns. In addition to the structural description, a grammar can also be used to characterize a syntactic source which generates all the sentences (finite or infinite) in a language, or the patterns belonging to a particular class. In order to model a language or to describe a class of patterns or data structures under study more realistically, it is hoped that the grammar used can be directly inferred from a set of sample sentences or a set of sample patterns. This problem of learning a grammar based on a set of sample sentences is called grammatical inference.

The problem of grammatical inference is concerned mainly with the procedures that can be used to infer the syntactic rules of an unknown gramar $G$, based on a finite set of sentences or strings, $S_{t}$ from $L(G)$, the language generated by $G$, and possibly also on a finite set of strings from the complement of $\mathrm{L}(\mathrm{G})$. The inferred grammar is a set of rules for describing the given finite set of strings from $L(G)$ and predicting other strings which in some sense are of the same nature as the given set. A basic block diagram of a gramatical inference machine is shown in Fig.4.11.


## fig. 4.11

The inferred gramar for $S_{t}$ is considered to be good if it yields a satisfactory result. In recent years some measures of goodness have been defined in terms of complexity of the inferred grammar, and they have been applied to grammatical inference problems.

## SUMMARY - CONCLUSIONS

- The syntactic approach to pattern recognition provides a capability for describing a large set of complex problems, by using small sets of simple pattern primitives and grammatical rules.
- A syntactic pattern recognition system consists of three major parts: preprocessing, pattern description or representation and syntax analysis.
- Preprocessing functions include pattern encoding, approximation filtering, restoration and enhancement. Pattern representation consists of pattern segmentation and feature extraction. Syntax analysis or parsing makes the decision whether or not the pattern belongs to the class described by the given syntax and grammar.
- A grammar is defined as:- $\mathrm{G}=\left(\mathrm{V}_{\mathrm{N}}, \mathrm{V}_{\mathrm{T}}, \mathrm{P}, \mathrm{S}\right)\left(\mathrm{V}_{\mathrm{N}}=\right.$ nonterminals, $\mathrm{V}_{\mathrm{T}}=$ terminals, $\mathrm{P}=$ productions, $\mathrm{S}=\mathrm{start}$ symbol). The commonest grammars are the:unrestricted, contex-sensitive, contex-free and regular.
- An unknown pattern is classified into class $\omega_{i}$ if and only if it is a sentence of language $L\left(G_{i}\right), i=1,2,3, \ldots, M$. Otherwise it is rejected.
- The two main parsing techniques are top-down and bottom-up. Topdown starts with the start symbol S and attempts to reach the terminals with repeated applications of the productions P. Bottomup is the reverse procedure.
- A syntax directed parser employs the syntax of the grammar in the parsing process.
- Picture Description Language is implemented as an application of graph-like pattern recognition.
- In order to modify tree structures the ranking function, R is introduced to the fourtuple of gramar.
- Grammatical inference deals with the problem of learning a grammar, based on a set of sample sentences.
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## Chapterm 5

## THE RECOGNIZER

### 5.1 INTRODUCTION

After the pattern has been preprocessed and its main features have been extracted, it is segmented into subpatterns called pattern primitives, which are easier to recognize than the pattern itself. Thus the structure of the pattern is described by a pattern recognition language that is based on the set of primitives and their composition operations. The rules governing the composition of the primitives into patterns is usually specified by the granmar of the pattern description language. After each primitive within the pattern is identified, the pattern is ready to be recognized. The recognition process is accomplished by performing a syntax analysis or parsing of the sentence, describing the given pattern to determine whether or not it is syntactically (or gramatically) correct with respect to the specified grammar. Finally the pattern is classified, i.e. it is assigned to a particular class determined by the above mentioned grammar.

The recognizer discussed in this chapter is capable of recognizing three-dimensional objects that consist of simple straight-line twodimensional shapes. It functions in two stages. In the first stage all the 2-D shapes, which are eventually the visible sides of the 3-D object to be recognized, are classified by a $2-\mathrm{D}$ recognizer. Then, in the second stage, a 3-D recognizer is called to classify the 3-D object composed by the 2-D sides previously recognized. Both recognizers belong to the topdown type, i.e. they start with the start symbol (root of the tree) and attempt to arrive at the given terminal sentence, by repeatedly applying the productions of a certain grammar. The grammar used is a string granmar which means that the primitives or terminals are strings (of some special form because of the use of PROLOG), with concatenation as the main relation between them. Finally both recognizers are written in PROLOG.

The following sections attempt to analyse the function of the recognizer. First an introduction to PROLOG is given for better understanding of the special primitives used. Then the recognizer is examined in two parts, the $2-\mathrm{D}$ recognizer and the $3-\mathrm{D}$ recognizer.

### 5.2 AN INTRODUCTION TO PROLOG ${ }^{\text {(1) }}$

PROLOG is a simple and powerful programming language for non-numeric applications. It was originally devised around 1972 for the purpose of implementing a natural language question-answering system at the University of Marseille. A PROLOG compiler/interpreter for the DEC-system-1 $\emptyset$ has been produced at the University of Edinburgh.

The basic idea of PROLOG is that a collection of logic statements of a restricted form (clauses) can be regarded simply as a program, and that the execution of such a program is nothing other than a suitably controlled
logical deduction from the clauses forming the program. A PROLOG program can be regarded as a collection of statements of fact - the declarative view. The program can also be understood as a number of procedure definitions - the procedural view. The different clauses in a procedure represent alternative cases of the procedure. The appropriate clause (or clauses) is selected by a pattern matching operation (unification, explained later on) according to the form of the procedure call. Pattern matching is the sole data manipulation operation. Data items in PROLOG are called terms and may be thought of as complex record structures written in a textual, machine independent form, not involving the notion of reference or pointer.

Procedures:- A PROLOG program consists of a sequence of statements called clauses. Here is a simple example, consisting of six clauses:
descendant $(X, Y):-\operatorname{offspring}(X, Y)$.
descendant $(X, Y)$ :- offspring $(X, Y)$, descendant $(Y, Z)$. offspring(abrahom, ishmaeZ). offspring(abraham,isaac).
offspring(isaac,esau). offspring(isaac,jacob).
Clauses can be understood in two ways. Firstly, they can be interpreted as statements of fact. For instance the first clause says that, whatever may be the values of the variables X and Y , Y is a descendant of X if Y is one of the offspring of X '. And the last clause says that 'jacob is one of the offspring of isaac'. Note that the variables in different clauses are considered distinct, even if they have the same name. The second way to understand clauses is as pieces of program. Each clause corresponds to a case of a procedure. Looked at in this way, the first clause can be read as 'To find a $Y$ that is a descendant of $X$, find a $Y$ that is one of the offspring of X ', and the last clause as 'When seeking an offspring of isaac, return the solution jacob'.

The six clauses of the example serve to define two procedures, named 'descendant' and 'offspring'. Each clause consists of a head or procedure entry point, followed by a (possibly empty) body. A clause with an empty body is called a unit clause. A PROLOG program works as follows:-

To run the program, one provides an initial goal such as:descendant (abraham, X).

The result of executing this goal will be to enumerate descendants of abraham and return them, one by one, as values of the variable X. In order to execute such a goal, the $\operatorname{PROLOG}$ system matches it against the head of some clause and then executes the goals (if any) in the body of that clause, in left-to-right order. In seeking a match, PROLOG tries the clauses of procedure concerned, in the order they appear in the program text. The matching process, known technically as unification, succeeds if the goal and the clause head can be made identical by filling in suitable values for the variables. For example the goal 'offspring(X,ishmael)' matches the first clause for 'offspring' if X is given the value 'abraham'. The variable $X$ is then said to be instantiated to abrahom. When one solution to a goal has been finished with, or when no match can be found for a goal, the PROLOG system backtracks. That is, it goes back to the most recently executed goals, and looks for an alternative match. If backtracking generates more than one solution to a goal, the corresponding procedure is said to be non-determinate.

In the example above suppose that the initial goal 'descendant (abraham, X)' is executed. Through matching the goal against the first clause for 'descendant', PROLOG starts off by looking for the immediate offspring of abraham, and returns successively $X=$ 'ishmael' and $X=$ 'isaac'. Then backtracking causes the second clause for 'descendant' to be used. This results in the 'descendant' procedure being called recursively for each of the
abraham's offspring, giving further descendants, esau and jacob.
Structures:- PROLOG data objects are called terms. Variables and unstructured constants are terms called atoms. PROLOG also provides for structured data objects called complex terms. An example is the binary tree data type. The following procedure checks whether a particular item is present in an ordinary binary tree

```
in(X, tree(T1, X,T2)).
in(X,tree(T1,Y,T2)):- before(X,Y),in(X,T1).
in(X, tree(T1, Y,T2)):- before(Y,X),in(X,T2).
```

Here 'tree' is a function of 3 arguments. It can be thought of as a record type with 3 fields. The arguments stand for the left subtree, the item at the root node, and the right subtree. The first clause says that X is present in the ordered binary tree <T1, $\mathrm{X}, \mathrm{T} 2\rangle$, for any values of $\mathrm{X}, \mathrm{T} 1$ and T 2 . The last clause says that X is present in the ordered binary tree <Tl,Y,T2> if $Y$ is before $X$ and $X$ is present in $T 2$, for any values of $X, Y, T 1$ and $T 2$.

Another, very commonly used data type is the list. For example, the PROLOG procedure for concatenating lists is:-
concatenate ([], $L, L$ ).
concatenate $([X \mid L 1], L 2,[X \mid L 3]):-$ concatenate (L1, L2, L3).
From a practical point of view, PROLOG enables the programmers to write clearer, more concise programs, with less effort, and with less likelihood of error. The language could perhaps be summed up as pointer manipulation made easy.

PROLOG has been put to practical use in a number of areas outside pure research. Examples include a package for doing algebraic symbol crunching, an architectural design aid to assist in planning the layout of a building, a system to help predict the properties of organic compounds, and the implementation of a compiler (DEC-1め PROLOG). Applications within

Artificial Intelligence research include programs for plan generation, equation solving, natural language analysis, and solving mechanics problems. All the above are large and complex programs which would probably never have got written at all with the available manpower, were it not for the relative ease of writing them in PROLOG.

### 5.3 THE 2-D RECOGNIZER

Although this is basically part of the recognizer of 3-D objects, it could also be viewed as a separate program capable of recognizing $2-\mathrm{D}$ shapes. The 2-D recognizer has as its input sets of primitives representing 2-D shapes and classifies them into one of the following three classes:-
a) triangle
b) quadrilateral
c) other

Once the shape has been assigned to one of the first two classes a further classification is obtained by using relations between the features of the studied shape. For example a triangle with two equal sides is an isoscelestriangle or a quadrilateral with two pairs of parallel sides is a parallelogram etc. Each of these primaryor secondaryclasses is considered as a separate goal and is subject to a different gramar. In Fig, 5.1 the function of the $2-D$ recognizer is shown, in the form of a tree structure.

fig. 5.1

### 5.3.1 Triang1e

A triangle is defined by three straight line segments connecting together three points which are not in the same straight line. The three straight line segments are called the sides of the triangle and the points are called the vertices of the triangle. From the definition of the triangle it is obvious that sides are its main components. These can be represented by predicates of the form:- conn $(A, A B, B)$. Where. A and $B$ are the two vertices connected by the side AB and conn stands for connect, which is the relation between $A$ and $B$. Thus a triangle is considered as the structure that consists of the conjunction of three conn predicates, expressing the relation between its three vertices and three sides. For example triangle ( $\mathrm{a}, \mathrm{b}, \mathrm{c}$ ) is given by the following clause:-
triangle $(A, A B, B, B C, C, C A)$ :-conn $(A, A B, B)$, conn $(B, B C, C)$, conn $(C, C A, A)$. by substituting variables $A, B, C$ with $a, b$, and $c$ respectively.

Predicate conn is considered as directed and thus conn $(a, a b, b) \neq$ conn $(b, b a, a)$. By convention the clockwise rotation order is used, because that is the direction in which the boundary follower works. The purpose of keeping a certain direction is to cope with ambiguous situations where two 2-D shapes have common sides (more in the 3-D recognizer).

Every triangle is considered with respect to one of its vertices as a point of reference. Thus if for example the data is:- conn $(a, a b, b)$. , conn $(b, b c, c) .$, conn $(c, c a, a) .$, the question 'shape $(b, X)$ '. will be answered by 'shape (b,triangle)'., which means that 'there is only one shape connected to vertex $b$, and this is a triangle'. If other alternatives are sought, the answer will be that 'there are not any'. However, if the question is

[^2]put more generally 'shape $(Y, X)$ ', that is 'name all the triangles connected to any of the vertices' the answer will be 'shape(a,triangle)', with 'shape(b,triangle)' and 'shape(c,triangle)' as the alternatives of the first answer. The actual triangle is one and the two alternatives represent the same triangle with respect to a different vertex each time. This of course may prove confusing when the data represent more than one triangle (or shape in general) connected with common vertices or even sides (3-D case). In the last case it is undesirable that a triangle once identified as such, is taken under consideration again within the same frame. This is achieved by using the predicate assert $(a \text { triangle }(A, X, B, Y, C, Z))^{(2)}$ which adds the unit clause $a$ triangle $(A, X, B, Y, C, Z)$ at the end of the database. By modifying the definition of the triangle as follows the two previously mentioned problems are solved.
\[

$$
\begin{aligned}
\operatorname{trian}(A, X, B, Y, C, Z)):- & \operatorname{conn}(A, X, B), \operatorname{conn}(B, Y, C), \operatorname{conn}(C, Z, A), \\
& n o t(\operatorname{atrion}(A, X, B, Y, C, Z)), \\
& n \operatorname{not}(\operatorname{atrian}(B, Y, C, Z, A, X)), \\
& n o t(\operatorname{atrian}(C, Z, A, X, B, Y)), \\
& a s s e r t(\operatorname{atrian}(A, X, B, Y, C, Z)) .
\end{aligned}
$$
\]

Referring to the same example mentioned above, the assert predicate will add to the data the unit clause $\operatorname{atrian}(a, a b, b, b c, c, c a)$, which will effectively remove trian $(a, a b, b, b c, c, c a)$ from the data (since not (atrion ( $a, a b, b, b c, c, c a$ )) will become false) and hence the same triangle will not be taken into account when alternatives are asked for. The extra two not(atrian(...)) predicates will prevent any recycling, and so to the original question 'shape $(Y, X)$ ' will be given only one answer, 'shape ( $a$, triangle)'. (it is ' $a$ ' because conn $(a, a b, b)$ happens to be the first unit clause in the data). After the recognition of the same frame has been completed a special clause called init $2 D$ (see Section 5.4) will retract all atrion's from the data
to allow the next frame to be recognized correctly. Fig. 5.2b shows the tree-like structure of the definition for the triangle, and a illustrates the example of 5.3.1.

(a)
fig. 5.2
(b)

### 5.3.2 Quadrilateral

A quadrilateral is defined by four co-planar points every three of which are not in the same line, connected together by four straight line segments. In other words a quadrilateral consists of four vertices and four sides. By using arguments similar to the ones in the case of the triangle the definition of the quadrilateral could well be, a sequence of four consecutive conn's with the appropriate not faquadril(...))'s and an assert(aquadril(...)) at the end. This is correct, apart from the fact that, since the $2-D$ recognizer is deemed as a part of the $3-D$ one, two more things must be taken into account. Fig. 5.3 explains these two cases.

fig. 5.3

Since a quadrilateral is considered as a 2-D shape, there should not be any straight line segment representing either of its diagonals. This implies that such clauses as $\operatorname{conn}(A, N, C)$ or $\operatorname{conn}(D, M, B)$ or the symmetric ones conn $(C, L, A)$ or $\operatorname{conn}(B, K, C)$, should not exist in the database. Thus if any of the above cases exists then the shape will be interpreted as two triangles connected by a common side rather than a quadrilateral, Supposing now that the following clauses exist in the database:-

1) $\operatorname{conn}(a, a b, b)$.
2) $\operatorname{conn}(b, b c, c)$.
3) $\operatorname{conn}(c, c a, a)$.
4) $\operatorname{conn}(b, b d, d)$.
5) $\operatorname{conn}(d, d c, c)$.
6) $\operatorname{conn}(c, c b, b)$.

Considering the suggested definition of the four conn's, there should not be any quadrilateral because of the conn's no. 2 and 6. But the following combination may give rise to a false quadrilateral:-
(1) $\ldots \operatorname{conn}(A, W, B), \operatorname{conn}(B, X, C), \operatorname{conn}(C, Y, D), \operatorname{conn}(D, Z, A) \ldots$ $\operatorname{conn}(a, a b, b), \operatorname{conn}(b, b a, a), \operatorname{conn}(a, a b, b) ., \operatorname{conn}(b, b a, a)$.
which is a quadrilateral according to the definition (1), since there is neither conn $(a, a a, a)$ nor $\operatorname{conn}(b, b b, b)$. Thus care must be taken that $A \neq C$ and $\mathrm{B} \neq \mathrm{D}$.*

After this discussion the definition of the quadrilateral becomes:quadril $(A, W, B, X, C, Y, D, Z):-\operatorname{conn}(A, W, B)$, conn $(B, X, C)$, conn $(C, Y, D)$, $\operatorname{conn}(D, Z, A)$, $\operatorname{not}(\operatorname{conn}(A, K, C)), \operatorname{not}(\operatorname{conn}(C, L, A)),(A \backslash==C)$, $\operatorname{not}(\operatorname{conn}(B, M, D)), \operatorname{not}(\operatorname{conn}(D, N, B)),(B \backslash=D)$, not (aquadril ( $A, W, B, X, C, Y, D, Z)$ ), not (aquadriz $(B, X, C, Y, D, Z, A, W)$ ), not (aquadriz ( $C, Y, D, Z, A, W, B, X)$ ), not (aquadriz $(D, Z, A, W, B, X, C, Y))$, 'assert(aquadriZ( $A, W, B, X, C, Y, D, Z)$ ).

The tree-1ike structure of the definition for the quadrilateral is illustrated in Fig. 5.4.

## <quadril (A,W,B,X,C,Y,D,Z)>


fig. 5.4

As in the case of triangle, the operation init $2 D$ will.clear all the aquadril

[^3]clauses, preparing the 2-D recognizer for the next application.

### 5.3.3 Secondary Classes for the Quadrilateral

So far the only unit clauses used were the conn's, denoting the basic structure of the main figure. These are enough to make a first classification of the $2-D$ shape to one of the primary classes, that is triangle or quadrilateral. If a further classification is required, then the other unit clauses related to the 2-D shape supplied by one of the previous procedures (Section 3.4.3), must be used. These unit clauses are:- line $(X, K)$, sqrline $(X, L)$, slope $(X, M)$ and angle $(X, N)$. The comparison of unit clauses of the same type for a quadrilateral can reveal equal sides and angles, parallel sides, and right angles. Before examining each secondary class in detail the definition of some of the operations between the unit clause is given.

$$
\text { equalline }(X, Y):-\operatorname{Iine}(X, M), \operatorname{Iine}(Y, N) \text {, equall }(M, N) \text {. }
$$

This says that two lines are equal if the integer numbers $M$ and $N$ that represent their length satisfy the clause equall $(M, N)$. The latter is true if the absolute difference of the two numbers is smaller than two. Similarly equal2 (M1,N1) is true if the absolute difference between the two numbers (which in this case are the squares of the previous ones $M$ and $N$ ) is smaller than four.

$$
\text { paral }(X, Y):-\operatorname{slope}(X, M), s \text { lope }(Y, N) \text {, equalslope }(M, N) \text {. }
$$

Two sides are parallel if their slopes (defined by 3.4 .3 c ), satisfy the clause, equalslope $(M, N)$. This is true if the absolute difference between $M$ and $N$ (in degrees) is less than three degrees.

$$
\operatorname{rect}(X, Y):-\operatorname{slope}(X, M), \text { slope }(Y, N), \operatorname{right}(M, N) .
$$

Finally two lines are perpendicular if $\operatorname{right}(M, N)$ is true, i.e. if the
absolute difference of the two slopes differs in absolute value from ninety degrees less than three degrees.

The secondary classes have in common the fact that they are all quadrilaterals in the first place and then, depending on the relations between their sides and angles are one of: a) parallelogram, b) rectangle, c) square, and d) rhombus.
a) parallelogram:- A parallelogram is a quadrilateral with its opposite sides parallel to each other in pairs. Thus the definition of a parallelogram is:-
 A parallelogram and its tree-like structure is given in Fig. 5.5.

(a)
<paralgrm (A,W,B,X,C,Y,D,Z )>

$\langle q u a d$ ril $(A, W, B, X, C, Y, Q Z D\langle p a r a l(W, Y)\rangle\langle p a r a l(X, Z)\rangle$
(b)
fig. 5.5
b) rectangle:- A rectangle is a parallelogram with two of its sides perpendicular, i.e. forming a right angle. The definition of a rectangle is given by:-

$$
\operatorname{rectan}(A, W, B, X, C, Y, D, Z):-\operatorname{paralgrm}(A, W, B, X, C, Y, D, Z), \operatorname{rect}(W, X) .
$$

Fig. 5.6 illustrates a rectangle and its tree-like structure.

(a)
$\langle\operatorname{rectan}(A, W, B, X, Y, Y, D, Z)\rangle$

$\langle$ paralgrm(AW, $B X C, Y, D, Z D\rangle\langle r e c t(W, X)\rangle$
(b)
fig. 5.6
c) square:- A square is a rectangle with two adjacent sides equal.

Its definition is:-
square $(A, W, B, X, C, Y, D, Z):-\operatorname{rectan}(A, W, B, X, C, Y, D, Z)$, equalline $(W, X)$. A square and its tree-like structure is shown in Fig. 5.7.

fig. 5.7
d) rhombus:- A rhombus is a parallelogram with two adjacent sides equal. The definition of the rhombus is:-
$\operatorname{rhomb}(A, W, B, X, C, Y, D, Z):-$ paralgrm $(A, W, B, X, C, Y, D, Z)$, equalline $(W, X)$. Fig, 5.8 illustrates the rhombus and its tree-like structure.

（a）
＜rhomb（A，W，B，X，C，Y，D，Z）＞


〈paral grm（ $A, W, B, X, C, Y, D, Z)\rangle$ 〈equalline（W，X）〉
（b）
fig． 5.8

This was the 2－D recognizer examined as part of the 3－D recognizer． At the end of this chapter there will be a section examining the 2－D recognizer as an autonomous system，capable of recognizing single（unconnected） 2－D shapes．

## 5．4 THE 3－D RECOGNIZER

This is the second part of the recognizer，and its task is to recognize simple objects composed of sides which the 2－D recognizer can identify． Before attempting to describe how the 3－D recognizer works，it would be helpful if the representation of $3-D$ objects on a $2-D$ picture was examined first．

It was said in the previous sections that a 2－D shape is a combination of a number of sides and vertices（three and four respectively）connected together in a particular way．Since the shapes are considered to be planar， a $2-\mathrm{D}$ representation of them would be sufficient to describe exactly their structure．In other words a 2－D shape is by definition whatever its structure tells that it is and nothing else．

On the other hand a 3－D shape is a composition of 2－D．shapes（in this case triangles and quadrilaterals）joined together by common sides－edges－．

Thus if a one-to-one correspondence was tried between a $2-\mathrm{D}$ and a $3-\mathrm{D}$ shape this would be:


It is obvious that the best space for a perfect representation of 3-D shapes would be the three dimensional space. But even in this case the fact that some 2-D sides prevent the observer from having a direct view of all the other sides, makes it difficult for him to categorically identify the object. Actually he may need to either move or move the object itself in order to give a definite answer. The difficulties increase when an answer is attempted from a 2-D representation of a 3-D shape. Actually the 2-D representation of a 3-D object looks like a combination of 2-D shapes connected together by common sides. The difference is that these $2-\mathrm{D}$ shapes are not what they appear to be, but they represent the visible sides of the $3-\mathrm{D}$ object as these are seen from a particular angle. Taking into account the factor of perspective, things become more complicated. For example a 3-D shape composed by a triangle $A B C$ and a trapezium $A D E B$ could well represent a prism or a square-pyramid (Fig. 5.9). Depending on the angle of view, perspective

fig. 5.9
could make the actual parallelogram ADEB (Fig. 5.9b) look like a trapezium (Fig. 5.9a). On the other hand since there is no clue about the invisible side of the particular shape two possible solutions could be the ones shown by Fig. 5.9b and c. Considering all these possibilities, the 3-D recognizer tries to classify the given representation making a number of assumptions each time. These assumptions will be seen in detail when every class is examined.

Another interesting point is that the question given to the recognizer is:- 'shape $(a, X)$ ', that is the given object is examined with respect to its vertex (3D-vertex) ' $a$ '. Since the way the vertices of the 2-D shapes are marked depends on the order that they are met in the picture, many possibilities can occur for each 3-D shape. The idea is that the first triangle met is marked as ABC then the second one is marked DEF. Now if . $B C$ and EF are the common sides of the two triangles then EF is substituted by $B C$ and the whole 3-D shape becomes $A B C D$ (Fig. 5.1ø). The two triangles

fig.5.10
are now $A B C$ and BDC. The condition that checks if two points are near enough to represent the same vertex is their distance to be less than three (units of length). If this happens the letter that represents the vertex
of the second shape is replaced by the one representing the vertex of the first one. In the example above $F$ becomes $B$ and $E$ becomes $C$.

The classes that will be discussed in the following sections can be grouped into three larger groups. The first group contains 3-D shapes consisting of triangles only, the second group examines $3-\mathrm{D}$ shapes consisting of both triangles and quadrilaterals and the third one looks at 3-D shapes consisting of quadrilaterals only. A main assumption for all three groups is that all the existant $2-\mathrm{D}$ shapes comprising the $3-\mathrm{D}$ object have at least one common vertex.

Finally every time a new alternative is tried the clause init $2 D$ clears all the atrain's and aquadril's. This is defined:-
init $2 D:-\operatorname{retractalZ}(a t r i a n(A, B, C, D, E, F))$, rectractalZ (aquadril $(G, H, I, J$, $K, L, M, N)$ ).

### 5.4.1 Definitions

a) tetrahedron:- is the 3-D shape that consists of four 2-D sides each one being a triangle (Fig. 5.11a).
b) square-pyramid:- is the $3-\mathrm{D}$ shape that consists of five 2-D sides four of them being triangles and the fifth - called basis - being a square (quadrilateral in general). (Fig. 5.11b).
c) truncated-trianguZar-pyromid:- is the 3-D shape that consists of two triangular bases and three quadrilaterals (Fig. 5.11c). It is basically a tetrahedron with a small tetrahedron missing from its top.
d) trianguZar-prism:- is the 3-D shape that consists of two triangular bases and three parallelograms (Fig. 5.11d).
e) truncated-square-pyromid:- is the $3-D$ shape that consists of two quadrilaterals as bases and four more quadrilaterals (Fig. 5.11e). It is a square pyramid with its top being cut off.
f) square-prism:- is the 3-D shape that consists of two quadrilaterals as bases and four parallelograms for the rest of its sides (Fig. 5.11f).
g) parallelepiped:- is the 3-D shape that consists of eight sides all of them being parallelograms (Fig. 5.11g).
h) rectangular-parallelepiped:- is a parallelepiped with all six sides being rectangles (Fig. 5.11h).
i) rhomboid:- is parallelepiped with its six sides being rhombuses Fig. 5.11i).
j) cube:- is the rectangular-parallelepiped with all of its six sides being squares (Fig. 5.11j).

(a)

(d)

(b)

(e)

(c)

(f)

(g)

(h)

(i)

(j)
fig. 5.11

### 5.4.1 Group A (triangle-triangle)

The first member of this group consists of two triangles joined by a
common side. This combination is most likely to represent a tetrahedron, but it could possibly be a square-pyramid, or something else. There are three different cases in this type of connection which give rise to the following definition:-
shape $3 D(A$, tetrahedron $):-\operatorname{tetra}(A, B, C, D)$.
$\operatorname{tetra}(A, B, C, D):-\operatorname{init2D}, \operatorname{trian}(A, B, C) *\left\{\begin{array}{l}, \operatorname{trian}(C, B, D), \\ , \operatorname{trian}(A, C, D), \\ , \operatorname{trian}(A, D, B),\end{array}\right\} \therefore, \begin{aligned} & \text { not shape, not } \\ & (\operatorname{tother1}(A, B, C, D)) .\end{aligned}$
shape $3 D(A$, square-pyramid) $\}:-\operatorname{tetra}(A, B, C, D)$.
shape3D (A,other)
The three cases are illustrated in Fig. 5.12a.

(a)

(b)
fig. 5.12
Fig. 5.12 b shows the cases of square-pyromid and other respectively.
Clause notshape is defined as:-
notshape:- $\operatorname{not}(\operatorname{trian}(A, B, C))$, not(quadril $(D, E, F, G))$.
and makes sure that no other triangle or quadrilateral is connected to the two original triangles.

[^4]Clause other 1 ensures that the two shapes are not connected to anything other than each other, and its definition is:-
other1 $(A, B, C, D):-\operatorname{conn}(I, J, K),(K)==A),(K)=B), K)==C),(K)==D)$.
The use of '!' (cut operator) ${ }^{(1)}$ is to prevent other alternatives to be sought if the goal before it fails.

The next three cases define again a tetrahedron or an other.

$$
\operatorname{tetra1}(A, \dot{B}, C, D):-\operatorname{init2D,\operatorname {trian}(A,B,C)},\left\{\begin{array}{c}
\operatorname{trian}(A, D, B), \operatorname{trian}(A, C, D) \\
\operatorname{trian}(A, C, D), \operatorname{trian}(A, B, D), \operatorname{trian}(C, \\
B, D) \\
\operatorname{trian}(A, D, B), \operatorname{trian}(A, D, C), \operatorname{trian}(B, \\
D, C)
\end{array}\right\},
$$

notshape, not(otherl ( $A, B, C, D)$ ).



(a)


fig. 5.13

Fig. 5.13a illustrates the three cases and 5.13 b the other. In the last two cases of tetral the extra triangle stands for the base of the tetrahedron. For example the conn's in the last case will be:-

1) conn $(a, b)$ 4) conn $(b, d)$ *7) conn $(a, d)$
2) conn $(b, c){ }^{*}$ ) conn $(d, c)$ 8) conn $(d, b)$
*3) conn $(c, a)$
3) conn $(c, b)$
4) $\operatorname{conn}(b, a)$

1,2 and 3 constitute $\operatorname{trian}(a, b, c), 4,5$ and 6 constitute $\operatorname{trian}(b, d, c)$
7,8 and 9 constitute trian $(a, d, b)$ and 7,5 and 3 constitute an extra trion $(a, d, c)$ which would not give a tetral because of the notshape clause.

The last member of this group is the combination of three triangles
one next to the other, with the one in the middle having one side in cormon with the outside ones. This can be a square-pyramid or something else according to the following definition:-
pyram $(A, B, C, D, E):-\operatorname{init2} D, \operatorname{trian}(A, B, C),\left\{\begin{array}{l}\operatorname{trian}(A, C, D), \operatorname{trian}(A, E, E),(E)==B) \\ \operatorname{trian}(A, D, B), \operatorname{trian}(A, C, E),(D==E) \\ \operatorname{trian}(A, D, B), \operatorname{trian}(A, E, D),(C)==E) \\ \operatorname{trian}(C, B, D), \operatorname{trian}(C, D, E),(A)==E) \\ \operatorname{trian}(A, D, B), \operatorname{trian}(C, B, E),(E)==D) \\ \operatorname{trian}(C, B, E), \operatorname{trian}(A, C, E),(E==D) \\ \operatorname{trian}(C, B, D), \operatorname{trian}(D, C, E),(B)==E) \\ \operatorname{trian}(A, D, B), \operatorname{trian}(D, E, B),(C==E) \\ \operatorname{trian}(C, B, D), \operatorname{trian}(B, F, D),(A)==E)\end{array}\right)$, ,
notshape, other2 $(A, B, C, D, E)$.
$\left.\begin{array}{l}\begin{array}{l}\text { shape 3D }(A, \text { square-pyramid) } \\ \text { shape 3D }(A, \text { other })\end{array}\end{array}\right\}:-\operatorname{pyram}(A, B, C, D, E)$.
other $2(A, B, C, D, E):-\operatorname{conn}(I, J, K),(A)==K),(B C==K),(C==K),(D==K),(E==K)$.
The nine cases are illustrated in Fig. 5.14a and the case for other in Fig.14b.

fig. 5.14

### 5.4.2 Group B (triangle-quadrilateral)

The first member of this group consists of square-pyromids according to the definition:-


The quadril stands for the base of the square-pyramid. Fig. 5.15a shows the three cases and 5.15 b the other.

fig. 5.15
The second member contains the combination of a triangle connected with a quadrilateral by a comon side. This can be a truncated-triangularprism or a square pyramid or something else defined as:- $\operatorname{not}($ other2 $(A, B, C, D, E))$.
shape $3 D$ ( $A$, truncated-triangular-pyramid)
shape $3 D(A$, square-pyromid) shape $3 D$ ( $A$, other)
$\}:-t r u n t r i p y r(A, B, C, D, E)$.
Fig. 5.16a shows the 5 cases of the truntripyr and Fig. 5.16 b the two alternatives square-pyramid and other.

fig. 5.16

If instead of quadril, paralgrm is used in the above definition similarly the 3-D shape triangular-prism, is formed, stape3D(A, triangular-prism):- triprism( $A, B, C, D, E)$. as shown in Fig. 5.16c.

The second member of this group contains combinations consisting of two quadrilaterals and a triangle. The result is interpreted as a truncated-triangular-pyramid according to the definition:-

notshape, not (other3 $(A, B, C, D, E, F))$.
other 3(A, $B, C, D, E, F):-\operatorname{conn}(I, J, K),(A \backslash=K),(B \backslash==K),(C \backslash==K),(D \backslash==K),(E \backslash==K),(F \backslash==K)$
$\left.\begin{array}{l}\text { shape } 3 D(A, \text { truncated-triangular-pyramid) } \\ \text { shape } 3 D(A, \text { other })\end{array}\right\}:-$ tmontripyr $1(A, B, C, D, E, F)$.
The 11 cases of truntripyr1 are shown in Fig. 5.17a and other in 5.17b.

(a)

(b)

(c)
fig. 5.17

If in the place of quadril, paralgrm is used, another class is defined by:shape $3 D(A$, triangular-prism):-triprism1 $(A, B, C, C, D, F)$. shown in Fig, 5.17c.

For the classes triprism and triprism1 definition for other is not necessary since these are special cases of truntripyr and truntripyrl respectively, which include a definition for other.

### 5.4.3 Group C (quadrilateral-quadrilateral)

The first member of this group contains combinations of two quadrilaterals connected by a common side. The result is class truncated-square-pyromid to be formed, which is defined by:-
trunsqrpyr $(A, B, C, D, E, F):-i n i t 2 D, q u a d r i Z(A, B, C, D),\left\{\begin{array}{l}q u a d r i z(C, B, E, F) \\ q u a d r i z(B, A, E, F) \\ q u a d r i z(A, D, E, F) \\ q u a d r i z(D, C, E, F)\end{array}\right\}, \therefore$,
notshape, $n o t(o t h e r 3(A, B, C, D, E, F))$.

Fig. 5.18a shows the four cases and 5.18 b the other.

fig. 5.18

By substituting the quadril's with paralgrm's, rectan's, rhomb's and squar's the following classes arise respectively:-
$\left.\begin{array}{l}\text { shape } 3 D(A, \text { square-prism) } \\ \text { shape } 3 D(A, \text { triangular-prism) } \\ \text { shape } 3 D \text { (A, parallelepiped) }\end{array}\right\}:-$ sqrprism $(A, B, C, D, E, F)$.
shape $3 D$ ( $A$, rectangular-parallelepiped):- rectparalgrm $(A, B, C, D, E, F)$.
shape $3 D(A, r h o m b o i d):-r h o m b o i d(A, B, C, D, E, F)$.
shape $3 D(A$, cube $):-$ cube $(A, B, C, D, E, F)$.
These six new classes are illustrated in Fig. 5.19.

fig. 5.19

Finally the last member of this group is three quadrilaterals connected according to the definition:-

notshape, not (other4 $(A, B, C, C, E, F, G))$.
$\operatorname{other} 4(A, B, C, D, E, F, G):-\operatorname{conn}(I, J, K),(A==K),(B==K),(C=\approx K),(D==K),(E)==K)$,

$$
(F)==K),(G==K)
$$

$\left.\begin{array}{l}\text { shape } 3 D(A, \text { truncated-square-pyramid }) \\ \text { shape } 3 D(A, \text { other })\end{array}\right\}:-\operatorname{trunsqrpyri}(A, B, C, D, E, F, G)$.
Fig. 5.20a shows the four cases of trunsqrpyr1 and 5.20 b of the other.


If instead of quadrit, paralm and rhomb is used respectively in the above definition, four more classes are formed:-
shape3D(A, parallelepiped):-parallelepiped1 ( $A, B, C, D, E, F, G$ ).
shape3D (A, rhomboid)
shape3D $(A$, rectangular-paralle lepiped) $\}-\operatorname{rhomboid1}(A, B, C, D, E, F, G)$. shape3D(A, cube)

Fig. 5.2la illustrates these classes.
A combination of one quadril and two paralgrm's defines a square-prism.
A combination of one rectonand two paralgrm's defines a rectanguZarparallepiped.

And a combination of one squar and two rhomb's defines a cube.
In all of these definitions it is important in what order the different types of quadrilaterals appear and thus there are 12 cases instead of 4 of the original definition.

Fig. 5.21b illustrates a representative of each case.

(b)
fig. 5.21
As in the previous group B, every one of the combinations just mentioned will be interpreted as other since they are subcases of the general forms trunsqrpyr and trunsqrpyri which include the interpretation other in their definitions.

Finally any combination that does not belong to the classes examined by the three groups, is classified as other.

### 5.5 THE 2-D RECOGNIZER AS AN AUTONOMOUS SYSTEM

As an autonomous system the $2-D$ recognizer can recognize single or unconnected $2-D$ shapes and classify them into one of the following classes:triangle, quadrilateral, and other. Its main difference from the 2-D recognizer as part of the $3-\mathrm{D}$ recognizer is, that the former can produce some further classifications in the case of triangle and a few extra ones in the case of a quadrilateral. Another main difference is the use of init2D in the definitions of the secondary classes. This is necessary because, for example a triangle after its identification is effectively removed from the data by use of the assert predicate, and thus a second use of it is impossible. This means that a definition such as:- shape(A,isosceles):$\operatorname{trian}(A, X, B, Y, C, Z)$, equal pair $(X, Y, Z)$, would fail. This is because a $\operatorname{trian}(a, a b, b, b c, c, c a)$ has already been met, and since atrian ( $a, a b, b, b c, c, c a$ ) has been asserted to the data, the first goal of the body would fail.

According to this 2-D recognizer, a triangle is isosceles if it has a pair of equal sides:-
shape ( $A$, isosceles):- init2D, $\operatorname{trian}(A, X, B, Y, C, Z)$, equal pair $(X, Y, Z)$. or it is equilateral if it has all its three sides equal:-
shape ( $A$, equilateral):- init2D, trion $(A, X, B, Y, C, Z)$, equalline $(X, Y)$, equalline $(X, Z)$.
or it has a right angle if the theorem of Pythagoras is applied among the length of its sides:-
shape ( $A$, right angled):- init2D, trian $(A, X, B, Y, C, Z)$,right $(X, Y, Z)$. or finally it has an obtuse angle if the theorem of the obtuse angle is applied among its sides:-
shape ( $A$, obtuse angled):- init2D, trian $(A, X, B, Y, C, Z)$, obtuse $(X, Y, Z)$.
On the other hand a quadrilateral is non-convex if the sum of its angles is less than $360^{\circ}$ (see also 3.4.3d),
shape ( $A$, non-convex):-init2D, quadril $(A, B, C, D)$, non-convex $(A, B, C, D)$. or it is a trapezium if it has one pair of opposite sides parallel:

$$
\begin{aligned}
\text { shape }(A, \text { trapezizm }):- & \operatorname{init2D,quadril}(A, W, B, X, C, Y, D, Z),((\operatorname{paral}(W, Y), \text { not } \\
& ((\operatorname{paral}(X, Z))) ;(\text { paraZ }(X, Z), \operatorname{not}(p a r a l(W, Y)))) .
\end{aligned}
$$

or finally it is an isosceles trapezirm if it is a trapezium with equal non-parallel sides.

```
shape \((A\), trapezivm):- trapez \((A, W, B, X, C, Y, D, Z),((\) equaline \((X, Z)\), not equalline \((W, Y)\) ); (equalline \((W, Y)\), not (equalline \((X, Z))\) ).
```

As other is classified any shape that is neither a triangle nor a quadrilateral:-
shape $(A$, other $):-\operatorname{init2D}, \operatorname{not}(\operatorname{trian}(A, B, C))$, not $(q u a d r i l(D, E, F, G))$.

### 5.6 A COMPARISON OF THE 2-D AND THE 3-D RECOGNIZER

The $2-D$ recognizer examines combinations of l-D sides to define its classes while the $3-\mathrm{D}$ one examines combinations of 2 m sides.

The conn predicates in the 2-D recognizer correspond to a single 2-D shape, while in the $3-D$ one they correspond to more than one $2-D$ shape.

A shape recognized by the $2-\mathrm{D}$ recognizer is classified as other if it does not belong to any of the other classes. In the 3-D one, every 3-D shape can be classified as otherbecause there are invisible sides.

The question 'shape( $A, X$ )' refers to any of the vertices of the shape in the $2-\mathrm{D}$ recognizer, while in the $3-\mathrm{D}$ one ' a ' is preferred to ' $A$ '. This is because there is more than one way of connection between the 2-D shapes.

In the $3-\mathrm{D}$ recognizer 4 types of other are used to prevent 2-D shapes, non-recognizable by the $2-\mathrm{D}$ recognizer, to be taken as noshape. Every one of them corresponds to a different number of visible vertices of the 3-D object.

The $3-D$ recognizer allows multiple classifications, because of the ambiguity in the interpretation of some 3-D shapes.

The complete recognizer written in PROLOG is presented in Appendix 4.

## SUMMARY - CONCLUSIONS

- The recognizer can be split into two interrelated parts, the 2-D recognizer and the $3-\mathrm{D}$ recognizer.
- The 2-D recognizer examines the structure of 2-D shapes, consisting of 1-D side combinations and classifies them into one of the classes:triangle, quadrilateral, other.
- The 3-D recognizer examines the structure of 3-D shapes, consisting of 2-D side combinations and classifies them in some of the classes:tetrahedron, square-pyramid, truncated-triangular-pyramid, truncated-square-pyromid.
- By using relations among the main components of the 2-D shapes further secondary classifications are made:triangle (isosceles, equilateral, right angled, obtuse angled) quadrilateral (non-convex, trapeziom, isosceles-tropezimm, parallelogrom, rectangle, rhombus, square).
- These give rise to further classifications of the 3-D shapes:-triangular-prism, square-prism, parallelepiped, rectangular-parallelepiped, rhomboid, cube.
- The 2-D recognizer is mainly part of the 3-D one but it can be used on its own with some minor modifications.
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## Chapter <br> 6

## CONCLUSION - DISCUSSION

### 6.1 INTRODUCTION

In the previous chapters the successive stages leading towards the recognition of $3-D$ shapes have been examined separately. This chapter attempts to describe how the whole process works and to draw some conclusions from it. The process is divided into four parts:- the function of the hardware, the preprocessing programs, the real-vertex verification programs and the recognition programs. The effectiveness of each one of them is examined and a number of suggestions for further development is made. Finally, the last paragraph contains figures and photographs which illustrate some results of the project.

### 6.2 THE PROCESS AS A WHOLE

The process starts by pointing the camera at the object which is to be recognized. The object is normally white (or of some light colour) and is
placed against a black background. Once in focus, the brightness and contrast knobs are adjusted until a satisfactory picture appears on the T.V. monitor. If the object is very small, the zoom facility of the camera is used to magnify it appropriately. A spot light, illuminates the object from one side or above, in such a way that its shadow disappears and the different faces (sides) of it, have different gray level representations on the screen. This is very important, since a successful recognition is very much dependent on the condition that different sides are represented by pixels of different gray values (normally two levels apart, although this depends on the parameters of the isolation procedure). With all the above adjustments carefully made, a frame is grabbed by pressing the 'FRAME GRAB' switch of the ROBOT. From this point the programs are ready to run. By giving the appropriate commands ('MAIN\$G' for the micro and 'a.out' for the VAX) the two programs start and do the following:-

The micro transfers the digitized picture into locations $4 \phi \varnothing \varnothing-7 \mathrm{FFF}$ and starts the preprocessing operations. First it saves a copy of the original picture in locations $A \varnothing \varnothing \varnothing-D F F F$ in order to use it later. The first transfer lasts about $3 \emptyset$ seconds. Then the picture is scanned and all the pixels of different' pixel values, are summed up and stored in locations 3øø-31D (every sum is stored in two bytes). The pixels of the background are not taken into account. The above found sums are added together to form the number of pixels which constitute the main object, and this value is stored in location $32 \varnothing$. The next process selects the gray levels with partial surn over $6 \%$ of the entire number of the main object pixels, which are saved in locations $16 \emptyset$ onwards. However there is a condition, that a gray level is saved, only if it differs by two at least from the previous saved gray level. At the end of this procedure an end marker FF is placed at the end of the array of significant gray levels. For every one of these values until FF is
reached the following sequence of operations is performed. The original frame is masked so that the current significant gray level value is turned to white ( $\varnothing$ ) and all the other pixels to black ( $\varnothing \mathrm{F}$ ). The obtained picture (which is an isolated face of the object) is then averaged and edged and the edge is followed. If the following is successful, two arrays are formed, one for the coordinates of the detected vertices (4 $\varnothing \phi-47 \mathrm{~F}$ ), and one of the pointers to those of the previous addresses that contain real vertices ( $48 \varnothing$ 4FF). If the procedure of edge-following fails and the recoverer can not pick up the edge again, then the procedure is ended with a message FAIL on the screen. In this case the object can not be recognized and is by default classified as other. After a successful edge-following a message SEND appears on the screens and it signals that the two arrays for one side of the object are ready to be handed to the VAX minicomputer for the verification phase. At this point it should be mentioned that all the just traced cells of the boundary (all different from $\emptyset$ ) become black, except for those being white. This copes with the case of two disjoint sides with the same pixel values. After this the follower is called again, and this is continued until no more white cells exist on the picture (single pixels are not taken into account). Next the original picture is loaded back to $4 \emptyset \emptyset \emptyset-7 \mathrm{FFF}$ and it is masked according to the new significant gray level. The same sequence as before is then followed until FF is met. This is signalled with an $E N D$ message on the screen.

On the other side, the program in VAX is waiting for data, i.e. the values of the arrays which determine the vertices of each side of the object. When that data has been received two new arrays are created $V[51]$ for the vertices and $N[16]$ for the pointers. The end of these two arrays is marked by the end marker -1. If there is no end marker at the end of the pointer array $N[16]$ the procedure fails and a message: '2-D shope with more than 15
vertices, algorithm fails' is given on the screen. This suggests automatically that the 3-D object is classified as other. On the other hand if $\mathrm{V}[51]$ has got no end marker, a message: 'too many vertices, augment dimension of V[]' indicates that $\mathrm{V}[51]$ is not enough to contain all the coordinates and needs en1argement before the procedure is resumed. Finally, every time a new set of arrays arrive, a counter is kept and when more than 5 are received, a message:- 'solid with more than 5 sides, algorithm fails' is printed on the screen. This means again that the object is classified as other. For each one set of arrays a corresponding set of clauses is formed and are written in a file named data which is created in the first round. It is obvious that before every application of the whole process this file needs to be deleted, so it does not contain any old clauses. When the first value of $\mathrm{N}[51]$ is the end marker the end of the procedure is signalled by a message:'end of procedure'.

The final phase, is the phase of recognition. This is done by entering PROLOG first. Then the two recognizers $2 D$ and $3 D$, and file data are consulted. Finally a goal 'shape $3 D(\alpha, X)$ ' is given. If the object is described by any of existing structures then a message:- $1 * *(t o p) P R O V E D:$ shape 3D(a,cube)' will be a possible answer. By typing ';' each time at the end of every answer, all the alternatives will be obtained. When there is no alternative an answer 'no' signals the end of the procedure. If the first answer is other then the $2-\mathrm{D}$ recognizer can be tried by typing:'shape $(A, X)$ '. If the shape is a recognizable 2-D one, the correct answer will appear on the screen, otherwise a message:- '** (top)PROVED: shape (a, other)' will be the end of the recognition phase. Of course alternatives can be sought in this case too by the use of ';'. Fig. 6.1 presents a flowchart of the whole process.

fig. 6.1

### 6.3 DISCUSSION

First of all, it should be pointed out that the objective of this project is the development of a system that recognizes simple 3-D objects, by combining efficiently the developed software with the existing hardware. The latter consists mainly of a number of elementary, unsophisticated and relatively inexpensive equipment, which of ten need the support of the software to perform their tasks. In the following discussion the function of the main phases of the system is examined with respect to their further development and improvement, keeping the cost as low as possible.

The hardware, as it stands, is quite inflexible because there is no communication between the processor and the camera or the lighting. This means that once set, no further adjustments can be made to the scene to obtain different views of the object or more detailed shots of some ambiguous parts of it. Basically, a great deal of human factor is involved in the setting up of the scene, and there is no automation in the various adjustments. What it is suggested in this case is a mechanical arm with pan and tilt facilities which is directed from the processor itself. This can move the camera so that shots from different angles are taken and they are either combined or the most descriptive is kept. When ambiguous areas exist, where the detection of an edge is not very easy, the mechanism should be able to move the camera closer to these areas, so that a clearer shot be taken. An automatic zoom control could do that. The information of the different shots will be processed so that a more perspective image of the object be obtained. This could be the first part of a modelling process that gives a very descriptive model of the object with even the hidden parts of it. A more sophisticated technique could perhaps involve two cameras taking a stereoscopic view of the object. The quantization of the picture into $128 \times 128$ pixels, could be increased to $256 \times 256$ or $512 \times 512$ for better quality of picture. The
resolution ( 16 gray levels) is sufficient. The ROBOT should be modified so that the processed image is transmitted to the $T . V$. monitor for a faster and more precise representation of it. The EPROM of the printer can be reprogrammed so that a special set of 16 characters represent the 16 gray levels of resolution. That saves time by avoiding multiple overprintings and at the same time gives a better visual impression to the human eye.

The main advantage of using the microcomputer system is that the programs can be written into EPROMs and occupy very little space. For example, a microcomputer system adequately programmed could be part of the visual system of a robot. On the other hand there are drawbacks, such as limitations in memory and slower processing. It takes $3 \emptyset$ seconds for the micro to transfer a frame from the ROBOT to its own memory. The longest of the preprocessing operations is the edging; it takes about $3 \frac{1}{2}$ minutes to be completed: Finally the programming is done in Assembly, which is a low level language. The latter has the only advantage that it copes easily and efficiently with bit manipulation, but in general it has limited capabilities. Arithmetic operations are performed in the Hexadecimal numerical system (not very familiar) and multiplication and division have to be written by the programmer as separate routines. There are no array facilities and no trigonometric and other common functions. Finally the code is not very clear for everyone to follow. A weakness of the preprocessing phase is that its effectiveness depends very much on a good original picture. The different sides of the object have to be very distinct from each other and this means perfect illumination and sufficient contrast between them. This weakness can be overcome by introducing a spatial differentiation i.e. an operation in which the 2-D difference of light intensity at each pixel and the direction of the gradient are calculated by a special $3 \times 3$ array.

This involves some trigonometric functions and thus a more powerful language is required.

The program in $C$ is a transit phase between the use of the micro and the final phase of recognition. Basically it deals with some operations which would take a very long time for the micro to perform. Thus they speed up the process and prepare the unit clauses which will be the data for PROLOG. A further development of this phase could be to supply the program with a routine capable of drawing lines. This would give the process the advantage of drawing the figures, that would act as more precise models extracted from the original picture. The latter combined with the mechanical arm facility mentioned earlier, could cope with the invisible sides of the object and their representation on the drawn figure.

Both the 2-D and 3-D recognizer are written in PROLOG. A major advantage of this is that the structure of PROLOG makes easy further modifications so that more specific classifications can be obtained. On the other hand the programs can be made capable of recognizing more complicated objects. This is achieved by simply adding the necessary clauses that cope with the new figures at the end of the program. Minor alterations have to be made though, in order to make the two programs compatible. The $2-D$ recognizer copes with all the possible straight line shapes with maximum number of vertices four apart from the shape in Fig. 6.2a (which is taken as two triangles with a common vertex). The 3-D recognizer, deals with most of the objects that are combinations of recognizable 2-D shapes. Every object consists of four triangles or three quadrilaterals at most. This leaves out the cases of Fig. 6.2b and $c$. The effect of perspective view and the invisible sides make the task of the 3-D recognizer more difficult. Thus the last alternative of every case is other.

fig. 6.2

Of course that could be avoided if the mechanical arm was used to move the camera round the object in order to see all its sides.

A very interesting point arises from the comparison of the present gramar with the PLEX gramars. The latter use as primitives entities (line segments) with $N$-attaching points, i.e. they treat the 3 - $D$ shapes as a set of interconnected line segments, according to their rules. The present gramnar gets round this by treating the $3-D$ shapes as combinations of interconnected $2-D$ shapes. In other words it interprets a concatenation of $2-D$ shapes as a $3-1$ object. The advantage of this is that the only primitives it uses are the conn's, which are the same for both $2-D$ and $3-D$, while a plex granmar would use napes with 2 and 3 attaching points respectively.

### 6.4. RESULTS

This section contains some results from a number of applications on 2-D and 3-D shapes.
a) a square:- The actual frame (the gray levels are in reverse order) as is shown in Fig.3. Some noise can be observed above the top-left corner and near the left-hand side of the shape, in the form of two white stripes parallel to it. Finally there is some distortion near the bottom-right corner. Fig. 4 shows the shape after the averaging-intensification operator

has been applied on the original picture. The results are obvious. The noise has been eliminated, the white gaps have been filled and the rough part of the right-hand side has been smoothened-up. The edge operator leaves the boundary of the shape as shown in Fig. 5.


## FIGURE 5

The explanation of the little gap near the botton of the right-hand side is given in 2.4.3. The follower marks the $11,21,31,41,51$ as realvertices and $12,13,22,23,24,32,42$ as pseudo-vertices. It also copes with the gap of the boundary between 23 and 24 . All the pseudo-vertices are eliminated because they are within the prespecified tolerance and 51 is also eliminated for being too close to 11 . In more detail the vertexdetector marks 11 as the first rear-vertex and continues until it comes across 13. At this point 12 was not marked as anything because it was just the link of two units. By applying the first criterion for pseudovertices both 12 and 13 are marked as such. 21 is marked as a real-vertex
according to the first criterion for real-vertices. 22,32,42 are marked as pseudo-vertices for the same reason as 12 and 13, and, 23 and 24
according to the fourth criterion (§3.3.1). Finally, 51 is the last
boundary cell and as such is a real-vertex. These four real-vertices give rise to the following list of unit clauses and answers from the recognizer:-

```
conn(a,ab,b).
line(ab,89).
slope(ab,91).
sqrline(ab,7921).
conn(b,bc,c).
line(bc,78).
slope(bc,1).
sqrline(bc,6ø84).
conn(c,cd,d).
line(cd,89).
slope(cd,89).
sqrline(cd,7921).
conn(d,da,a).
line(da,81).
slope(da,1).
sqrline(da,6561).
```

angle $(a, 9 \emptyset)$.
angle (b, $9 \varnothing$ ).
angle (c,92).
angle (d, 88).
shape $3 D(a, X)$.
no.
shape $(A, X)$.
** (top) PROVED : shape (a,quadrilateral) ;
** (top) PROVED : shape (a,parallelogram) ;
** (top) PROVED : shape (a, rectangle) ;
no.

The actual shape is a square but because of some distortion in the digitized picture adjacent sides $a b$ and $b c$ are not equal (within the tolerance of equall) and thus the final classification is: rectangle.
b) a triangle:- The picture of the shape is given in Fig.6. The procedure is similar to the previous case and the unit clauses with the answers of the recognizer are given below:-


FIGURE 6

```
conn(a,ab,b).
line(ab,106).
sZope(ab,76).
sqrline(ab,11236).
conn(b,bc,c).
Zine(bc,62).
slope(bc,6).
sqrline(bc,3844).
conn(c,ca,a).
Zine(ca,1ø2).
slope(ca,110).
sqrime(ca,10404).
angze (a,34).
angle(b,7\varnothing).
angZe(c,76).
shape \(3 D(a, X)\).
no.
shape \((A, X)\).
** (top) PROVED : shape (a, triangle);
no.
```

The lengths of $a b$ and ca are not quite equal and thus it is not an
c) a non-convex-quadrilateral:- Fig. 7 shows the actual picture of the

## shape and the answers of the recognizer are given below:-



FIGURE 7
conn $(a, a b, b)$.
line (ab,1ø3).
slope (ab,71).
sqriine (ab, 106ф9).
conn $(b, b c, c)$.
line (bc, 49).
slope (be,43).
sqriline (bc, 24ø1).
conn ( $c, c d, d)$.
line(cd,67).
sZope (cd, 148).
sqrizine(cd,4489).
conn (d, da, a).
line (da, 116).
sZope (da, 12ø).
sqriine (da, 13456).
angle ( $a, 49$ ).
angle (b, 28).
angle (c, 1ф5).
angle (d,28).
shape $3 D(a, X)$.
no.
shape $(A, X)$.
** (top) PROVED : shape (a,quadrilateral) ;
** (top) PROVED : shape (a,non-convex-quadrilateral) ;
no.

Here the fact that the sum of its four angles is 1ess than $36 \emptyset$ classifies it as non-convex.
d) a tetrahedron:- The picture of the object is shown in Fig. 8. First the left-hand side is preserved and the other is masked to background (Fig. 9a). Then the right-hand side is processed (Fig. 9b). Finally the unit clauses obtained and the answers of the recognizer are given below:-


FIGURE 8

(a)
conn $((a, a b, b)$.
line $(a b, 8 \varnothing)$.
slope $(a b, 89)$.
sqrine $(a b, 64 \emptyset \emptyset)$.
conn ( $b, b c, c$ ).
line (be, 51). slope (bc, 22). sqriine (bc, 26ø1).
$\operatorname{conn}(c, c a, a)$.
line (ca,76).
slope (ca,126).
sqriline (ca, 5776).

```
angle(a,37).
angle(b,67).
angle(e,76).
shape \(3 D(a, X)\).
** (top) PROVED : shape 3D (a,tetrahedron) ;
** (top) PROVED : shape 3D(a,other) ;
no.
```

conn ( $a, a e, e$ ).
Iine (ae, 61).
slope (ae,55).
sqritine (ae, 2721).
conn ( $e, e b, b$ ).
line (eb,45).
sZope (eb, 138).
sqrine (eb, 2ø25).
conn $(b, b a, a)$.
Iine ( $b a, 8 \varnothing$ ).
slope (ba,89).
sqrline (ba, $64 \not \subset \varnothing$ ).
angle (a, 34).
angle (e,97).
angle ( $b, 49$ ).
e) a triangular-prism:- The object is shown in Fig. 10 and the answers of the recognizer are as follows:-


FIGURE 10

| conn $(a, a b, b)$. | conn $(b, b f, f)$. |
| :--- | :--- |
| line $(a b, 52)$. | line $(b f, 52)$. |
| slope $(a b, 25)$. | slope $(b f, 64)$. |
| sqrline $(a b, 27 \emptyset 4)$. | sqrine $(b f, 27 \emptyset 4)$. |
| conn $(b, b c, c)$. | conn $(f, f c, c)$. |
| line $b c, 58)$. | line $(f c, 5 \emptyset)$. |
| slope $(b c, 118)$. | slope $(f c, 175)$. |
| sqrline $(b c, 3364)$. | sqrline $(f c, 25 \emptyset \emptyset)$. |
|  |  |
| conn $(c, c d, d)$. | conn $(c, c b, b)$. |
| line $(c d, 5 \emptyset)$. | line $(c b, 58)$. |
| slope $(c d, 42)$. | slope $(c b, 118)$. |
| sqrline $(c d, 25 \emptyset \emptyset)$. | sqrline $(c b, 3364)$. |
| conn $(d, d a, a)$. | angle $(b, 54)$. |
| line $(d a, 43)$. | angle $(f, 69)$. |
| slope $(d a, 113)$. | angle $(c, 57)$. |

```
angle(a,88).
angle (b,87).
angle(c,76).
angle(d,1\varnothing9).
shape 3D (a,X).
** (top) PROVED : shape 3D(a,square-pyramid) ;
** (top) PROVED : shape 3D(a,truncated-triangular-pyramid) ;
** (top) PROVED : shape 3D(a,other) ;
```

Because of the perception, parallelogram (abcd) is not represented as such on the 2-D picture and thus the object is not classified as a triangularprism.
d) a truncated-square-pyramid:- Fig. 11 shows the actual object and the answers of the recognizer are given below.



From various attempts to recognize $2-\mathrm{D}$ and $3-\mathrm{D}$ shapes the following general conclusions can be drawn:-
a) The 2-D shapes are easier to recognize (because of the high contrast between the main figure and the background) and unless there is slight distortion in the digitized picture, the results are perfect (within the limits of the $2-\mathrm{D}$ recognizer).
b) The 3-D objects are harder to recognize if the lighting conditions are not absolutely right. A common feature of the digitized picture is that the same side may be represented by more than two gray colours, which means that it is taken as two different sides (because sides with gray leve1s differing by two are considered as different).
c) Objects with fewer sides are easier to recognize than those with more
sides. For example a tetra with 2 sides is easier to be recognized than a pyran (3 sides) or a pyram1 (4 sides).

## SUMMARY - CONCLUSIONS

- The wholeprocess consists of the following procedures:-
a) Manual set up of the scene and adjustment of hardware.
b) Programs in Assembly run on the micro, including selection of significant gray levels, isolation of faces, averaging, edging, boundary following and vertex detection.
c) Programs in C run on the VAX, including verification of real vertices and formation of unit clauses.
d) Programs in PROLOG run on the VAX, including the $2-\mathrm{D}$ and $3-\mathrm{D}$ recognizers.
- Some suggestions for further development corresponding to the four phases above are:-
a) Introduction of a mechanican arm with pan and tilt facilities, larger frame, reception of the processed image on the T.V. monitor and modification of the printer's character EPROM.
b) Spatial differentiation of the picture.
c) A line drawing routine.
d) Additional clauses for further classification.
- Compared with PLEX grammars the 3-D recognizer merits in the fact that it uses the same primitives for both $3-\mathrm{D}$ and $2-\mathrm{D}$ shapes.


## Appendix <br> 1

CHARACTER SELECTION FOR IMAGE PRINTING
The visual representation of the 16 gray levels of each pixel-value, is obtained by three successive overprintings of characters taken from the printer's character set. TREND's printing head uses a $5 \times 7$ dot matrix, and its character set consists of 64 elements, including space. These are $1 \emptyset$ numerals, 26 letters and 28 symbols. The number of overprintings arises from the fact that 3 is the minimum number of the existing characters that are necessary to be printed one on top of the other in order to obtain the last gray level, which is black. This corresponds to a matrix full of dots. Conventionally the first gray level is white for space or blank and takes value $\emptyset$. The above makes obvious the way the other intermediate levels are obtained. The principle is to fill the grid with enough dots to give the human eye the right impression, according to the gray level that they represent. Another constraint is that the number of dots has to be between $\emptyset$ and 35 ( $=5 \times 7$ ):

The list of 64 alphanumericals and symbols is given in Fig. Al.2. A first examination shows that some characters are more suitable than others due to their properties of symmetry. For example '+' has four axes and a centre of symmetry while ' $F$ ' has none. An obvious method to set up the list would be to find every new combination by adding a constant step to the no. of dots which represents the previous one. Since $35 \div 15=2 . \dot{3}$. the step is determined to be between 2 and 3. This is more or less followed although some times step 1 or 4 is used instead. This is due to the fact that combinations with dots more symmetrically and equally spaced are preferred to others with the same number of dots but less symmetric. For example, for no. 6, represented by 14 dots a combination of '(', ')' and ':' was preferred to say ' K ' and two spaces. Finally in very close cases a personal decision was made by placing stripes of different combinations one next to the other. The combination that gave the best impression to a smooth transition from one level to another was preferred. Fig. Al. 1 illustrates the 16 combinations.

|  |  | $1 \\|$ |  | H! |  | $1 \\|$ | $\mathrm{c}_{\text {GRAY }}^{\text {LEVEL }}$ | No Of |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# ${ }_{\text {\% }}$ | 1 | \# | $+$ | \# | - | \#\# | 1 | 2 |
|  |  |  |  |  |  |  |  |  |
| 10 |  | - |  |  |  | 1 |  |  |
| =0융 | $+$ | $\underline{\#}$ | + | \# | - | 30.3 | 2 | 4 |
|  |  | $\bigcirc$ |  | - |  | =0 |  |  |
| ${ }^{\circ}{ }^{8}$ |  |  |  | $\mathcal{F}$ |  | \#88 |  |  |
| - | + |  | $\dagger$ | $\bigcirc$ | - | O\% ${ }^{\circ}$ | 3 | 7 |
| , |  | - |  |  |  | . |  |  |
|  | 1 |  | $+$ | \# | - | 3 | 4 | 9 |
| -8.0 |  |  |  |  |  | $38$ |  |  |
| \# | 1 |  | 1 |  | - | $3{ }^{3} 8$ | 5 | 11 |
| \#in |  | $\cdots$ |  | \# |  |  |  |  |


fig. A 1.1

fig. A1.2

## Appendix <br> 2

## PROGRAMS IN 'ASSEMBLY LANGUAGE' ( $2-8 \emptyset$ )

These consist of the following programs:-
MAIN:- This program calls 4 subroutines to perform the preprocessing operations on the digitized picture.

COLL:- This transfers the picture from the framestore of the ROBOT to the memory locations $4 \emptyset \varnothing \emptyset-7 \mathrm{FFF}{ }^{*}$ of the microcomputer system. It first initializes the serial interface by loading its status word with 43 (master reset) and 52 (clockrate divided by 64) and prepares the micro to receive start receiving data by setting the data word ( $\mathrm{FF} \phi \mathrm{B}$ ) to 1 . Then subroutine INPUT is called to start inputting data into the micro. The data are not stored at consecutive locations because of the difference in rates discussed in 2.2.2. Thus the first pixel is stored in $4 \emptyset \emptyset 1$ the next in $4 \emptyset \emptyset 3$ etc. until the end of the frame is met (location $8 \varnothing \varnothing \emptyset$ ). Then the next pixel

All the addresses and data values mentioned in this chapter are in the hexadecimal numerical system.
goes to $4 \emptyset \emptyset 2$, the other to $4 \emptyset \varnothing 5$ and so on. When the whole frame has been transferred the procedure stops.

INPUT:- This is the subroutine, which loads the pixels into the micro. It first tests the last bit of status word FFøA to see if it is set and if yes, it loads accumulator A with a byte from the data word FFDB.

RCTF:- This subroutine corrects a hardware fault in the $R O B O T$, which reverses the pixel-values from $\emptyset 8$ to $\emptyset$ F, i.e. gives pixel-value $\emptyset 8$ for black and vice versa.

PRGM:- This subroutine calls all the procedures responsible for the preprocessing and boundary following, which will be discussed later.
$T R N D:-\quad$ This subroutine prints the equivalent of the digitized picture on the TREND printer. First it forms a set-up table with the limit values of the picture to be printed at locations $4 \emptyset$ and 42 and the base address of the character-set (representing the 16 pixel values) at location 43. Then it calls PICT to print the picture. Since this is done in two parts, bottom and top respectively, a new look-up table with limit values is formed. CRLF subroutine leaves two blank lines between the two parts.

PICT:- This subroutine performs the three over-printings that form the final visual representation of the digitized picture on a piece of paper. Basically it compares the pixel-value of each pixel with a number between $\emptyset$ and $\emptyset \mathrm{F}$ and calls OUTP to print out the appropriate character from the special set stored at locations $8 \mathrm{~B} \emptyset \emptyset-8 \mathrm{~B} 2 \mathrm{~F}$. Before the second and third pass, an offset of $1 \emptyset$ is added to the location of the first pass so that each time a new character (actually the second and third of the set for this level) is printed. After the third pass, a new line starts and the procedure continues until the whole picture is printed out. The procedure can be modified to print the average of two lines in order to
give a more or less square picture (because the height of the character $\approx 2 \times$ its width).

OUTP:- This subroutine outputs one character on the printer everytime it is called. It first tests the first bit of the serial interface status byte if it is set, i.e. a character can be output. If the character is different to control $S$ ( 13 ASCII) then it outputs it via register $B$.

A detailed form of the above is given in Listing A.
At this point it should be mentioned that subroutine $P R G M$ is chosen in such a way that can be supplied with additional calls of more than one subroutine. At present it calls only $P R O G$, which performs all the preprocessing operations on the picture. The subroutines called by PROC follow a general form, which is:- At first they are divided into major or primary and minor or secondary subroutines. The primary subroutines are longer and call a number of secondary ones to perform their tasks. The latter are generally shorter and can be divided into two categories too. In the first belong those that perform minor operations such as comparisons, additions etc. and they are used to make the primary subroutines easier to follow. In the second belong subroutines that are crucial because they perform major operations such as detection of vertices, determination of coordinates etc. In the following the function of the primary subroutines will be discussed with emphasis only on the important secondary subroutines. It must be made clear that due to four character labels, the same labels have been used more than once. In case of confusing labels the real address can be used as a lead to the right subroutine. In the meanwhile care has been taken that all the subroutines called by the same primary subroutine are grouped together. Finally, apart from the labels of main subroutines $A V R G$ and $E D G E$, labels within the range $2 \emptyset \emptyset \emptyset-2 F F F$ and $3 \varnothing \varnothing \varnothing-3 F F F$ are irrelevant.

PROC:- This subroutine first calls WORD which stores the message 'SEND' in locations $5 \varnothing-53$. Then it calls PRCG which finds the sums of pixel values different than the background ( $\varnothing \mathrm{F}$ ) and stores them in locations 3øø-31D. These locations have been previously zeroized by calling $2 E R O$ from WORD. Next, SUM is called to form the sum of all non-background pixels and store it in location $32 \emptyset$. Then subroutine $S L C T$ is called.

SLCT:- This divides the sum in $32 \emptyset$ by 16 , i.e. finds the $6 \%$ of the main object pixels and stores it at 32ø. Then it checks every partial sum of the pixel-values against the value in $32 \emptyset$. (TEST) to find out how many of them exceed the $6 \%$ of the main object pixels. The ones that satisfy this and differ by two at least are stored in locations $16 \emptyset$ onwards. The end marker FF is placed at the end of this list.

Then $P R O C$ calls $M O V E$ to save the frame in locations $A \varnothing \emptyset \emptyset-D F F F$. It looks for the first pixel-value at $16 \emptyset$ saves it at $15 \emptyset$ and if it is not FF in which case it stops by giving a message 'END' on the screen (OUTB) - it calls the following subroutines:-

ISLT:- This scans the frame and turns to $\emptyset \mathrm{F}$ (black) every pixel with values different than the current value at $15 \emptyset$ or that plus one. The result is to isolate an area of cells with pixel-values the same or one apart.

LOAD:- This reloads the frame into $4 \varnothing \varnothing \varnothing-7 \mathrm{FFF}$ and calls DATA to set a look-up table of values used by subroutine EDGE. These are loaded into locations $1 \varnothing \varnothing-14 \mathrm{~F}$. Listing B presents all the subroutines discussed above.

AVRG:- This subroutine performs the averaging operation. It calls INTL to set the starting address of the operation (in $2 \emptyset \emptyset$ ) the starting value of the index register IY (in $2 \emptyset 2$ ) the final value of $I Y$ (in $2 \emptyset 4$ ) the step for the first address in a new row (in 2ø6) and the step for the last address in a new row (in 2ø8). Finally it calls OLD which initializes EDGE
(will be discussed later) and zeroizes IY. IY is used as a row index of the two dimensional array. Then $F R S T$ sets the top left pixel of the $3 \times 3$ window (in 210), the test value for the top right pixel of the window (in 212), the test value for moving the window one row down (in 218), and the test value for the bottom right pixel of the window (in 21A). The above mentioned locations are used to keep the new values of the window as it scans the picture. Then UPDA loads register HL (2 bytes) with the current test top right pixel address index register $I X$ with the top left pixel address and IY with the new row value, before the window moves another row down. A little loop finds the sum of the 9 pixels of the window (SUM). Subroutines LOOP and STEP check the limit values of the window against the test values and $D O$ makes the appropriate settings to move to the next row (within the window). Then MAIN is called to do the main task. It compares the above found sum with a value decided by the user (here 4 B ). If the sum is greater than it, $\emptyset \mathrm{F}$ is added to the current pixel-value, if it is less then the same quantity is subtracted from the pixel-value. Finally in case of equality the current pixel-value remains unchanged. It can be seen that this routine works in both 2 gray level and 16 gray level occasions, because in the second case the intensification factor can be changed accordingly. Subroutine SHFL shifts the pixel-value four places to the left for reasons mentioned in 2.3.3. Subroutine $O N E$ checks if the end of a row is reached and if not ROW does the appropriate settings to move to the next pixel across. Subroutine TWO checks if the end of the frame is reached and if not $C L M N$ does the appropriate settings to move the window to the next row. Finally when the end condition is reached subroutine SHFT shifts the pixelvalue back, four places to the right (2.3.3).

EDGE:- In this a $3 \times 3$ window is used like in $A V R G$ and thus INTL is the same as before. This procedure performs 8 tests in order to find the
boundary pixels, thus 8 sets of 5 key values are loaded into locations 1ø申-14F (see LOAD of listing B). These 5 key values are:- the first pixel of the window, the test value to the last of the 3 pixels in each test, the pixel opposite to the 3 in the test, the step (if necessary) to find the last of the 3 pixels, and finally the test value for the starting of a new row. INIT saves the address of the first key value (1øø) at 21 A and 21E, the operand of the first instruction of STRT at $21 C$ and the address that contains the address of the first key value at $22 \emptyset$. Finally zeroizes pointer 240. NEW loads the first 5 addresses of the first set of key value into $21 \varnothing$ - 218 , to be used as indirect addressings to the first set of key values (STRT). ZERO looks for the first $\emptyset$ pixel value, masks it (MASK) and performs the first test 1,2,3:6 (numbering of pixels in $3 \times 3$ window as in Fig. 2.17) via PIX (which finds the minimum distance between the pixel values of each of 1,2 and 3 and 6 respectively) and LOPA (which determines the sequence of the cells for the first test). THLD is used only in the case of 16 pixel value edging. $P N T R$ counts the successful tests and in case of two of them the window is moved for another try. MODF modifies the pixel, if needed, and TWIG does the second test 7,6,5:2. The next two tests are made by substituting $L O P B$ in place of $L O P A$ and changing the $J P$, $I B$ by $J P$, IIA respectively. These are $1,8,7: 4$ and $3,4,5: 8$. The rest are combinations of LOPA and LOPC (1,2,8,:5 and 2, 3,4:7) and LOPA and LOPC ( $8,7,6: 3$ and $4,5,6: 1$ ) respectively. TSTA checks if the end of a row is reached. $W N D A$ shifts the window one cell across and $W N D B$ a row below. REFT uses a number of known subroutines and CHNG in order to update the table of key values in the case that not all the tésts need to be performed. TEST checks if the whole of the tests has been performed. OLDA and OLDB use OLD in order to put EDGE back into its original form before a new column, or row starts respectively. $L A S T$ increases the row index IY by 1 and, SHFT is the same as in AVRG.

FOLW:- This subroutine follows the boundary of the shape and saves the coordinates of the detected vertices. First it calls INT for the usual initializations. The address of the first pixel to be examined is stored at $2 \varnothing \varnothing$, the address of the last pixel in a row is stored at $2 \phi 2$, the step for the first pixel of a new row is stored at $2 \emptyset 4$, the last value of the row index IY goes to $2 \varnothing 6$, the step for the last pixel in a row is kept in $2 \emptyset \mathrm{~A}$, and the test address for the end of the procedure is stored at 212. Finally the initial addresses for the vertex array ( $4 \emptyset \emptyset$ ) and the pointer to real-vertex array ( $48 \emptyset$ ) are kept in 322 and 324 respectively. The first boundary pixel met is marked by placing 11 in it and $N A I$ calls $C O R D$ to find its coordinates and $A D R S$ to place a pointer on it. $Z E R O$ zeroizes addresses $3 \varnothing \varnothing-32 \emptyset$ which will be used by the next subroutines. CYCL follows the boundary and will be examined in detail later on. Subroutine $F F$ places an end marker FF at the end of the two arrays mentioned above and calls to printout an 'END' message. AAA calls UNIC which turns to $\emptyset \mathrm{F}$ every marked boundary cell and calls FOLW again looking for a new boundary. TESA and TESB look for the end of a row and the end of the procedure respectively. WINA moves the search a pixel across and WINB one row below. The procedure ends if no boundary pixel is met.

CYCL:- First of all, locations $3 \emptyset \emptyset-31 \emptyset$ are dedicated to:- $3 \emptyset \emptyset$ : direction of unit $\left(N_{U}\right), 3 \emptyset 1$ : length of the unit ( $L_{U}$ ), $3 \emptyset 2$ : direction of link $\left(\mathrm{N}_{\mathrm{L}}\right)$, $3 \varnothing 3$ : mean of length $\left(\overline{\mathrm{L}_{\mathrm{U}}}\right)$, $3 \varnothing 5$ : a flag used in LINK (indicates whether the last vertex was real or not), $3 \phi 8$ : direction of last vertex, 3øA: address of previous vertex, $31 \emptyset$ : address of current vertex. CYCL performs the circular search of 3.2.3b. First looks for a boundary cell (BLAC). RA to $R H$ perform the circular displacement of the pixel. CYCL is also called by DOES and DONT for a look ahead search. In this case a flag is set (reg.C) to indicate a simple exit (CMPR). If the very
first vertex is met (MET) and the flag is not set the cycle ends, marking the last pixel as a vertex ( $C H C K$ ). If no boundary value is met after a complete cycle, a recovery operation (RCVR) is called. The latter works as in 3.2.3b. In normal cases (flag= $\emptyset$ ), vertex detector is called (YES). The main subroutine VXDT is illustrated in Fig. 3.23 together with LINK, DONT and DOES. SAVE saves the current $\mathrm{N}_{\mathrm{U}}$ in 3øA, and calls LNTH. The latter calls CHSL, which compares the new $\mathrm{L}_{\mathrm{U}}$ with $\overline{\mathrm{L}}_{\mathrm{U}}$ and if $\left|\mathrm{L}_{\mathrm{U}}-\overline{\mathrm{L}_{\mathrm{U}}}\right|>\overline{\mathrm{I}}_{\mathrm{U}} / 4$ the end of the last unit is marked as a vertex (PREV). AJST subtracts 8 from values greater than 8 and adds 9 to negative values of $N_{U}$ so that the cycle is kept. VRTX marks a pseudo-vertex by adding 1 to the previous one (stored in $35 \emptyset$ ) and saves its coordinates (CORD). CRTV marks a certain vertex by adding 11 to the previous one, and saves both (BOTH) its coordinates and a pointer to it. Finally $P R V C$ marks the previous pseudovertex as a certain-vertex when two successive changes of the link occur. Subroutine $F A I L$ prints out a message ' $F A I L$ ' when the recovery operator fails to find the best boundary cell.

Listing C contains all the above mentioned subroutines.
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| 8809 | 00 | 00 | 89 |
| :---: | :---: | :---: | :---: |
| SE日 | CD | 81 | 29 |
| 8506 | CD | 10 | 00 |
| 8809 | CD | 40 | 59 |
| 8800 | FF |  |  |
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99E $5919 \quad 89$
8
OQE $Z=$

E94i $\overline{6} \quad 47 \quad 85$
8.44
$\begin{array}{llll}695 & \text { FE } & 46 \\ 894 & 40 & 60 & 46\end{array}$
EAF $620 \quad 20$
8040

59 EQ Q Q FF
EET BE
Bet4 iF
Qef5 DE FiT SE
ERR
SESG TE
SEA 9
2006．2982\＃

| 2509 | 11 | FF | TF |
| :---: | :---: | :---: | :---: |
| 2085 | 21 | 06 | 40 |
| 2966 | FE |  |  |
| 259\％ | E | EF |  |
| 290 | FE | 8 |  |
| 208 | FF： | F | 25 |
| 205 | Cz | 12 | ES |
| 2011 | $E$ | Fe |  |
| 20. | E | $8=$ |  |

$2-$
e
MA゙N：EALL COLL
CFLLL RLTF．
－CRLL FRGM
CFLL TEND
RST 38 ＊
COLL：LD DE 4000
LD HL FFQA
LD（HL）4S
LD（HL） 51
INC HL
LD i（HL）区̄
cOLA：GALL INFT
LD CA
－FND 10
COLD：CALL INPT $\begin{aligned} & \text { JF } \quad \text { IF COLA } \\ & \text { COLE }\end{aligned}$
LD $i \cdot A$


INFT：LD HL FFGH
LD A（HL）
EFA
JF NE EERE
INL HL
LD $\bar{S}$（HL）
FET＊：
FGTF：LD DE PFFF

－•
BND EF
LP EP
JF $11 \pi T 5 T$
JP NE FR
FND FR
BRE F BF

| 2915 | 7 |  |  |  | LD | (HL) fi |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2916 | Cs | 71 | 20 |  | IP | FTST |
| 2919 | FE | 09 |  | FA | CF | 09 |
| 2918 | C2 | 26 | 29 |  | TP | NZ RE |
| $291 E$ | E6 | F6 |  |  | FiND | $F{ }^{6}$ |
| 2980 | C6 | QE |  |  | $A D D$ | A $Q E$ |
| 2922 | 77 |  |  |  | LD | (HL) $A$ |
| 2925 | C3 | 71 | 29 |  | JF | RTST. |
| 2926 | $F E$ | 6) |  | RB | CF | OR |
| 2928 | C2 | 33 | 29 |  | IF | NE RC |
| $292 B$ | E6 | ${ }^{6}$ |  |  | FIND. | QF |
| 2920 | 66 | $\underline{\square}$ |  |  | ADD | A DD |
| $292 F$ | 77 |  |  |  | $\angle D$ | (HL) A |
| 2930 | C3 | 71 | 29 |  | IF | ETST |
| 2935 | FE | QE |  | $R C$. | CF | QE |
| 2955 | C2 | 46 | 29 |  | JP | NC RO |
| 2996 | EG | F ${ }^{6}$ |  |  | AND | F6 |
| 293 A | C6 | 00 |  |  | ADD | A OLC |
| 2930 | 7 |  |  |  | LD | (HL) $A$ |
| 2930 | CE. | 71 | 20 |  | JF | RT5T |
| 2946 | FE | (1) |  | RD | CF | QC. |
| 2942 | 02 | 40 | 29 |  | If | $N E R E$ |
| 2945 | EG | F0 |  |  | AND | F6. |
| 2947 | E\% | QE |  |  | FDD | A BE |
| 2949 | 7 |  |  |  | LD | (HL) A |
| 2946 | ES | 71 | 29 |  | IF | RTST |
| 2540 | FE | b0 |  | $A E$ | CF | Q0 |
| 2945 | $\underline{C}$ | 51 | 2 |  | IF |  |
| 2952 | Er | - 0 |  |  | AMO | F6 |
| 294 | 5 | 08 |  |  | Fib | Fib |
| 2956 | 7 |  |  |  | L. | (Hi) ${ }^{\text {a }}$ |
| 295 | - | 7 | 29 |  | IF | ETST |
| 350, | FE | VE |  | FF | EF | EE |
| 2956 | Es | $E$ | 25 |  | If | 位 |
| 255 | EE | Fo |  |  | Fint | Fe |
| 2561 | CE | 69 |  |  | FDD | A 189 |
| 250 | $\overline{6}$ |  |  |  | Lo | (HL) A |
| 294 | ES | 71 | 29 |  | If | ETST |
| 2950 | FE | EF |  | R0 | CF | bF |
| 2980 | 0 | 7 | 29 |  | IF | WE ETST |
| 2 gec | Et | Fe |  |  | AlW | FE |
| 20EE | CE | 68 |  |  | FDO | A AB |
| 250 | T |  |  |  | $L D$ | (Hil) $A$ |
| 291 | 22 | 00 | 02 | GTET: | LI | ¢ager Al |
| $20 \%$ | E | 08 |  |  | ADP | P6 6 |
| 206 | $E D$ | 52 |  |  | $5 E 6$ | H: DE |
| 297 | Ca | S2 | 2 |  | IF | 2 ENO |
| 205 | $2 F$ | 05 | 52 |  | 15 | HiL (0ede |
| 253 | 2 |  |  |  | InC | Hi |
| E\% | 0 | be | 2 |  | IF | FlaF |
| 295 | 5 |  |  | ENO | RET | * |
| Q84\% | 880 |  |  |  |  |  |
| 884 | 2 | 48 | ad | TEWI | LD | HL 604 B |
| 894 | Et | $\bar{F}$ |  |  | Lid | (HL) $\vec{F}$ |
| 8845 | 23 |  |  |  | TME | HL |
| 8046 | 56 | 57 |  |  | 10 | (bil) 5F |
| Scte | 23 |  |  |  | THC | HL |
| 8845 | 5 | 20 |  |  | LD | - $\% 20$ |
| SE4E | 2 |  |  |  | INC | $\mathrm{HL}^{\text {L }}$ |
| E840 | $3{ }^{5}$ | be |  |  | LD | (HL) 06 |
| 884E | 60 | 85 | 8 |  | CFEL | FICT |
| 8eci | $\underline{ }$ | $4 E$ | 6 |  | L? | HL 3840 |
| ES5: | St | 5 |  |  | 10 | (HI) S |
| SES5 | 2 |  |  |  | IUL | HL |
| 805 | 36 | 9 |  |  | 2 | SHL: 3F |


| 8855 | 50 | D0 | 88 |  | CALL | CELF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SS5L | CD | Dib | 85 |  | CALL | CRLF |
| 8e5F | C0 | V6 | SA |  | CALL | FICT |
| 8802 | $\underline{0}$ |  |  |  | RET | ＊ |
| Stub，sireqk |  |  |  |  |  |  |
| S月60 | C0 | Da | 85 | FICT： | CALL | ERLF |
| SAOS | $1 E$ | 80 |  |  | LD | E 80 |
| S月05 | 3 3 | 46 | 80 |  | LD | F（6046） |
| S403 | 57 |  |  |  | LD | D A |
| 8809 | QE | 00 |  | FASS： | LD | C Eat |
| SHOE | 1A |  |  | FISL： | LD | A（DE）： |
| 8900 | EG | 日F |  |  | PND | $6 F$ |
| SRAE | 96 |  |  |  | NOF |  |
| SABF | 40 |  |  |  | NOF |  |
| 8月19 | 46 |  |  |  | NOF |  |
| ER11． | 06 |  |  |  | NOP |  |
| 8 812 | 00 |  |  |  | NOP |  |
| 8月13 | 09 |  |  |  | NOF |  |
| 8414． | 06 |  |  |  | NOF |  |
| 8 815 | 40 |  |  |  | NOF |  |
| 9月16 | 21 | 43 | 801 |  | 10 | HL 0043 |
| 6F19 | 46 |  |  |  | LO． | B（HL） |
| 8月1A | 26 | EE |  |  | LD | H 8 E |
| 8F10 | 81 |  |  |  | FDD | A 0 |
| SA1D | E6 |  |  |  | OR |  |
| StiE | EF |  |  |  | LD | 1 H |
| EA1F | 45 |  |  |  | $1 b^{\circ}$ | E（HiL） |
| Esce | OD | Eb | 80 |  | CHLL | GUTP |
| ERE | 5 |  |  |  | 10 | H2 |
| E6， | E |  |  |  | 10 | $1 E$ |
| 5785 | 16 | FF |  |  | 10 | D FF |
| EAF＇ | 15 | 60 |  |  | 10 | E． 80 |
| Q8c． | 15 |  |  |  | For | Hi DE |
| S58 | 5 |  |  |  | 4 L | $E L$ |
| She | 54 |  |  |  | LD | D H |
| 858 | $7 \overline{1}$ |  |  |  | LD | A 0 |
| Step | $\underline{1}$ | 41 | Ee |  | 10 | HL mbat |
| EAS | EE |  |  |  | EF | （ HL L ） |
| 8 ET | E | Ev | Ef |  | IF | NEFPM |
| 0日S 4 | TE |  |  |  | LD | F E |
| 9525 | Es | 56 |  |  | FNT | $8 E$ |
| B4， | EF | 5 E | 68 |  | IF | EFIK |
| 日示 | 20 | 80 |  |  | 10 | E ED |
| 853 | Ot | $E$ | E |  | Enl： | DiF\％ |
| Ent | 7 |  |  |  | 10 | A C |
| E\％ 46 | 21 | 42 | D5 |  | 10 | Hi vole |
| 8tes | Et |  |  |  | Ce | （Hi） |
| $5 \div$ | 5 | 55 | 27 |  | IP |  |
| 85： | 6 | ［5 |  |  | EDP | Hic |
| $8 \div$ | $\triangle F$ |  |  |  | 12 | $\bigcirc$ |
| 日为 | 5 | 46 | 0 |  | 20 | A ¢04n |
| 8 A 4 C | 57 |  |  |  | 10 | D F |
| 8FUE | TE |  |  |  | 15 | BE |
| QEfF | $F=$ | $E e^{3}$ |  |  | 0 E | 60 |
| 651 | 5 |  |  |  | 4 C | $E$ E |
| 8 ES | 02 | QE | 85 |  | ．jF | Firl |
| 9月5c | de | G\％ |  | LINE： | 10 | 20．4 |
| 8ア57 | C5 | E0 | $E$ |  | CPLL | DUTP |
| डп5A | 72 |  |  |  | LP | A E |
| 85 | FE | FF |  |  | CF | $F F$ |
| EACD | 二 | $\underline{=}$ | $\because$ |  | JF | 2 FIN |
| $\because$ | － | 4 | \％ |  | 40 | 9 （004a） |
| 8 O | 57 |  |  |  | LD | D ${ }^{\text {A }}$ |
| Es： | TE |  |  |  | 10 | A $=$ |
| Sarer | $E=$ | 7 |  |  | AND | FF |


| 8 AEF | 36 |  |  |  | Ifle | A |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2568 | 06 |  |  |  | Mop |  |
| 8460 | F6 | 80 |  |  | OF: | 86 |
| QAES | $5 F$ |  |  |  | LD | E A |
| QREC | 63 | 89 | $8{ }^{\prime}$ |  | JP | FASS |
| 8PEF | C0 | D4 | 58 | FIN | GALL | CRLF |
| QRTE | 69 |  |  |  | RET | * |
| 88E日, 88cht |  |  |  |  |  |  |
| 8860 | 21 | Q2 | FF | OUTF: | LD | HL FFG? |
| Q8E3 | TE |  |  | OULIF: | L0 | $\overline{\mathrm{H}}$ ( HL ) |
| 88E4 | $1 F$ |  |  |  | FFiA |  |
| SSE5 | D2 | 62 | 88 |  | ${ }^{\prime} F^{\prime}$. | Ni. Duts |
| $88 E 8$ | $\underline{3}$ |  |  |  | IHC |  |
| S8E | FE |  |  | OUTA: | LD | Fi HL ) |
| S日EH | E6 | TF |  |  | FiNO | 7 F |
| SEBC | $F E$ | 13 |  |  | CP | 13 |
| SQEE | CA | E9 | 58 |  | dF' | 2 IUITA |
| 8801 | $2 E$ |  |  |  | DEC. |  |
| 8002 | $\vec{T} E$ |  |  | OLITE: | LO | A (HL) |
| 880.3 | E | 42 |  |  | Fillo |  |
| 8605 | CH | E 2 | 88 |  | IP | 2 Dute |
| sece | 25 |  |  |  | INC | HL |
| 8809 | 76 |  |  |  | 1 D | (HL) E |
| ESF | 8 |  |  |  | EET | * |
|  |  |  |  |  |  |  |
| Sep | c | E |  | CRLF: | 10 | $E 80$ |
| $85 \times$ | ET | E6 | Es |  | CELL | DUTF |
| 9ste | 20 | 55 |  |  | LD | E Gf |
| 88 | Co | E6 | Q8 |  | Cill 1 | UUTF |
| 80 | 0 |  |  |  | RET | * |

3E60. $362 E \pm K$
उEDE CD EB

30日S. 60 A
mis . 3612
3615 $\begin{array}{lll}3616 & 32 & 50 \\ 3619 & F E & F F\end{array}$



| 365 | 21 | 60 |
| :---: | :---: | :---: |
| SETF | 11 | $\underline{64}$ |
| Sce | 91 | $6{ }^{6}$ |
| 2645 | El | EQ |
|  | E0 | $E[$ |
| Se\% | 19 |  |
| SEAE SETGTK |  |  |


| 3ESE | $\underline{1}$ | Da | E\% |
| :---: | :---: | :---: | :---: |
| Sei | 11 | 56 | E |
| E¢5 | 1 A |  |  |
| SESE | . 4 F |  |  |
| 205 | 17 |  |  |
| 365 | 16 |  |  |
| 2ese | 47 |  |  |
| 565 | 22 | 610 | 12 |
| 565 | ED | 53 | $6 E$ |
| 2060 | 21 | 15 | 65 |
| 563 | CE | ED |  |
| Ees | ED | 52 |  |
| Eti | 25 | GL | 62 |
| S06 | ED | $5 E$ | 65 |
| SESE | 6 | 76 | 36 |
| Stic | 09 |  |  |
| 363 | 15 |  |  |
| Et? | - | 5 | 36 |
| Sete | 2 E | 20 | 93 |
| 3679 | E9 |  |  |
|  |  |  |  |
| द7 | 21 | . 8 e | 46 |
| 500 | 11 | 75 | $\vec{F}$ |
| 568 | 2- | 60 | 0 C |
| 369 | R- | 06 |  |
| Ese | 20 | Fs |  |
| 580 | SF | 88 | TE |
| T68 | EF | 可 | 5 |
| 5 ESO | 23 |  |  |
| E6E | 50 | 5 | I |
| 5-g | 67 | T | Te |
| 565 | 58 |  |  |
| 56 | Siन | 73 | 5 |

StE Ji A B З

FROE: EALL WORE
CFLL FRGG
CALL SUM
CALL SLCT
CALL MOVE
LD HL 8160
$F A: \begin{array}{ll}L D & (04 F E) \\ L D & H \\ H & (H L)\end{array}$
$\begin{array}{ll}L D & A(H L) \\ L D & (0150)\end{array}$
CF FF
IF 2 END
CALL LOAD
LD A (0550)
LD EA
CALL ISLT
ERLL AVEG
CALL EDELE
CALL FULL LD HL (G4FE)
INL HL
$I F \therefore Z F A$
END: CALL OUTE: FST 35 *

LORD: LD HL AUQA

LO EC 4 हta
CRLL DETA
FET. *
SIn : LD H b06G
50 : LD AE ABE
LD OP
INE: DE
LD A (DE)
LD EF
$\begin{array}{ll}L D & \text { GQDC } \\ \text { LD } \\ \text { GEE }\end{array}$
LD HL BEAF
HDD H CO
SEC HL DE
LD HL EGES
LD CE (EDE)
IF ELST
FDD HE EC
IMC DE
IF SU
LST: LD $_{\text {RET }}$ GQED HL

LD CEED Hi
hon F 60
ED HL DE
If EFHS
LD H AREO
:NO :H.
CALL BLAG
JP $2 T F$
if B
$j P \quad 7150$
,



| $\therefore 547$ | $F E$ | FF |  |  | IF | $\begin{aligned} & F F \\ & \square \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| －840 | $E \bar{C}$ | 5 | 28 |  | TF |  |
| EQ4F | We | 174 |  |  | LD | E 64 |
| 3851 | CL | H5 | 27 |  | EMiL | GINE |
| 2854 | EA | $5 E$ | 38 |  | ，IF | $\geq 50 I I$ |
| 2857 | 12 |  |  |  | INE | DE |
| 3858. | $3 E$ | 04 |  | 501 | $L D$ | H 04. |
| 了 85 H | 12 |  |  | － | 10 | （DE） H ． |
| 2856 | E | 61 | 38 | $\because \because$ | TF | SE |
| $355 E$ | CD | H4 | 37 | SOII： | CFLL | STOF |
| 5801 | ED | $4 E$ | 87， 85 | SE | 10 | EC．（AEbFy |
| 3565 | CD | 95 | 37 |  | CHLL | TEST |
| 3808 | $F 2$ | 83 | 30 |  | JF | $F$ SF |
| SEEE | 1月 |  | ， |  | 10 | A（DE） |
| 3800 | $F E$ | FF |  |  | EF | FF |
| $386 E$ | $C \cdot \mathrm{~A}$ | TH | 38 |  | JP | $\triangle E E I$ |
| 2371 | 86 | 05 |  |  | LD | E E |
| 3873 | CO | AB． | 37 |  | CHLL | UNE |
| 3876 | ER． | 88 | 38 |  | JP | 2 |
| 2879 | 13 |  |  |  | INE | ， 12 |
| 327 A | $3 E$ | 65 |  | SEI | LD： | A． 65 |
| 3876 | 12 |  |  |  | LD： | （DE） H |
| 3570 | 6 | 83 | 35 |  | IF | STGR |
| 3800 | CD | H4 | 3i | SEII： | CPLL | $5 T U R$ |
| 3883 | $E D$ | $4 E$ | QC B3 | $5 F$ | LD | BL CQE0L |
| 3887 | CD | 99 | 37 |  | CALL | TEST |
| 3854 | $F 2$ | Fis | 58 |  | ${ }^{1 / 1 F}$ |  |
|  | 15 |  |  |  | 1.8 | $\underset{\text { HF }}{\text { CLI }}$ |
| ESE | FE | FF |  |  | IF | FF |
| EQE | ER | 96 | E |  | TF | Z EI |
| ES | E6 | 6 |  |  | 15. | E be |
| 365 | 1 D | FE | 37 |  | CFLL | OHE |
| 36 | 6 | FE＇ | － |  | ，F＇ | －ctil |
| ES | 13 |  |  |  | THC． | DE |
| 50 | IE | 56 |  | 551 | 40 | A ES |
| 302 | $\pm 2$ |  |  |  | LD | （DE）P |
| 3 OF | E\％ | Ficticter | 5 |  | TE | 50 |
| EFE | CL | Fi | 37 | 5 SI | EFLL | $5 T D$ |
| こE\％ | ED | $4 E$ | －BE UE | 53 | $1 \square$ | EC（MEF） |
| 380 | CD | 9 | 27 |  | EHL | TES |
| 2 O | $F$ | － | St |  | Tf | F SH |
| ERE． | 4 |  |  |  | 10 | Fer |
| 玉R\％ | FE | FF | ．＇ |  | CF | FF |
| Es\％ | $\therefore 7$ | EE | 5 |  | IF | $\bar{\square} 0$ |
| S－5 | GE | F |  |  | 1／1 | E F？ |
| －z | Ei | CE | $\because$ |  | CFL | DNE |
| E－\％ | － | － | O |  | T 5 |  |
| そ\％\％ | 1 |  |  |  | Int： | OL |
| E－6 | $=$ | \％ |  | 59 | 15 | $F \mathrm{~F}$ |
| －\％ | 1 |  |  |  | 12 | GE； |
|  | － |  | 28 |  | TF | SL |
| $\because$ | 0 | $F$ | $\therefore$ | ERE | B－7\％ | ST0 |
| こ－ | Er | 4 | 1\％ | － | 45 | EC \％20 |
| $\bigcirc \%$ | E | $\because$ | 二？ |  | C．EL | T－5 |
| こ： | $=$ | 든 | $\square$ |  | TF | $\mathrm{F}=$ |
| － |  |  |  |  | 1 | 7 ¢08 |
| － | FF | $=$ |  |  | C－ | F\％＇ |
| $\because \because$ | $\because$ | E－ | －－ |  | T\％ | $\therefore \square$ |
|  | ， |  |  |  | A | $\square 0$ |
|  |  | IE | －－ |  | 5－2． | 1．गह |
|  |  | － |  |  | F＝ | 大 「ご； |
|  |  |  |  |  | $\cdots$ |  |
| $\bigcirc$ |  | ＊ |  | 5 HI | 10 | $\cdots \quad \because$ |
|  |  |  |  |  | A | \％\％＝ |
| $\because$ |  |  | －－ |  | JF | 51 |




T0日, 30-2:


| 25：30 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 369 | E！ | 43 | 31 | 62 | COSO． | 10 | （E）Et |
| 205 | FD | 22 | 3 | 02 |  | 10 | （meser it |
| 519P？ | C0 | $F \mathrm{~F}$ | 36 |  |  | CALL | INIT |
| 3690 | ED | $4 B$ | 64 | 12 |  | LD | EL（ 8264 ） |
| E011 | FD． | 21 | 60 | 46 |  | LD | I＇ 0060 |
| $3 \mathrm{BH5}$ | DD | 21 | $0 \cdot$ | 09 | AITM： | 10 | IX E060 |
| z0h9． | 日f |  |  |  | ONE | LD | $\bar{i}$（EE） |
| 3 A $^{\circ}$ | 21 | 50 | 03 |  |  | LD | HL 8.50 |
| 3 3AD | EE |  |  |  |  | CF | （HL） |
| $304 E$ | C2． | E4 | 30 |  |  | ．IF | NZ TEST |
| 3061 | C0 | 19 | 31 |  |  | CRLL | STOR |
| 3684 | DD | 22 | UE | 02 | TEST： | LD． | （EEUE IX |
| 3080 | 2H | $6 E$ | Q2 |  |  | LD | HL（dede） |
| Sege | E | $5 E$ | 80 | Q2 |  | $\angle 0^{\circ}$ | DE（020］） |
| 36EF | $E 6$ | 66 |  |  |  | ADD | A 60 |
| 3061 | ED | 59 |  |  |  | －SEC | HL DE |
| 3003 | C．F． | CC | 31 |  |  | IF | 2 NEHL |
| 3006 | 83 |  |  |  |  | INE | EC |
| S0C\％ | DD | 23 |  |  |  | INC | IX |
| 5609 | E3 | ． | 30 |  |  | JF | ONE |
| 360 | $F D$ | 22 | 22 | 02 | NEHL： | $L D$ | （0282）I |
| 3000 | 2 H | 22 | 02 |  |  | $L D$ | HL（ 0222 ）${ }^{\prime}$ |
| 3003 | ED | $5 E$ | 62 | $\underline{\square}$ |  | LD． | DE（6262） |
| 3607 | CE | 06 |  |  |  | HDD | A 06 |
| 368 | ED | 52 |  |  |  | $5 E C$ | HL DE |
| जbe | EA | E4 | 36 |  |  | IF | 2 EMO |
| TEE | 12 |  |  |  |  | INC | EC． |
| zef | $F D$ | 23 |  |  |  | INC | I＇ |
| Etei | $\underline{\square}$ | H5 | 36 |  |  | IF | AgTN |
| 30\％ | EI | 45 | I 1 | 82 | END | LD | EC（dezd |
| 26E | Fl | 2\％ | 3 | 82 |  | LD | T ${ }^{\text {c（ }}$（23） |
| T－6： | － 0 |  |  |  |  | EET |  |
| 3169 | －2t | ＋K |  |  |  |  |  |
| 3109 | EH | 22 | 45 |  | STOE： |  | （690）In |
| 3105 | DD | 22 | 60 | － 4 |  | 10 | $D E \text { ESE }$ |
| 3110 | 11 | 06 | 93 |  |  | LD | $A \text { CDE }$ |
| 319 | $\stackrel{1}{7}$ |  |  |  |  | LD | （HL）A |
| 3114 | 29 | 25 | 02 |  |  | L0 | （0228）HL |
| 314 | 25 |  |  |  |  | INC | HL |
| 3110 | FD | 22 | 10 | ET |  | 40 | （asee It |
| 3110 | 11 | 66 | 63 |  |  | 10 | $\hat{F}(\mathrm{DE})$ |
| 3126 | 19 |  |  |  |  | LD． | CHi）${ }^{\text {a }}$ |
| E121 | $F$ |  |  |  |  | INE： |  |
| 512 | 2 |  |  |  |  | LD | （6玉2）HL |
| 2 E | 22 | 22 | 0 |  |  | FET | ＊ |
| 32 | E |  |  |  |  |  |  |
| $\frac{180}{}$ | Bis | CFK |  |  | FDES | $10^{1}$ | $D E(024)$ |
| $\underline{120}$ | ED | $5 E$ | 24 | es | hors． | 10 | HI 8 A 2 E |
| $\frac{120}{}$ | $\underline{1}$ | 25 | 65 |  |  | LD | f（HL） |
| 33 | $F$ |  |  |  |  | NOP |  |
| 3154 | 60 |  |  |  |  | NOF |  |
| 江気 | 60 |  |  |  |  | LD | （DE）$A$ |
| 3150 | 12 |  |  |  |  | INC |  |
| 37 | $1 \cdot$ | 53 | 24 | 02 |  | 10 | （0324） |
| ITS | Co |  |  |  |  | EET | ＊ |
| 5i4． | ． 315 | アキ |  |  |  |  |  |
| 2 Sa | IS | 60 |  |  | LER | Li | $\operatorname{set} \mathrm{H}$ |
| 742 | 2 | 5 | $E$ |  |  | Li | H1． B ¢घ |
| $\underline{145}$ |  | 5 60 |  |  | 35 | If | Am） |
| 314 | F |  |  |  |  | E |  |
| 3 C | F | －$\frac{2}{5}$ |  |  |  | TF | 2． 20 |
| 5146 | 6 | 54 |  |  |  | Itit | ． |


| $315{ }^{6}$ | 23 |  |  |  | INC |  | HL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2151 | CT | 40 | $\pm 1$ |  | IF |  | $2 \hat{i}$ |
| 3154 | 2A | ELC． | 62 | $2 E$ | 10 |  | HL（0200） |
| 3157 | CO |  |  |  | RET |  | ＊ |
| 3158， 31680 K |  |  |  |  |  |  |  |
| ご56 | TE |  |  | ELAC | LD |  | A（ $H L$ ） |
| ． 3150 | E6 | OF |  |  | FND |  | 9 F |
| $315 E$ | $F E$ | GF |  |  | CF |  | GF |
| 3160 | CE |  |  |  | RET |  | ＊ |
| 3164． $316 \mathrm{~T} \ddagger \mathrm{~K}$ |  |  |  |  |  |  |  |
| 3164 | TE |  |  | IET | LD |  | A（HL） |
| 3165 | $F E$ | 11 |  |  | CF |  | 11 |
| 3167 | C9 |  |  |  | EET |  | ＊ |
| 3168， $3174 \pm K$ |  |  |  |  |  |  |  |
| ？ 166 | 32 | 36 | 82 | C．HEC | LD |  | （6230）$A$ |
| $316 E$ | 78 |  |  |  | LD |  | F $B$ |
| 716 | FE | 08 |  |  | CF |  | 18 |
| 3171 | IA | 30 | 02 |  | 10 |  | （ $6930 \%$ |
| E174 | C9 |  |  |  | EEET |  |  |
| 3178， $3176+6$ |  |  |  |  |  |  |  |
| 3178 | 79 |  |  | CAFF | LD |  | $\bar{\beta}$ |
| S17 | $F E$ | 68 |  |  | CP |  |  |
| 317E | Ci |  |  |  | ，RET |  | ＊ |
| S17F，3193\％K |  |  |  |  |  |  |  |
| 3175 | 79 |  |  | HES | L0 |  | 9 C |
| 3180 | FE | E4 |  |  | CF |  |  |
| 3182 | CE | $50^{\circ}$ | 31 |  | IP |  | 12 Y＇ |
| T15 | 78 |  |  |  | LT |  | ¢ $\mathrm{E}^{\text {d }}$ |
| 3 SE | 32 | St | 62 |  | LD |  | （ases |
| 56 | C0 | ［14 | 31 |  | Chll |  | YDT |
| 2100 | Si | 5 | 02 |  | $1 \bar{D}$ |  | （ages |
| 36 | 4 |  |  |  | LD |  | A |
| 319 | 29 | 19 | Q | IE | ， L D |  | aves H |
| Sis | 5 |  |  |  | EET |  |  |
| 19720日＋k |  |  |  |  |  |  |  |
| 319 | 2 | 12 | 02 | ER | 10 |  | 4 L （0212） |
| 39 | 23 |  |  |  | InC |  | H． |
| 35 | 05 |  |  |  | EET |  |  |
| 190 | 27 | 12 | W | RE | LD |  | 4 （62\％${ }^{\text {a }}$ |
| Es | 11 | 81 | Qe |  | 10 |  | E EGET |
| उAPE | 19 |  |  |  | FDO |  | L DE |
| SHE | 5 |  |  |  | RET |  |  |
| Eif | 2A | 12 | E | F6 | 10 |  | －（6212） |
| 3 Int | 11 | 56 | 69 |  | in |  | E bagat |
| STF | 19 |  |  |  | Bre |  | H DE |
| 316 | 09 |  |  |  | FET |  |  |
| 31F | 27 | 12 | 22 | FD | ID |  | 4 くE212） |
| SIF | 11 | 7 | Ee |  | $L$ |  | E．bat |
| Ster | 19 |  |  |  | FDP |  | L DE |
| 125 | E |  |  |  | FET |  |  |
| SE4 | 27 | 32 | $\varepsilon$ | RE | 40 |  |  |
| 315 | 2 E |  |  |  | SE | HL | L |
| IES | 50 |  |  |  | FET |  |  |
| 31E5 | E | 12 | 65 | FiF | Lf |  | L ¢0－te |
| IEC | 11 | FF | $F F$ |  | 10 |  | E FFGF |
| ISF | 15 |  |  | ． | E\％ |  | 12 De． |
| 206 | E |  |  |  | RET |  |  |
| TE1 | 25 | 12 | 8 | Fig | 15 |  |  |
| 5104 | 11 | 80 | FF |  | Lb |  | E FFEE |
| ごこ | 15 |  |  |  | End |  | HL OE |
| 310 | CS |  |  |  | EE |  |  |
| 20 | 2 | 2 | 2－ | T | 1. |  | － 29 |
| Fic | 12 | $E$ | FF |  | \％ |  | EFE |
| ICF | 15 |  |  |  | 000 |  | i． CE |
| ご心 | 6 |  |  |  | EET |  | ＊ |


| 3412 | 591寺 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 342 | Cl | $9{ }^{-}$ | 31 | CSCL： | CALL | PA |
| 345 | CD | 56 | 31 |  | Cfili | flac． |
| 3418 | CA | SH | 34 |  | IF | E ITA |
| 3418 | $F E$ | 64 |  |  | $C F$ | 00 |
| 3410 | CH | 65 | $3 E$ |  | JP | $\geq \mathcal{C B '}^{\prime}$ |
| 3420 | CD | 6.4 | 31 |  | CRLL | MET |
| 3423 | CA | 8 D | 35 |  | IP | $Z F I N$ |
| 3420 | C3 | 3 A | 34 |  | IF | IIA |
| 3429 | ． 66 | 01 |  | IIA | ADD． | A 61 |
| 3428 | ． 77 |  |  |  | LD | （HI）A |
| $342 C$ | CD | 7F | 31 |  | CALL | YE |
| $342 F$ | QE | 818 |  |  | $\angle D$ | E 6 E |
| 341 | CO | 78 | $31^{\circ}$ |  | EALL | CAFE |
| 3434 | 22 | ． 98 | 35 | ， | JP | NE LAST |
| 3437 | C3 | 20 | 25 |  | IT | 14 |
| 343 | CO | 68 | 31 | IIJA： | Cutil | CHEC |
| 3430 | CA | $\underline{1}$ | 35 |  | IF | 2 FINL |
| 3448 | 04 |  |  |  | INE． |  |
| 3441 | CD | 9e． | 31 | IS | CALL | RE |
| 3444 | C0 | 55 | 31 |  | CALL | ELAC |
| 3447 ． | CA | 69 | 34 |  | IP $\because$ | $\checkmark$ IIIE |
| 3448 | FE | 63 |  |  | $C \cdot$ | W6 ？ |
| 3440 | CA | EE | $3{ }^{-}$ |  | IF | 2．$C E$ |
| 3445 | CD | 64 | $3 \pm$ |  | CALL | MET： |
| 3452 | CA | 80 | 5 |  | IF | $\geq F I N$ |
| 2455 | 12 | e9 | 34 |  | $J F$ | EIE |
| 7459 | Ee | $8:$ |  | IIE | PDD | A 02 |
| E5F | 77 |  |  |  | Li | （HL） |
| －45 | Co | $7 \%$ | $33^{\circ}$ |  | chil | FE |
| Ste | 06 | D0 |  |  | 10 | $\bar{E} 0$ |
| 450 | 0 | 78 | 7. |  | E日！ | E1tF |
| Te3 | 12 | 3 | T5 |  | TF | IE 4 G |
| 24E | E | 55 | 35 |  | FP． |  |
| 846 | E | 68 | I | IIE | CAL | EHEC |
| 3406 | CF | 9 | 35 |  | IF | 3 FIML |
| 945 | 64 |  |  |  | INC | E |
| －47e | 00 | F4 | 34 | IC | GLL |  |
| 3475 | co | $5 E$ | 21 |  | CRL | Ete |
| B4Fe | ES | 9 | 34 |  | IF | $z$ ITIC |
| 347 | FE | be |  |  | －F |  |
| 347 F | 0 | E | IE |  | If | $\overline{\mathrm{E}}$ |
| B4E | CD | 64 | $\pm 1$ |  | citi | HET |
| 5482 | 6 | E | 35 |  | TF | 2 Fl |
| 548 | 0 | 95 | 5 |  | \％ | ITC |
| 347 | Es | He |  | ITE | Fob | F 6 |
| 348 | 7 |  |  |  | $\cdots$ | －${ }^{-1}$ |
| Fage | Co | F | 3 |  | Ghl | YE |
| Tub | 日＊ | $\theta$ |  |  | AD： | E 00 |
| Sor | 05 | Fer | 31 |  | Stil | CtFo |
| 3408 | ce | 0 \％ | 5 |  | T | lE EAST |
| 3495 | Cs | 12 | 34 |  | 19 | cra |
| 3498 | CD | $6 E$ | E1 | IIIC． | Enl | CHEO |
| 5498 | 6 E | 9 | 5 |  | FF． | FIM |
| 3495 | 84 |  |  |  | Ine | B |
| S4F | 0 | AC | －1 | 15 | 6mi | FO |
| Ese | $0 \cdot$ | $5 E$ | 3 |  | EHi | 2AC |
| 3485 | CA． | 67 | 3 |  | T | $\therefore 150$ |
| Ispe | FE | 68 |  |  | EF | Et |
| $\overline{3-5}$ | 0 | 67 | 3 E |  | 5 | Ec |
| EC5D | 60 | 64 | $\cdots$ |  | Cib | ET |
| 205 | Si | $E$ | 3 |  | It | $\overline{C 5}$ |
| 245 | E | 5 | 2 |  | To |  |
| 325 | E | 54 |  | $\because 3$ | Fro | F ${ }^{4}$ |
| 206 | 77 |  |  |  | $1{ }^{3}$ | （－2） |





| 506 | 66 | 80 |  |
| :--- | :--- | :--- | :--- |
| 3504 | 60 | 55 | 35 |
| 350 | 66 | 68 | 35 |
| 350 | $0 D$ | 95 | 35 |

EDO 29
350F, 35ES $\$ \mathrm{~K}$

| $5 S D F$ | $C 0$ | $D 2$ | 35 |
| :---: | :---: | :---: | :---: |
| $35 E 2$ | 11 | 56 | 00 |
| $55 E 5$ | $C 0$ | $A 6$ | 35 |

$35 E$ CO
S5E9, 35F2 $\ddagger k$
$\begin{array}{llll}35 E S & C D & 02 & -5 \\ B E E & 11 & 51 & 0 日\end{array}$
TSEF CD RE 35
EFF C9
जnE SEA4K
35
3
3
3

|  | 47 |  |
| :---: | :---: | :---: |
| 3518 | FE | FF |
| 35 AR | CA | B4 |
| Sto | CD | 95 |
| SEE | 13 |  |
| \% 58 |  |  |

SES4
TEETSECTK
2
2
$=$
$=$
2


| 114． | 31こ | 1Fsi |  |  |  |  |  | 176 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3104 | 35 | 56 | 日S |  | VODT： | LO | A Citen |  |
| 3107 | FE | 68 |  |  |  | CF | 0 O |  |
| 3109 | 5 | E | 31 |  |  | IF | NE YF |  |
| 3100 | $\vec{r}$ |  |  |  |  | LD | fithl |  |
| \＄100． | 32 | 60 | Q3 |  |  | LD | （6）00）$A$ |  |
| S1EU | C3 | Ei | 31 |  |  | IF． | VE |  |
| ？1E3 | ES |  |  |  | V／ | $C F$ | （ $\mathrm{H} / 2$. |  |
| 31E4 | CE． | EF | 31 |  |  | IF | NE VC |  |
| IE？ | 37 | 61 | 83 |  | VE | LD | A（ayar） |  |
| E1EA | 30 |  |  |  |  | IMC |  |  |
| S1EE | 22 | 01 | 63 |  |  | LO | （E20）$A$ |  |
| TIEE | 09 |  |  |  |  | RET． |  |  |
| 315F | CD | 33 | 32 |  | Ve | CALL | SPVE |  |
| S1F2 | 30 |  |  |  |  | INC | ． 4 |  |
| S1F3 | CD | 20 | 32 |  |  | CPLL | ATST |  |
| 3FF | $E E$ |  |  |  |  | CF | （HiL） |  |
| \＃1F\％ | CE | FE | 31 |  |  | IP | NE VD |  |
| IFA | 0 | 84 | 32 |  |  | EFLL | LINE |  |
| TIFD | 15 |  |  |  |  | EET |  |  |
| 31FE | 30 |  |  |  | Vo | DEC | $H^{\prime}$ |  |
| ？1FF | 30 |  |  |  |  | DEC | A |  |
| 509 | C0 | 24 | 32 |  |  | CALL | PISST |  |
| 3203 | EE |  |  |  |  | cP | （HL） |  |
| 2094 | Cf | 16 | －2 |  |  | jF | 2 任 |  |
| Ee？ | CD | 48 | 32 |  |  | CRLL | CRTH |  |
| E0a | SE | Q1 |  |  |  | LD． | F 9 |  |
| EQ | Ė | E | 03 |  | NEW | 5 |  |  |
| ar | PE |  |  |  |  | 15 | F＜tis |  |
| 218 | － | 0 | 0 |  | ． | $1{ }^{\text {c }}$ | cater $\quad$ ¢ |  |
| 5 S | 2E | 8 |  |  |  | 10 | F Es |  |
| 25 | E | 5 | $\square$ |  |  | Li | （0， 5 |  |
| －28 | 3 | 6 | Es |  |  | Le | （69\％） |  |
| 2E | 5 |  |  |  |  | FET |  |  |
| － | E | Q4 | － |  | Ve | CHLL | LIPS |  |
| －1F | 6 |  |  |  |  | EET | $*$ |  |
| 2ea 20206 |  |  |  |  |  |  |  |  |
| S | FE | $6 E$ |  |  | GJST： | 6 | 68 |  |
| 52 | OF | 2 E | 52 |  |  | i $F$ | 2 T |  |
| Se5 | $F 2$ | $2 E$ | 5 |  |  | IP | $F \mathrm{~F}$ |  |
| Ege | Ee | 98 |  |  | $\sqrt{7}$ | H00 | A 6 |  |
| SeF | 0 |  |  |  |  | RET |  |  |
| 29E | FE | 69 |  |  | Jit | CF | 0 |  |
| Sep | F\％ | F2 | 52 |  |  | IF | $1 \% \mathrm{~J}$ |  |
| 396 | ［ | 96 |  |  |  | SIE． | at |  |
| 23 | 0 |  |  |  | 16 | RET | ＊ |  |
| 2Se $2+6$ ¢ |  |  |  |  |  |  |  |  |
| Q2 | 50 | $5 E$ | 19 | as | SHYE | LT | DE（egro |  |
| E\％ | EO | 5 | 6 | 93 |  | $1 L^{\circ}$ | －日ED）DE |  |
| －2\％ | E？ | 58 | 12 | $\underline{8}$ |  | LD | $D E$（e）${ }^{\text {a }}$ |  |
| 3EF | $E D$ | 55 | 16 | 83 |  | 10 | （give）DE |  |
| 224 | E0 | 85 | IC |  |  | GFLE | LHTH |  |
| － 4 | E |  |  |  |  | RET | ＊ |  |
|  |  |  |  |  |  |  |  |  |
| 3465 | CD | F9 | 32 |  | LNTH： | C．SLL | CRSL |  |
| 3406 | IE | 01 |  |  |  | LD | Fi 01 |  |
| 340 | 3 B | 61 | 03 |  |  | LD | （6）${ }^{\text {a }}$ ） A |  |
| 346 | 78 | 60 | 03 |  |  | LD | A（0）${ }^{\text {a }}$ |  |
| 3410 | 09 |  |  |  |  | FET | ＊ |  |
| 3248，－204Fk |  |  |  |  |  |  |  |  |
| 245 | SE | कe |  |  | ERT： | 10 | 日 हm |  |
| ze9 | －2 | $E 5$ | Q |  |  | 40 | Csee：$F^{\circ}$ |  |
| E®i． | $\underline{2}$ | 0 | W8 |  |  | ib | （2no Hi |  |
| 5 S | $\underline{2}$ | Et | 0 |  |  | 10 | 日（09Eb） |  |
| 325 | EE | FG |  |  |  | Fin | Fe |  |

,


| TEES | E1 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SEEE | 21 | 69 | 06 | FAIL： | LD | HL Goued |
| SEEE | SE | 46 |  |  | LD | A 46 |
| IEED | 77 |  |  |  | LD． | （HL）A |
| SEEE | 23. |  |  |  | INE | HL |
| SEEF | $3 E$ | 41 |  |  | LD | A 41 |
| SEF1． | 7.7 |  |  |  | LD | （HL） A |
| SEF2 | 23 |  |  |  | －INC | HL |
| 3EF3 | ？ | 49 |  |  | LD | A 49 |
| SEF5 | 77 |  |  |  | LD | （HL）A |
| SEFG | 23 |  |  |  | INE： | HL |
| SEFT | IE | $40^{\circ}$ |  |  | LD | A 40 |
| 3EF9 | 77 |  |  |  | LD | （HL）$A$ |
| IEFA | 23 |  |  |  | INE | HL |
| SEFE | SE | FF |  |  | LO | A FF |
| SEFD | 77 |  |  |  | LD | （HL）A |
| EEFE | 00 | D2 | 35 |  | CALL | CRLF |
| SFIT | 11 | 60 | 06. |  | LD | DE 0 ged |
| 3FG4 | CD | $\mathrm{A}_{5}$ | 35 |  | C．RLL | SEND |
| FFG7 | FF |  |  |  | RST | 38.4 |
| SFQR， | 3FCF |  |  |  |  |  |
| TFEP | Q6 | 60 |  | RCUE： | LD | E 06 |
| $3 F 06$ | 3 A | 05 | Q3 |  | LD | A）（0265） |
| SFOF | FE | 46 |  |  | CP | QU |
| 571 | C2 | 9 F | $3 F$ |  | IF | NE RONE |
| 3 Fi4 | 2F | 12 | 62 |  | LD | HL（ F 2 z ） |
| FFiF | 25 | 12 | 65 |  | 10 | （0512）HL |
| IFIH | 3 ？ | 60 | 日 |  | 10 | F（azeb |
| 2F10 | 32 | 59 | 65 | FCA | LD | ¢esery $\bar{\square}$ |
| IFE | 38 | 55 | 05 |  | LD | ¢（0）5s） |
| $3 F 5$ | 30 |  |  |  | IHC | ， 5 （a） |
| 3FP | 2 | 5 | ES |  | LD | －SESE） H |
| $\overrightarrow{F E}$ | $3 E$ | 日i |  |  | $4 D$ | 901： |
| TFE | S | $E$ | G\％ |  | Lb | （ases．fi |
| FFEC | SP | 00 | 日6 |  | LE | A（050） |
| SFEF | FE | 00 | $\cdots$ |  | CF | 0 E |
| SF31 | CH | 53 | SE |  | JF |  |
| $35^{3} 4$ | FE | 01 |  |  | $6 F$ | 61 |
| IFS | E2 | 42 | F |  | JF | NE EGE |
| F39 | Co | 97 | 31 |  | C．FLL | FA |
| 7590 | 22 | 12 | be |  | LI． | （02．er Hi |
| SFS | CS | 12 | 34 |  | IF | CHE |
| FF4 | FE | 68 |  | FCE | 0 |  |
| 5F4 | 6 | 5 E | $\cdots$ |  | TP | ME FOC |
| IF： 7 | －0 | 50 | 31 |  | CRLL | FE |
| 7F4 | 2 | 12 | $\underline{0}$ |  | 10 | ceves $n \mathrm{il}$ |
| 5F4 | ES | 4 | 34 |  | If | IE |
| $35^{3}$ | FE | Q5 |  | $\sec$ | CF | 93 |
| 565 | $\underline{\square}$ | EE | IF |  | ie | HEFCR |
| 555 | Co | A4 | II |  | CHIL | Ft |
| 5F8 | 22 | 12 | 0 |  | 1.0 | （getz fil |
| IF5E | Cs | 76 | 34 |  | IF | IC |
| TF5E | FE | 9 |  | $\operatorname{RCD}$ | CF | 04 |
| 3F60 | 0 | 6 | 37 |  | if | HE ECE |
| 3FE？ | Co | BC | 3 |  | CH： | RO |
| $\triangle 56$ | 2 E | 12 | Ec |  | 10 | 923こ H |
| 350 | 5 | FF | 24 |  | IF | job |
| 5 EC | FE | 6s |  | RES | 6 | Ee |
| SFE | CE | TA | 35 |  | TF | AE FIF |
| SFI | $C$ C | E4 | $\underline{1}$ |  | coti |  |
| PFP4 | $=$ | 12 | 2 |  | $\cdots$ | G2e： HL |
| 97 | C | 6 | $-4$ |  | $\therefore$ | IE |
| $5=$ | FE | 0 |  | F－5 | 6 | － |
| $\triangle F$ | 0 | 0 | － |  | הi | AT ECB |
| TFF | 6 | $E$ | $\underline{1}$ |  | Coill | E： |


| IFP\% | 22 | 12 | $0 \cdot$ |
| :---: | :---: | :---: | :---: |
| IFOE | 05 | Fib | 34 |
| 3FS8 | FE | $\square$ |  |
| 3FEA | C2. | 90 | SF |
| $5 F 80$ | CD | 61 | 31 |
| FF90 | 22 | 12 | 82 |
| SF9s | 6.3 | 20 | 35 |
| SF96 | CD | 69 | 21 |
| 3599 | 22 | 12 | 82 |
| 5590 | CT | . 5 E | 35 |
| 3F9F | 3A | 55 | 63 |
| SFAE | FE | 81 |  |
| SFA4 | E2 | E\% | SF |
| SFST | 5月. | 08 | 67 |
| SFAA | T 5 |  |  |
| SFAE | CD | 20. | 32 |
| SFRE | 28 | 122 | 05 |
| TFE1 | 22 | 12 | 62 |
| SFBS | E3 | 10 | $3 F$ |
| SFET | In | 55 | 63 |
| 3 FEG | FE | 42 |  |
| . 3 FEC | L2 | CF | $3 F$ |
| SFEF | İ | 80 | 63 |
| $3 F 6$ | 35 |  |  |
| BFES | ED. | 29 | 35 |
| SFCE | 2月 | . 12 | 8 |
| 750 | 22 | 12 | 62 |
| FFe | 0 | 15 | $2 F$ |
| TFP | Do | Ez | SE |
| EES SESOH |  |  |  |
| IES | CD | 2E | 35 |
| SESt | ET | 60 | 30 |
| TESE, SETF |  |  |  |
| IE2E | 21 | 06 | 46 |
| TEE | 11 | TF | FF |
| SEI | 22 | 80 | 62 |
| 353 | $E$ | 66 |  |
| TES | E | 52 |  |
| 2E | 0 | $4 F$ | IE |
| SETE | $2 F$ | Dit | as |
| IESE | 2 |  |  |
| SEP | CL | $5 E$ | 31 |
| SECE | 65 | $2 E$ | 3 E |
| TE4E | FE | E6 |  |
| SES | CA | VE | SE |
| EEAF | 3 | BF |  |
| TES | 05 | 2E | SE |
| SESF |  |  |  |


|  | Lo | (0212) 4 |
| :---: | :---: | :---: |
|  | IF | If |
| PGS | Cr | Qi |
|  | IF | NE RCH |
|  | CAL-L | RG. |
|  | LD | (0212) HL |
|  | IF | 15 |
| RCH | CFLL | Ril |
|  | LD | (2212) HL |
|  | If | IH |
| ROINE: | 1 L | A (01355) |
|  | CF | 61 |
|  | JF | NZ ETIUA |
|  | LD | F (asem) |
|  | INC |  |
|  | CPLL | AJST |
|  | LD | HL (6512) |
|  | LD | (6212) HL |
|  | JP | ECF |
| RTHL: | $\angle D^{\circ}$ | A (0355) |
|  | CF | 02 |
|  | IF | TE EEMO- |
| - | LD | F $\times 0.006$ |
|  | DEC |  |
|  | CHLL | HIST: |
|  | LD | HL (65) ${ }^{\text {d }}$ |
|  | LD | (6212) HL |
|  | IF | Fin |
| Frmo: | CHL | Fill |
| Fify | 6PL | UnIE |
|  | tF | FOLH * |
| $\begin{aligned} & \text { UHTC: } \\ & \text { UH: } \end{aligned}$ | 10 | HL atege |
|  | 10 | DE PFFF |
|  | LD | (seto HL |
|  | Fild | F 60 |
|  | $58 C$ | HL DE |
|  | JF | $\geq$ UFIN |
|  | 40 | HL (020) |
|  | InT | HL. |
|  | CHL 1 | ELFC |
|  | IF | 2118 |
|  | EF | 64 |
|  | $J F$ | 2 VF |
|  | 1 L | (HL) EF |
|  | IF | $4 F$ |
| UFIN. | EET | $\stackrel{\square}{4}$ |




| ZESO | E | 58 | Qte | 日\％ | CLMN | 10 | OF \｛GEE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2SE0 | 25 | 19 | E 0 |  |  | LS |  |
| 28C0 | 19 |  |  |  |  | FDC | H1， |
| 2801 | 22 | 16 | 62 |  |  | LD | 6920）HL |
| 2804 | $\therefore \mathrm{C}$ | 12 | 62 |  |  | 10 | HL（E2S） |
| 2867 | 19 | $\because$ |  |  |  | HDO | HL CE |
| 2868 | 22 | 12 | 62 |  |  | LD | （6212）HL |
| $256 E$ | 2H | 1 A | 172 |  |  | LD |  |
| $2 S E$ | 19 |  |  |  |  | FID | HL［DE |
| 2SLF | 22 | 1月 | 62 |  |  | $L \square$ | （62）5 HL |
| 2S02 | 2 H | ． 80 | 62 |  |  | LD | HL segQey |
| 2805 | 15 |  |  |  |  | HDD | HL DE |
| ESDE | 22 | Q 0 | 82 |  |  | LD | （6） de $^{\text {S }} \mathrm{HL}$ |
| 2809 | ED | $5 B$ | 48 | $\overline{0}$ |  | LD |  |
| 2 SOD | 2 A． | 18 | 62 |  |  | LD |  |
| 2SE | 19 |  |  |  |  | FDO | HL DE |
| 2EE1 | 20 | 18 | 62 |  |  | LD | （6）18） HL |
| $28 E 4$ | $\underline{2}$ |  |  | $\cdots$ |  | FET | ＊ |
| 278F．27ES积 |  |  |  |  |  |  |  |
| 2 BH | ［1D | 21 | Qu | 46 | SHFT | io | IS 4060 |
| 27EE | 21 | 60 | 86 |  | FF＇ | $\angle D$ | HL SmE |
| 2791 | DD | $T E$ | 84 |  |  | LD | A OSX $^{\text {a }}$ |
| 2794 | $E \cdot E$ | IF |  |  |  | $5 E L$ | A |
| 275 | BE | Y |  |  |  | $\therefore \Gamma L$ | A |
| 2708 | EE | F |  |  |  | $5 F L$ | A |
| 278 | CE | 5 |  |  |  | S¢ | A |
| 270 | 5 | 77 | 5 |  |  | i0 | $\cdots Y+G B$ |
| 2－ | OL | $\because$ |  |  |  | ING | 1 C |
| 2－i | 5 | － | E－ | 2 |  | 0 | cosm In |
| 2 E | ET | 5 E | Ef | S |  | if | IE（Eita） |
| －5 | \％ | 6 |  |  |  | Fhb | 万 E |
| こrFE | $E \%$ | 5 |  |  |  | SEC | HI DE |
| $\because 8$ | Fif | ES | $\because$ |  |  | TF | $\bar{\square}$ |
| 29 b | E | EE | 3 |  |  | UF | $F$ |
| 2\％ | $E$ |  |  |  | 00 | FET | 4 |


| $\frac{2006}{20}$ | C0 | FE | 25 |  | EDSE: | Chll | I!!TL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 200- | CD | 49 | 25 |  | 15 | Cabl | In't |
| 2605 | Co | 67 | 25 |  | IE | CFiL | NEH |
| 2605 | CD | SF | 25 |  |  | CFIL | $5 T R T$ |
| 2000 | $C D$ | 28 | 25 |  |  | CFLL | EERO |
| 2007 | CA | 9F | 20 |  |  | IF | $2 I I G$ |
| 2012 | ED | $5 E$ | 14 | 42 |  | 1.5 | DE (0214) |
| 2016 | $C D$ | ES: | 25 |  |  | CALL | HESK |
| 219 | CD | 69 | 25 |  | 15 | CALL | FIX |
| 2015 | CD | $F$ | 25 |  |  | CALL | LOFA |
| 2 BIF | th | 25 | 20 |  |  | IF | 210 |
| 2022 | 05 | 17 | 20 |  |  | JF | IC |
| 2025 | 60 | 65 | 26 |  | 10 | Chil | THD |
| 2080 | FF'. | 3 | E ${ }^{6}$ |  |  | dF | H:IE |
| 202. | Co | 12 | 26 |  |  | CFFLL | CNTE |
| 2ab | C2. | 37 | 20 |  |  | गF: | HETE |
| 29-1 | LD | IE | $20^{\circ}$ |  |  | Eill | HIDF |
| 2084 | CVI | H4 | 26 |  |  | if | ITH |
| 20\% | Co | $4 E$ | $2 E$ |  | $I E$ | CFLl | TWIC |
| 263 | C月 | 49 | 20 |  |  | 'IP.: | Z.IF |
| 2035 | ET | 40 | 26 |  |  | If: |  |
| 2046 | 21 | 65 | 26 |  | IF | 10 | HL LOPPE |
| 2045 | 22 | $1 i$ | 26 |  |  | LD | (2010) HL |
| 2046 | $\underline{2}$ | 45 | 20 |  |  | 10 | HiL:If |
| 2949 | 2 E | 35 | 20 |  |  | 4 p | Cesbe HL |
| 204 | 05 | Le | 26 |  |  | IP | IE |
| 2at | E | B | 2 |  | IF | EHL! | HEW |
| -15 | ct | E | 25 |  |  | cill | STET |
| 265 | E | 5 | 24 | 02 |  | 10 | DE (bera) |
| 205 | 0 | E\% | 25 |  |  | CRL | HFSK |
| Ese | CI | 58 | 2 |  | ITE | CAL | FTS |
| gne | Cl | F | 25 |  |  | CFil | LDFA |
| E®: | 6 | 8 | 2 |  |  | if | 2310 |
| 26es | 0 | 51 | 25 |  |  | ip | ITE |
| 200 | ED | 85 | 26 |  | It | Chil | LIFP |
| 2¢5 | C0 | 9 | 25 |  |  | CHil | FTS |
| 295E | D | 2 | 05 | 92 |  | 10 | I\% Enace |
| 2072 | 00 | ब | 2 E |  |  | CHEL | THLP |
| 205 | $F \cdot$ | 5 | 2 E |  |  | If | \#190 |
| 245 | 60 | 4 | $2{ }^{\circ}$ |  |  | Chl | CHTR |
| Ses | 22 | Q 4 | 2 c |  |  | IF | MEITH |
| 205 | $\sigma$ | $2 E$ | 28 |  |  | CSL | mop |
| 269 | $E$ | 94 | 20 |  |  | is | TH |
| 20. | E. | 4E | 26 |  | 10 | mil | Firco |
| ES | 5 | Q | 20 |  |  | TF | FIEE |
| 2097 | 0 | 4 | E |  |  | IF | IH |
| 2s | 21 | 5 | 2 |  | It | Ls | Hi. lope |
| 20 | 22 | $E$ | 2 |  |  | in | (205) HiL |
| 295 | 2 | $\because$ | 2 E |  |  | 10 | Hi ITF |
| 20 | 2 | 83 | 0 |  |  | LP | G为 Hi |
| 0 | 05 | 4 | 20 |  |  | $F$ | IF |
| 2 E 5 | 00 | 29 | $\underline{8}$ |  | ITF | 5¢i | LOfR |
| 20: | 56 | 5 |  |  | 36 | FDE | FFer |
| 20-1 | T | 45 | 56 |  |  | CHL | =T0F |
| 2bas | Er | EF | 2 |  | 34 | Enit | TSTP |
| SQF | 05 | Fe | 2 |  |  | TP | $\vec{\square} \mathrm{IC}$ |
| 205 | 21 | SE | 8 |  |  | ir | Hi Mos |
| 200\% | 2 | E | 2 |  |  | 10 | GEEE: hi |
| 2ber | 00 | E3 | 2 E |  |  | Chil | FEFT |
| 20E | C\% | 20 | 3 |  |  | Shi: | तepa |
| 25 | $c^{2}$ | G- | 25 |  |  | - | F |
| ES5 | $0 \cdot$ | 5 | 2 |  | $\because:$ | Cat | -5-5 |
| - ${ }^{\text {ce }}$ | Ef | ne | 26 |  |  | 75 | a En |
| 205 | 2 | 4 | $\because$ |  |  | 45 | Hi Mra |


| 2008 | 22 | EE | E |  | 10 | SEEE HL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2005 | Co | E.4 | 20 |  | CPLI | FEFT |
| 2008 | CD | GE | 27 |  | CALL | Gines |
| 2 AL | Cl | 80 | 27 |  | CHLL | LEST |
| $206 E$ | C3 | 435 | 26 |  | IF | If |
| 2001 | CD | BA | 27 | END | CALL | SHFT |
| 2004 | C9 |  |  |  | RET | * |
| 2500, 25254k |  |  |  |  |  |  |
| 2506 | 21 | 81 | $40^{4}$ | INTL: | LD | HL 4681 |
| 2563. | 22 | 86 | E2 |  | LD | (0200) HL |
| 2546 | 21 | प6 | 60 |  | LD | HL Guba |
| 2509 | 22 | 62 | 82 |  | 10 | (1202). HL |
| 2506 | 21 | PD | 69 |  | LD | HL EDPD |
| 2567 | 22 | 04 | 92 |  | LD | (0204) HL |
| 2512 | 21 | 85: | 06 |  | LD | HL 6410 |
| 2515 | 22 | 86 | 92 |  | 10 | (620E) HL |
| 2518 | 21 | E0 | 60 |  | L0 | HL. EQE0 |
| 2518 | 22 | 68 | Q2 |  | LD | (0208) HL |
| 251 E | CD | $6 E$ | 27 |  | CELL | ULD |
| 2521 | $F D$ | 2 H | 02.82 |  | LD ${ }^{\text {. }}$ | If (aybe) |
| 2525. | C9 |  |  |  | RET |  |
| 2549, 2563 ${ }^{\text {2 }}$ |  |  |  |  |  |  |
| 2549 | 21 | 80 | 01 | INIT: | LD | HL 0100 |
| 2540 | 22 | 1 A | 62 |  | LD | (Q21P) HL |
| 2545 | 22 | 1E | 92 |  | LD | (EQiE) HL |
| 2552 | 21 | 96 | 25 |  | 10 | HL 2590 |
| 25.5 | 22 | 10 | 02 |  | 10 | (621C) HL |
| 25s | 21 | 10 | W |  | LD | Hi 日296 |
| 25s | 22 | 26 | $\underline{6}$ |  | 10: | (62cQ) HL |
| ESE | 5 | ES |  |  | 15 | त 69 |
| 564 | I | 49 | 4 E |  | 10 | (e246) |
| 25 | 69 |  |  |  | EET | * |
| 2razajerit |  |  |  |  |  |  |
| 5 | F | 15 | $\underline{2}$ |  | 0 | H ¢EEAC |
| 256 | En | 5 E | $15 \cdot 6$ |  | $4 D$ | DE (ELIE) |
| 200 | 47 |  |  | $F \%$ | 12 | E ${ }^{\text {a }}$ |
| 25.2 | 1月 |  |  |  | Lo | 4 CDE |
| $25 \%$ | 7 |  |  |  | LD | (HL) F |
| 257 | $\pm$ |  |  |  | IVE | DE |
| 25\% | 23 |  |  |  | INC | Hi |
| 29 F | 5 |  |  |  | LD | Fi CoE |
| 25 | $\%$ |  |  |  | 15 | (Hi) $n$ |
| 20-7 | $7 E$ |  |  |  | Lit | F |
| 250 | FE | 44 |  |  | EF | 16 |
| 2-5 | E\% | Ev | $\because$ |  | IF | $\because 52$ |
| 25-5 | 3 |  |  |  | ille | $\stackrel{3}{2}$ |
| StE | $\pm 2$ |  |  |  | Iht |  |
| 20-7 | 51 | Qv | St |  | LD | EG WEET |
| 50 | E |  |  |  | FD' | H2 EC |
| 55 | - | Fer | 2 c |  | \% ${ }^{\circ}$ | FF |
| 58 | 13 |  |  | 26 | INO | OE |
| 209 | 2 | 5 | IE 62 |  | 10 | CQEE DE |
| E65 | Es |  |  |  | FET | * |
| EGEVEAFSH - |  |  |  |  |  |  |
| $2 \mathrm{~S}=$ | 21 | FD | $T E$ | STET | 10 | Hi TEFP |
| ES | 2 | 12 | ES |  | L5 | (8206) Hi |
| 255 | 21 | E8 | 75 |  | E? | HL Fen |
| 56 | 2 | 12 | 20 |  | L0 | 62to 4 |
| 255 | 2 | FE | $\overline{=}$ |  | 15 | Hi Fre |
| 250 | 2 | 14 | 0 |  | 10 |  |
| $\therefore$ | - | \% | E0 |  | $\cdot 6$ | H2 T- |
| 54 | 2 | $\pm$ | E |  | : 1 | $\therefore 2 \mathrm{E}$ ¢ |
| 20 | 2 | 5 | - |  | $\because$ | $H!=0$ |
| 25: | 2 | 16 | $\square$ |  | $\mathrm{LO}^{\circ}$ | anc $0^{2}$ |
| 55 | 0 | 1 |  |  | $?$ | 636 |



| ESE | 22 | 30 | 02 |  | TWTC. | 10 | $(0250) A$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 26.51 | In | 56 | 92 |  |  | Ler | f (6250) |
| 2654 | FE | 81 |  |  |  | CP | 01 |
| 2656 | 62 | $5 E$ | $\cdot 26$ |  |  | IF | ME HH |
| 2659 | $3 E$ | 69 |  |  |  | L0 | $\overline{\mathrm{H}} \mathrm{C}$ |
| 2658 | CI | $5 F$ | 26 |  |  | IF | ${ }^{1} 5$ |
| $265 E$ | IC |  |  |  | HH | INC | A |
| 2657 | 32 | 50 | 02 |  | IJ | L0 | (6250) A |
| 2662 | 3 B | 36 | 02 |  |  | LD | A (6250) |
| 2665 | $c 9$ |  |  |  |  | - FET | * |
| 2669, 26817 K |  |  |  |  |  |  |  |
| 2669 | ED | $5 B$ | 08 | 02 | LOFE: | LD | DE (0268) |
| 2660 | DD | 19 |  |  |  | HDD | IX DE - |
| 2667 | DD | 22 | QE | 62 |  | LD | ( 020 E ) IX |
| 26.7 | 22 | (10 | 62 |  |  | $\angle D$ | (E2EAC) HL |
| 2676 | ED | 58 | GE | 62 |  | LD | DE (asaz). |
| 267\% | CE | 60 |  |  |  | - $A D C$ | A B Q |
| 2676 | ED | 52 |  |  |  | SEC | HL DE |
| 2675 | 2 A | BC | Q2 |  |  | 10 | HL (asoc) |
| 2681 | CO |  |  |  |  | RET | * - |
| 2685, 2686 ${ }^{\text {K }}$ K |  |  |  |  |  |  |  |
| 2685 | ED | $5 B$ | 16 | 02 | LDFC: | LD. | DE (0216) |
| 2689 | DD | 19 |  |  |  | ADD. | IN DE |
| 2888. | 6.9 |  |  |  |  | RET |  |
| 2685, 2698\#k |  |  |  |  |  |  |  |
| 26 BF | ED. | 56 | 19 | 82 | TSTA: | LD - | DE (e218) |
| 2693 | 2 | 12 | 02 |  |  | 10 | - HL (0212) |
| 2096 | Ce | 64 |  |  |  | ADD | A Q 回 |
| 209 | ED | 52 |  |  |  | SEC | HL DE |
| 265 | CS |  |  |  |  | EET | * |
| ESE EEESH |  |  |  |  |  |  |  |
| 208 | 25 | 16 | 82 |  | MHDE: | LD | Hi \llte |
| 259 | 2 |  |  |  |  | INC | HL |
| 2e9 | $\underline{2}$ | 16 | 62 |  |  | LD | (6zter M |
| 20\% | 2 | 12 | Q |  |  | LD | HL ( Q (2) |
| 2655 | 23 |  |  |  |  | INC |  |
| 2645 | 2 | 12 | 62 |  |  | LD | (ege) HI |
| 26as | 2 ? | 14 | 62 |  |  | LD | HL 《6244 |
| EEAC | $2 \%$ |  |  |  |  | IWE | HL |
| EAD | 22 | 14 | 42 |  |  | LD | (GEi4. HL |
| EES | 05 |  |  |  |  | EET. | * |
| E04. 26C046 |  |  |  |  |  |  |  |
| ESE | Co | 4 | 25 |  | FEET: | CHLL | IWIT |
| 2 EST | E | 6 | 25 |  | KK | EALL | NEW |
| $206 \%$ | 0 | ${ }^{-}$ | 25 |  |  | CFLL | 5TET |
| Ees | C | E | 2 E |  |  | ChiL | MWD |
| 260 | C) | एe | $\underline{5}$ |  |  | chl | Chne |
| 206 | CD | FE | E |  |  | CAlL | TEST |
| 266 | 0 | 0 | E6 |  |  | IF | $\geq L L$ |
| 260 | 0 | E\% | 2 E |  |  | IP | KS |
| 865 | 0 |  |  |  | LL | EET | $\stackrel{*}{*}$ |
| EDQ 2EEEFI: |  |  |  |  |  |  |  |
| Ese | SE | 96 |  |  | Chns: | EV | Fs 60 |
| 5 St | Eb | $5 E$ | 2 E | 2 |  | LD | TE © © 2b |
| 2006 | 2 H | $1 \%$ | $E 2$ |  |  | 10 | HL cesta |
| 260 | 4 |  |  |  | ht | 4 L | E A |
| SERF | 12 |  |  |  |  | 10 | F (DE) |
| 20DE | 7 |  |  |  |  | 10 | (HL) 5 |
| 2 EDC | 78 |  |  |  |  | 10 | E |
| EeD | $F E$ | EP |  |  |  | CF |  |
| Stip | CP | E | E |  |  | IF | $\geq \mathrm{NH}$ |
| EEE | 12 |  |  |  |  | INC | OE |
| 20 | 2 |  |  |  |  | INT | HL |
| 2sE | 8 |  |  |  |  | Ife | F |
| 255 | E- | E | 5 |  |  | \% |  |
| Ses | - | 5 | E |  | \%: | Lit | H -GEL |
| SCE | 2 | SF | $\mathrm{n}^{-}$ |  |  | if | 620 |

26F2．2TGTIK

| 2 EF 2 | EO | 55 | 9\％ | 42 | TEST： | LO | （0， 0 O OE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 FE | 22 | 610 | 02. |  |  | LO | Caroç HL |
| 2659 | 11 | 54 | 01 |  |  | LD | DE 6156－ |
| $26 F 6$ | 50 | 06 |  |  |  | ADD | F bat |
| $26 F E$ | ED | 52. | $\cdots$ |  |  | SEC | HL DE |
| 2768 | $E D$ | $5 E$ | 日月 | 02 |  | LO | DE（BEEA） |
| 2764 | 2 A | 00 | 82 |  |  | LD | HL（06） |
| 2707 | 69 |  |  |  |  | FET | ＊ |
| $2706.2729 \$ K$ |  |  |  |  |  |  |  |
| 2708 | 21 | F 1 | 25 |  | OLO | LD | HL LIFA |
| 2705 | 22 | 10 | 20 |  |  | LD | （2010）HL |
| 2711 | 22 | 60 | 24 |  |  | Lo | （20E6）HL |
| 2744 | 21 | 49 | 26 |  |  | 10 | HL IF． |
| 2717 | 22 | 3E | 24 |  |  | LD | （2GES）HL |
| 271月 | 21 | S0 | 26 |  |  | LD | HL JIE． |
| 2710. | 22 | 88 | 24 |  |  | LD | （208e）Hi |
| 2720 | ED | $55^{\prime}$ | Ef | 62 |  | LD | DE（bedens |
| 2724 | TE | 09 |  |  |  | LD | A 60 |
| 2720 | 3 | 50 | 02 |  |  | LD | 60250）$A$ |
| 2729 | C9 |  |  |  |  | $E E T$ |  |
| 2720，2737\％K |  |  |  |  |  |  |  |
| 2720 | CD | 日8． | 27 |  | DLDA： | CALL | DLD |
| 2730 | 2 A | 80 | 02 |  |  | LD | HL（agea） |
| 273 | 23 |  |  |  |  | INE | HL |
| 2734 | 22 | 06 | 9 |  |  | Li | （beda）HL |
| 273 | co |  |  |  |  | RET | ＋ |
| 25E274506 |  |  |  |  |  |  |  |
| 272 | 28 | Qe | 92 |  | TSTE | 10 | Hi cace？ |
| 27 E | E2 | SE | $i^{4} 4$ | 92 |  | 1 D | RE GED4 |
| 274 | Es | E6 |  |  |  | FDO | A EVG |
| 274 | EL | 52 |  |  |  | 5 SE | HLTE |
| 274 | \％ |  |  |  |  | FET | － |
| 27，ETEQtk ． |  |  |  |  |  |  |  |
| 2745 | EV | $5 E$ | $60^{-}$ | 12 | WULE： | 10 | ［2（tage |
| 2740 | $2 F$ | 10 | 0 |  |  | 10 | HL（a）ios |
| 275 | 2. |  |  |  |  | Fide | HL DE |
| 278 | 22 | 26 | de |  |  | 10 | CEib）HL |
| 275 | 2H | 12 | 62 |  |  | 10 | H2＜0212 |
| 2756 | 19 |  |  |  |  | BDD | HL DE |
| 275 | 25 | 12 | 6 |  |  | Lo | cage） 42 |
| 274 | $2 F$ | 14 | DE |  |  | 10 | H2（924） |
| 2750 | 19 |  |  |  |  | FDD | H DE |
| $=5$ | 20 | 12 | a |  |  | LD |  |
| 276 | E： | $5{ }^{\circ}$ | Es | 0 |  | 15 | DE Gedes |
| 275 | 2 | 12 | $\theta$ |  |  | 1 p |  |
| 268 | 15 |  |  |  |  | FDO | He be． |
| 2759 | 22 | 48 | 3 |  |  | Lit | Gese 6 |
| 276 | 59 |  |  |  |  | E－ | $\because$ |
| －tevercil |  |  |  |  |  |  |  |
| $\underline{2}$ | c， | 0 c | $\square$ |  | One | Eat | It |
| 27 | $E$ | $5 E$ | be | E |  | 1\％ | TE iene |
| －70 | 23 | E9 | $\square$ |  |  | LF | H2，（enty |
| －78 | 15 |  |  |  |  | Fl？ | $\because \mathrm{F}$ |
| －7 | 2 | E－ | $\square 8$ |  |  | 16 | \％emo H |
| QTC | 0 |  |  |  |  | FET |  |
|  |  |  |  |  |  |  |  |
| Ec | $F$ | $\because$ |  |  | B7\％ | In | Tu |
| 29 | $F$ | 2 | 3 | 2 |  | Br |  |
| 285 | 0 |  |  |  |  | FE |  |

## Appendix

## PROGRAMS IN 'C'

These include two main operations:-
a) the Real Vertex Verification and
b) the Formation of Unit Clauses.

The whole program consists of a main routine and 16 subroutines. Nine of the subroutines are called by the main and the rest of them from other subroutines. In the following, the function of every subroutine is described in brief with special emphasis on their difficult points.
main:- This is the main routine of the program, which basically is responsible for printing out messages according to the various results, and calls the nine primary subroutines that do the two operations mentioned at the beginning. The nine subroutines, according to the order they are called are:-
init:- This initializes the character arrays $\operatorname{ChA}[2 \emptyset], \mathrm{Ch} B[2 \emptyset], \ldots$, ChE [2ø], by loading them with ' $z$ ', and the final Real Vertex'Co-ordinate

Arrays $\mathrm{A}[2 \varnothing][2], \mathrm{B}[2 \phi][2], \ldots, \mathrm{E}[2 \varnothing][2]$ by setting them to $\varnothing$. Finally it zeroizes some pointers and flags.
move:- This moves the vertex-array from locations $A[2 \emptyset][2]$ to locations $B[2 \emptyset][2]$ to $C[2 \emptyset][2]$ and so on. This is necessary because locations $A[2 \emptyset][2]$ are always loaded by the vertex-array of the new array. The old one has to be stored for later comparisons. A flag $f$ indicates which case to be used.

Zoad:- This loads the new vertex-array into $\mathrm{V}[51]$ and sets pointer $f$ accordingly for the next call of move.
check:- This checks if the vertex-array $\mathrm{V}[51]$ and the pointer-array $N[16]$ have got an end marker -1 , and sets flags $F 1$ and $F 2$ accordingly.
truvert:- This is the subroutine that checks the distance of every vertex from the equation formed by the real-vertices and accordingly eliminates the ones with distance greater than a certain limit. In doing this it calls three subroutines which are:-
equat:- This forms the equation using the coordinates of the realvertices, by calculating tang and $b$ :-

$$
\begin{aligned}
& \operatorname{tang}=y_{2}-y_{1} / x_{2}-x_{1} \\
& b=\left(x_{2}^{*} y_{1}-x_{1}^{*} y_{2}\right) /\left(x_{2}-x_{1}\right)
\end{aligned} \quad \text { with } x_{2} \neq 1
$$

When $x_{2}=x_{1}$ then tang is set to 1 because it can not be set to infinity and it should not be set to zero by default.
tolernce:- This checks if the distance of every one of the pseudovertices is within the prespecified limits. If both $x_{2} \neq x_{1}$ and tang $\neq \emptyset$ the tolerance is given by the maximum of the absolute differences between the co-ordinates given by the equation and those of the pseudo-vertex. If $x_{2}=x_{1}$ and $\operatorname{tang}= \pm \infty$, then the tolerance is given by the absolute difference of the abscissae. Finally if tang $\neq$, the tolerance is given by the absolute value of the two ordinates. This is why tong was set to 1 in the previous subroutine.
store:- This stores the coordinates of the verified real-vertices into the new vertex-array $A[2 \emptyset][2]$.
newlist:- This creates a new list of pointers $\mathbb{N}[i]$, by inserting in the old list pointers to the pseudo-vertices with distance from the equation greater than the limit.
adjacent:- This checks if two adjacent true-vertices within the vertex-array $A[2 \emptyset][2]$ : are near enough to be considered as one.
first:- This decides if the first real vertex is to be eliminated due to the case discussed in Section 3.4.2.
classify:- This calculates the primary elements of the 2-D shapes such as angles, lengths of sides etc., and uses the following four subroutines to prepare the unit clauses for the procedure of recognition. angle:- This calculates the angles of the 2-D shape according to the formulae of paragraph 3.4.3d.
vertex:- This loads the character array ChA[i] with the appropriate lower-case alphabetic character from $c[i]$.
predicate:- This forms the unit-clauses which are to be used by the PROLOG program and writes them into file 'data'.
cormvert:- This uses subroutine doit to check if the 2-D shapes that are faces of a 3-D one have common vertices or not.
doit:- This checks if the distances of every vertex of each 2-D shape from those of everyone of the others are near enough to be considered as common. If so, it uses the same alphabetic character to represent them. The ' C ' programs are presented in the following listing.




```
int a%=i;;
```



```
int F,j;y,H,F1,F2,R,I,fin[1G],E[:O2,S2[16],S1[16],N[16];
```




```
ghur Enf[20], [hH[20],ChC[20],Cha:O0],ChE[20];
ma|!%
{ int l,m;
    init();
for!i=0;i(20; i++)
UQ口iआ: if(f!=0) mov三();
    if(f)A)
```



```
                                    algoritfor foilsin");
                                    gOढむ End;
    }
    IGad();
    if(f==-1) goto End;
pili!if("f=%d\n",f);
    check();
    i F(F1==1)
    { prinif(:20-shap: vi:hmore than 15 vertices,
                                    algorithm Fэ115\n");
            goto stop;
        }
        i F(FZ==1)
```



```
                                    of v!こ\:!";:
            gote stop;
        }
        *1=V[0];
        *1=ソ[1];
        \therefore=\\mp@code{N[1]];}
        v=v[N[1]+i];
        I=0;
        for(f)=1;(N[j]!=-1); j++)
            truvert();
        stare();
        A[I][O]= -1;
        adjacent();
        first();
        cl\existsssify();
        Fon(1=0;1<=16;1++)
            { For(m=O;m<=1;m++)
                printf("A[%d][%d]=%d\n",1,msA[1][m]);
            }
            gato tegin;
end: printf("end of real vertex verification phase,
            unit clauses in (data>\n');
stop: pיintfi"end of proosdursin");
}
init()
{ For(i:=0;i(20;i++)
            { ChA[i]=ChB[i]== ChE:'1=ChD[i]=ChE[i]='z';
            For(j-0;j(2;j++)
```



```
            i
            "\cdots:;
            1.;
```

65
66
67
16
67
70
71
mave ()
\{ $\quad i f(f=-\infty)$
for (i=0; i (20;i+r)
\{ $\quad \operatorname{ChE}[i]=\operatorname{ChD}[1] ;$
ChD[i]=ChC[i]:
ChC[i] $=$ ChS[i];
ChB[i]=Chf[i];
for ( $j=0 ; \mathrm{J}$ (2; $\mathrm{j}++$ )
$\{\quad E[i][ \}]=D[i][J] ;$
$\mathrm{D}[\mathrm{i}][\mathrm{J}]=\mathrm{C}[i][\mathrm{J}] ;$
$C[i][J]=E[i][J] ;$
$B[i][J]=A[i][J] ;$
$\}$
3
3
OIS $=$ if $(f=\pi=3)$
( for (i=0;i《20;i+t)
\{ ChD[i]=Ch[[i];
ChC[i]=ChE[i];
$\mathrm{ChB}[i]=\mathrm{Ch} A[i] ;$

\{ $D[i][J]=C[i][J] ;$
C[i] [j] $=\mathrm{B}[i][\mathrm{j}]$;
$B[i][J]=A[i][j] ;$
$\}$
3
$\}$
$\equiv$ I三e if $(f==z)$
* $\quad \operatorname{for}(i=0 ; i(20 i i++)$
\{ ChC[i]=ChE[i];
ChE[i]= ChA[i];

\{ C[i][J]=E[i][J];
$B[i][J]=A[i][J] ;$
\}
$\}$
$\}$
else if $(f==1)$
$\{$ for $\{i=0 ; i<20 ; i++$ )
[ $\quad C h B[i]=C h A[i] ;$
F口: $\mathrm{CJ}=0 ; \mathrm{J}\langle 2 ; \mathrm{J}++$ )
B[i][J]=A[i][J];
3
3
returni
\}
10ad()
\{ int iyv[巴1];
printf("type coordinates of vertices now\n");
जratif( $" \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x$
$\% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x \% x "$,
$\& \vee[0], 3 \vee[1], \& \vee[2], \& \vee[3], \& \vee[4], \sharp \vee[5], \& \vee[6], \& \vee[7], \& \vee[8], \& \vee[7]$,
\&V[10], \&レ[11], \&レ[12], \&レ[13], \&V[14], \&レ[15], \&V[16], \&レ[17], \&V[13],





;intf("typ: pointers to aertain vertices now
$1 \cdots$


for (i=0;i(51;i++) V[i]=v[i];
for ( $i=0$; i (51; $i++$ )

if(N[0]==0) printf("i[3]=\%d(n",N[0]);
forif=0;iく16;it+)
if(N[i]!=0) Fri, 1 f("N[\%d] $=\% d \backslash n ", i, N[i]) ;$
if(V[0]!=-1) $f=f+1$;
E1sef $f=-1$;
reさんたが
j
chech (;
\} $\quad F 1=1$;
for(i=0ii (16; i++)
$\therefore \quad i F(N[i]==-1) \quad F 1=0$;
\}
F2=:
Forij=0ic (51; $i++$ )
$\{\quad i f(V[i]==-1) \quad F 2=0$;
\}
rこさせにけ
\}
equat ()

Yニン2-y1;
$17(x!=0)$
\{ tang=' $x$;
$t=(x 2 * y 1-x i * y 2) /(x-2-\times 1)$;
\}
ㄹ1ミㄹ
$\{\quad \operatorname{tang}=1 ;$
$b=0 ;$
3
return;
\}
newlist ()
\{ int L;
L=3;
for ( $\left.; N[j]!=-1 ; j^{++}\right) ;$
for ( $; \mathrm{J}>\mathrm{L} ; \mathrm{j}-\mathrm{-})$
$N[J+1]=N[J] ;$
$N[J+1]=N[J] ;$
$N[J]=R$;
return;
3
store()
$\{$ int $K$;
K=1;
$\mathrm{A}[\mathrm{K}][0]=\mathrm{xi}$;
A[K][1]=y:
I $=$ K + 1 ;
return;
\}
tolemace ()
〔 dovbla Du, Dy;
if( $(x!=0)$ \& (tang! = o) )
[ $\quad y=t \exists n g x ソ[i]+5 ;$
$u=(v[1+1]-10)+\tan ;$

Dy＝fads $(y-\vee[i+1]:$
tol＝CDx＜＝Dy？Dк：Dy；

3
Plse if $(X==0)$
tol＝fabs（V［i］－xi）；
alse if（tang＝こ0）
tol＝fabs（V［i＋1］－y1）；
returny
\}
truvartio
$\{$ int flag；
double max；
start：equat（）；
max＝0．0；
$i=N[j-1]+2 ;$
100p：iF（i《N［J］）
₹ tolernce（）；
if（tol $\langle=2.0)$
fone：$\quad i=i+2$ ；
goto loopi
\}
flag＝1；
if（tol）$=$ ：
\｛ max＝tol；
к2＝V［i］；
$y z=\bigcup[i+1] ;$
$R=i ;$
3
goto one；
3
$-1 \equiv \equiv \operatorname{lr}(V[i]==-1)$
return；
ミ1 ミも if（flag！＝1）
5 store（）；
$x 1=x 2 ;$
$y 1=y 2 ;$
$x_{2}=V[N[J+1]] ;$
$y 2=V[N[j+1]+1] ;$
return；
\}
215e
\｛ hewlist（）；
Flag＝0；
goto start；
$\}$
3
adjacert（）
\｛ double K゙1，K2，L1，L2；
int $1, \mathrm{~m}$ ；
foric $1=0$ if $[1+1][0]:=-1 ; 1++$ ）
\｛ $K 1=A[1][0]-A[1+1][0]$ ；
$K Z=A[1][1]-A[1+1][1] ;$
L1＝K1＊K1；
Lこ＝Kこ＊にさ；
if（5qrt（1．1＋1－2）（＝2．0＊sqrt（2．0）） ¢ forim＝1；A［m＋1］［0］！$=-1 ; m++$ ）

〔 $\quad A[m][0]=A[m+1][0] ;$
$A[m][1]=A[m+1][1] ;$
\}
$A[$ M］［a］$=-1$ ；

257
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259
260
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```
            3
            return;
}
first()
{ int No;
    For(i=0;A[i][0]!=-1;i++);
    No=i-2;
printf("Nv=%d\n",No);
    x1=A[1][0]; y1=A[1][1];
    A2=A[No][0]; yZ=A[NO][1];
```



```
    equat();
    i=0;
    V[i]=A[0][0]; V[i+1]=A[0][1];
    tolernce();
```



```
printf("tol=%.5.ZF\n",tol)i
    ifitol(=2.0)
    { for(i=0;A[i][0]!=-1;i++}
        { A[i][0]=A[i+1][0];
                                A[i][1]=A[i+1][1];
            }
                A[i-2][0]=A[0][0];
                A[i-2][1]=A[0][1];
    }
    @l\equivE rəturn;
3
cles\equivify()
& fousie j1,D2;
        For(i=0;(A[i+1][0]!=-1); i++)
        { Di=A[i][0]-A[i+1][0];
        DZ=A[i][1]-A[i+1][1];
                S[i]=sqrt(D1*D1+DZ*D2)+0.5;
                T[i]=(D1!=0?(S60/(2*3.1416)*(atan(D2/D1))):90);
                if(T[i](0) T[i]=T[i]+1E0;
                Sl[i]=T[i]+0.5;
                S2[i]=S[i]*S[i];
        }
        R=i;
        angle();
        verter();
        comimvert();
        predicate();
        return;
}
angle(%
{ int maxA;
            maxA=A[1][1];
            for(i=1;i(R-1;i++)
                                    m̈*A=(maxA)=A[i+1][1]?%амA:A[i+1][1]);
            An[O]=ョ65(S1[O]-S1[R-1]);
            for(i=1;i(R;i++)
                    if((R)Z)&⿱口⿰口口((A[i][1]<=A[i-1][1])&&(A[i][1](=A[i+1][1]))
                            i(()}A[i][1])=A[i-1])&&(A[i][1])=A[i+1][1]))
                                    An[i]==bs(Sl[i-1]-Sl[i]);
                    else if(A[i][1]==m\existsxA)
                                    An[i]=abs(SI[i-1]-Sl[i]);
                                    E15巳 An[i]=1E0-ョbstS1[i]-Sl[i-1]);
            }
        raturn;
```

321
vert:̈ ()
$\{\quad \operatorname{For}(i=0 ; A[i+1][0]!=-1 ; 1++$ )
\& Chin $[i]=c[k] ;$
$k=k+1$;
\}
\}
predicate()
§ FILE *out;
out=fopen("data","a");
For(i=0;A[i+1][0]!=-1; $i++$;
$\{\quad$ if( $(A[i+1][0]!=f[0][0])(: A[i+1][1]!=A[0][1])\}$

ChA[i], ChA[i], ChA[i+1], ChA[i+1]);
fprintf(out," line(\%c\%c, \%d). \n",
ChA[i], ChA[i+1],S[i]);
Fprintf(out,"slope (\%c\%c, \%d). \n",
ChA[i], ChA[i+1],S1[i]);
fprintf(out," $=q \mathrm{rline}(\% c \% c, \% d)$. (n",
ChA[i], ChA[i+1], S2[i]);
;
e15e
(fprintf(out:"conn(\%c,\%c\%cs\%c). \n",
ChAti], ChA[i], ChA[O], ChA[O]);
fiprintf(out,"inne(\%c\%c,\%d). \n",
ChA[i] ChA[0],S[i]);
Fprintf(out,"三lape(\%c\%a,\%d). \n",
ChAEi], ChA[0], Sl[i]);
fprintf(out,"三qriine(\%c\%c, \%d). \n",
CHA[i], Chato], SE[i]);
3
)
for(i=0;i<R;i++)
fprintf(out, "angle(\%G, \%d). In", ChA[i], An[i]);
fclose(out);
raturn;
3
commvert (s
\{ if(E[O][O]!=0)
〔 doit(A,B,ChA,ChB);
$\operatorname{doit}(A, C, C h A, C h C) ;$
doit ( $A, D, C h A, C h D)$;
$\operatorname{doit}(A, E, E h A, C h E)$;
doit ( $\mathrm{B}, \mathrm{C}, \mathrm{Ch} \mathrm{B}, \mathrm{ChC}$ );
doit (B, D, ChE, ChD);
doit( $\mathrm{B}, \mathrm{E}, \mathrm{ChE}, \mathrm{ChE}$ );
doit (C,D,ChC,ChD);
doit(C,E,ChC,ChE);
return;
3
elye if $\mathrm{CD}[0][0]!=0)$
$\{\quad \operatorname{dait}(A, B, C h A, C h E)$;
doit (A,C,ChA,ChC);
dait (A,D,ChA,ChD);
doit ( $\mathrm{B}, \mathrm{C}, \mathrm{Ch} \mathrm{B}, \mathrm{ChC}$ );
doit ( $\mathrm{E}, \mathrm{D}, \mathrm{Ch}, \mathrm{B}, \mathrm{ChD}$ ) ;
doit (C, D, ChC, ChD);
return;
;
$\because 15$ if $\because[0][0] 1=0)$
\{ doitiE, C, ChE,ChC):

3

## doitsa，C，ChA，ChC：

 r气もurn；$\}$
else if（B［0］［0］！＝0）
\｛ $\quad \operatorname{dojt}(A, B, C h A, C h B) ;$
return；
\}
else returni
doit（W，U，ChW，ChU）
int W［20］［2］，U［20］［2］；
char CH Ch： CH Co ；
\｛ int Kı，KZ，Li，Lz；
forcj＝0；U［J＋1］［0］！＝－1；$j++$ ；
〔 for（i＝0；W［i＋1］［0］！＝－1；i＋＋）
\｛ Ki＝W［i］［0］－U［j］［O］；
Kこ＝W［i］［1］－U［J］［1］；
LI＝K1＊K゙1；
L2＝にこ＊に2；
if（sqrt（Li＋L2）（＝2．O＊三qrt（2．0））
ChW［i］$=$ Chu［J］；
3.

3
「セちいいま；

## Appendix

4

PROGRAMS IN 'PROLOG'
These are the two recognition programs $2-D$ Recognizer and $3-D$
Recognizer. The following is a listing of the two programs, which have been presented in detail in Chapter 5.

```
Init2D:-retractall(atrian(A,B,C,D,E,F)),retractall(aquadril(G,H,I,J,K,L,M,N)).
shape(X,triangle):-trian(X,S,Y,T,Z,U).
```



```
not(atrian(Z,U,X,5,Y,T)),assert(atrian(X,S,Y,T,Z,U)).
shape(X,isosceles):-init2D,trian(X,S,Y,T,Z,U),equalpair(S,T,U).
equalpalr (X,Y,z):-equalline( }X,Y)\mathrm{ .
equalpair(X,Y,Z):-equalline(Y,Z).
equalpair(X,Y,Z):-equalline(X,Z).
equalline(X,Y):-1ine(X,M),line(Y,N),equal:(M,N).
equali( }(X,Y):-N\mathrm{ is }X,M\mathrm{ is Y,N=M,!.
equal|(X,Y):-(X)Y):!,N is X-Y,N={2.
equall( }X,Y):=(X(Y),!,N\mathrm{ is }Y-X,N={
shape(X,equilateral):-init2D,trian(X,S,Y,T,Z,U),equalline(T,U), equalline(5,T).
shape(X,right-angled):-init2D,trian(x,S,Y,T,Z,U),right(S,T,U),
right(X,Y,Z):-sqrline(X,L),sqriline(Y,M),sqrline(Z,N),pythag(L,M,N).
pythag(X,Y,Z):-equal 2 (X,Y+Z)
pythag(X,Y,Z):-equal2(Y,Z+X)
pythag(X,Y,Z):-equal2(Z,X+Y)
equal2(X,Y):-N is X,M is Y,N=M,!.
equalZ (X,Y):-X)Y,!,N is X-Y:N=(4.
equal2(X,Y):-X(Y,!,N is Y-X,N=(4.
shape(X,obtuse-angled):-initzD,trian(X,S,Y,T,Z,U),obtuse(S,T,U)
obtuse(X,Y,Z):-sqrline(X,L),sqrline(Y,M),sqrime(Z,N),obttheor(L,M,N).
obtthear(X,Y,Z):-N is X,M is Y+Z,N)M!!,P is N-M,P)A.
obttheor(X,Y,Z):-N is Y,M is X+Z,N)M,!,P is N-M,P)4.
obttleor(X,Y,Z):-N is Z,M is X+Y,N)M,!,P is N-M,PiA.
shape(W,quadrilateral):-quadril(N,R,X,S,Y,T,Z,U).
quadril(W,R,X,S,Y,T,Z,U):-conn(W,R,X),conn(X,S,Y), conn(Y,T,Z), conn(Z,U,W),(X\:=Z.),(Y\=-W),
                                    not(conn(W,O,Y)),not(conn(x,O,Z)),not(conn(U,F,W), not (cunn(z,V,X)),
                                    not(aquadril(W,R,X,S,Y,T,Z,U)), not(aquadril( }X,S,T,U,Z,U,W,R))
                                    not(aquadril(Y,T,Z,U,W,R,X,S)),not(aquadril(Z,U,W,R,X,S,Y,T)),
                                    assert(aquauril(W,R,X,S,Y,T,Z,U)).
shape(W,mon-convex-quadrilateral):-momconvquad(W,R,X,S,Y,T,Z,U)
nonconvquas(W,R,X,S,Y,T,Z,U):-init2D,quadril(W,R,S,Y,T,Z,U),monconvex(W, X,Y,Z).
nonconvex(W,X,Y,Z):-angle(W,K),angle(X,L),angle(Y,M),angle(Z,N),twoleo(K,L,M,N).
twolfO(W,X,Y,Z):-N is W+X+Y+Z,NiJ&O,!,R IS 3&0-N,R) S
shape(W,trapeziu(f):-trapez(W,F,X,S,Y,T,Z,U)..
trapez(W,R,X,SyY,T,Z,U):-init2q,quadril(W,R,X,S,Y,T,Z,U),((paral(R,T), not(paral(S,U)));
                        (faral(S,U),not(paral(R,T)))).
paral(X,Y):-slope(X,M),slope(Y,N),Equalslope(M,N).
equal=lope(X,Y):-X>Y,!,N is }X-Y,N={3
equalslcpe(X,Y):-X(Y,!,N is Y-X,N={З
equalslope(X,Y):-N is }X,M\mathrm{ is }Y,N=M,
shape(isosceles-trapeziUm):-trapez(W,R,X,S,Y,T,Z,U),((equalline(R,T),not(paralis,U)):;
    (equalline(S,U), not(qaral(R,T)))).
```

- 56 shape(W,parallelogram):-paraigrm(W,R,X,S,Y,T,Z,U).
parelgru(h,R,X,S,Y,T,Z,U):-init2Diquadril(W,R,X,S,Y,T,Z,U),paral(R,T), paraltSaH;
53 shape(W, rectangle):-rectan(W,R,X,S,Y,T,2,U)
to rectan(W,R,X,SiY,T,Z,U):-paralgrn(W,R,X,S,Y,T,z,U),rect(R,S).
ol rect $(X, Y):-5 l o p e(X, L), s l o p e(Y, M), r i g h t(L, M)$.
of rect rigt $(x, y):-y) Y,!, N$ is $X-Y, q 0=N$.
ṫ rigit $(x, y):-x(Y,!, N$ is $Y-X, F i=N$.
e. ragit
and
©A $\quad$ raght $(X, Y):-X) Y,!, N$ is $X-Y, N(90,!, R$ is $9(1-N, R=(3$. 65 right $(X, Y):-X(Y,!, N$ is $Y-X, N(90,!R$ is $90-N+R=(3$ 66 right $(X, Y):-X) Y$ ! !, $N$ is $X-Y, N) 90$,! iR is $N-90, R=(3$ 67 right $(X, Y):-X(Y,!, N$ is $Y-X, N) 90,!, R$ is $N-90, R=$ (3. © 8 right $(X, Y):-X=Y,!, R$ is 90.
69
70 shape(W,square):-squar(W,R, $X, S, Y, T, Z, U)$.
71 Squar(W,R,X,S,Y,T,Z,U):-rectan(W,R,X,S,Y,T,Z,U),equalline(R,S).
73 shape(W,rhombus):-rhomb(W,R,X,S,Y,T,Z,U),
74 rhamb(W,R,X,SiY,T,Z,U):-paralgrm(W,R,X,S,Y,T,Z,U),equalifne(R,S),


```
init2D{-retractali(atrian(A,B,C,D,E,F)),retractali(aquadril(S,HyI,J,K,L:M,N)).
trian(X,S,Y,T,Z,U):-conn(X,S,Y),conn(Y,T,Z),conn(Z,U,X), not(atrian(X,S,Y,T,Z,W)),mot(at,rian(Y,T,Z,U,X,S), ,
    not(atrian(Z,U,X,S,Y,T)):assert (atrian(X,S,Y,T,I,U))
equalline(X,Y):-1ine(X,M),line(Y:N),equali(M,N).
equali(X,Y):-N is X,M is Y,N=M,:
equali(X,Y):-N 15 X:M is Y,N=M,:Q
equali(X,Y): - (X)Y),!,N is X-Y,N={Z.
```



```
                    not(conn(W,D,Y)),not(cann(X,Q,Z)),not(conn(U,P,W)),not(conmi,Z,V,X)),
    not (aquadril(W,R,X,S,Y,T,Z,U)), not (aquaoril(X,S,T,Y,Z,U,W,R)),
    not(aquadriI(Y,T,Z,W,W,R,X,S)), not(aquadriI(Z,U,W,R,X,S,Y,T)),
    assert(&quadril(W,R,X,S,Y,T,Z,W)).
paralgrm(W,R,X,S,Y,T,Z,U):~init2D,quadril(W,R,X,S,Y,T,Z,U),paral(R,T),paral(S,U).
paral(X,Y):-slope(X,M),slope(Y,N),equalslope(M,N).
equalslope(X,Y):~X)Y,!,N is }X-Y,N=(3
equalslope(X,Y):-X(Y,!+N is Y-X,N={J.
equalslape(X,Y):-N is X,M is Y,N=M,!.
rectan(W,R,X,S,Y,T,Z,U):-paralgrm(W,R,X,S,Y,T,Z,U),rect(R,S).
rect(Y,Y):-slope(X,L), slope(Y,M), right(L,M).
right (X,Y): XX)Y,!,N is X-Y, 
right (X,Y): -X (Y+!,N is Y-X, Y0=N.
right (X,Y):-X)Y,!,N is X-Y,N(90,!,R is PO-N,R={3.
```




```
right (X,Y):-X(Y,!iN is }Y-X,N)P0,!,R is N-90,R=<3
right(x,y):- X=Y,!,R is 90.
squer(W,R,X,S:Y,T,Z,U):-rectan(N,R,X,S,Y,T,Z,US,equaliline(R,S).
rmomb(W,R,X,S,Y,T,Z,W):-paralgrm(W,R,X,S,Y,T,Z,U),equal1ine(R,S).
notshape:-not(triam(A,E,C,D,E,F)),not(quadrij(D,H,I,J,K,L,M,N)).
shape3D(A,tetratiedron):-tetra(A,B,C,D).
```



```
tetra(A,B,C,D):-init20,trian(A,X,F,Y,C,Z);trian(A,V,C,U,D,W),!inotshape,not(otheri(A,B,C,D)).
tetra(A,B,C,D): -init2D,trian(A,X,B,Y,C,Z),trian(A,V,D,W,B,W),!(notshape,not(otheri (A,B,W,D)).
shapeJD(A,tetraheoron):-tetrai(A,B,C,D).
```




```
                notshape,not (ottier1,A,E,C,D)}.
tetrai(A,E,E,D):-initzD,trjan(A,X,E,Y,C,Z),trian(A,R,D,S,E,T),trian(A,E,D,F,C,G),trian,E,U,D,V,C,W), 位
                notshapeimot(otheri(A,B,C,D)).
otherl(A, \(B, C, D):-\operatorname{conn}(1, J, K),(K \backslash==A)+(K \backslash==B),(K \backslash=\approx),(K \backslash==D)\).
```


## 2 sh

## 3 ay

 quadril(A,W, $D, X, E, Y, C, Z)$, ! notshapeinot (other2(A,B,C,D,E)S,
## 三hapeJD (A, square-pyramid):-tetra(A,B,C,D).


shapeت̃ (A,square-pyramid):-truntripyr(A,B,C, D,E).
shapeJD (A,triangular-prism):-sqrprism(A,B,C,D,E,F).
shapejo(A,truncated-trtangular-pyramid):-truntripyr( $A, B, C, D, E)$.





athers $(A, E, C, D, E, F):-\operatorname{conn}(I, J, K),(K \backslash==A),(K \backslash==B),(K \backslash==C),(K \backslash==D),(K \backslash==E ;,(K \backslash==F)$.
ShapejD(A,truncated-triangular-pyramid):-truntripyri( $A, B, E, D, E, F)$.
 runtrin notshape, not(otherJ( $A, B, C, D, E, F)$ ).
 notshape, not (others(A,B,C,D,E,F)).
 notshape, not (other $3(A, B, C, D, E, F)$ ). $\quad$ dadril ( $D, W, C, X, E, Y, F, Z), t r i a n(C, K, B, L, E, M),!$,

truntripyri(A,E,C,D,E,F):-init2D,quadril(A,R,B,S,C,T,D,U),!quadril(C,W,B,X,E,Y,F,Z;,trian(B,k,f,L,E,M),!, notshapeinot(other3( $A, B, C, D, E, F)$ ).
 notshapernot (other $3(A, B, C, D, E, F)$ ).
truntripyri ( $A, B, C, D, E, F):-i n i t 2 D, q u a d r i!(A, R, B, S, C, T, D, U),!$ quadril( $D, W, E, X, E, Y, F, Z), t r i a n(A, K, D, L, F, M),!$, notshape, not (other $3(A, B, C, D, E, F)$ ).
truntripyri (A,B,C,D,E,F):-init2D,quadril(A,R,B,S,C,T,D,U),!iquadril(B,W,A,X,E,Y,F,Z),trian(A,K,D,L,E,M),!, notshape, not (other3(A,B,C,D,E,F)).
truntripyri( $A, B, C, D, E, F):-i n i t 2 D, t r i a n(A, R, B, S, C, T) ;!$ quadril( $A, W, C, \dot{X}, D, Y, E, Z), q u a d r i f(B, K, A, L, E, M, F, N),!$, notshape; not (otherJ(A,B,C,D,E,F)).
truntripyri (A, B, C, D, E,F):-init2D,trian(A,R,B,S,C,T),! quadril(B,W,A,X,D,Y,E,Z),quadril(C,K,B,L,E,M,F,N),!, notshape, not (ather3(A,B,C,D,E,F)).
truntripyri $(A, B, C, D, E, F):-i n i t 2 D, t r i a n(A, R, B, S, C, T),!$ quadrili( $, W, B, X, D, Y, E, Z), q u a d r i l(A, K, C, L, E, M, F, N),!$, notshape, not (otherS (A,B,CID,E,F)).
shapeJD (A,triangular-prism):-triprism(A, 日, C, D,E).

 triprism(A,B,C,D,E):-init2D,trian(A,XiB,Y,C,Z),! paralgrm(B,U,D,R,E,S,C,T),!,notshapernot(other2(A,B,C,C,E) .
 triprism $A, B, C, D, E):-1 n i t 2 D, p a r a l g r m(A, R, B, S, C, T, D, U),!t r i a n(B, X, E, Y, C, Z),!$ notshape, not (other2(A,B,C,D,E))
shape3D(A,triangular-prisin):-trirpismi (A, B,C,D,E,F).
 notshape, not (otherJ (A,B,C,D,E,F)).
 notshape, not (otherJ $(A, B, C, D, E, F)$ ).
trirpismi ( $A, B, C, D, E, F):-i n i t 2 D, p a r a l g r m(A, R, B, S, C, T, D, U), 1, p a r a l g r m(D, W, C, X, E ; Y, F, Z), t r i a n(C, K, B, L, E, M),!$, notshapeinot (other $\mathcal{C}(A, B, C, D, E, F)$ ).
trirpisml $(\dot{A}, B, C, D, E, F):-i n i t 2 D, p a r a l g m(A, R, B, S, C, T, D, U)$, , paralgrm(B,W,A,X,E,Y,F,Z),trian(C,K,B,L,F,M),!, notshape, not (otherJ $(A, B, C, D, E, F)$ ).
trirpisili ( $A, B, C, D, E, F):-i n i t 2 D, p a r a l g r m(A, R, E, S, C, T, D, U), 1, p a r a l g r m(C, W, E, X, E, Y, F, Z), t r i a n(E, K, A, L, E, M), i$, notshape, not (other3 $(A, B, C, D, E, F)$ ),
 notshapeinot (other3(A,B,C,D,E,F)).
 notshapernot (otherJ $(A, B, C, D, E, F))$.
 notshape, not (otherJ(A,B,C,D,E,F)).
 notshape, not (other $3(A, B, C, D, E, F) \lambda$.
 notshape, not (otherJ (A,B,C,D,E,F)).
 notshape, not (other3(A,E,C,D,E,F)).

Shaperd ( $A$, truncated-square-pyramid):-trunsqrpyr ( $A, E, C, D, E, F)$.
 (

 otherA(A,E,C, D, E, F, G):-conn(I,J,K), (K $\backslash==A),(K \backslash==B),(K \backslash==C),(K \backslash==D),(K \backslash==E),(K \backslash==F),(K \backslash==G)$.

```
shape3D(A,truricated-square-pyramid):-trunsqrpyrirA,B,C+D,E,FiG)
```



```
notshapernot(othera(A,B,C,D,E,F,G)).
tunsqrpyrl(A,B,C,D,E,F,G):-imit=D,quadril(A,W,G,X,E,V,D,F),Quaoril(D,K,C,L,E,M,F,N),quadri}(A,R,D,S,F,T,G,L),!, notshape, not (otherA \((A, B, C, D, E, F, G))\).
trunsqrpyrl (A,E,C,D,E,F,G):-init2D,quadril(A,W,B,X,C,Y,D,Z),quadil(C,K,B,L,E,M,F,N),quadriI(D,R,C,S,F,T,G,LI): matshape, not (athera(A,B,C,D,E,F,G)).
```

shapezd (A,square-prism):-sqrprismi(A, B, C, D, E,F).




shape3D ( $A$, square-prisfit :-sqrprism1 (A, B,C,D, E,F,G).
 notshape, not (other4 (A,B,C,D,E,F,G))
 notshapernot (other4 (A,B,C,D,E,F,G))
 notshaqual
 notshape, not (othera ( $A, B, C, D, E, F, G)$ ).
 notshape, not (othera(A,R,C,D,E,F,G)).
 notshape, not sotherA(A,B,C, $, E, F, G)$ ).
 notshape, not (otheraita, B,C, D, E, F, CO).
sqprisml ( $A, B, C, D, E, F, G):-i n i t 2 D, p a r a l g r m(A, W, B, X, C, Y, D, Z), p a r a l g r m(B, K, A, L, E, M, F, N), q u a d r i t(C, R, B, S, F, T, G, U, Y$, notshape, not (othera ( $A, B, C, D, E, F, B)$ ).
sqrprisml ( $A, E, C, D, E, F, G):-i n i t 2 D, p a r a l g r m(A, W, B, X, C, Y, D, Z), p a r a l g r m(A, K, D, L, E, M, F, N), q u a d r i l(B, R, A, S, F, T, G, L), 1$, notshape, not (other $\Delta(A, B, D, D, E, F, D)$ ).
sqrprismi ( $A, E, C, D, E, F, G):-i n i t 2 D, p a r a l g r m(A, W, B, X, C, Y, D, Z), p a r a l g r m(D, K, C, L, E, M, F, N), q u a d r i(A, R, D, S, F, T, G, U),!$, notshape, not (otherA $(A, B, C, D, E, F, E))$.
 notshape, not (othera(A, B,C, D,E,F,B)).

## shapejD(A,parallelepiped)i-sqrprism(A,B,C,D,E,F).

shape3D (A,parallelepiped):-paralepdi(A, B, C,D,E,F,t).
paralepdi ( $A, B, C, D, E, F, G):-i n 1 t 2 D, p a r a l g r m(A, W, B, X, C, Y, D, Z), p a r a l g r m(B, K, A, L, E, M, F, N), p a r a l g r m(C, R, B, S, F, T, E, U),!$, notshapeinot (othera(A,B,C,D,E,F,G)).
 notshapeinot (othera(A,B,C,D,E,F,G)).
 notshapernot (otrierA(A,B,C,D,E,F,G))
 notshape,mot (othert(A,B,C,D,E,F,G)).
shape3D(A,rhomboid):-rhombid ( $A, B, C, D, E, F)$




Shape $\sum 0(A, r h o m b o i d):-r h o m b i d i(A, B, C, D, E, F, O)$
 not shepe, not (other4 (A,B,CID,E,F,G))
 not shape, nat (othera( $A, B, C, D, E, F, G)$ )
 notshape, not (otherA ( $A, B, C, E, E, F, G)$ ).
riombidi ( $A, E, C, D, E, F, G):-i n i t=D, r h o m b(A, W, B, X, C, Y, D, Z), r h a m b(C, K, B, L, E, M, F, N), H M O M(E, R, C, S, F, T, G, U),!$, not shapernot (otherA $(A, F, C, D, E, F, G))$
shape3D(A;rectangular-parallelepiped):-rectparalep(A,B,C,D,E,F).




shapejD (A, rectangular-parallelepiped):-rectparalepi(A, $, C, D, E, F, G$ ).
 notshape, mot (othera(A,A,C,D,E,F,G))
 notshapeinot (othera(A,E,C,D,E,F,G,).
 notshape, not (other $4(A, B, C, D, E, F, G)$ )
 notshapernot(othera(A,B,C,D,E,F,G))
 notshape, not (othera ( $A, E, C, D, E, F, G)$ )
 notshape, not (other4(A,F,C,D,E,F,G))
 notshape, not (othera(A, B, C, D, E,F,G)).
 notshapernot (Dthera (A, E, C, D, E,F,G)).
 notshape, not (othera ( $A, E, C, D, E, F, G$ ) ).
 notshapernct othera (A,E,C, D, E,F,GN).
 notshape, not (othera(A,B,C,D,E,F,G)).
 notshape, not (othera(A,B,CiD,E,F,G)).
shape3D (A, rectangular-parallelepiped):-rhombidi(A,B,C,D,E,F,G).




shapejD(A,cube):-cubei \{ $A, B, C, D, E, F, G\}$.
cubei ( $A, B, C, D, E, F, G):-i n i t 2 D, s q u a r(A, W, B, X, C, Y, D, Z), r h o m b(B, K, A, L, E, M, F, N), r h o m b(C, R, B, S, F, T, G, U),!$, notshape, not (athera(A,B;C;D,E,FiG)).
cubei ( $A, B, C, D, E, F, G):-i n i t 2 D, 5 q u a r(A, W, B, X, C, Y, D, Z)$, rhomb $(A, K, D, L, E, M, F, N), r h o n b(B, R, A, S, F, T, G, U), I$, notshape, not (otherd (A,B,C,D,E,F,G))
 notshape, not (other4 (A,B,C,D,E,F,G)).
cubel (A,F,C,D,E,F,G):-init2D, squar(A,W, B,X,C,Y,D,Z),rhamb(C,K,E,L,E,M,F,N),rhomb(D,R,C,S,F,T,G,U),! notshape, not (other4(A,B,C,D,E,F,G))
 notshape, not (other $4(A, B, C, D, E, F, G)$ ).
cubei ( $A, E, C, D, E, F, G):-i n i t 2 D$, whonb( $A, W, B, X, C, Y, D, Z), \operatorname{squar}(A, K, D, L, E, M, F, N), r h o w b(E, R, A, S, F, T, G, U),!$, notshape, not (other $\Delta(A, B, C, D, E, F, G)$ ).
 notshape, $n o t(o t h e r \Delta(A, R, C, D, E, F, G))$
cube $\mathcal{C}(A, B, C, D, E, F, G):-i n i t 2 D, r h o n b(A, W, B, X, C, Y, D, Z), S q u a r(C, K, E, L, E, M, F, N), r h o t u(D, R, C, S, F, T, G, U),!$, -init2D, rhono ( $A, W, A, X, C, Y, D, Z), s q u a r(C$,
notshepernot (otherA (A, $B, C, D, E, F, G))$.
Cubel ( $A, E, C, D, E, F, G):-i n i t 2 D, r h o m b(A, W, B, X, C, Y, D, Z), r h a m b(B, K, A, L, E, M, F, N), S q U \dot{C}(C, R, B, S, F, T, G, U),!$ notshapenot (otherA(A,B,C,D,E,F,G)).
 notshepernot (othera(A,B,C,D,E,F,G)).
Cubel(A,B,C,D,E,F,G):-init2D, rhomb(A,W,B,X,C,Y,D,Z), rhomb(D,K,C,L,E,M,F,N),Squar(A,R,D,S,F,T,G,U),!, notshepernot (othera(A,B,C,D,E\&FiG)).
cubel (A,B,C,D,E,F,G):-init2D, rhomb(A,W,B,X,C,Y,D,Z),rhomb(C,K,B,L,E,M,F,N),squar(D,R,C,S,F,T,G,U),!, notshäpe, not (othera(A,B,C,D,E,F,G)).
shapeTD(A,CubE):-rhonbidi(A,B,C,D,E,F,G).
shapeSD (A, other):-tetra(A,B,C,D),
shape3D(A, Dther):-tetrai (A, $F, C, D)$.
shapeID(A, Dther):~pyram(A,F,C,D,E).
ShapezD (A, other):-pyrafid (A,B,C,D,E).
5hape3D(A, other):-truntripyr(A, $B, C, D, E)$.
shapesD (A, other):-truntripyri(A,B,C,D,E,F),
shapezD(A,other):-triprisa(A,E,C,D,E).
shapeID(f,other):-triprisini (A, $B, C, D, E, F)$.
shape?D (A, other):-trunsqrpyr(A,B,C,D,E,F).
shapeJD (A, other):-trunsqrpyri(A,B,C,O,E,F,G),
shapesD(A,other):-not(tetra(A, B, C, D)), not(tetral(A, $A, C, D))$,
not (pyram(A,E,C,D,E)), not (Dyrami (A,R,C,D,E))
 not(triprism(A,B,CiD,E)), not (tripriEmi(A,B,C,D,E,F)),
not(trumsqrpyr(A,B,C,D,E,F)),
not(trunsqrpyrl(A,BiC,D,E,F,G))
 not (paralepdi(A,E,C,D,E,F,G)),
not (rhombid ( $A, B, C, D, E, F)$ ), not (rhombidi $(A, B, C, D, E, F, G))$ not (rectparalep(A,B,C,D,E,F)),
not (rectparalepi ( $A, B, C, D, E, F, G)$ ),
not (cube $(A, B, C, D, E, F)), \operatorname{not}($ cubel $(A, B, C, D, E, F, G))$.

## Appendix

## 5

## AN APPLICATION OF THE AVERAGING-INTENSIFICATION OPERATOR

A spin-off of this project was the application of the averagingintensification operator on digitized pictures. The Department of Mechanical Engineering working on digitized pictures taken from vibrating surfaces, needed a technique to obtain a clearer picture showing the fringes caused by vibration. The equipment that they used was similar to this described in Chapter 2 of this project, i.e. a camera to take the picture, a digitizer, and a tele-screen for projection. The only difference was that the result of the processed picture could be seen on the same screen.

So far the technique used was the voting technique in a $16 \times 16$ window. The results were not very satisfactory, because the window was very large and the middle pixel was modified according to a rather ununiform area of a not very clear - grainy - picture. Actually the modified picture turned out to be as grainy as the original. Of course the main objective was to distinguish the 'dark' fringes from the rest of the picture, in order to illustrate the effect of the vibration.

The suggested method was that of intensification with constant threshold in a $3 \times 3$ window. This time the result was slightly better but not very encouraging, because the fringes were still not distinctly shown. But after a second and third successive intensifications with the same threshold, the dark fringes started appearing due to the fact that the gray levels were pushed towards the two extremes. Eventually after a number of applications only black and white pixels remained. A simple two level - averaging then was enough to smoothen the picture.

Fig. A5.1 shows the original digitized picture. The fringes are easy for a human to detect but not for a computer. Fig. A5.2, the picture has been intensified with a constant threshold 7. The black area of the fringes and the bolt in the middle are more distinct now. Fig. A5.3, the picture after some successive intensifications show clearly now the existance of the fringes (upper half) compared with the original (bottom half).


Fig. A5.1


Fig: A5,2


Fig. A5. 3


[^0]:    * If a cell belongs to two different units counts for both in the calculation of the length.

[^1]:    *Here is meant positional difference and not arithmetic difference e.g. '8' differs by one from ' 7 ' and '1', '2' differs by two from '4' and '8' etc.

[^2]:    ',' is the symbol for logic AND and ';' the symbol for logic OR in PROLOG ${ }^{(2)}$

[^3]:    * $A \neq C$ can be expressed in PROLOG by ' $A=1=C$ ' which means that integer expressions $A$ and $C$ are not equal, and $' A \mid=C$ ' which means that $A$ and $C$ are not identical. Here the second expression is used to denote that vertex $A$ and vertex $C$ are not identical or in other words they do not coincide. Obviously the second expression is stronger than the first one.

[^4]:    *Here, a shorter form for the predicate 'trian' is used instead of trian ( $\mathrm{A}, \mathrm{X}, \mathrm{B}, \mathrm{Y}, \mathrm{C}, \mathrm{Z}$ ) for simplicity reasons. A similar simpler form is used for 'quadril' too.

