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ABSTRACT

The primary obhjective of this research is to look at ways
of-resolving the reliability problems of the Cambridge Ring
local area network system. The result is a novel design to
enhance the Cambridge Ring with fault tolerance bY
introducing redundant communlcation paths with dynamic
reconfiguration. The proposed Ring-Star system combines
the advantages of ring and star networks to create a
network which 1is topologically resilient while retaining

the efficlent communication advantage of rings.

Although as a local area network the ring has much in its
favour, it inherently suffers a major drawback -
reliability. Ring networks have by virfue of their design
a bpolnt-to-point communication medium, and hence a single
node failure can bring down the entire network. Likewlse,
if the transmission éable is ecut, the entire network will
fajil completely. Over the years several ftechnigues have
been put forward to mitigate this problem but they have
their limitations. A literature review was carried out to
survey and evaluate existing fault tolerant technigques, and
consequently to idéntify key design issues, As a result of

the ansaslysils, and taking 1into =account the particular
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properties of the Cambridge Ring network, the author was

abhle to propose a nhew design.

The design itself evolved 1n two stages. Phase 1 produced
an ideal design while Phase 2 improved on +the basic
prototype by converting the configuration into one more
suiteble for practical use. Both prototypes were bullt

and tested.

The Ring-Star concept offers a2 highly resilient system, 1t
has & star-like ring structure, being & ring network
encapsulating within its periphery a star structure. It is
this star component which provides the high degreé of fault
tolerance to the ring - it can tolerate multiple faults.
The design employs off-line redundancy technigues to
provide automatic fault isolation and recovery; and it
requires no human 1intervention once it i1s initiated. In
essence the Ring-Star provides a non-stop communicaticon
facility. However as with any star structured network,
installastion may be & prcblem. The basic design was
evolved into a multiple Ring-Star architecture, the
"Hierarchical Ring-Star™ +to ease this problem, It also
offers an 1installation mere flexibility in 1layout and
growth. An experimental system has been built and
successfully tested. From this, an estimate of cost for
adding fault tolerance to the Cambridge Ring has been made.
The approximate cogt per node came to £60. The oversall
theoretical reliability of the system has alsgo been

evaluated. When compared to a basic ring without fault
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tolerance an lmprovement of about 5@8% was obtained while

the overall relisbilility approaches 98%.

Finally, it should be noted that since this design is
concerned onhly with the physical layer configuration: it
may be applied to any ring network. Thusg it can be adopted
to enhance reliabllity for s ring designed according to the

IEEEBR2.5 standard, IBM token ring or any cther

proprietar& ring.
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o F SYMBOLS A ND A CRONYMS

CB
C3Uu

EOP

1si

led

P

PSU

RP

sai

SCsUu

SOP

CSU Block

Centre Switching Unit

End Of Packet

Kile or one thousand

large scale integration circuit
light emitting diode

Links or section of ring cables
minipacket

medium scale integrated circuilt
Mega or one million

Magter Centre Switching Unit
reliability of MCSU

reliabllity of node

Nodes

rellability of 1link

probability

Power Suﬁply,Unit

unreliability of 1link

Relay Port

reliablliity of 3CSU

small scale integrated cirecuit
Slave Centre Switching Unit

Start Of Packet
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U Union {(set theory)

vlisi very large scale integrated circuit



DEFINITTIONS A N D TERMINOLOGY

Availilability
Is the probability that a system 1s avalilable to perform
its functions at an instant of time.

Critical Faults
Are defined as faﬁlts which disable ring operation
completely,. Thus node fallures and bréken links are
classified as criticeal faults.

Fault Tolerance
I=s the ability of a system to continue to perform its
épecified tasks after the occurrence of faults.

Link break
Is a condition when the ring cable is severed. This is a
eritical fault.

Node Faillure
Is the condition when a ring node fails in such a way as
to disrupt ring operation by corrupting passing packets,

Off-Line Redundancy
Redundancy wherefn“ﬁpe”alternative means of performing the
function is inoperative until needed and 1s switched on
upon falilure o¢f the ‘primary meansg o¢f performing the
function.

Reliability

Is the probability that an item will perform a required

functlion under stated condition for a stated periocd of time.
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Resilience
May be generally defined as the abllity of a system to
survive failures in an organised manner.

Redundancy
Iz defined as the addition of information, resources, or

time beyond what is heeded for normal system operation.

The following definitions are specific for the Cambridge

Ring:

Boot Server
A device whicﬁ provides bootstrapping service for various
computers throughout the Cambridge Ring system.

Name Server
The Name Server plays a fundamental role in the Cambrildge
Ring system. When presented with the text name of a
service, a process or a computer, anywhere in the system,
the name server returns the appropriaste ring address. It
is alsoc capable of performing the converse translation.

Repeater
An electronic circuit +that receives e¢lock and data,
demodulates them and presents them to the Station -
Repeater interface; modulates elther the received dats or
data gated to 1t from the Station, and then transmits
regenerated s=ignals on around the ring. Synchronism is
achieved using a local osgecilllator phdse locked to the

incoming clock freguency.
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Station
An electronic circult that interfaces both to the Repeater
and the Interface Unit of an attached device. It peforms
serial to parallel and parallel to serial data conversion,
controls communications across the ring by synchronising
to the minipacket structure. It detectas and reports
certaln error types.

Node
An electronice circuit that comblnes Repeater and Station
functionality.

Interface Unit
lLogie +that interfaces a Node to a particular type of
attached device,

Minipacket
The unit of transmission between Stations controlled by
the ring access mechanism.

Slot Structure
A regular framing structure imposed upen the e¢ilrculating
bit stream to carry minipackets.

Monitor s
A unique node on the ring with respcnsibility for
initialising and maintaining ring operation and =lot
Btrucfure.

Ring Connec¢tors

Fixed &and free connectors for the physical connection of

Nodes into the Ring.
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CHAPTER O NE

INTRODUCTION

1.1 Background

Ring networks have a number of deairable properties for
apélications in 1local area networks (LAN). The protocélé
can be arranged to allow guaranteed bandwidth to all nodes
on the ring and hence provide a deterministic response to
uger services. For real-time applications such as voilce or
image, thils property is vital. Their point-to—pgint medium
simplifiés hardware, allowing rings to operate on a wide
range of media from twisted pairs to optical #fibres. Also
in contrast to bus networks, the transmission speed of ring
networks 1is not 1limited by propagation time and they can

therefore operate at much higher sreeds efficiently.

Howeverl, riqggﬂ have one major disadvantage - reliability.
A single failure on' its transmission path will disable the
entire network. Thus damage to the cable at any point could
disgrupt 'ring operation and similarly nodes must operate

reliably at all times.

There have been several schemes proposed to improve

reliability. An early and obvious way 1is simply to run a
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duplicated ring in parallel. In the event of any failure
on the primery ring, a switch is ﬁade to the Aduplicated
ring. This technique 18 however far from ideal, it is too
simpiistic and can tolerate only cocne fault. Moreover 1t
can be very expensive, approximately'dqubling the cost.
Similarly, the other technigues have +thelr advantages and
their dréwbacks. By analysing them, a better approach 1s

sought.

1.2 Oblectives

The primary objective of thisg research project was to
devise a scheme to improve the'reliability of the Cambridge
Ring. This cobjective was subjeet to a number of I1initial

constraints.

- First, the ensuing design should require minimal
modificatlions to the current range of Cambridge Ring
egquipment. Although restrictive, thie helps to protect

the present investments made 1in Cambridge Ring hardware.

- Seceond, it 1is &8lisoc important to fake into congideration
iikely future developments. Operational sgpeed will
almost certainly improve from the present 10MHz to 100MHZ
or more. Te facilitate such speeds it is likely that

optical fibres will be used as the transmission medium.

- If the design conceilved iz applicable to ring networks

other than the Cambridge Ring, 1t would probably gain
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‘wider acceptance. The ideal is a general desgign which
can be used with the emerging ring standards, or any other

new ring innovations.
- Cost 18 an obvious constraint and especially 2o in an
academic environment. Moreover the less expensive it is

the more likely it will find applications.

1.3 The Need for a Relilable Cambridge Ring System

The Cambridge Ring is a type of ring network. Therefore it
exhibite most of the properties of a ring network, notably
gusceptibllity to faults in the transmission ﬁath. However
the current Cambridge Ring standard (CR 82) does not
directly address the reliability problems of ring networks.
Instead, the design philoscphy attempts to reduce the
chances of failures, and 1if a fault was to develop, to

pinpoint the source guickly.

Although the quality of Cembridge Ring equipment i1s very
high (Spratt 8@, Binn 82), continual cperation of the ring
cannot be guaranteed. There will always be an element of
doubt. For example, a technician may cut a ring cable by

accldent. This is totally unpredictable.

The reliabllity of the Cambridge Ring is probably
sufficient for University or regeasrch environments. But it

is hardly suitable for commercial or industrial

appplications and certainly not for mllitary use.
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Many schemes have been implemented to ilmprove the
reliability of rings, for example the IBM token ring has
gome fault tolerance built in, but with the Cambridge Ring,
less has been done. Although Racal's Planet ring
network 1s fault tolerant, its implementation of the
Cambridge Ring do not conform with the CR82 standard. The
. other major suppliers "of CR82 rings, Logilca, SEEL and
CAMTEC do not incorporate fault tolerance in their designsa.
This may have to change, Among several surveys, a recent
study by the market research organisation, Frost & Sullivaﬁ
{Finaneial Times, 3@ October, 1985) found that the demaéd
for fault tolerant computers i1is socaring. The reason
cited 1s that businesses as diverse as banking and chemicsal

manufacturers are looking to safeguard themselves against

disaster.

Although Frost & Sullivan surveyed computers, their
findings should apply to local networks too when they are
more widely used. Thus, if the Cambridge Ring is to be

more widelﬁ"éccepted in industry, it should also be

enhanced with fault tolerance to reassure potential users.
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1.4 Research Plan

At the inception of the project, it was decided that the

work would be conducted in several phases.

Phase 1 : To examine the literature in order to survey
develeopmente in fault tolerant rings, teo evaluate
them and to establish design guidelines.

Phase 2

To propose a suitable fau;t tolerant design for
the Cambridge Ring based on the guidelines set
out in phase 1, and to develop the necessary
concepts and techniques.

Phase 3 : To implement 1n hardware fhe fault tolerant

degign for experimentation and evaluation.

1.5 Summary : Chapter by chapter

Chagfer 2 1s a preliminary phase providing the necegsary
background information. The historical development of
fault tolerant computing 4is included to provide the.reader
with an insight into its significance. The +theory and
conceptes relevant to reliability studles have also been

presented.

Chapter 3 describes the Cambridge Ring, paying particuiar

attention to the reliability and malntainabllity aspects.

Chapter 4 reviews the relevant literature to provide an

overview 1n the field of fault tolerant ring networks.
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Existing fault tolerant techniques are compared and
evaluated in order to 1dentify key design issues. The
result 1is a set of objectives drawn up to gulde development

towards a sultable fault tolerant Cambridge Ring systemn.

Chapter 8 forms the first stage 1in the development of a
new fault toléﬁant ring configuration. It describes the
proposed Ring-Star concept, the techniques adopted and

explains the operation. However there is a limitation with
the basic system and an improved design is suggested. An
implementation of the Hiersasrchical Ring-Star system 1is

proposed.

Chapter 6 describes the detalled deslgn work carried ouf
to implement the Hierérchical Ring-Star system. The
prototype hardware iz described generally at system level
although the wunique aspects are explained in detail.
Operatlional software and saslgorithms are covered, the

latter including flow charts to simplify the explanation;

Chapter 7 demonstrates the operation of the Hierarchical
Ring-8tar in an experimental study. The system was shown to
be resilient to node failures and breaks in the.ring
cable. Furthermore 1t tolerates several of these faults
without any partition problems. Manual contrel of the
system was also attempted. This proved to be easily

configurable and in all cases, normal operation of the ring

resumed after =z short delay.
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Chapter 8 evaluates the Hierarchicai Ring-3Star system,
Its topology is evaluated in terms of cabling requirements,
and compared wlith other fault <toclerant approcaches, The
overall reliability of the experimental Hierarchical
Ring~Star is computed to gauge 1its improvement over a ring
without fault tolerant enhancements. Finelly an estiﬁate

of the cost for adding fault tolerance is also provided.

Chapter 9 discusses the merits and limitations of the
Ring-8Star concept and concludes the theszis. The 1research

project is reviewed in the context of the objectives set

out earlier in the thesis,
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FAULT TOLERANCE - HISTORTIGCAL
DEVELOPMENTS AND CONCEPTS
2.1 Historical Developments and the Need for Fault

Tclerance
Early computers were extremely unreliable, reqgquiring
maintenance several times a day Just to keep then
operational. But =since then, users have been demanding

more rellable computers. This trend is reflected in the

development of computing.

In the early days, computers were based on vacuum tubes,
which like 1lightbulbs tend to burn-out re;atively quickly.
One of these machines was.built in 1946 at the Mqore School
of Engineering in Philadelphlia, U.S.A. The computer Khowh
ag ENIAC had 18202 electronic tubesgs, and it did operate
over short‘ periods of time. Maintenance engineers had to
be present to keep replacing burnt vacuum tubes to keep it
working. The invention of semiconductor devices changed
all this. ‘It was the first major step in the process of
improving reliability. Today computers bullt with vlsi
compeoenenta must be thousands of times more reliable than

the old vacuum tube machines.

Yet, an inecressing demand 1= evident for even higher levels
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of reliliability (Strube 85). Computers have become so

integrated i1into the working envivonment that in many

applications downtime is not acceptable. The e¢all is for
"rull availebllity from assembly to oObsolescence."™ A
typical example 1s banks. Banks were among the first to

widely adopt fault tolerant computers since wvast sums of
money may be lost 1f their computers are down even for a
few hours. Ancother example 1s Industrial control. In
this apélication. unreliable computer operations may have
disastrous conseguences which c¢could endanger human life,
For these reasons the use of fault tolerant computers have
been forecast to grow even more significantly in the

future.

The invention of computer networks was the next logical

step in this process (though it must be stressed that it

was only one of gseveral factors leading to this
development). It was realiséd that an installation could
be vulnerable if 1t depended on a single computer. The

numerous cases of major disasters involving computers and
the loss c¢f revenue reported by companies serves to
illugtrate this point. By distributing ¢omputing power to
gseveral computers gituated physiecally apart this problem 1=
reduced. In the earlier days of networking, computers
tended to operate more or less in disolation with the
occasional exchange of data, New, distributed processing
1s favoured where one could view the entire network as one

huge computer. Thus the focus now is on the reliability of

the communication channels.
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There are many differenf interconnection schemes to connect
together +the processors of a Ailstributed system: Star,
Mesh, Bus and Rings. When LANs.were first developed, the
Star and Meszh topologiles were rejected in favour of Bus
and Ring topologles. The primary oblectives then were
performance and costs. For examﬁle. a fully connected
mesh—like network would not be very flexible and 1is
difficult to install. They are alsc more complex in

routing and greatly increase delay 1in message passing.

The development of networks appears to be mirroring that of
computers. Initially, performance was the prime criteria
and ag technology matured, attention was switched to other
issues - resilience being one signifilcant factor. With the
continuing decrease in computing cost, the extra expense of
more reliable communication is becomling acceptable. But is
thie argument acceptable? If one is to look back at the
development of computing, the gquestion of reliabllity came
as & consegquence rather than as a result of planned gosals.
The transistor was not invented because it was thought the
vacuum tube was unreliable. The integrated circult did not
appear because solder connections are less dependable.
These improvements came about by normal development efforts
in solid-state physics and were not driven by a relisbility
goal. The problem is, are we going to be that lucky again?
This is unlikely. Reliability must be set as a goal, not

5ust a hope that 1t will appear as a slde effect.
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The bulk of the potentlal market for LANs will be in the
office and factory environments. Ideally all communication
within an organisation, including telepheony, data, text and
image transfer should be carried out on a single LAN
medium. Currently very few suppliers market such an
advance product but with the present pace of regearch,
there is little doubt that it wil; be achieved. Thus the
whole activity-of a business may dépend on the correct
functioning of the LAN. A catastropic failure of the LAN
may be tolerated only extremely rarely and then only for
short intervals. Fallure of a single LAN attachment may be

tolerated as long as the rest of +the LAN continues to

cperate with no appreciable break. The system must be very
resilient.
To improve reliability, each LAN compeonent c¢an be

engineered to be highly reliable but this is ne solution.

However small the failure rate, it will be multiplied by -

hundreds or perhaps thousands of times in a large
installation. Even on &a passive.bus LAN, some such failure
will cause the network to fail completely. Repalr can be
time consuming and disruptive to the werking environment.
It might not be acceptable for the LAN to be out of

operation for several hours while an engineer is called.

Therefore, if LANs are to be acceptable as the medla fof
integrated communications in the factory for example, steps
must be taken to enhance their reliability. In particular

it must be ensured that no single failure will cause the
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-
LAN to break down completely, and that all such failures
are detected so that they can be repalred before they can
be combined with later failures to cause a complete

breakdown.

In other areas, the significance o¢f a reliable LAN may be
even more crucilal, especially if it 4involves human 1life
such as applicaticns 1in process contrecl or the nuclear
industry. Other examples.where reliable LANs are essential
inelude applications in the military, and spacebound
satellites. In the ;ater case, the system also has to
function where human intervention for maintenance or repair
is impossible. ‘Ring networks are especially vulnerable to
reliaebility problems, In contrast to bus LANs, a single
nede faillure could disrupt the entire network. Ring
componentes may be designed to be extremely robust to reduce
this problem but there 1s always an unpredictable element.
Ring cables may be accidentally severed by human error.

There 1s thus a need for reliable ring networks.

2.2 Reliability

Rellability 1s defined as the ability teo perform a

specified function under specific‘ conditions for a
specified time. Religbility can be viewed at several
levels. In one, which is a basic network ' goal, is to

provide high reliability by having alternative sources of
supply. This by definition is the very reason why networks

were invented in the first pPlace. With unconnécted
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computérs. 1f a mechine goes down due to hardware failure,
the users are out of luck even though there may  be
substantial computing capacity available elsewhere. With a
network, the temporary loss of a 8ingle computer is much
less - serious because users c¢an often be accomodated
elgsewhere 'until the rservice is restored. This 1is the

computing service level.

The level this thesis addresses is yet ancther level below
the computing service level. This i1s the communication
level, Here, 1if the node to which the computing device 1is
attached to is down, the computer is unforfunately taken
down as well. This is minor compared te the problem when
the commmunication cable is severed. The whole hetwork may
be completely down. This is therefore a primary problem,
For military, banking, industrial process control, and ﬁany
other applications, a2 complete loss of computing p@wer for
even a few hours due to some catastrophe, natural or

otherwice ig completely inteolerable.

The computer network can prevent such failures at the
computing service level. But reliable networks adds yet
another dimenslon to the security of computer users, the

end result is ideally a system which does not stop working.

Reliability can be achieved 1n two ways. Fault avoidance
reguirez the physical compohents and their assembly
technigques to be a8 nearly perfect as possibie. The

drawback 1is that the cost of obtaining near-perfect
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compohents 1s excessive and that manual maintenance must be
continously avalilable because the system ceases to operate
upon firgt failure. A better alternative is fault toleran-
ce., In a fault tolerant system, redundant components allow
the system to continue to operate when some components

faill.

Fault tolerance involves five major issues: fault
detection, fault location, fault diagnosis, fault isolation

and fault recovery.

Fault detection 1g  the ability of a gystem to recognise
that a fault has cacurred, Fault location 1is the system's
ability to determine where the fault has occurred. Fault
diagnosis should uncover the type of fault so that the
appropriate recovery procedure canh be implemented. Fault
isclaton 1s the process of i1sclating the fault and
preventing its effects from propagating throughout a
system. Finally, fault recovery 1s the system's ability to

regain coperatiocnal status in the presence of faults.

2.3 Characterisation of Faults

Faulte may be characterised 1inte three c¢lasses: First,
there 1s the permanent fault which remains - in exlstence
indefinitely if no corrective actions are taken. In the
Cambridge Ring, there are two such causes; node failure and
1ink break. Both thege faults would disrupt ring operation

conpletely. The first fallure is relatively unlikely and
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can be controlled to &a considerable extent by good
engineering. In fact the range of_Cambridge Ring equipment
has proved to be extremely reliable (Spratt 80, Binn 82).
The second feilure 1is 1lilkely to occur in an uncontrollﬁble
manner, such as when a technieian acclidentally c¢cute the

cable.

Second, there 1s the transient fault., which may appear and
disappear within a very short period of time. Interference
is one <cause which results in one or more ring packeté
being destroyed,. Transient faults are usually environment-
ally induced, and since they océur only occasionally, it is

not economically worthwhile to ftry to prevent them.

The third class of fault, the latent fault may be data
dependent. Ifs effect appears only at certain times and
under certain conditions, and it 1z really an engineering
preblem. It is similar to and will be treated as a

transient fault,

This thesis addresses the two permanent faults  of 1link
break and node failure, and attempts t¢ prevent them from
disrupting normal ring operation. Trangient and latent

faults are detectéd- but nothing will be done about them

except to report thelr occurrences.
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2.4 Techniques of Fault Tolerance

Fault tolerance can be defined as the abillity of a system
to eontinue to perform its specified tasks after the
occurrence of faults. The key ingredient 1in all fault ‘
tolerance techniques i1s redundancy. Redundancy is simply
the addition of information, resources, or time beyond what ‘

is needed for normal system operation.

rRedundancy may take several forms, including information, ‘
hardware, software and time redundancy. An example of
information redundancy 1z the errcor-detecting code, formed !
by the additleon of information to the basic data structure. \
The redundant information allows valid and invalid codes to
be distinguished. Perhaps the simplest form of error
detection coding is the single-bilit parity check. The idesa
behind parity is to concatenate an additiongl bit to every
binary data stream so that the resulting code iz forced to
have either an odd or even number of ones. If the parity ‘

bit achieves an odd number of ones, it 418 callied "odd

parity"; if the parity bit achieves an even number of ones, ‘
it i called "even parity." A relatively simple check of |
the number of ones 1in the data stream allows single-bit

errors to be detected.

Another form of error detection coding 18 +the checksum.
Checksums are most applicable when blocks of data are to be
transferred from one peolint to another. A simple technique

is a "single-precision checksum," formed by adding all
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binary data that are to be transmitted‘and throwing away
any overflow.r An improved variation is the
"doublejprecision checksum." Assuming the number of data
bytes to be added 1s eappropriately 1limited, overflow will
not occcur, and the information contalned in the carry bits
ls not lost. Fault coverage can be substantially improved
with the double precision approach. At the receiving
point, the checksum 1s formed agaln and compared to the
checksum that was generated at the transmitting point. Any
discrepancies indicate an error during either trensmission

of the data or regeneration of the checksum.

Severai other error—-detecting coding techniqQues exist,
but they will not be covered here. The interested reader
should refer to the wide number of published texts on this
subject. Parity bit checks and double precision echecksum
techniques are emplbyed in Vthe regsearch work. They are
gimple, and they can be implemented in software at minimal
ecost but most of all they are good encugh for the

application.

Hardware redundancy 1g perhaps the most common tec¢hnique
used in fault tolerant systems. There are three forms.
First, passive replicetion methods mask the occcurrence of
faults and do not offer detection, isclation or repair of a
faulty module. Second, active replication methode do not
mask fauits. but detect and locate faults so that a spare
component c¢an be switeched 1n to replace the faulty

component. Third, hybrid methods combine the attractive
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features of both passgive and active techniques. It uses
fault masking to prevent the fault from affecting the
gystem and fault detection to allow a spare module to be

switched in to replace the faulty meodule.

A common passive method of redundancy iz triple modular
redundancy (TMR), The purpose of TMR, when uged in a
passive environment is to mask single faults by
triplicating hardware and voting on the results. See Fig.
1. The voter examines all results and generates as fhe

output, what 1t Judges to be the correct result.
Hodul e

ot Pt
Vot or P

Ftg, 1 Triple Modulaor Redundancy

The active redundancy concept in hardware replication
techniques attempts to i1incorporate fault detection and
fault recovery 1nto the system at the expense of
eliminating the fault-masking capability. One example is a
gimple duplication scheme that compares the results of two
gystems and generates an error message 1if a disagreement
occcurs. In the event of a disagreement, the system only

reports the error and does not recover from it. See Fig.

2.
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Fvg. 2 Duplicotion of Processing Resources

A second technique of active replication i1is ' standby
replacement, In thiese configuration, one unit is operational
while one or more units serve as standbys, If a failure is
detected with the on-line unit, it is removed from opera-
tion and a spare unit replaces 1t. This techniqQue brings
the syétem back to fu}l cperational capabllity after a
Bingle fallure, but a disruption 1in preccessing is necessary
while the spare 18 brought up. If this disruption in
processing cannoct be tolerated, "hot-sparing" may be used.
In this technigue, the spare operates in synchrony with the

on-line unit and is prepared to take over at any time.

The final active replication technique combines +the
duplication method and the standby replacement method.
Here +two units perform the =same computations and =a
comparliscn of the results take ‘place. In the event of a
discrepancy between the two units, a2 spare 1is activated.

This is alsc Known as the '"pair-and-a-spare" technique.

The basic concept of hybrid replication techniques is to
combine the attractive features of passive and active
methods tc generate a system that hasg fault-masking, fault

lecation, and fault detection as well as standby
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replacement capabilities. Several methods exist (Losq 76),
but one of the most important is N-modular redundancy with
spares (NMR). NMR hybrid redundancy uses N modules to
create a voted output with a poocl of spare resources. The ‘
system remains 1in the basie NMR configuration until the
diéagreement detector determines that a faulty unit exists.
Once identified, the faulty unit 41is switched out and
repleced with a spare, thus the reliabllity of the basic
NMR system is maintaeinhed as long as the spare pool remains |
unexhausted;. Voting always occurs among the active units,
masking faults and ensuring continous error-free

computations.

This brief survey covers the broad range of techniques
available to implement hardware redundancy. In fact the
techniques employed 1in the resgsearch uses the simpler
metheds. Standby replacement techniques form the basis of

hardware redundancy to enhance »reliability of the

transmission _medium. This is much 1less expensive when
compared to the NMR concept but is certeinly effective
enough for the paerticular application. However the more
complex techniques might be useful for <the criticsal |
components of the Cambridge Ring system : the Moniltor,
Errcr Logger, power supplles and the Nameserver. Failure
of any of these ﬁay be catastrophilc to the operation of the
Cambridge Ring systemn. Ring nodes &are however not
duplicated. The substantial cost invelved = 1is not
worthwhile. They are simply i1solated 1in the event of =a

fajilure to prevent them from affecting the operation of the
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rest of the ring.

Time redundancy can be used to detect transient error
conditons 1n & system. When a fault 1s detected, two
geituations exist. First, a permanent fault may have
ceccurred, and the correct course of action would be to
isolate the faﬁltv component. On the other hand, the fault
may be translent in which case the hardware is healthy, and
it would be a waste of resources to immediately shut down
the processor. Time redundancy can be employed to
distinguish between permanent and transient fallure. -Fér
example, a timgr may pe set on detection of the first
fault. I£ further faults are detected withln a certain
time pe#iod. then a permanent fault condition must haQe

occurred, otherwise they are assumed to be transient.

Software redundancy 1s simply the addition of extra
software to provide some fault tolerant features. This
type of‘redundancy ranges from a complete duplication of
software to the addition of esmell programs to perform
validity checks; These technligues are offen used to
provide proteecticon against software faults that may be

present in a system.

One cémmon technique 1ig the validity or reasconableness
check, Here additional software i1is added to verify that
the results béing produced are within certain ranges.
Another type of éoftware redundsancy 1is the perlodic

self-test. Often, a large pecentage of faults can be
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detected by allowing software to periodically exercise the
hardware and set a "watchdog" timer if the test 1s passed.
The timer is designed to generate an error interrupt if it
fails. A third typre of goftware redundancy is the use of
multiple coples of programs. To be effective, the programs
are written by separate teams to protect against the
oécurrence of common problems. The baelc 1idea 1s3 that
multiple programs will perform the same tasks but might use
different methods or at 1least different lines of codes,
The multiple versions run simultahebusly sequentially. The

results are compared to provide a means of fault detection.
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THE CAMBRIDGE RING NETWORK,

A DESCRIPTTIOHNRN

3.1 Basic Operation

The Cambridge Ring system 1 based on the slotted ring
principle so called because the bandwidth is divided into =a
number of fixed-sized packets or =slots. Fig. 32 shows a

conceptual model of a slotted ring.

E Fig. 3 A slotted ring

Unless the physical distance around the ring is very large
or there are many nodes, 1t ls unlikely that there will be
encugh delay to hold several packets, so artificial delays
are needed. These can be obtained by putting shift
registers into the ring interfaces. To send a message from
one node to another, it is necessary to wait for an empty

slot to come around, mark 1t as full and then load the
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destination address and data into the slot,.

The Cambridge Ring uses a more elaborate scheme to the

above. The structure is shown in Fig. 4, At the lowest

level the communication 1link comprises a closed ring of
cable and active repeaters, The repeaters are used to
regenerate thé signals whieh transmit information round the
ring. They may also be used to connect a device to the

network.
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Fvg, 4 Example Combridge Rung Sgstem |

The statlon interfaces the repeater to the interface unit
of an attached device. Thls combination of repeater and
gtation is kKnown as a node. Communicatign takes
piace hbetween nodes under the control of the host device.
Beasically, the host device calls upon the node to transmit
and receive minipackets (m-p). The m-p is the basiec unit of

transmitted data between nodes and occubies exactly o©ne
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slot. Each m-p (Fig. 5) ' is individually addresged,
éarrying'eight bit source and destination addresgses. Two
bytes of datsa are carried together with several bite of
"eontrol information. The first bit of every m-p 1s the
leader bit indicating the start of the packet. The second
bit is the full/empty marker, used to control access to the
slot. This is followed by the‘destination address, source
address, and two data bytes. The two control bits act as
response bits. The last bilt ensures the integrity of each
m-p. The node checks and corrects the parity of all

passing m-p, and any errors detected are reported,

111 8 8 8 8 144 =38bttse
DestLnotLon Source Dot o Dao
Addrese Add-ses Bite 1 Bpre 2
lxnrmJ ! umehbjl
Full /Espty bLt Pority bt
Morwtor Ikt
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The current implementation of the Cambridge Ring operates
at 1PMHz. The available bandwidth is supdivided into slots
{ie. m-p) which continously circumnavigate the ring head to
tall separated by one or more gap digits. These gap digits
act as padding to permit an integral number of slots. The
total number ©of m-p 1s constrained by the propagstion delay
in the cable and ncdes. At 10Mhz, each 182 metres of cable
causes a8 delay of 459 nanoseconds and 8o may be thought of
as-storage of 4.5 bits. Each node has a delay of bitse
Each m-p réquires 33 ‘bilts =0 a syastem with 12 nodesg fop
example, allows a maximum of 2 m-ps with a gap of 14 bits,

[(38x2) + 14 = 9@]). Thise 1tself represents a great deal of
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wasted bandwidth. To improve bandwidth, a shift register
in the Monitor c¢an superficlially lengthen : * -~ the

ring to;addust:the number of gap bits.

\
The Monitor i1is eentrel %o the ring's operation, it 1
initialisez and subsequently maintains the m-p structure. ‘
At power on, the Monitor enters start mode and the frame
structure is established. During start mode m-ps with the
first two bits set are circulated. These full m-ps ensure
that already synchronised nodes do not attempt to transmit
until all nodes are synchronised. After ten seconds,
assuming no error conditions exist, run mode is entered.

The ring 1s now operaticnal. |

A node wishing to transmit wailts wuntil an empt& glot
arrives; 1t +then marks it as full, inserts the destination
and scurce addresses, the data, and finally initisalises the
response bits. The transmitter may only transmit one m-p

at a2 time, The transmitted m-p then goes round the ring

to 1its destination where the control bits are get
on-the-£1y to indicate busy, rejected, ignored, or
accepted, In the latter case the data are copied into the |
destination node. The m-p now returns to the source wWhere
the full/empty bilt 1= reset to zero; thus emptying the
slot. Thils returned m-p is also checked with the original |
m-p transmitted to ensure that no errors have occurred
during the transmission. If +there are no errors the
response bits are noted, the m~p freed for use by

downstream nodes, and the host device informed of the m-p's
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return.

The regponsge bits are used to carry flow control

information back teo the transmitter,

Bit: 37 38 Information
4] 2 busy - the destination node acknowledges
but has net read the m-p because the
interface unit has not yet signalied the

node that 1t has finished with a previocus

m-p.
2 i Accept - the destination has read the m-p.
1 e Not selected - the destination acknowled-

ges but has not read the m-p because 1ts
gsource selector is not set to 255 or this
address does not exist;

i 1 Ignored - no node acknowledged the destin-

nation address.

Whenever a transmitter receives a respongse other than
accepted, 1t 1is not allowed to transmit immediately but
forced to wait for the ring structure to cycle around. The
gecond and further unsuccessful transmission tries cause
the transmitter to be backed off for 15 ring ecycles. This
prevents the ring being swamped with useless traffic. The
round robin scheduling puts an upper 1limit on this delay

while +the variable backoff produces a system in which

efficiency improves under load.
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3.2 Reliability and Maintainabillity Aspects of the
Cambridge Ring

The designers of the Cambridge Ring system have realised
the potential reliability problems, and have included in
the basic' deslign, bullt-in cepebilities for localising
errors and failures. Although this is no solution, it does
help to locafe the faults quickly and thereby enables an

engineer to track and resolve the faults more easily.

3.2.1 Parity checks

Firset, consider the m-p structure. Every m-p includes a
parity bit that 18 continously checked and maintasined by
all ncdes. Each node computes the parity of every passing
m-p and 1f the generated parity does not match the old, a
fault has occurred. This is corrected in-situ and a fault
message 1s transmitted in the next empty m-p to destination
zero. This message contains the address of the sending
node and so indicates the section of the ring where the
fault occurred. The fault message may 1itself bLecome
corrupted gilving rise to further valld fault messages;
nevertheless, the indicators reaching the Monitor will at
"least Dbe correcf for the nearest faults. The Monitor
indicates +the fault by an error count indicator and an

error source indlcator.
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3.2.2 Maintenance functions of the Monitor

The m-p includes a bit, the Monitor Pass bit that is set by
a transmitter when 1t fills &a m-p. This bit is always
cleared by the Monitor on passing m-p. If the Monitor
Adetects a2 m-p that has this bit cleared but 1is still marked
full, it marks the m-p empty. It 48 thusg imposzsible for a

fault to cause a m~-p to become permanently full.

The Monitor is able to deteect errors which interfere with
the permanent m-p structure and then to rapidly re-instate
the éorrect structure., A large number of errors such ag one
caused by a power dip may cause the m-p structure to lose
synchronisation. This causes the Monitor to re-initialise

the network automatically to its original state.

During operaticn, +the Monitor injects random data into
empty m-p and checks that it returns uncorrupted unless the
m-p has been used in the meantinme. Thus error checks are
performed c¢ontinously even 1f there 1is no user data on the
network. In these ways the Monlitor keeps the performance
of the ring under continous surveillance and can give

warning of incipient faults.

3.2.3 Checking of returning packets

A transmitter counts slots when &a m-p is transmitted.

Thusg, a returning m-p 1s recognised even if its source

addregs has become. corrupted; the packet i1s then compared
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bit by bit with a copy of the one ftransmitted. If any
discrepancy 1ig detected, 2 transmission comparision error

is reported to the Iinterface unlt,

3.2.4 Ring breaks

The schemes sgo far locates +transient errors or node
failures, They can also be used to detect ring breaks,
ﬁroviding that the repeater continues to operate with no
signal on the »ring input cables. In Ffact, the »ring
repeater hag 8 phase locked loop whieh continues to operate
in the centre string of zZerces, and the node is made to
transmit a repeated fault message packet. Therefore a
break in the cable i=s detected by the next active node

downstream.

3.2.5 Others

Precautions are taken to reduce the probability of repeater
fallures. The part cof the repeater which needs to operate
is made as simple as posgible. Power ig alge supplied to

cperation does not depend on power supply from the station.

3.3 Errors and Actiong Taken

A response error, for example if a busy response is changed

to accepted may cause that m-p to be 1lost. These errors

and others may be induced by translent errors. In this
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case a checksum may be used at a higher level to detect and
correct it. Another transient induced error may corrupt
the addresses of the m-p. The transmltter detects this by
counting slots. Similarly, data errors may occur and this
will be detected ih the same way. All these errors should
¢ause a.parity_fault to be detected at the next node which
in turn sends a fault message to the Monitor. Thus most

errorsg are recorded.

Another class of errore is the framing error. The lossg of
the first bit of a m-p or the change of a gap digit 1is
called a framing error. It causges nodes after the errcor
and before the Monitor to become unsynchronised and usually
causesg congequential efrors. The Monitor will . re-enter
start mode until framing errorse cease sc that the ring is
rapidly resynchronlsed, and synchronised nodes are
inhibited from usling the ring until that is complete. The
slot structure is automatically re-created for one complete
cycle and enables all the other nodes 1o recover, After
128 framing errors have occurred, the Monitor re-executes
the complete initialisation ecyele. This 1is particularly

useful if a 'burst' of framing errors occur,
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PRELIMINARY INVESTIGATIVE

STUDTITES

.1 Review of Literature

It is a well known fact that ring networks are vulnerable

to faults in the transmission path (Liu 84, Clark 81). Yet

the Cambridge Ring makes no real attempt to avoid

reliability problems (Wilkes 79, CR 82). Thieg is not

confined +to the Cambridge Ring, in fact Moore, Geer and

Graf (Geer 8&)‘suggested that few if any existing networks

coul& gsurvive wide~scale disasters. They felt that most of

the current fault tolerant networks are:

(1) vulnerable to becoming fragmented in a hostile
envirenment,

{2) incapable of handling problems when 1ink outages occur,
oy

{3) incepable of ensuring message delivery in a hostile

environment.

Other authors made similar arguments to the above three

problems. Kirk (Kirk 84) suggesting that a fault tolerant

design must ensure:

(1) no gingle failure disrupts all communication,
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(2) no latent failure remains undetected and

(3) can be extended without disrupting all communications.
In his paper he stressed the importance of a reliable
network stating that "if LANs are. to be acceptable as a
media for integrated communications in the office or
factory, steps must be taken to enhance its reliability."
Also, another sericus problem he raised was that of medium
failure, for 1little protection can be given against
accidental damage to the cable and repalr is 1likely to be
time consuming. Kirk's third point is interesting. One
reason for installing a .LAN is the ease of expansion. To
add a8 new node, the entire ring installation‘would have to
be shut down before physical work could be carried out.
Only when this has been completed c¢an ring operation be
restored. This procedure may take a few hours or a few
daysg and during the entire period, nc computing service
wottld be avallable to users, Clearly this 1is both

inconvenient and undesirable.

These problems have been taken a step further by Saltzer
and Pogran (Saltzer 8P) in their work at Massachusetts
Institude of Technology (MIT). They stated that a more
gignificant factor to take inte account when selecting a
network may have little to. do with the issue of the
best technology. Instead some site-wide networks of say
1e00 computers will consider more mundahe issues such as
which technology is easiest to 1nstall, reconfigure and
.maintain,. If a basic »ring is used to connect up a large

number of nodes, a single fallure might result in a
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"Christmas tree" effect, that is, locating a burnt out bulb

requires checking each.

Fortunately, thé'effects of many faults can be reduced by
adding fault tolerance to the basic ring topology. The
fcllowing_ﬁ&fﬁgraphs will bpresent a brief survey of the
current state of research in the fault tolerant ring
network field. Section 4.2 will describe and evaluate each

one these technigques in greéter detail.

Falconer (Falconer 84) suggested +that & catastrophic ring
fallure will occcur 1f a fault occurs 1n one or all of the
following:

- the node

-~ the ring's central controller

- the transmission cable
Protection against non-cetastrophic failures would in most
applications be uneconomic. The highest risk is usuall&
considered to come from node fault or cable breask, and it

here that the greatest number of options lies.

One of the earliest solutions was the use of Bypass

Relays (Kirk 84), provided at each repeater. Should any
repeater fall, the relay assoclated with that repeater
would switch it out of the ring. This technigue however

doez2 not take into ascecount link breaks,

Another early design was the Dual Ring (Falconer 84).

In contrast to the bypass relay approach, thig method is
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worthwhile only when the c¢cable is the most probable sgcource
of failure. Should a 1link be severed, operation would
continue on the sgpare link cable. However no provision is

made for repeater failures.

Duplication of the Ring (Weitzman 8@) 1s perhaps an
improved technique. In this method, the entire ring i=
duplicated so that a fault detected on the primary ring
will cause a switch of operation to the secondary ring.
This i1s unfortunately the extent of 1ts use since another
fault will disable the ring. Further levels of duplication

are possible but they are econcomically unrealistic.

Perhaps a more elegant approach is provided by the
¢ -
Self—Héal ring (Zafiropilo f74&). This technique uses
spare links passing all the way around the ring witﬂ
data transmission in the opposite direction te the neormal
links. Repeaters are able to detect when there is & bresk
in the ring wupstream to them, i1f one 1s detected, the
repeater will 'loop back' i.e. take i1ts input from +the
spare link entering it from the opposite direction. The
repeater must then signal to the next repeater downsgtream
from the break to loop back in a different way such that
its output 1s sent back along the spsare link. Racal's

Planet Cambridge Ring system 1s an sapplication of this

design.

So far the technigues reviewed are restricted in that they

allow ohly & 1limited number of failures.  The hext few
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examples presented here address this problem.

The Hierarchiceael Multi-Loop system forces the
partition of & network into several sub—sect;ons. In this
way, faults will be i1soclated to the sub-loop where they
cccur rather than affeeting the entire installation. J.R.
Plerce (Pierce 72) propecsed & three-~stage network to

improve 1its reliability.

Availilability may be further enhanced by mesh-like topology,
developed by Hafner called a Braid {Hafner 76).
Begides the »ring c¢onnections, each 1repeater have one or
more exXxtra links connecting it to other repeaters,. Thus, a
signal may have a choilce of several paths when the main
ring i1s down. It does however require mueh more cabling,
and to be effective the extra 1links should be routed
through separate ducts. It 1s alsoc known as the Mesh

network,.

The desgign originating from MIT (Saltzer 88) reduces
maintenance problems. The Star-shaped Ring uses the
concept of a wire-centre, where all inter-repeater cables
must be arranged so that they always loop back through a
single room. It can be visualised as a flower with petals
' for every ring hode. This 1improves maintenance gince
troubleshooting 1eg centred in only one area. A node failure
is isclated by byrassing the petal to which 1t 1s
attached,. Ite main disadvantage is the great length of

cabling required.
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Several other techniques have been designed but they are
varjations, combinations or improvements on the
established approaches presented here. Gridnet (Grar 84)
ig one such example, designed for a large netwofk‘where
network survival 1s the primary aim. The architecture
reflects both dual locope and mesh topologies. The salient
feature of this network 1s l1te adaptive ©routing technology
which uses distributed processing to establish alternate
routes between pairs of. nodes. Another recent design
originating from the Marconi Research Centre (Kirk 84) has
elementse of the Star—-Ring and Mesgsh topologies. It has been
designed to overcome multiple faults and to ease network

expansions.

4.2 An Evaluation of Fault Tolerant Rings

This sectlon analyses a range of fault tolerant ring

designs. Section. 4.2.1 presents the evaluation criteria. 1
Section U4.2.2 surveys and compares the various approaches, |

culminating i1in the results and conclusions presented i1in

section 4.2.3.
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4,2.1 Evaluation Criteria

Various design decisionsg and goals wefe highlighted from

the brief review 1in section #4.1. They are summarised

below. The following prope;ties will be used as the basis

for comparisons: . ‘
{a) Availability
(b) Degree of resilience (ineluding fragmentation)
{¢) Expandability _ 1
{d) Ease of installation
(e} Ease of maintenance

(£) Co=zt

Reliability requlirements are often expressed i1in terms of
system avallability : a system will be.expected to perform
with a certain maximum allowable time out of service during
a particular time period. Two factors are important for

gysatem avallabllity :

(1) how rapidly the fault can be repaired '
(2) how often the system fails

Consider the first point. Before the fault c¢an be
repalred, the cause must be isolated. Unleses the system is
well designed (and documented) this c¢can be a lengthy and
tedious process. The second point 1implies that system

failures should be kept to a minimum in the first place.

A well designed system dincreases system availability
because it is easier to maintain. Further, if system

avallability 18 to be increased, it must be designed to
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provide maintenance personnel with as nueh diagnostice

information as possible in the event of fallure.

The degree of resilience depends very much on the
application. Regilience is likely to be less
significant when the network i1s installed in a University
environment where its ugse 1s 1less criticel and users can
tolerate occasional faults. However resilience beccomes
more criticel in thé factory or in defense (eg. battleship)
applicationse. Here lives may be endangered.or vast sums of
money may be lost due to any stoppages. Perhaps it is most
significant in situations where maintenance is almost
impossible, such as a spacebound wvehicle. The degree of
resilience depends on the number of fallures tolerated
" before the entire_system i= brought down. Factors such as
fragmentation of‘the network and the ability of the system

to withstand multiple faillures are significant.

Expandabillity is the ease with which an existing system may

be enlarged. Ideally, when installing new hodes into the
network, the ongoing operation of the network is not
disrupted. In contrast, an undesirable sgilituation arises

when the entire system has to be shut down completely for
new nodes to be installed and tested before restoring

network services. Non-stop operation would be preferable.

Installing a network depends to a large extent on the
cabling reguirements. Various questions would need to be

asked, Does 1t require separate cable ducts? How much
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cabling is reguiredvw Are there any restrictions on how
they are laid out? These are sgome factors whieh will

affect the 1implementation of a network. For example, 1if a

to have cable ducts desligned for todays needs. The
bullding may have been desgigned only #for power cables,
Although an extra c¢able c¢can be accommodated, the ducte

LAN is to be installed in an older building, 1t is unlikely
might not f£it in more. Thie might rule out certain network
|

topologies. Obviocusly the less c¢abling .a topology

requires, the easgsier it 12 to install. Interference from |
|

the power cables must also be consldered. This might |

necesgitate the installation of a separate duct.

|
|
|
Cost is naturally one of the most ilmportant considerations. }
\
Designing reliability into a system will certainly incur an |
additional cost. Cost must be acceptable, although this

must be examined in the light of the application.

l.2,2 Description and Evaluation

4.2.2.1 Bypass Relay

A simple technique to allow for repeater failure i1s to

provide bypass relays at each repeater,. See below.

Bypces Reloye
ooy =™ closed /-
Al el —
repect.er foled roepes.or
repacter

Fvg. 6 Bypass Reloys
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Thesge relays must be actively held on by each repester to
bring the repeater intoe the ring. If a repeater should
malfunction, this active signal is removed causing the ring
to bypass fhat repeater. Because the bypass relay is
controlled directly by the repeater, a possibility exists
whereby a faulty repeater fails to switch the relasy or even
worse 1t may affect the cperation of the network. Also, as
repeaters fall, arbitrarily long lengths of 1links without :
repeaters are found in the ring., Since a repeater drives a
limited length of 1ink, the performance of the »ring will
deteriocrate. Its major disadvantagé is that this technigue
is only confined to repeater falluresg; l1link breaks will
disable the ring. Thus 1t only provides a partial
solution. However bypass relays are sgsimple, cheap and easy
to 1nstall. Also they allow for multiple repeater

failures.

4.,2.2.2 Dual Ring

This 18 one of the gimplest fault tolerant enhancement

approaches. See Filg. 7.

nodes
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Rung
Rung 2

C Q @)

Fvg. 7 Dual Rung
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An extra link 1s lald between any twe repeaters. If one of

thesge links is severed, the sgsecond 1link is brought into

service. However a fallure of both cables between any two
repeaterse causes loss of service. Failure of any repesater
will alsc bring down the network. Thig technigue is

worthwhile only when the cable is the moet probable source
of failure. Also, te be effective, each cable should
follow a separate physical path, thus installation can be a
problem. However since only the cablies are duplicated, cost

is minimal and operation is simple.

L.2.2.3 Dpuplicating the Ring

Both the bypass relay and dual ring techniques ‘solve only
cne primary feillure. By duplicating the complete ring
(Fig. 8), both 1ink bresk and repeater failure may be
rectified. The secondary vring remains in the standby mode

until the occurrence of a fault.

Prumory Rung
Secondary Ruvng

FLg, 8 Duplicate Rung
repecters
staLon

In the event of failure, operation 18 switched from the
primary to the esecondary ring. Becauge of complete

duplication, this is an -expensgive apbroach cogting

S
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approximately twice as much. Moreover it can only manage
one fault, a second fault willl disable the network. For
the same reason as with the dual ring, the second ring
should follow &a separate physical path. Also since the
second ring is not completely independent from the first,

faulty nodes might cause unforeseen errors.

4,2.2,.4 Self-Hesal Ring

The Self-Heal ring i1s based on a bidirectional double ring
structure. A standby cable is installed alongside the main

transmission path but is deslgned to support transmission

in the opposite direction. Fig. 9A shows the self-heal
ring. Fig. 9B illustrates its action when a 1ink break

ocecurs - repeaters on elther side of the break detects the
breakage causing them to switch relays, in effect forming a
loop-back to 1solate +the broken link. Similarly, Fig. ©C

shows the action taken when a faulty node is detected.

. REPEATER
I< l
Hown ng/ /
St ondtby Rung

Fig. 9A Self-Heal ring
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A major disadvantage is the potential partition problem
Qhen moere than one fault occurs. The network will be
divided into isolated segments (Fig. 10). This may be
acceptable for a ring which deoes not rely on & central
controller, but in the c¢case of the Cambridge Ring which
does, only the segment which has 1t will continue to
operate. The result is a severe loss of service. Another
problem is the increased cable length  under  fault
conditions. The maximum distance between any two nodes
will be half that o? a2 normal ring. Also, the fault
detection and reconfigursation c¢ircultry need to be more

complex. Finally, because of incomplete autonomy of
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fault-tolerant equipment from'the ring (usually built into
and controlled by the nodes), unforeseen problems may arise
with a faulty node. An advantsasge 1s the ease of cable
installation. The cable pailr can be installed in the same

duct wlthout any consegquence,

e
Cdl --
< X
/severod cables —— T~
1 N
r- > b
-4
N \ T < h

Fug. 10 Frogmentation problem with a self-heal ring: two
vsoloted rungs form when two foults occur

4.2.2.5 Hierarchical Multi-Loop System

The Hierarchical Multi-Loop system has several levels of
interconnectioné. As shown in Fig. 11, there iz & main
lJoop where the central controller resides. Other loops are
then attached to this main loop to which computing devices
are connected. Cne example 18 a two-stage network, the
Collins C-8Systen. . This consists of first-level 1loops
linking ring stations. These first-level loops themselves
are connhected to & single second-level loop. Node failures

are thus constralned to the loop concerned, and not the

entire network.
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First level interface

~ Thirg leve! interface

\Cemral controt

/
T\
— Sec:;:\hnterface
O\
4/__

Fig. 11 The two-stage Collins C-System

The number of levels may be further ektendéd. Plerce
(Pierce 72) proposed a three stage network. The different
levels of loope are connected by speclial Interfaces called
C boxes .that transfer blocks from one loop to ahother.
Thése C boxXes also supervise the routing of messages

through the various loope to thelr destination.

In general, reliasbility improvements obtained by increasing
the number of stages beyond three do: nhnot warrant the

added network complexity or cost.

The obvious drawback of this approach 1is its complexity -
installation can be a problem. Cost iz likely to be higher

than other methods. Also 1if any C box should fail, then

the entire network will be disabled.
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4,2.,2.6 Braid or Mesh Network

The Braided network provides a substantial i1lnecrease in ring
availability. See Fig., 12. The idea is to provide higher

reliability by introducing link redundancy.

" Man rung

Extre Links
p—" " Nodes FLg. 12 Broud or Mesh Rung
The outer éath is the main ring containing the nodes. Each

node may have more than one input and/or output to allow

for several alternative transmission paths should any

faults develop. Thus  this design allows for multiple
faults, the maximum number depending on the level of
bralding. However, to be effective the different paths

should be routed 1in separate ducts. Thus installation and
méintenance may be a problem, Also, +this technique
requires much more csbling compared to some of the other
techniques. The maximum braid length depends o©on the
maximum unrepeatered cable length, reduclng the maximum
distance permissible between nodes. Ancther disadvantage 1=

that a faillure of the main cable may result in =a

functionihg node belng bypassed.
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4,2.2,7 Forward Loop Backward Hop (FLBH) Network

The FLBH network is an enhanced variation of the mesh
network. In this class of network, each node has a forward
link cdnnecting to 1its neighbour and a backward 1link
conneetlng to a nede at some distance g, where g is called
the ekip distance. Variations of FLBH are cobtained by
choosing different values of =s. In the optimal FLBH
network, the parameter £ Iis selected such that the diameter

is minimized (Gerla 8%5),

4
m”"""“
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Extra Links bt note thot the

®onals flow Ln the opposite
drection to the rung’s

\

/Nodn

Fig. 13 The Forward Loop Backward Hop Network

Both forward and backward links are active, and several
paths exist from & scurce to a destination. This network
caﬂ tolerste several 1link and hode failures, before
becoming partitioned. It improves delay aend reliability
since the skipping of several nodes creates "short cuts.”

It has drawbackg gimilar to the mesh since 1its topology is

really the same,
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4,2.2.8 Star-Shaped Ring Network

The Star-Shaped ring suggested at MIT is unigque in that it
achieves relisbllity by tepeoleogilcal design rathér than
technological. Referring te Fig. 14, the entire ring is
arranged such that inter-repeater cables always loop back
through a single room called the wire-centre. The result
is a ring network in the shape of a star. The bypass
relays are activated to bypasgs any loop where s node fault

or cahle break 1s detected.
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Fig. il The Star-Sheaped ring

The aim of the designers was to improve maintenance and
thus make serviceability easier, schieved through the
wlire-centre concept. This 1idea has the advantage of
simplicity and the ability to tolerate any number of
faults. However, if a link is severed, an opersationsl node
is byraeessed., But its main disadvaentage is the great length

of cable required, and the potential installatiocn problem
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with a large network.
4.2.2.9 Gridnet

" Gridnet was designed to survive wide-scale disasters - it
overcomes problems of network fragmentation. The spproach
adopted was to develop many alternate routesz for data
transmission gnd‘by using distributed processing for route
selection and communication control. Routing is

accomplished independently of any single node or link.

Fug. 15 Grudnet consists of an unterconnection of Loops

The architecture 1s formed by interconnecting a number of
dual loops. Each loqp wlthin the network 1s connected to a
maximum of four adjacent loops by Mgateway" stations.
Gateway stations make reouting decisions based on their
knowledge of the operational status of cother loops in the

local neighbourhcod. By using an adaptive routing



Chapter L 51

technology, alternate paths can be established between
distant pairs of nodes despite simultanecus interruptions

te the continuity of mutiple locops.

This =approach is highly reliable, able to withstand
numeroﬁs simultaneocus faults. However the technique to
achileve .this is complex and thus expensive. Also,
installation may be a problem with its complex topclogy

which also consumes a large amount of cable.
4.2.2.12 Others

IBM proposed an architecture based on the star-shaped ring
{Bux azy. Instead of one wire-centre, =several are
distributed throughout an installation. See Fig. 16.
Physically, the ring consists of a set of interconnected
distribution panels and lobes radiating from the panels.
Wiring from the distribution panels to the nodes 1is
star-shaped.,  Contained 1in the distribution panel are
bypass relays used %to cut inactive or malfunctioning nodes
out of <the ring. Although this configuration reduces
cabling requirements it also removes the protection of 1link
breaks between distribution panels. IBEM however is working

con technigues of 1routing and reconfiguration to overcome

the link failure problem (Dixon 83).
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(inks to ring nodes
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Fug. 16 IBM Token Rung Configuration

Another fault tolerant ring developed at Marconi Research
Centre has a mesh-like topology. The network consiste of
"intelligent" repeaters linked together by an arbitrary |
mesh of links (g2ee Fig. 17).,the only consgtraint being on %
the number of links attached to each repeater - in pfactice ‘
three. These 1links are configured into a ring which pesses
in both directione along each funetionsl 1link by a

"distributed reconfiguration procedure carried cut in the

"intelligent" repeaters. The result 12 a network which can
tolerate multiple faults. Another feature is the
poseibllity of adding or removing links and repeaters with

only momentary disruptions to the network operation. It

allows flexibility'in layout and expansion.
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Twe posesible configuration of the Marcconl

Research Fault Tolerant ring.

Table 1 summarises the major features of the fault tolerant

rings.
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4.2.3 Discussion

The survey has revealed several general points concerning

the various design approaches.

(1) All the designs were based on ring, star, mesh tépology
or combinations of them.

(2) They were designed primarily to solve problems of node
failures and/or link breaks.

(3) The levels of fault tolerance are quite different, each
has strengths in specific applications.

{5) The more resgilient designs have more complex topologies

Less obvious points were also raised. One 1s the
gsignificance of operational independence of the‘ fault
tolerant components from the ring equipment. This prevents
the ring equipment from causing unforeseen actions on the
fault tolerant devices which in turn may cause uncalled

actions.

Ring, star and mesh topcleogles offer different advantages.
Ring networks were introduced originally in part to replace
star networks. The ratiqnale being that a star network
relies on a central contreller and thus it 1is inherently
unreliable. Also, cabling requirements of a star network
are more substantial which in turn give rise to installa-
tion and maintenance problens. Likewise mesh type networks

which form the topology of telecommuniation networks were

frowned upon by LAN desighers for similar reasons.
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'However those were the days when LAN technology was only
Just emerging: where tfechnicalities and performance were
all important. As the technolegy matured, other user
oriented factors were becoming more significant.
Installation, maintenance and reliabiliity becéme more

important factors to be considered.

The basgsic relisasbility 1ssues o©of networks were guestioned.

Although fully distributed ring LANs such ag token rings do

not rely on & central controller, they do rely con a single

length of cable. An analogy can be drawn between this
single transmission - path and reliance on a central
contreollier. In the 1light of this, the basic star topology
offers unparalleled advantages ag far as the cable factor
ig concerned. Any number of cable breaks leads only to
those nodes attached being disabled. Faulty nodes c¢an
aimilarly be remecved from the network with simple

algorithms.

The present trends in fault tolerant designs can be seen to
reflect the above argument. Increasingly. star and
mesh-1ike topeologiles are being used to supplement a basic
ring structure, MIT's Star—shaped ring, IBM's token ring
and Gridnet are typilcal examples. Some designs are
extremely resilient but correspondingly they have theilr
drawbacks. ‘Gridnet and Marconi Research Fault-Tolerant
ring are examples. Thelr mesh-like cabling requirements
are very high while employing complex routing algorithms to

manage communication and reliability. These complexlities
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translate to higher cost,

4.3 Obdjectives for the Development of a Reliable Cambridszge
Ring

The basic objective was to resoclve the relisbilility problem:
of the Cambridge Ring system. The following design goals

were established to guide the development procegs.

4,3.1 Design Geoals

(1) Fault tolerance
The ring must not fail when a node fails or a cable
is sevefed.

(2) Degree of Resilience
The ring must teolerate a large number of faults.
This 1includes the situation when a fault has not
been rectified before another occﬁrs.

(3) Reduce Fragmentation
When there are several faults in the ring at any one
time, they should not cause partition of the
network., This 1is particularly significant for the

Cambridge Ring since 1t relies on a central

controller.
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(#) Ease of Installation

The way the system is installed, in particular the

layout of cables, is significant. The number of
cables and how they are laid depends on the network
topology. Other Questions which have to be
congidered ineclude !
{a) Can the cables be installed in exizting cable
ducts?
{b) Doesgs 1%t necéssitate a false flpor being built?®?

(B) Ease of Maintenance |
When a fault occurs, the ease of finding and
repalring it qulckly makes the network easier to
maintain. Since the ring consists of serial active
components, the problem when one fails 1is 1ike
finding the burnt-out Christmas tree light. Trouble
shooting may require visiting each node with test
equipment. Clearly this is undesirable.

(6) Ease of Recenfiguration and E#pansion
In the future the network will probably undergo
expansion. Preferably this task should not cause
too many disruptions to users of the »ing. The same
should apply to reconfiguration of the network when
required, Facilities should be made avallable to
ease the tasks. Proper documentation of the
installatiqn iz es=sential.

{7) Operational Independence
Operation of the fault tolerant component should be

“independent from the ring eqguilipment to reduce the

prebabllity of unforeseen interactions.
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(8) Take into acccunt Future Developments
LAN technology iz evolving fast. To prevent
obsoclescence the design should takg into account
future developments sguch asg _higher transmission

speeds and the use of optical fibres.

1,3.2 Design Constraints

(1) Cost
The fault tolerant enhancement cogzt to the ring

ghould be within reasconable limits.

(2) Minimal modifications to existing Cambridge Ring equipment

The design should require none or minimal

modifications to the ring equipment.

1.3.3 Deeslgn Features

From the objectives, the design should incorporate +the

following features.

{1) Bypass technology
Relays should be used to bypass faulty sections of
the ring. Thils way faults are isoclated completely
until they are repalred and put back on-line.

(2) Automatlc operation
Faults should be isoclated wilithout the need for human
intervention. This way, faults are correctéd in
real time and eases mailritenance by allowing the

servicemen to re-instate the faulted system to 1its
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fully coperational state at a later time,

{3) Off-l1line redundancy
Off-line redundancy 1s a technique whereby equipment ' !
18 initially quiescent until it is required. Mathe-
matically, this 1improves reliabilit& by 23% (this ‘
proof can be found in many standard texts on relia- ‘
bility; see for example Frankel 84),

(4) Operator control
It should be possible for an operator to control the
system. Thus network configuration may be altered, |
for example & node may be bypassed, and removed for
attention before replacing 1t back on-line.
Likewise a section of the ring may be isoclated for
expansion. All these should be carried out without
too many aisruptions to normal ring coreration.

(5) Reporting facilities

.Summary reports of the status of the network such as

which nodes or links are faulty and/or bypassed are

esgsentlial for the management of the network. This
may help wilith future expansion and maintenance of the

installation. .
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DEVELOPMENT OF THE

HI ERARCHICAL RING-STAR SYSTEM

5.1 Summary

A new fault tolerant deéign- has been developed for the
Cambridge Ring based on topologieal enhancements. It has
been designed for &a high degree of resilience, able to
tolerate multiple faults without any significant partition

rroblem. In addition, provisions are made to eacse

installation, maintenance, and expansion of the network in
a way to facilitate non-stop - cperation. Installation in

particular requires only minor modifications to the present

range of Cambridge Ring equipment.

The proposed Ring-8ta» concept has a topology which can be
vigualised =2as &a ring with a star structure superimposed
within it. It is this star structure, with extra links
connecting to each node whilch provides fault tolerance to
the ring. In effect, the gstar centre containg bypass relays
which allow alternative pathe to be switched dynamically
according to a fault . algorithm to isolate broken links or
faulty nodes. It must be pointed out that while this is

being carried ocut any ring data circulating at that moment
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will inevitable be lost due to the relay switching
ocperation. Higher 1level protocols =should be able to

recover any lost data.

This basic Ring-Star concept has evolved a step further as
a result of the acknowledged cable installation problem
with eany star-structured network. By distributing several
Ring-Stars throughout the installation and connecting them
up in a 'star-within-a-star'" +topology, the advantages of
the basic Ring-Star concept can be applied practically to a
larger 1installation. The Hierarchical Ring-Star forms the

final proposal as a result of this research.

This design is not limited to the Cambridge Ring. It can be
adapted for any other ring network, and is suitable for
installation in buildings or clusters of bulldings within a

site,

5.2 Introduction

Although a wide variety of fault tolerant ring configurae-
tions have been developed, few have been designed for the
Cambridge Ring. Racal's Planet self-heal ring 18 one and
there are simple implementations of the star-shaped ring
(CAMTEC is one commercial crganisation which suggest such a

configuration to clients).

Chapter 4 details the disadvantages of the self-heal design

and in particular the severe partition problems with a ring
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controlled by a master station. Because of 1ts limitations
with mﬁltiple faults, a better technique 18 sought. The
gstar-shaped ring implementation o¢of the Cambridge Ring
although alleviating the partition problem is deemed

unsultable because of likely installation difficulties.

Section 5.3 desgcribes the conceptual development of the
Ring-Star. Technical design of the Ring-Star was carried
out in fwo phases, discussed in section 5.4, 5.5 and 5.6,
The first developed a prototype Ring-Star, which after
"evaluation led to the deve;opment of a gecond design. The
Key difference 1is the evolution of a single unit Ring-Star .

intec a multiple Ring-Star architecture,.

5.3 Conceptual Development

Chapters 2 and 3 have provided the background information,
in particular the technology of the Cambridge Ring. of
relevance here is the reliability and maintanability
aspects, the likely errors and the way the Cambridge ﬁing
has been designed to cope with them. In brief, the
Cambridge Ring has been designed to reduce the oecgurrence
of bit errors, and when catastrophic faults occur, to
provide informaticn pinpointing the source gquickly. It

makes no attempt to correct the fault.

The 1literature research i1in chapter 4 has i1dentified key
design issues which resulted in a set of objectives for the

development of a sultable resilient ring. It is restated
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here for convenlence.

Objectives & Constraints:
- resilient to repeater and csable faults
- tolerate a large number of faults
- reduce fragmentation probiem
- easé of instellation, maintenance, expansion
~ operaticnal independence
- take into account future developments
- cost
- minimal modifications to existing Cambridge Ring

equipment

The 1last point needs clarification. The question of
designing a fault tolerant system to operate on existing
eqgquipment or instead to design an 1deal system even 1if it
requires that existing equipment has to be re-engineered.
The second eapproach i1is scientifically more exciting with

freedom to explore new 1deas without restrictions and

perhaps come up with the "best"™ design. The first approach
however makes more commercilal sense but restricts ideas
and techniques to fit existing equirment. Considering the
investment already made in the Cambridge Ring equipmeﬁt.

the firs=st approach was decided upon.

Current statisgtics on the reliability of Cambridge Ring
installations (gee Binng 82 for example) indicate very
reliable Cambridge Ring equipment. Failures ‘of repeaters

have been a2lmost non existent, instead most major sites




Chapter 5 65

(Kent Unilversity and University College, London) reported
faults with the devices connected into the ring and human
errors such as the acecidental severing of ring cables.
There were intermittent errors buf no major failures.
Another irritation was that installations have to be shut
down everytime routine = maintenance, expangion op

contraction of the network was reguired.

Thus a sultable design should give special considerations
to cable break problems and maintenance/expansion
facilities. In particular, when work 1s required on the
ring, the entire installatlon should ﬁot need to be shut

down completely.

5.4 Developing the Basic Ring-Star

The ring topeoclogy has a very weak structure, because 1t has
one and only cone transmission path. Therefore, to improve

the reliability, 1its topology must be enhanced.

The approach taken was to develop first a topeology to
gatisfy the primary objective of fault tolerance, then to

add features to complete the other objectives.

5.4.1 Topeology

The merits of ring, star and mesh topologiles have been
explored in chapter 4. Although the star network has the

disadvantage of a central node, .1t does have an inherent




Chapter 5 66

. preoperty that any device connected into it may fail without
any consegquence to the rest of the network. Simiiarly no
consequential problems exist when the cable is cut. That
ie to say, the most resilient structure as far as the

i1nterconnection of devices 1s concerned 1s the star.

A ring network on the other hand will fail completely with
Just a single fallure but 1t offers performance improvemen-
ts in data communication., In contrast to gtar networks; the
weak point is the transmission cable which ineidentally is
the gtrong point of the star. By combining the best
features of both structures, & highly resllient topolozy
will be created while retaining the efficlent communication

advantages of the ring.

Fig. 18 shows the proposed Ring-Star topology. so named
because a star structure 1s superimposed onte the ring.
Note that this star sgtructure is there only to enhance the
reliabllity of the ring, data communication is always

carried out in the ring until the occurrence of a fault.

// e !
\

Ster Centre

Fug. 18 The Bosic Rung-Stor topology

It could be argued that for the Cambridge Ring, it will

2till rely on &2 centrsl controller but unfortunately this
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is & design fact. Héwever the basic weakness of the ring,
its topology has now been fstrenzthgngq} As far as the
development of the topology 'is concerned, the central
controller will be treated as any other device on the ring;
The problems of the central controller will be dealt with
later. It must be noted that for a ring wﬁich doeg not
rely cn a central controller such as the IBM token ring,

v

the Ring-Star must be one of the most resilient structures.

Sevqred Liunks

Links fora ot the centre
to Lsoioue foulte

Fug. 19 The stor structure satisfies the key objective
of resitlience to multiple foults without
portition problems

B.4.2 Theory of Operation

Recall that the steps necessary to achieve fault tolerance
are fault detectlon, location, dilagnosis, 1soclatien and
£inally recovery. Four major components will achieve this:
(a) Ring nodes

(b) Monitor station

(c) Error Logger

{(d) Centre Switching Unit (CSU)}
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R.no

Error Logger

Horx t o=

Fug., 20 The Rung-Stor with Lts mojor components

Ag explalned in ehapfer 3, each ncode on the ring continous-
ly checks every passing m-p. Errors detected will result
in the ﬁode sending a fault message ¢to ring address zero.
This message details the type of fault and the node's own

addresgs - thus fault detection and location.

In the Cambridge Ring, both the Monitor and the Error
Logger must be set to address zero. Therefore errors
reported by the nodes will be received by the Monitor and
the Error Logger. The Error Logger acts as a datsbase -
storing all errors whiéh have been reported. By analysing
the contents of the database, the Error Logger can detect
the occurrence of critical #faults, For example, 1f any
node in the ring should fail, the result i1s a stream of
fault messages being transmitted to the Error Logger by the
next functioning node downstream. Using a timer, the Error
Logger will within a certain time period detect this as a

critiecal fault - thus fault diagnosis. Note however that
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this detection process is only partial. Although in theory
it ought to diagnose'both node failures and link breaks, in
practice l1ink breaks might not always be successfully
identified. A better 1ink break detection technigue will

be described in detall in the next section.

On dlagnozing the oceurrence of a critical fault, the Error
logger will dispatech a message to the CSU. The CSU is a
simple device belng basically a microprocessor controlled
relay circuilt. It functions as a switching centre
responsgsible for directing network traffic flow through
alternatlve paths. All nodes on the ring have a connection
into the CSU. 'Thé message wlith the fault type and location
information is processed by a fault algorithm. The result
is a set of relay switching patterns relating the location
of the fault to 1ts position in the CSU. On activation of
the relays, the ring fault will be bypassed by redirecting

ring traffic around it - thus fault isolaticon 1s achileved.

-The Monitor _functions as the central controller in the
Cambridgze Ring system but in the Ring-Star, its role 12 to
detect ring errors and 1n particular to resynchronise the
ring after a fault has been 1solated. These features have
been designed into the Monitor. and they operate
attomatically - thus network recovery 'need not be

incorporated into the Ring-S8ter design.
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|
|
|
|
|
5.4.3 Link Break Signal Generation and Detection _
|
|
A 1link break 1s characterised by the detection of a stream |
|
of parity faults from a single scurce, Unfortunately when
tests were carried out, this expected result did not arise.

Instead the stream of errors appeared to have come from
addresses!

|
|
|
|
geveral saurcés. some of which were not even known vring ‘
\
|
1
This odd result contradicted statements in the Cambridge |
Ring 82 standards and advice was sought. After discussilons 1
with Dr. Andy Hopper of Cambridge University (one of the
Key designers of the original Cambrldge Ring) and Dr. Sfeve

Wilbur of University College, London {whose research

includes error logging Ffor the Cambridge Ring), 1t was

clear that the CR82 document stated an ideal situation.
Indeed the statement would be true if every node on the
Cambridge Ring has . its own power supply! The cost makes
this highly unrealistic. if fhe nodes takes its power
direct from the ring (as 1is +the usual case), then when it
is severed, 1t cannot possibly transmit the correct fault
messages due to the power locss. This was exactly what

happened so0 an alternative solution must be sought.

The technigue adepted to rellably provide a signal makes
use of the repeater. When a link is broken the repeater
immediately downstream genherates a signal internally. This
signal was identifled and after filtering and amplification

was brought out to connect directly into & latch in the
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CSU. A unique position in the latc¢ch correspond t¢ a unique
ring node address. Sinqe a low level signal 1z generated,
the C8U was designed to read the latch periodically to
detect this. Thug the CSU can ascertain i1f a l1ink break
has occurred and to locate 1ts source. See Fig. 21. This
technique requires a =2mall modification to the ring

repeaters,

When Lunk breat occurs, oltpt goes Low

N

_/
Repeoter 1 . //

connect.ors

i3:]

| [
| Port of CSU
I

Other Repecters

fug, 21 A modiufucation to allow the detection
ond Location of Lunk breaks

5.4.4 0Off-~-Line Redundancy

In thisg concept, the system responsible for fauit tolerance
iz normally qQuiescent until thé occurrence of a fault, Oon
detection of a2 fault, it 412 automatically activated to

carry out its task.

There are two reascns for adopting this technigue. First,
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off-line redundancy Improves system reliability by up to
23% Second, if it iz not adopted there 1s a possibility
that the fault tolerant device might malfunction teo cause
unwanted actions on the system i1t 18 trying to protect.
For example, it may switch on some bypass relays unintent-

ionally, thereby disrupting necrmsal ring operation.

5.4.5 Configuration Design

Having decided on a star structured architecture, the next
step 1s to design the confilguration in detail. Three
variations were .cénceived, illustrated in Fig. 224, 22B,
and 22¢, Ideally any designhn should minimise the number of
relays per node to reduce cost and complexity. Version A
(Flg. 22A) requires only two relays per connection, but 1t
has the disadvantage that when a link break occurs, a
healthy nhode will always be Dbypassed as well when the 1link
i isolated. Version B was implemented in the first
prototype of the ekperimental Ring-Star. Although  this
design requires less cabling, 1t has the same drawback.as
veraion A. It is possible " that a .perfectly operational
node is bypassed unintentionally. This happens when more
than one fault oecurs. In Fig. 23, node 1 initislly fails
but before it can be repalred, link B iz severed. Nodé 2
is wunintentionally isolated too. This may not at first
hand sound too significant but what if that node héppens to

be the Moenltor? Version C was adopted to aveld the problems

of Version A and B.
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repoct ers
- J/T % % """"
Fug., 22A
10 —71T—0 7Y
—UJS Ta/v
FLQ. 2?28
g oo
A A WAl _ Fug, 22C

Next, the physical location of the relays must be decided.
Two alternatives are possible, elther +to design bypass
switehing into the repeater logic circuit itself or to use
external relays. The former was rejJected because it was
realised that the repeater may fail Iin such a way as to
affect 4ts operation, for exampie. failing to-bypass the
repeater when it should. ﬁecall also that one of the Key
design objective was operaticonal independence between the
ring system and 1its fault tolerant component. Thus a
decision was made to use external bypass relaysg controlled

by an independent device le. CSU,

cken Links

hedlthy node
vool ot ed

= e g e e =
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— T h——
_ (~— Ru1g cobles extend
‘ wnto the CSU
»b L.
P sl

T A

»)
V|

Y

Fug., 24 Physical uaplementotion of the reloys.
Relays ore Located vn the CSU

5.5 Evolution of the Ring-Star

It was realised during the configuration design of the
Ring-Star that there was a further problem. The concept of
the Ring-Star may be sound but practlically its star
strﬁcture can limit its applications. Cable installation
would be a2 majJor problem. This section describes the
evolution of the gingle Ring-Star structure into a multiple

Ring-Star architecture.

Configuration of a network topology depends on several
factors:
- architectural layout of the installation, de. number of
rooms, floors. bulildings, and how they are arranged,
- the availability and number of cable ducts, ;alse
cellings or floors
- type of cable used eg., normal or flat
- level of resilience required

- cost

The ideal iz a singlé Ring-Star, but 1t is2 likely to be
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suitable only in small installations with a small number of
nodes. Flat cables may be used under the carpet to connect
nodes to the C3U acgross the room rather than along walls as
ie the case when normal cables are used (unless &a false
floor is ingtalled). With &8 large 1installation, both
methods of laying the cables will be unsuitable. Imagine
maintaining an inetallation with hundreds of cables running

along the walls!

The solution to this problem is to wuse multiple CSUs
distributed throughout the installation. Fig., 25 1a an
example of_this techhique. To prevent 1solation when the
section of ring cable between nodes of two CSUs is severed,
the CSU-to~-C8U links are added. Instead of having c¢ables
running acress the installation, they are now mostly

localised into groups.

nodes fung
e /
igléf b
X © 7N
CSU-LSU Lunks \
CSUs

' |
q *f"t

Fug. 25 By distributing CSUs over the tnstallation the cabling
problem v8 reduced
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This arrangement 13 quite natufal in that 1t reflects the
architecture of the bullding. Computing equipment 1=
usually located in clusters in rooms separated by corridors
or other rooms. This point 12 especilally relevant with
Cambridge Ring equipment. They are supplied in racks, each
holding s#everal nodes and thus forms a natural cluster

arrangement, Installation is therefore simpler.

However this layout now -resembles ‘the self-heal ring
inheriting the disadvantage of psartition problems when
multiple faults occur. But fortunately, the advantage of
clustering can be Vretained by evolving the system further

into what ig called a Hierarchical Ring-Star.

%,6 The Hierarchical Ring-Star Architecture

Referring to Fig. 26, it can be visualised as a
star-within-a-star topology arranged in 1levels. The first
connects nodes to a number of CS8Us. These CEUs are
themselves connected to another level of CSU which in turn
are linked into a central CSU., This example illustrates a
3-level architecture but in practice it can have
less or more levels. This approach is an extention
of the basie Ring-Star concept and it will therefore retain
the advantages of the Ring-Star concept for a wider area

architecture.
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Ccsu

Nodes

Filg. 26 A 3-Level Hierarchical Ring-Star Architecture

The central CSU serves to coordinate the ether CSUs, thus
they are csaslled the Magter CSU and the Slave CSU

respectively.

Although cable management 18 reduced, with a much larger
installation it can still be a problem. To further reduce
cabling requirements, more levels can be added. This can
be achieved by arranging the topology to fit into the

architecture of the building or site. In general, ohe
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level 1s allocated to the room, the second to & floor, a
fhird to & Dbuilding and thHe fourth to connect between
buildings within a site.  The number of levels should be
selected on the basls of the total number of nodes, how
they are grouped, and the spread between them. This
approach ig highly structured and modular, using the basic

Ring-Star topology as a buliliding bloek to construct large

networks.




CHAPTER S IX

IMPLEMENTATION OF THE

HIERARUCHTIUGCAL RING-8TAR S YSTEM

6.1 Introduction

This section discusses the practical desgsign details made.
The hardware, software, algorilthms, and operatiocon of the

Hierarchical Ring-Star system are described.

Hardware was kept simple by designing the circuits arocund a
mlercoprocessor, supported with standard ssi, msi and lai
components. The first prototype was wire-wrapped but the

final design was produced on printed circuit boards.

Two different circuit boards were required : the Master CSU
{MCSU) and the Slave CSU (SCSU). They are similar in design

but for a different configuration of relays.

Section 6.2 describes the MCSU-SCSU interconnection scheme
in the Hierarchical Ring-Star structure, A description of
the MCSU is covered in section 6.3 followed by that of the
SCSU in section 6.4 and the Error Logger 1in section 6.5,
Section 6.6 has detaills of the Node Dictilonary, a central

conhcept in the design. Finaliy. operation of the
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Hierarchical Ring-Star 13 explained in section 6.7 to
complete the chapter,. Section 6.7 also includes the
algorithms employed in the design, paying prarticular

attentlion to the fault algorithm.

‘6.2 MCSU~-SCSU Interconnections

The SCS8Us are connected to the MCSU in a star structure,
gimilar to the way ring nodes are connected to the SCSU. In
general, the Hierarchical Ring-Star can have any number of
levels, dictated by the architecture of the installation.
But to illustrate the interconnectlion schenme, e simple
2-level _architecture will suffice. See Fiz. 274, The
original idea was to use a sgingle l1ink between the MCSU and
the SCSU as shown in the diagram but this has a serious
drawbacK. A sgiltustion may arise whereby a perfectly
operational SCSU 1is bypassed, for example when the ring
cables on either =ide of <that SCS3U are broken as shown in
Fig. 27B. Several ncedes on the ring willl be isolated as a
result - a form of partition problem.. To satisfy the
objective of minimal partition, a modification is made

by adding & second link as jllustrated in Fig. 28.
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sovered Link O—0 severed Link

Fug. 278 Portition problem with the sumple MCSU-SCSU
InterconnectiLon Scheme

The number of relays required in the MCSU are dcubled but
the second pair of cable 1s more significant. Ring cables
are not cheap and since the SCSU may be physically placed a
fair distance from the MCSU, this may add quite
subsfantially to the overall cost. So the question is, "Is

this partiticn problem in practice really that critical?"
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This can only be answered in the context of an application.
However for the experimental system, the 1deal model shown

in fig. 28 was designed.

These i nodes
are NOT caplated

wevered Link

Avng

Fug. 28 Improved Interconnection Scheme to prevent
Portittion Problems

It was alsc decided that a 2-level architecture be adopted
for two reasons. Firstly, this project on c¢ompletion will
be adopted for the Cambridge Ring installation 1in +the
department of Electronics Engineering. Secondly, a 2-level
architecture is the minimum Hierarchical Ring-Star

configuration possible and therefore the cost iz minimised.

Most of the ring nodes in the department are gituated in
several rcoms within a sinéle floor of the building. If a
8¢Cs8U 41s allocated to each room, they can 1n turn be
connected to the MCSU within the same floor. Thus a
2-level architecture suffices. Also, slthough most rooms

have only one or two nodes, a d-node BCEU was declded upon.
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The spares are there for future uses. For the same

reascon, the MCSU has been designed with 8 relay ports.

6.3 The Master Centre Switching Unit (MCSU)

6.3.1 Introduction

The MCSU functions
Hierarchical Ring-
positioned in the
for contreolling the
coordinating BSCSUs
The MCSU 1is also
concerning the ins

called the Node Dic

az the c¢entral controller of the
Star syatem. Conceptually, it 1is
middle of the installation responsible
network structure,. It does this by
to alter the.ring's trangmission path.
regsponsible for storing information
tallation by maintaining a database

tionary. The term dictionary is used

becausge it holds complete details of every segment of the

ring. For example,
has been bypassed
Node Dictionary is

real-time status of

1t knows i1f a particular node or link
or not, and whether it is faulty. This
dynamically maintained to reflect the

the network.

6.3.2 Basic hardware

The MCSU was designe
which waz added extr
relays. The block

detalled circultry

da as a conventional microcomputer to
a clircultry required to control bypass

diagram 1= shown in Fig. 29. The

can be found in appendix 3.
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Array of Reloys
Relay Control Logue

==

A

N
Clock 7

‘Voke-up’
2604 Curcuntig - Rx
CPy
Y
7 'Woke~up!
Cirewtry ~ Tx
EPROM :
Backup [~ 77 SRAM
Bottery
3 Serrol
Input /Ot pt Ports
Error Operator’e SCSU
Logger Term.nol CommunicatiLon channel

Fig., 29 Block diagram of the MCSU

The unit consists of a Zilocg 2-88A microprocessor, 8
kilobytes.of EPROM, 8 kilobytes of static RAM, three serial
input/ocutput portstogether with the necessary supporting
circuitzry. This configuration provides the means to
control an array of relays, arranged to support eight relay
porte, Each relay port connects =a single SC8U into the

system.

6.3.3 Relay configuration :

Each relay port (RP) consists of two relays connected back

to back, showngin Fig. 30 in the off position.
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reloy 1 reloy 2

~ s, o N The reloys are shown
in thewr NORMAL positions

‘\
-
e
~‘
-

-
-
POl Wt
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LT P

-
-
Ve

-
-
________

FLg. 30 Reloy configuration of a Relay Port uvn the MCSU

When the MCSU is first powered up, an algorithm configures
the relays so that 1f a RP ig not connected to a SCSU, it
iz left in its normal position,. .This 18 because any unused
RP must provide a through path in case a sgignal travels
between two SCSU separated by cone or more unused RPs. Fig.

31 should further clarify this.

SCSU 1 SCSU 2
|
I I __‘___,F
T MCSU-SCSU connectors
A W A Vv A Vv

roloys ON r'o(.q’;c OFF to provide o signol. path

N

HCSU

Fug. 31 Physicol umplementation of the Hierarchical Rung-Stor
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6.3.80 Communication channels

Two serial input/output ports are provided by a Zilog Z8ZA

SIO; one for communlcating with the Error Logger and the
other with a terminal. It is through the terminal that an
operator can manipulate the MCSU either for configuraticn
contrel or for status infofmation, The Error Logger
channel 1is required for passing fault measages between the
Error Logger and the MCSU. An Intel 825%1A provides a third
serial port for communication with the eight SCSUs. Note
that instead of having 8 serial ports (one for each SCSU),
only one was 1lmplemented to reduce cost. All the SCSUs are
wired onto the sgsame multidrop 1line and by using timé

multiplexing together with protoecol techniqQues, messages

can be exchanged reliably. This 13 satisfactory because
communlication between the SCSU and the MCSU 1is infrequent
and short. It is only required when faults are detected or
wﬁen operator controlled conflguration of the system is

required. The physical connections are illustrated Fig. 32.
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L] rx
0 tx

SCsu1 ‘

tx ¢ tronsmitier

rx ¢ rece.ver

Fvg., 32 Multidrop Line technique adopted for
MCSU~SCSU Communt catLon

When the MCSU receives a message which requires switching

operation (eg. fault message received from the Error
Logger), a relay pattern generation algorithm is
executed. The resulting relay switching pattern activates

the appropriate relays to accomplish the task.

\
\
\
\
\
\
\
\
6.3.% Basgle tasks '
\
\
\
\
\
The ﬁelay pattern generation salgorithm, anq the MCSU ‘
control software are contained in the EPROM while the RAM ‘
provides buffer space and workspace for the microprocesscr.
Alsoc stored within the static RAM 1is the Node Diectionary.
The Node Dictionafy is &a file which stores all data |
relating to the status of all the nodes, links, and SCSUs |

in the network. More significantly it records the node's |

ring address-to-relay  port relationship and the SC8U's




Chapter 6 88

address—to—relaﬁ port relationship so that it knows  whieh
' relay port to activate in order to isolate a faulty node,
for example. This information 1is fed into the MCSU when
the system is first installed, after which it is dynamical-~

ly maintained.
Since the MCSU iz usually inasctive, a battery has been
added to the static RAM to retain the c¢ontents for ten

years., This is required te implement off-line yedundancy.

6.3.6 0Off-line redundancy

To implement off-line redundancy, the "wake-up" concept is
adopted. Put simply, the normally qulescent device 1is
activated by &a ‘"wake-up" signal when 1its operation is
required. Two "wake-up" circuits are employed; one used to
activate the MCSU 1tself while the other 18 uzed by the

MCSU to ac¢tivate SCSUs,

The MCSY can be activated by three sources:

(a) The operator
The operator is expected to set up the system initially
and when reguired, to control the network ie. reconfig-
uration. Summary reports of the cuprent network status
may also be Preguested. A manual switch is provided to
Ywake" the MCSU up.

{b) The Error Logger
When node fallures are detected by the Error Logger a

message must be sent to the MCSU for corrective
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actions. Before this messBage is dispatched, a
"wake-up" aignal must be sent ahead to activate the
MCSU.

{c) The SCSU

Link breaks are detected by the SCSU. Once corrected, -

&8 message must be sent to the MCSU for logging. Again

a "wake-up" signal must precede the message.

The following circult achieves the task.

To PCB
*5U
rals
oN
_o -
rdw'
L1 +5V
] rel.oy 1K resiLstors
dr ver .
Vake-up P f: | from SCSU
TN \ #xe from Error

OFF
Onsoff L} ov Logger
e toh g"’

Fug. 33 "Woke-up™ {ircunt, ALL cnputs to the AND gate ore normally
high, A Low on ony unput activates the MCSU

The Y“wake-up" gignal is generated by an AND gate. Normally
the output of the AND gate is high. When an operator
requires +the service of the MCSU, the manual switc¢h
provided is set on, Thils forces the cutput of the AND gate
low generating the "wake-up" signel. Thig esignal next
drives a relay driver to switch on the relay completing a

ceircuilt to provide the MCSU with power, Similarly +the
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Error Logger achleves the same effect by driving a low
g8ignal into the AND gate, Note that the logie has been so
designed that 1if any one of the inputs is accidentally cut,

the MCSU is automatically activated.

When required, the MCSU can activate any one or more of the
SCSUs. For exXample, to Dbypasz a node attached to a
particular SCSU, only that SCSU needs to be operatiénal.
The rest are not required and thus left in their quie=cent
state. Again a simple high/low signal is encugh. A latch
functions as a parallel interface to supply the "wake-up"
signal, ' Under the c¢control of +the mice¢roprocessor, any
pattern may be sent | to the latch to activate the selected
SC8U. Once activated, it remains in that state until reset

by a complementary pattern.

Do L . SCsU1
D1 —— SCS2
D2 WULS24L | SCSU3
03 —.. SCsUs
D4 Latch . SCsUS
[15] . SCSU6
D6 . 5Csu7
o1 | SCsUs .

conecled to mcroprocessor doto bus '
Transm.t “Woke-up® signol

Fug. 34 "Woke-up™ Curcuitry ~ Transmit. The Latch us normally
uvnvtralesed Lo bunary 1. When ony SCSU us to be
'woken up', a 0 us written unto the Latch
corresponding to thot but. eg. uf SCSU2 us required.,’
the pattern sent to the Latch vs bunory 10111111
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6.4 The Slave Centre Switching Unit (SCSU)

6.4,1 Basiec hardware

The hardware 1is similar to the MCSU, With the exception of
the relay configuration, the SCSU is really a simplified
MCSU. It hag been devolved intoc &a peripheral device

largely controlled by the MCSU, thus slave (SU.

The circuitry differs from that of the MCSU by having only
one serial port, less memory and a latceh which detects 1ink
breaks. The bleock dlagram 1s shown below. Appendix I has

the detailed circult.

“Array of Reloys
Retay Control Logc

=

Clock > Z80A < 'Wake-up*
Curcutry - Ax
CrPU
_'>— ‘Wake-up’
Curowtry - Tx
EPROM
. : Link Breck
SRAM Detect Lotch
Seriol
Inputroutpt port

v

MCSU Commurncotion chonnel

Fig. 35 Block Diogrom of the Slave CSU

The serial port communicates with the MCSU, passing fault
megsages and receiving swiltching commands. The link break

lateh records the status of the links attached to nodes
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to which the SC8U 1is connected, By reading this lateh

periocdically, the SCSU can detect a broken link.

6.4.2 Relay configuration

Each repeater has three relays to contrel ring slgnal path.
Two are on either side of the repeater. Thelir design are

discussed first.

Conagider the relay positions in Fig. 36.

repeater

Fug. 36 Relay configuration

Ydesally, each relay should be able to swltch in three ways

thus:

Fug. 31 The three pogsible relay posttions

The reasons are 1llustrated in Fig. 38A, Fig. 38B and Fig.

38c¢C.
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Cor / fouty repecter
—————0
of reloys when bypassing o

faulty repecter

FLg. 38A Normol posction Fug. 388 Posittion of reloys .
Fug. 38C Position of relaoys when bypossing a broken Link

However no such relay exists. A three position relay can
be implemented but 1t requires two relays. This is

uneconomic considering the number of such relays reqguired

and moreover, it can be avolded. Consider a section of the

position B can be left out by adding a third relay (instead
of four if 3-position relays are adopted). Relay position
A lg a must since this 1s the initial and normal position
for ring signals when no faults exist. This 1s also the

nermal position of the relay when he power 1z applied to

the relays.

Ring-Star structure in perspective. It can be shown that
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Fug., 39 Normal positions of reloys when rung v8 operating normolly

By observing Fig. U0A and Fig. U8B, relay position B is

altogether not required.

1

t

]

b
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t
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....................................................... o+

\ Diversion of Rung signols to bypoes
folty repecter

Fug. 40A Configurotion to byposs a foulty repeater
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repea.or,;“"'s,‘ \ / repect eér

---------- e —o o> }-oo—-
@ "~ \ @

rel /// Duversyon of Rung
e ' . sugnols to byposs N
\ gevered cable
o o} > & o

-------------------------------------------------------------------------------

Frg, 408 ConfiLgurotion to byposs o severed cable

This configuraticon therefore requires three relays for
every node. The next gquestion 1s, '"Where are the relays
physically 1located®?" To ©realise ancther objective which
requlres that exlisting Cambridge Ring equipment can be used
with minimal modification, the configuration shown in Fig.
‘39 1is unacceeptable. It reguires relays to be built into
the repeaters 1tself. Te avoilid this, the relays are

designed into the SCE8U with connectors linking them to the

ring and the repeaters ags 1llustrated in Fig. U1,
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. IN Ring OUT Ring

[ 1 Repecter
SCSU~t o-Repoater Lunk

/ 4\ .
\ 1/</ l{l

SCSU-to-Rung
Lunk

1
e M | I e e e —
p, ' _
SCSU showng one Ropect er POl
J{ of the four Reloy Ports
T S -

——= ™~ Socket for SCSU~to-HCSU Link

Fug. 41 Physicol emplementotion of the SCSU

In & normal ring implementation, connectors are used to
1ink each repeater inte the ring. Now, 1nstead of that,
connectors from the ring and repeaters are brought into the
SCSU where the link is then made through the relays. on

the SC8U this is called a relay port.

6.4.3 Basgic ‘Tasks

The SCSU has two major tasks:

{a) to detect link breaks

(b)) to accept and execute switching commands received from
the MCSU

When eilither of the above two tasks are required, the SCSU

is activated from its normally quiescent state by a

*wake-up" circuit. This eircuit 1is controlled by *two

sources; the MCSU and the node.
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When a link break occurs, the "“wake-up" circuit will detect
a high +to 1low transition transmitted from the repeater
which dilagnosed the break. This switches power into the
SCSsU, "waking“ it up. The B8SCSU can ascertain where the
cable is broken by the very same signal. These signals are
also fed into a latch. By scanning this latch the SCSU can
determine the location of the break. This has been
explained 1n.detailed under the section "Link bresak signal
genheration and detection."® Twe alternative actions are
next carrlied out depending on where the break 1=, The
break may oceur on a normal link or an edge 1link. These

two types of links are shown below:

Non—edge Link Edge Link Non—-edge Lunk

(normal } fLe. Lunk between
4 | ony 2 5CSUs) [ _

% o/

sCsU 1 sCsU 2

rmsssaom—q

Fug. 42 To ullustrate the two typee of Links, Edge Links are Lunks whch
conmect two nodes seporated by two SCSUs. Normol or Non~edge Links connect
nodes wthun one SCSU.
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If it 1is a normal 1link, it 1= 1immediately isolated as

illustrated in Fig. 43.

severed Lunk ' Rapectars
'''' ‘/ {non-edga) : J edge Link / \
r L_LL -
§ SCsU 1 sCsu 2 E
HCSU E

Fug. 43 Isolotiung o non-edge Link requires oction of only 1 SCSU

A megsage is then sent to inform the MCSU of the fault.
The Node Dictlonary will be updated to reflect the new
status. Again a "wake-up" signal must precede thie megsage

to activate the MCSU.

If it 18 an edge 1link, no ewitching action will be carried
out, Instead a message will be sent to the MCSU. It
awailte the return message' which will contain the necessary
commands to isolate the fault. The reascon 1s that in this

cage, the actions of two SCSUs are reguired. The MCSU is

responsible for coordinating this task.




Chapter & 99

soverad Repecters

\/ odge Link / \
ir \ T Gt e [l et e LR

.....

SCsU 1 scse 2

et |
£
e
s
>
Npp—— |

...........

v

Mesy ;
3

Fig. 44 Isoclatung on edge-Lunk requures the actions of 2 SCSUs
ond the MCSU

The second type of task originates from the.MCSU itself.
It may be an coperator's command to bypass a node or a link.
Likewise i1t could be the corresponding reset commands.
dperator commands allow the ring configuration te be
altered. Typlcal examples are when malntenance or

expansion are required.

In beoth cases, the SCSU will remain in the active state
until the cccurrence of another stimuli. If the links have
been physically repailred, the MCSU can be instructed to
de~-activate the particular SCSU by removing the "wake-up"

signal. It will then return to its quiescent state.

Finally, each SCSU haz a unique address, set up (on an
8-way switch) during installation. This 1g important since

it identifies the SCSU which is communicating with the
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MCSU. Recall that a single communication channel is shared

between all SCSUs.

6.5 Error lLogger

The primary functicon of the Error Logger 1= to log ring
errors. It forms part of the Hierarchical Ring-Star system

rezponsible for fault detection.

The Error Logger 12 an active device connected directly
into the ring, and is positioned immediately upstream of
the Monitor. Since all error messages are‘sent to  ring
address zero, the Error Logger must be installed with th#t

addreses to receive them.

It has four méin tasks:

(a) monitor the ring for errors, to log them and their
sources

{(b) keep track of error occcurrences

{(c) inform the MCSU when node faults are detected

{d) provide summary repcrt of ring errors

Before describing the tasks above, &all possible error

conditicons are presented.

The following errocrs are caused by faulty nodes, faulty

ring cables or intermittent noise induced faults.
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{2) Empty - &a packet has been received by the Monitor with
an lllegal leader sequence. This could lead to
an empty c¢hain error. This typre of packet 1s
deleted by the Monitor.

(b) Parity - The parity of a packet entering a node was
incorrect.

(c¢) 8 tcoc 1 - On checking a returned unused packet which was
fillead with data it 1s found that a bit which
was transmitted as a zero has changed to a one.

(d) 1 to 8 - On checking a returned unused packet which was
filled with data 1t is found that & bit which
was transmitted as a one has changed to a zero.

(e) 2nd time full - Indicates that a full packet is making
its second pass through the Monitor. When a
full packet enters the Monitor, the "Monitor
passed" bit is cleared. Therefore, 1if that
packet re-enters the Monitor with that bit
uncleared, an error has occurred.

(f) Lost leader - Indicates that the "Start of packet"™ bit
is not 1. This 18 a #framing error and may .
cause the ring to lose synchronisatién.

{g) One in gap - The gap should be an “all zero" seguence.
If not, this causes 2 framing erfor.

All the above errors cause error messages to be sent to

ring address zero.
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6.5.2 Hardware

The Error Logger iz based on a sgtendard Z8@ Small Server,

with two serial ports added.

In total, there are three ports, One interfaces intc the
Cambridge Ring through a node, allowing ring packets to be
read or written to. Faulp messages sent by ring nodes are
received through this ﬁort. The second port provides a
gerial link for communication with +the MCSU. The third
connects a terminal to the Error Logger allowling commands
to be entered by an operator or error Information to be

digplayed.

6.5.3 Functiong of the Error Logger

S8ince the Error Logger is set to addressed Zero, it
sutomatically monitors the ring for errors. Theaeszse are
logged together with thelr souree in a file. Thus a

dynamic record of the ring's error status is maintained.

Each type of fault and their occurfence rate are recorded.
In particular, it tracks the c¢ccurrence freguency so that
if any single source causes X number of errors over a time
period ¥, a eritical fault has occurred. Note that it
does not distingulsh between the different types of errors
as long as they originate from the same source. A message
will be sent to inform the MCSU. From this information, the

MCSU is expected to bypass the Fault. In the
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exéerimental aystem, X 18 set to 2@ and Y set to 1 second.
| Critical faults are recorded in the file together with the
’ other errors. I1f required, the Error Logger may be issued
a command to print out an error report. This is simply a
summary of all errors recorded with their frequency and

souxrce.

6.5.4 Fault Message Packet Format

Fault messages are transmltted on the first passing empty

packet with the feollowing format.

Bits Degcription

i -3 get to one

4L - 11 bit address set to @
i2 -~ 19 addregs of error source
20 - 27 error count

28 cne in gap ervor

29 lost lesader error

30 2nd time full error
31 1 to & error

32 P to 1 error

a3 parity errop

3 empty error

35 fault packet received
36 - 37 set to one

38 determined by fault message packet parity
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6.5.5 Error Logger to MCSU Communication Protocol

A simple protocol i3 employed for communication with the
MCSU. Since messages are short (a few bytes), an asynchro-
nous transmission technique i=s adopted with the following
charactéristics : eight bits, odd parity, one start bit,

and one stop bit.

Messages are exchanged in blocks with the following format: ‘

Coda for Node Foault ce. 11H
Relay Port rumber _
Checkword, Byte 1 (Lab) ‘
Checkword, Buge 2 (meb)

Fug. 45 Messoge Format for Error Logger to MCSU Communication |

The first byte contains the fault code ie. 11H for node ‘
fault, followed by the Relay Port number.of the node which ' ‘
detected the fault. The checkword ensures error-free ‘
exchange of messages. Normally checksumg are used in such ‘
transmisgion protocols but in this ¢ase of short 2-byte ‘
messages, they are not. Instead the checkword duplicates ‘
the messgsage completely. The receiver checks this agsasinst 1
the original message and accepts 1t as correct 1if they |
match, This technique - reduces the chances of undetected
bit errors. An acknowledgement ig then returned to the
gender. If the message received is erronecus, it is simply
rejected., The sender 1s not informed of this but instead

iz expected to detect the problem.
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On transmission of a message, the sender sets a watchdeg
timenr. If an acknowledgement is not received within the
time periocd set, it sutcomatically re-transmit the same
message. A totsl of ten re-transmissions are allowed,
after which the task is abandoned. A "transmission failed"
message is then sent to the operator's terminal. Fig. U6

iliustrates the protocol in two flow charts,

Start

Transmit
Wake~-Up signal

Transmit
Message Block

Set Watchdog
Timer ON

Transmission
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Watchdog Timer Interrupt

Reset Watcehdog Timer

g Has
Y ACK been N
eceived”?
How many retrangmission attemted?
Y \{??
N

Communication Failure Retransmit Message
Inform Operater Set Watchdog Timer ON

End

Acknowledgement management

Fig. 46 Error Logger - MCSU communication protocol.

6.5.6 Other Facilities

The terminal 1linked into the Error Logger pPprovides an

operator with error iﬁformation as followe:

{a) as ring errors are detected, they are immedlately
displayed on the terminal.

(b} a summary errocr repoert can be requested through the
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menu driven usper interface (entering control A on the
keyboard) and chooeing the "Print Error Information “

option.

6.6 The Node Dictionary

The Node Dictionary is central to the cperation of
the Hierarchical Ring-Star. It is a database containing
configuration information relating to +the architecture of

the installation as follows:

the node's ring addresses

SCSU. addresses

status

i

address-to-relay port relationships

The last c¢lass of information is. the most important, It
allows fault messages 'received from the Error Logger
and SCSU (containing the type of fault with the
corresponding address of the node which detected them) to
be translated into the corresponding relay set on the
5CsU. Only then cen the faulty component be isclated. This
information must be entered into the Node Dietionary when

the gystem ig first installed.

Nodes, SCSU addresses and status information are all eight
pit binary quantities stored in a strict sequence in the

file to reflect the address—-to-relay port relationship.
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Nmber of Levels of CSU
SCSU Address attoched to RP 4
Stocus of SCSU 9
Node Address ottoched to RP 4
Sotus of RP 1
Node Addrese ottochesd to RP 2 InfornatiLon relaing to 1st RP
Sotus of RP 2 on the KCSU
Node Address ottoched to RF 3
Sotus of AP I
Node Address ottoched to RP 4
Sotus of RP &

6 sore sets of RP

L L Y

SCSU Address ottoched to RP 8
Stotus of SCSU 8
Sode Address ottoched to RP 4

Reuws of RF 1

Node Addrass cttoched to RP 2 Inforaation relating to Lost RP
Stotus of AP 2 on the MCSU

Node Address ottoched to RP 3

Roue of AP 3

e P et o WP 1 Fug. 47 Node Dictionary File
Sotus of RP & Structure

The first field, "number of levels of CSU" indicates the
total number of levels in the Hierarchical Ring-Star

installation, in this case, two.

The rest of the file is divided into records, each relating
to one relay port of the MCSU, The address and status of
the SCSU attached to this port are recorded into the first

field. The status fileld stores the followlng flags:
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87 86 S5 B4 83 sS2 81 Sp nu = not used

nua nu nu nu

2 : empty le. no SCSU attached

1 : entry

2 : normal

1 : relay port/SCSU bypassed

2 : Uil relay ports

1 : 8 relay ports

@ : node entry

1l : SCSU entry

Note that 1f any of the relay ports does not have a SCSU
attached, an entry Qggg £ti1ll be made. Status bit S@
reflects this. S1 indicates whether the relay port (or
SCSU if one 1s attached) has been bypassed or not. Bits S6
and 87 are there cnly to aid the Node Diectionary searching
algorithme. An "8 relay ports" field implies that it is
within =a MCSU record. Otherwise, 1t 1isg within a SCSU
record. A "node entry" field implies the relay port has a
node attached while a “SCSU entry" implies a SCSU attached
to the relay port. | |

The next four filelds in turn stores informetion relating to

the four reiay ports of the SCSU ~ addresses of nodes and

thelr status. The statug fleld stores the following flags:
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87 S6 85 SU 83 S2 81 S¢@ : nu = not used

nu nu

¢ : empty ie. no node attached

l ¢+ entry

2 : node coperational

1 : nod faulty

@ : 1link operational

1 : 1link broken

g ! normal

1l : relay port/node bypassed

@ : normal

1 ¢ link bypassed

& : node entry

1 : SCEU entry

Bit S8 indicates whether the relay port has a node entry
or not and whether it has been bypassed in S1. Likewige
the gtatus of links attached to the node i1s contained 1in
S4. The condition of the node and the 1ink attached to it
are shown in 83 and S2 réspectively. 57 is there to speed

up aslgorithms used for searching the Node Dictionar&.

During the cperation of the Hierarchical Ring-8tar, the
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contents of the Node Diectionary may change as the system

. changes state, For example, more ring nodes may be added
intoe the network. Likewise, as faults occur, the relevant
status fieldg alters accordingly. These are carried out

dynamically.
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6.7 Operation of the Hierarchical Ring-Star

6.7.1 Introduction

Operational tasks of the major components of the
Hierarochical Ring-Star have been described in the secticns
precediné thig. This section serves to put them together
in a cocherent form to present the complete coperation of the

system,

The MCSU is central to the operatioﬁ of the Hierarchical
Ring-Star, responsible for controlling and coordinating the
entire installation. In turn, the MCSU depends critically
on the Node Dictionary +to providé it with the necesssapry
information. This information is dynamie, changing when
and as faults occur or as the configuration alters.l ~Node
failures and breaks in ring cables are reported by the

Error Logger and SCSUs respectively.

In c¢ontrast to node faillures, link breaks are usually
resolved in-situ by the SCSUs responsible for detecting
them. Neode failure messages on the other hand must first
be processed by a fault algorithm in the MCSU. Only fhen
wiil a set of sguitable relay switching patterns be issued
to the relevant SCSUs to 1isolate the faulty node.
Similarly, an coperator may request for a particular node or
section of pring to be bypassed, and subsequently to be
reset. Iﬁ this - case, both the nqde and the link will) have
to go thfough an algorithm in the MCSU in order to generate

the appropriate switching patterns.
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In the latter case, a user Interface is provided to ease

the interactive process necessary with the MCSU.

6.7.2 User Interface

A menu drivén user interface allows an operator access to
faclilities provided to controcl the Hierarchical Ring-~Star.
The menu driven technliqQue has been implemented because
1t offers an uninitiated user one of the easiest means to
uée the system. A set 0of commands 1is presented on the
terminal display from which a user can select a choice.
Whenever data entry is required, the user will be prompted

to enter them.

The system provides the following functions:
(a) Set up Node Dictionary
(b) Disgplay system status

- {e) Bypass node
{(d) Bypass relay port
{e) Bypass link
(£) Bypass SCSU
(g) Reconnect node
(h) Reconnect relay port
{i) Reconnect 1link
(J) Reconect SCSU
(k) De-activate SCSU
(1) Disable Error Logger

(m) Enable Error Logger
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When the system is first installed, data must be entered

inte the Node Dicticnary by 1invoking the Set up Node

Dictionary command. This has been explsined in section
6.6. Suffice to say that addressing information is
ehtered.

To see what have been entered, the 'Disglay system status
command will display contents of the Node Dicticnary 1in =a
suitable decoded forn. If alterations are required, the'

Set up Node Dictionary command must  again be invoked and

the entire procedure repeated. Editing facllities are
limited. No alterations c¢can be made to the file after
coming out_of the command. However once complete, the Node
Dictionary will be dynamically maintained, eilther as faults

occur or when an operator reconfigures the system.

Reconfiguration of the network structure is usua119 carried

out when expansicn or maintenance 1s required. Commands
(e) to (m) have been designed for this purpose. For
examprle a node may need to be removed for testing. By

entering the Bypass node command, the system will request

for the node's ring address to be Ilnput. Once done, ahd

after recelving an acknowledgement, the node can be removed

without disrupting the ongoing ring operaton. When that
node hag been returned to the ring, a Reconnect node
command will put it back into operation. Likewise, any

link or S8CSU ¢an be removed and then reconnected by

selecting the abpropriate commands from the menu.
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For ring expansion, the Bypsss link command ig normally

uged to isolate the section of the ring where the extension
is required. Once acknowledged that this has been carried
out, the isclated link can be cut and extended. When
completed the new section can be brought into operation bV

isguing the Reconnect link command.

Bypass relay port i1z a command allowing any relay port on

the system to be isolated from the ring. This may either
be in the MCSU or in any SCSU, In the case of the SCBU,
the relay port may have a node attached or it may not. In
fact thig command was deslgned to support the latter, and
prarticularly to facilitate the addition of a new node to
the ring. Recall thsat unused relay ports hsve a loopback
plug attached to provide a path for active ring signal. So
to add a new node, this path must be isoclated first. Once

done, the command Recconnect relay port is issued to bring

the node into operation. In a similar way, Bypass SCSU

and Reconnect SCSU allows a new SCSU to be installed,

De~activate SCSU command hags been impleﬁented to support

the off-line redundancy technique adopted. When a SCSU is
activated to "repéir" a faylt, 1t 1s 1left 1in that state
even after the fault have been physically rectified and the
ﬁeconnect command 1issued. To comply with the off-line
redundaency technique, that SCSU must how be de-activated.

The De-~activate SCSU command accomplishes this.
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In all cases, digruptions t¢ normal ring operation are
minimal and should only result in a momentary loss of
service. Thug all the c¢commands ¢an be carried out while

the ring 1is in active operation.

A gulde for operating the Hierarchiecal Ring-Star system can
be found in Appendix 2. By going through and explaining
every 1tem on all the menus, a user 1s shown, by

example, the entire coperation of the system.
6.7.3 Operation

The basic¢ tasks of the system have been described 1in the
brevious section. To support them; several underlying
operationse are next described. The segquence of operation
is:

(a) recelve and decoﬁe commands

{b) search the Node Dicticonary and update its status

(c¢) complle a list of switching commands

(a) coordinate and control the distribution of tasks

(e) inform the coperator {(via the terminal) of the tasks

carried out
(f) send a message to the Error Logger to update the fault

file

Command codes may be received from three scurceg: the Error

Logger, SCSU and the system operator's terminal,
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The operator interacts with the MCSU via the terminal,
entering commands to carry out various tasks. Node fault
messagee are recelved from the Error Logger while the SCSU
sends the MCSU 1ink break informaton., Messages received
from the SCSU will c¢contain both the relay port number and
its own addre=ss. The Error lLogger will supply the'node's
ring address, while the user interface prompts the operator
to supply all the necessary addressing 1nformation for ény

particular command.

From the infeormation received, the MCSU searches the Node
Dictionary. The Node Dictiocnary sacts as a road map for the
MCSU recording the entire network configuration. Once the
node, link or SCSU have been located, status flags are
updated and depending on this and +the status of
neighbouring entries, a 1list of switching actions are
compiled. The reason for this is that some faults may
require the nodes next to them to switch in tandem in order
that they may be Dbypassed. For example, 1f node (n) is
rgported faulty and node (n+l1l) is fouﬁg. to be previocusly
faulty (and thus bypassed), then the switching operation
must divert ring signals between node (n-1) and (n+2)

instead of (n+il).

The next step l1s to distribute the switching tasks. éome
tasks are centred on a s8ingle SCSU alone but taking the
exanmple above, 1f node (n-1) reeide in a different SCSU
from that of node {n), then cbviocusly two different sets of

switeching tagks are required for two SCSUs.
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Protoccl are employed to distribute the tasks reliably.
Switching actions are c¢ontained in lwhaf is called a CSU
Switching Block (CB). It encapsulates the complete 1ist of
sawitching commands. These are gent to and received by the

relevant SCS8U for il1mmediate action.

On successful completion, the operatoer 1is informed by =a
message displayed on the terminal. Likewlise the Error
Logger 1is informed so that its error file may be updated.
In all cases, 1f any switching commands are not carried
out, the status flags are reverted to theilr original state.
This usually refers to the situation when the commﬁnicaton

proteocol fails to deliver a CB successfully.

All the above technigues employed will be discussed 1in

detall in the following secticns.

6.7.4 Codes

These codes are the common  language used by the variocus
unite within the Hierarchical Ring-Star for communication,
They are dilvided into four classes, some are command codes
while the rest are Iinformative,. Command codes are iesued
by the MCSU to the SCSU requesting switching actions.
Information ¢odes are 1issued by the MCSU, SCSU and Error

Logger for passing information between them.




Chapter 6 119

(a) MCSU to SCSU

Commands codes

Command Code (in hexadecimal)
Bypass node 11
Reconnect node 21 i
Bypasse link 12
Reconnect 1link .7 22 v
Switech left relay 13
Reset left relay 23 4{
Switeh right relay 14
Reset right relay - 24 A
Swilitch centre relay 15
Reset centre relay .25 9,

These codes directly manipulate relays in the SCSU. Relays
are organised into relay ports, each consgisting of +three
relays. Fig. 48 illustrates this: note the left, right and

centre relays.

repect er
left o o gt
reloy : reloy
wd
g @ Fig. 48 Relay Port
contre reloy

Bypass node command causes a particular ring node to be

bypassed. Bypags link command does the same for a

éection of the ring. Likewise, the rest of the commands
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manipulate each relay in a relay port. The Reconnect or
Reset command s=switches the relays back to 1its normal
reset state,. Taking an example, a node reported faulty

will initially be bypassed and

returned repaired, the reset

inte cperation.

{b) SCSU to MCSU

Information codes

Information

removed. When it has been

command will bring it back

Code (in hexadecimal)

Link break {(bypassed)}

Link break {(not repaired)

These codesg inform the MCSU of

indicates to the MCSU that

bypasged 8¢ the MCSU merely

Dictionary. The second code

not been repaired so the MCSU
codegs back to the 3CS8U for the
as well.

The reason for the two c¢odes

under the c¢ontrol of any one SCSU,.

between two SCSU,

required to switeceh together

SCSU operations are all independent of each other,

way 18 to let the MCSU control

31

32

link breaks. The first code

the broken 1link has heen

needs toe update the Node

informs the MCSU that it has
12 expected to issue command

necesgsary corrective actions

is that not all links are

If a link break occqurs

then conly one will detect it but both are

to isclate the l1link. Since
the only

the situation.
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{¢) Error Logger to MCSU

Information codes

Information Code {(in hexadecimal}

Node fault 11
When the Error Logger detects node faults on the ring,
these c¢codes convey the information. The MCSU will take

corrective actions.

(d) MCSU to_Error Logger

Command codes

Command ‘ Code (in hexadecimal)
Disable error detection process 52
Enable error detection process 53

During the period when relaye are switched, momentary

breaks in the ring cable will occur. Thus the Error Logger
may recelve false error messages,. The first code informs
the Error Logger of the impending action, so that error
meséages are simply ignored till the second code re-enables
it. These codes are used, for example, when the operator

requests the MCSU to 1solate a node.

Information code

Information Code (in hexadecimal)

Link break occurred 51

This code informs the Error Logger of a link break so that

i1t ¢an update its error fille.
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it ¢an update its error file,

6.7.5 Action Blocks

The codes themselves will ohly inform the recipient of
commands or information. Without addressing information,
they will be useless. Thus the codes are usually never
sent on its own but are, 1instead, embedded 1into an Action

Bleock.

An Action Blocek is a two byte block containing both a code
and an address,. The address may be a relay port number or
a ring ncde address. These locate switching operations to

a particular location in the ring.

Code
Action Block format for
Relay Port number MCSU~t 0-5CSU messages
Code
Action Block format for
Rung Node oddress MCSU-to-Error Logger messoges

Fip. 43 Activon Block Format

The only exception 1is when the MCSU informs the Error
Logger to gwitch on or off jits error detection process -

thisz requires only a single byte.
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6.7.6 CBU _Block (CB)

‘At a higher level i3 the concept of ©€SU Block {(CB).
Depending on whether the receiver 1s the SCSU or the MSCU,
each CB holds the necessary information either required for

a single SCSU for all its switching tasks, or for the MCSU.

Action Block 1

Actron Block 2

Action Block n

Fug. S0 Suwitcheng Block Formot

As shown above, the CB is essentially made up of Action
Blocks. Each Action Bloek is responsible for a single
operation. Depending on the task, the CB may contain one

or more Action Blocks.

6.,7.7 MCSU-SCSU Communication Protocol

A communication protocol is employed to pases CBs between
the MCSU and SCSU. Although the protocol is kept as simple
ag posslible, it employs techniques to ensure reliable

communication.

The simplicity originates from hardware design decisions.

First, the transmit and receive channels are physically
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separated onto twe cables so that there can be no c¢ollision

between transmissions.

Scsu 1 SCSU 1
sCsu 2 scsu 2
s'csu 8 ' Sesu 's
Fug, SIA The HCSU-to-SCSU Fug. 518 The SCSU-to-HCSU
communLcotLon Ls communLcotLon Le
one to mony many to one

As far as transmission of CBE between <the MCSU +to SCSU is
concerned, ho collision is possible. But the converse is
unfortunately true when the transmieszion is from the SCSU
to MCSU. It was deemed uneconomic to provide a separate

channel for each SCESU.

The decision taken to implement such a simple technigue was
based on the small number of SCSU involved and the very
different nature of system operation. Complex protocol
techniqQues such as CSMA/CD and tokens are Justified for
networks with a large number of nodes. The overheads are
not Juetified for a small number of nodes 1.e. SCSUs.
Also., the aprlication ls different. In a computer network,
throughput on the c¢hannel c¢an be very high but in the
Hierarchical Ring-Star, the channels are not even used
except when faults are detected sand rectified. - Also, the
cnly possibility for collisionr is when multiple faults

occur simultanecusly. This 1s not very 1likely but the

protocol employed takes this into account nevertheless.
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The communication packet structure and the receliving
procegs is first discussed followed by protocol fechniques

and finally the transmitting process.

Stort of pocket (SOP)

DestiunatiLon SCSU‘Address

Source SCSU Address

CTRL Feeld

CsSU Block

End of packet (EOP!}

Checksum _ Fug, 52 Packet structure
S0P and EOP serves to synchronise the transmission
processes. If a collision occurs, part of one packet may

he destroyed. The receiving procéss may as a result accept
the second packet as part of the first. SOP prevents this.
The recelving process always search for the SOP and when
found, resets itself to read in the rest of the packet. An
earlier packet even if 1t has not been completely received
will be immediately discarded. The sender will eventually
discover this by +timinzg out. A watchdog timer is set on
transmission and 1s reset only when an acknowledgement is
received, If 1t i8 not recejived within a time period, a

re—-transmiesion 18 initiated.

The packet 138 read byte b& byte till it detects the EQP
which gignals the end of the packet, The receiving process

will then read in the Checksum fleld. Ag the bytes are
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read, a double precisicon checksum 1s continuosly computed.
When complete, this checksum value is compared to the value
given in the Checksum fileld. If they match, the packet is
assumed to be received correctly. An Acknowledgement
packet 1s then returned to the sender. If the checksums do
net match, transmission error is assumed and the packet is
dlscarded. The sender will not be informed, but instead
expected to re-transmit the same packet when 1its watchdog
timer +times out. Note that the same protocol is employed
fer the MCSU-SCSU communicatbn asg for the MCSU—Error Logger

communication.

Assuming the packet is recejived correctly, the receiver
will next process the addressing field. This is different
for thé MCSU and the SCSU. In the case of the SCSU, the
receiving process compares the Destinatlion Address field to
its own address, I£ it matches, the CB 18 meant for this
SCSU and is thén forwarded to the next process which will
execute the Actlon Blocks enclosed. If 1t does not matceh,
the CB 1s e&imply discarded. The Socurce Addrgss provides
the recelver with the sender's address for the

Acknowledgement packet.

In the case of the MCSU, the Destination Address field is
cbviocusely 1rrelevant since 1t 1s always zero. The Source
Address field is more important since replies must be sent

to the proper sender.

In all cases, when a packet i1sg ready for transmission, a
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"wake-up" signal is first sent to activate the destination
CS8U. After a short delay the packet is dispatched, setting
on 8 watchdog timer simultaneocusly. If an acknowledgement
is received before the time expires, the transmission is
deemed successful. Otﬁerwise. a re~transmission is
initiated. A +total of ten transmissions is allowed before
the whole procedure is abandoned. . A méssage will then be

displayed on the terminal to indicate this.

In some instances, for example, when &a 1link break occurs
between two SCEU, two CBs have to be sgent to each of them.

TOgacéommodaté'this possibllity, a one bit sliding window

protocol ‘hasg been Ilmplemented for acknowledgement
management. This uses a stop-and-wait method, gince the
sender transmit a packet and then waits for the

ackhowledgement before sending the next. This helps to

synchronigse the communication procesas,.

Summarising the proteocol, the transmitting process :

(a) encapsulates the CB with the SOP, Scource and Destination
address, EQOP and Checksum to form a packet

{b) sends a2 "wake-up" signal to the destination

(c) transmit the packet after a short delay

{d) set on the watchdog timer

(e) walts for an acknowledgement

(f) if acknowledgement is received, transmission is complete

{g) otherwise, a re-transmission 1s initiated

{h) 1f ten transmissions have been attempted without success,

the transmission is abandoned.
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(1) a message 1s displayed - 1in the case of the MCSU

a

mesgage 1s  displayed on the operator's terminal. The

8C8SU will display the pattern 11110600 on the array of

light emitting dicdes (l=off, @=on).

And, the receiving process :
{(a) searchesz for the SOP; if found
{(b) read 1in the rest of the packet, otherwise continues

searching

{e¢) while reading the packet, 1t simultaneously looks for the

EOP and sums all bytes

(d) when EOP 1is found, the Checksum field 1is extracted and

compared to the internally generated value

{e} 1f they match, the packet is deemed successfully received

(f) and an acknowledgement ia returned t¢o the sender

{g) 1if they do not match, the packet is ignored

6.7.8 Relay Pattern Generstion Algorithms

These algorithms produce a set of relay switching patterns
according to the type of fault or task reguired. The
algorithme view the entire relay configuration completely
when generating the switchling patterns. It sees the
network conflguration represented in the Node Dictionary.
Thus the algorithms can be superficially compared to a
gituation of "navigating through the map of the s&stem."

The contents cof the switching patterns depends directly on

the status of the gystem,
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Depending on the situation, one of the following algorithms
are employed:

(a) Link bypass

{b) Link reset

{¢} Node bypass

(d) Node reset

(e) SCSU bypass

(f£) SCSU reset

Faulty nodes or links are bypassed according to
algorithms (e¢) =and (a) respectively. Likewise, commands
can be issued to bypass nodes, links or SCSU and to reset
them. Since the switehlng actions regquired for commands to
bypass‘iodes or links are gimilar +to acticons required for
isclating faults, the algorithms are equally applicable.

Also, edge and non-edge cagses are handled in the same way.

The algorithms are described by using flowcharts. The

followling conventlons are used :

Refer to Fig. 53,

The normal position of the two state relay is its initial

state.
Switch to @& implies switching to the other position.

Switeh to 1 implies switching back to the normal position.
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Suberipts refer to the relative position of relays‘on each
relay port.

( )1 is to the left

( )2 is to the right

{ )3 18 the centre relay

repect ers
i a;) nt 2
1 2 1 2 2 1 2
- ot o b et S A
3 3 3 3

Fug. S3 Conventiong used. Reloys shown un theur NORMAL positions ;

Elther, the nth relay port is +the port where the faulty

node is sttached tec or it is the relay port whose ring node

reported & link break.

The positions of other relay portsg are relative to the nth
relay port.
{n+1),{(n+2}, etc refers to relay ports to the right of this
relay port.
{(n-1}, (n-2), etc refers to relay ports to. the left of this
relay port.
In both cases, the larger the number the further it i1s from

the reference relay port, n.

All algorithms are based on an analysis of conditions on

either slide of the item to be bypassed;

RP = Relay Port
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6.7.8.1 Node/RP BYPASS algorithm

Node/RP t0o be byprassed

Analysis on LEFT of RP

(é‘k? S N

bypassed?

switeceh (n)1 to 1
switech (n)2 to 1
switceh (n)3 to @
switeh (n-1)2 to @
switch (n-1)3 to 1

switeh (n)l to 1
gswiteh (n)3 to &
switeh (n~1)2 to 1

Analysis on RIGHT of R

P

Edght RP3 N
bypassed?

switeh (n+1)1 to @
switeh (n+1)3 to 1

switch (n)2 to 1
switeh (n+1)1 to 1

Fig.

54

131
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6.7.8.2 Node/RP RESET algorithm

Node/RP %to be reset

Analysls on LEFT of RP

///\\\\\ switeh (n)1 to 1
eft RP S N gswiteh (n)3 to 1
b¥passed? gswiteh (n-1)2 to 1

switeh (n-1)3 to 1

——

gwiteh (n)l to @
switech (n)3 to 1

Analysig on RIGHT of RP

7>_

Eight R N switeh (n+1)1 to 1
bypassed?” ‘switch (n+1)3 to 1

—

switeh (n)z to @
switeh (n+1)i to 1

Fig. &5




6.7.8.3 Link BYPASS algorithm

Link to be bypassed
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on elther
side of 1link

Do nothing since the link would
have been previocusly bypassed

bypassed?

switeh (n)l1 to @
switech (n-1)2 to ©

END

6.7.8.4 Link RESET slgorithm

Fig. 56

Link to be reset (reconhnec

ted)

on either
side of l;nk

| Do nothing since the link would

have been previously bypassed

bypassed?

switeh (n)l teo 1
switeh (n-1)2 to 1

END

Fig. 57
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6.7.8.5 SCSU BYPASS algorithm

More conventions have +to be introduced +to explain this

algorithm.

Referring to Fig. 58,

The first RP on any SCSU 4is the first RP imﬁediately
downstream between two SCSUs.

The lggg RP on any 8SCSU d1s +the first RP i1immediately
upstream bétween two SCEUs.

Relay ml1l is the left relay on the MC3SU: Relay m2 is

the right relay on the MCSU

Fvg, 58 Conventions
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SC8U to be bypassed

Switch mli to @
Switch m2 to 0

Analysis on LEFT of SCSU

&eft link Y
bypassedf- Do neothing
~

switeh {(last RP)2 to @

Analysls on RIGHT of SCS8U

2

rignt Tink v
by83fsed€ Do nothing

N

switeh (first RP)1 to @

Fig. B9
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6.7.8.6 SCSU RESET algorithm

SCSU to be reset

Switeh ml te 1
Switch m2 to 1

Analysis on LEFT of SCSU

K Y Po nothing
o

switeh (last RP)2Z2 to 1

Analysis on RIGHT of SCSU

nk Y Do nothing
" -

gwitech (first RP)1 to 1

END Fig. 6@

6.7.8,7 Unique Cases

So far the algorithms have ignored reéepeater faults. The
Cambridge Ring fault detectlion technique 1= based on a

node, made up of & repeater and an access logic. It is2 the
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access logic which detects faults. The repeater by itself

does not have the capability to detect faultse,.

In any 1installation, it 18 1likely for a ring to include
several repeatersg without any access logic cards. Thesge
repeaters will not detect faults but will instead propagate
them downstream to the next repeater or node. If this 1is
a node, there shouid be no problem. The fault will be
detected and the faulty repeater isolated correctly. But
if it is sanother repeater, the fault will be passed on to
the next unit downstream. However i1f this unit iz a node,
the neocde bypass algorithm will incorrectly 1isolate the
second repeater leaving the faulty repeater in the ring.
Therefore the algorithm will faill if there are more than
one repeater between any two nodes in the ring. This
problem can be scolved by adding an additional watchdog
algorithm on top of the basie fault algorithm. The rule

is: "If fault messages from the same source continue to

be received after corrective acticon has been carried out,
the next upstream relay port should be bypassed. This is

recursively executed untill no more faults are detected."

An example will clarify this algorithm. Fig. 61A shows a

section of a ring with two repeaters between two nodes.

node 1 repecter 1 repeater 2 node 2

Fug. BI1A
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If node 1 fails, the fault will propagate through the two
repeaters to be detected by node 2, Cdnsequently. repeater
2 will be bypassed and at the =same time error messages will
continue to be received by node 2. The watchdog algorithm

will next bypass repeater 1 and finally node 1.

Next refer to Fig. 61B and consider what happens if the
loepback plug LP1I is accidentally removed, Node 1 sees a
link break, but again a false one. The 1ink break
algorithm will wrongly isolate 1link L whiie node 1

continues detecting a link break.

L8 1 (Loop Bock plug!
bnk L o N M
rd
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Now, conslder the case when there are several locopback
plugs in use, and LP1 is removed unintentionally,

Ths plug ve
occidentolly resoved

Bt B2 LB 3 (Loop Bock plug)

----------

Fug. 61C

These two examples ean be solved by applying the watchdog

algorithm.

The same algorithm can again be applied to solve the

problem of a broken node-to-SCSU cable. Refér to Fig.

6iDb. If the connection between node 2 and the SCSU 1is
used, say to isolate the link between node 2 snd 3, and is
then severed, node 3 will detect a link break signal. The

watchdog algorithm will bypass neode 2 to bypass the break.

nodes

seversd node~to-SCSU coble 3 _,/"‘7

Frg. 61D
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However 1f, instead of &a broken node-to-SCSU cable, the

SC8U-to-MCSU cable 12 broken, then the watchdog algorithm

will fail.

severed
SCSU-t o-MCSUY coble

Fug., 61E

To bypaseg 1l1link L 1in this ecase will require SCSU2 to be

isclated. The watchdog algorithm have been modified to

detect and solve this.
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Faults continue to be detected even
after executing a bypass algorithm

Isclate the next upstream relay port:

Have all relay ports on the SCSU
been bypsassed?

Y;;?\\;Y

Isolate the SCSU

Any more fault megsages received?

Y Yes®?

Y.

Fig. 62
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6.7.9 Installation Procedure

The connections between the different units are made as
C Pollows. The cable which normally links a repeater inte
the ring must be redirected 1Into one of the D type
connector (marked "To Ring'") of a Relay Port on the SCSU.
The second of the D type connector {marked "To Repeater')
must be connected into the D type connhector on the
repeater. This procedure is carried for =211l the repeaters
on the ring. All Relay Ports must be connected up. Thus
ir a RP 1 not actually connected into the ring
(epare RP on SCSU), a loop back plug must be used. Each of
the SCESU ‘must then be connected into the MCSU by means of
the MCSU-SCSU cable. Details of the interconnection scheme

and cabling information can be found in Appendix 5.

All SCSUs and ring nodes must have unigue addresses, chosen
between the range @1H to @FEH. However @FegH and @FFH
cannot be used as they are reserved for other purposes.

The MCSU must be set to address 2.

The Error Logger must be located 1immediately upstream of
the Monitor. The nodes and SCS8Us can be placed anywhere
but 1t would Dbe helpful to cluster a SCSU to every four
neodes td reduce cabling requirements. A terminal should be
attached to both the Error Logger and the MCSU through the
relevant connectors, The Error Logger-MCSU connection must
alsoc be made., These three use the RS232 scheme, i.e. 25

pin D type connectors with the following connecticns : pin




Chapter 6 143

2 to pin 3, pin 3 to pin 2 and pin 7 to pin 7.

Once installed, the next stage 13 to set up the Node
Dictionary,. The command "SET UP NODE DICTIONARY" must be
igsued to the terminal attached to the MCSU. An
interactive dialog will be initiated to prompt the operator
to enter all the configuration I1nformatlion (see Appendix
2). It would be helpful if the layout. of the entire

installation 1is first done on a plece of paper before

entering the configuration.
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EXPERIMENTAL S TUDY O F T HE
PROTOTYUPE HIERARCHTICA AL

RING-8TAR SYSTEM

7.1 Experimental Study

The constituent components of the Hierarchical Ring-Star
system were continuosly tested during the entire develop-
ment period. The Error Logger, SCSUs, MCSU sand all the
communication protocols function correctly at this stage.
In particular the concepts and algorithms 4involved were

tested to ensure they worked in practice.

In summary, the following major componentg and concepfs
were tested :

(a) Faults - to ensure all link breaks and node faillures,
either cecuring singly or in multiples, are correctly
isclated.

{b) Error Logger - to ensure all errors are received and
logged correctly and when node fallures are detected,
to send a message to the MCSU.

(c) SCSU - to ensure that 1t detects and isolates 1link
breaks and then informs the MCSU of thelr occurrences,

It was also tested to see i1if 1t successfully executed
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switching commands received from the MCSU.

(a) MCéU.— to eﬁsure that all its functions are carried
out correctly.

(e) Operator controlled tasks - comménds to isolate nodes,
links and SCS8Us were thorouzﬁly tested,

(f) Algorithms - to ensure all salgoerithms are executed
correctly.

{g) Communication proteocols - to ensure the protocols

deliver messages successfully.

A brief description of the testing procedure follows:

Being a major component of the Ring-Star, the Error Logger
is responsible for cocllecting, logging and detecting ring
faults. Testing requires the use of faulty nodes but since
none was available, 1t wéuld have to be physically created.
Two problems arose from thls - becsause there were not
enough data available on such faults it was difficult to
create realistic conditions, and this might prove
expenslive, A better solution was to emulate a whole range
of faﬁlts. by programming a node to transmit known error
messages to the Error Logger. This way, the whole range of
possible faults could be tested, and since the error types
were Kknown beforehand the results from the Error Logger

could be verified.

A standard Cambridge Ring Z89 SEmall Server was programmed
to function as the Fault Message Generator. This unit was
used ag a basgls for testing the Error Logger and

subsequently to test the Ring-Star's ability to tolerate
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node faults.

One early Error Logger test carried out was to ensure that
all ring errors were received and logged correctly and when
node failures were detected, to output a message to a
terminal. Faulty nodes are diagnosed 1f x number of
errors are detected within a +time period y., and in the
tésts. X and ¥y are variable quantities. The Fault Message
Generater generates a fault message with the following
format:

Destination Address (DADD) P (i.e. Error Logger address)

Source Address {SADD)

n

variable to simulate a range
cf faulty nodes
Error Flags = variable to simulate a range

cf ring errors

The quantities x, ¥, SADD and Error Flags were varied. By
observing the output of the Error Logger on the terminal
attached, results can be evaluated. For example when the
following settings were made : X = 20, y = 48 seconds, and
several fault messages with SADD set to @2 and error flags
totalling more fhan 2¢ errors transmitted, the output
displayed on the terminal was "node fault detected with
address ©2." Now, when it was arranged for the messages to
be transmitted outside the 40 seconds time limit, no such
message was displayed, In all cases, the fault messages
generated were logged correctly in the Error Logger, This

ocbservation can be made by invoking the "Print Error
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Information™ command.

Other commands were similarly tested - khown inputs were
initiated and their outputslmonitored. Obviously the tests
did not proceed asz smoothl& ag described, numercus problems
were encountered. Most of these were engineering problems,
and they were resgolved as development progressed. Suffice
to say the concepts works: an experimental study of the
Hierarchiecal Ring-3tar 1in 1ita entirety will demonstrate
that they work 1in practice but more significantly proves
that the Ring~Star concept enhances reliability of the

Cambridge Ring.
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The configuration below was set up to aseess the potential

of the Hierarchiecal Ring-Star system.

Error
Logger

Mot or

Fug. 63 Configurotion of Experumentol system

The plugs on the ring cable allow link breaks to be tested.
By removing the plugs, one Or more breaks in the cable can
be affected. ©One plug was Installed to every segment of
the links, labellead L1, L2, L3, L4, L5 and L6. To emulate
node failures, the Fault Message Generator allows any type
of ring error to be transmitted to the Error Logger by
entering commands gnd data through the terminal attached,
The terminal connected to the ¥EL displays errcor information
ag they are received. Also, error file contents may be
displayed by entering a command. The Hierachical Ring Star
system can be directly controlled by an cperator via the

terminal attached.
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Te illustrate the Ring-Star resilience to cable breaks,
plug Pl was removed. This immediately caused link L1 1o be
bypassed, and a message displayed con the operator's
terminal to indicate the fault. By 1nvoking the '"Digsplay
Node Dictionary" command, the configuration status change
can be seen. P2, P4, ana P5 have also been tried with

sugecess,

Next P3 was removed. Note +that this 1s an edge link,
Agaln the sgsystem successfully re-configurated the ring,

this time through SCSUl, MCSU ang SCsU2.

Finally to evaluate further its effectiveness, Pl was
removed before powering up the ring. Then when power was
applied to bring the ring into operation, link L1 was
automaticelly isclated. This ability can be very useful in
a8 practical installatioen. In large networks, 1t is quite
possgible for technlclans to overlook unceonnected segments
of the 1links or loose connectors. The Ring-Star systenm
will in these situations allow the ring to coperate but
more important, it displays the problem on the terminal

and points to 1ts location.

Node faillures were emulated with the help of the Fault
Message Generator. By ihstructing the Fault Megsgage
Generateor to transmit a zeries of fault packets with the
source address set to N1, the Error Logger successfully

received and diagnosed the fault. Consequently, the MCSU

isolated the node. Agaln a message was displayed on the
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terminal and the Node Dictionary updated. An edge node, N2.
was next tried. It was isolated +through SCSU1, MCSU and
SC8U2 successfully. The 1solation of faﬁlts wag carried
out almost instantanecusly. A delay of a few seconds was
however experienced with node isolation {(and when longer
links were bypassed) due to the re-synchronising process'of

the Monitor.

The situation when two links broke simultaneously was also
examined. By removing L1 and L2 in quieck succession, the
system was found to repair L1 and L2 in that sequence in

succession.

By invoking the "Configuration Mode" from the main menu,
operator commands were attempted. Noedes, links, relay
ports, and SCSUs were isolated from the ring. These were
carried oqt individually and then several in sequence in
variocus combinations. For- example, after node N2 was
bypassed, a second command to bypass link L1 wazs issued.
Te check 1f these two commands were executed, plug P1 and
node N2 were physically removed from the active ring. The
continuing operation of the ring confirms this. They were
replaced for the next test, the reset/reconnect commands
were executed. N2 wag "reconnected" into the ring firsf.
This was visually confirmed by a light emitting diode (led)
on the node (when a ring repeater i1s active on the ring,
the 1led 1lights up). Next 1link Li was reconnected

successfully. The Node Dictionary now displays a fully

operational ring.



Chaptex 7 151

7.2 Discussion

Again the exXperimental tests did not alwgys work as
expected. Variocous problems did surface. COne of the most
trying, was line matchling problems between the SCSUs and
the MCSU communication 1link. It was filnally resolved for
the experimental set-up but 1t cannot be guaranteed for
larger configuration. Fortunately, thig 1s an engineering
problem which can be resolved with careful installation.
Note that this is a common problem with most communication

circuits, usually rescolved in-gitu during installation.

However, once the design faults had been ironed out, the

Hierarchical Ring-Star system was shown to work.
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EVALUATTION

8.1 Cabling reguirements

Appendix 1 hag derived the formula to calculate cable
length requirement for the Hierarchiecsl Ring-Star system
(Ly). The Mesh (L,). Star-shaped ring (Lg), and the

Self-Heal ring (Len) have been included for comparison.

Ln = 6YR where R = Radilus of ring
Lg = 2nR n = number of nodes
Leapy = 4TR

Ly = RI[2m + 31n/88}

The plot of cable length, L aeainst the number of nodeg, n

is shown in Fig. 614,

Several observations can be made, The mesh and self-heal
rings' length depends on the size of the installation
irrespective of the number of nodes. The cabling
requirement of the Star-Shaped ring and the Hierarchical

Ring-Star depends directly on the number of nodes and asg a

result increases with larger n.
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The Star-Shaped ring gives the worst results because of its
single star centre. Not gsurprisingly, the Hierarchical
Ring-Star shows similar results but they are much less
pronounced. The reductioen d1s due to the technigue of
distributing a number of star centres throughout the ring.
For installations with wup to 5@ nodes, the Hierarchical
Ring-8tar is comparable to the Meszh and Self-Heal rings but

deteriorates after that.

From the above analysis of cable requirements, the
Hierarchical Ring-Star may not be acceptable for large

networks. But this should not be loocked at in isclation.

First, are most Instsllations large®? Currently many
insgtallations do not contaln more than forty nodes.
Second, the resilient requirement must bhe 1lncluded in the
evaluation., Some organisations might be able to tolerate
their network being down for &a few hours or even a few

days. Others might not.

The envirconment will also affect the network. In most
cases, one would not envisage the occurrence of several
simultaneous faultes. In these‘situations. a8 network which
could tolerate single faults may be.sﬁitable. However 1f
the fault is not easily accessible, it mey be left
unrepalred. If &a second fault‘then develops, the network
will fail., In th;srcase it might be better to 1mplement a
more regilient network, Now consider a network installed

in a warship. In time of war, the network must be able to
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tolerate multiplei%;qg}fgﬂgggg failures due to explosions,
In such an application, the degree of resilience m;st be
extremely high and the cost invelved will be insignificant.
This would apply to any applicationsg whiceh involve human

lives 1nc;uding for example &a nuclear power plant or a

chemical factory.
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8.2 Cost

The following cost estimate iz made for a small gquantity of

units at 1985 prices.

Master CSU

Components £150
PCB £ 50
Total £200

Slave CSU

Components £140
PCB £ 50
Total £190

Congider the experimental configuration with 16 nodes.
Thies will require one Master CSU and four Slave CSUs (4
nodes per Slave CSU), costing a total of (U4x£190) + £200 =
£960. Cost per hode = £960/16 = £60. This estimate does
not include the extra cabling cosf which depends on the
size of the network, and 1t does not take intoc account

normal commercial 'mark-up' on these basic costs.

8.3 Reliability Evaluation of the System

The  overall reliability of the experimental Hierarchical
Ring-Star system is evaluated and compared to the ring

without any fault tolerant enhancement.

Reliability caleculation is based on a technique called the
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m-level hierarchical clustering(MHC) [SOI 85]. This techn-~
igque is especially applicable in that it decomposes the
structure of the network into a set of nultiple-level
hierarchical clusters. Thus it lends itself naturally to

the hierarchical Ring-Star topoclogy.

The problem is to determine the reliability of a network
comprising a number of nodes and interconnections. For the
network to functlon all nodes must be connected but it
assumes that the network has more c¢onnections than would be
necessgary 1f each connection is completely reliable. In
order to determine the probability of all nodes being
connected, we must determine the subset of network graphs
whieh maintain connectivity. Alternatively we could obtain
the suﬁset of network graphs which do not give connection.

Consider a simple 3-node network as an example.

Xl XZ
r X3 —y
Subset giving connection Subset not giving connection
Xq X2 Xy X2 Xq
.
X3
xl xZ
X3
X2
P ————————— » -
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If we assume the nodes are reliable, and the probabilities
of each connection being sound is p.'the probability of not
being connected is @ = (1-p), then we can proceed to
determine the reliability.

For the example given:

P(Xy, X3, X3) = p3
P(Ry, %3, x3) = p3q
P(X;, %z, x3) = p2aq
P{X3. Xz, R3) = p2q

Total Probability = 93 + 3p2q

pd + 3p2(1-p)

3p2 - 2p3

The task is fairly simple for this case but it gets
impossibly tedious for a complicated network. The MHC
technique reduces this problem and although not'completely
accurate, it does provide a conservative answer, This
method divides the network into clusters and then treat
each cliuster as a node‘with a given probability of working.
For large networks, this process can be repeated giving a
hierarchy of clusters. For example, the 9-node network

below can be divided into three clusters; Ry+ Rp ana R3.
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The reliability of each o0f the networks inside the cluster

can be determined as before i.e.

R1=R2=R3=3}?2-293

The reliability of the wheole network, R iz then given by
R1R2R3 timesg the veliabilility of the network using

clusters as nodes,

1.e. R = RyRpR3(3p2 - 2p3) = (3p2 - 2p3)¥

The key 1issue 1ig how the nodes should be clustered. The
clustering technique is generally defined as one of finding
natural groupings of a set of nodes, This dinvolves two

separate issues:

(1) the similarity (or nearne=ss} between two nodes

{(1i) how to partition a set of nodes into clusters

As overall reliability decreaseé‘with an increase in the
diameter of the network (S80I 85), i1t is obvious that
clusters should be choéen to correspond to highly connected
sets of nodes, which result in a small diam=ster. Furthar,
s8ince reliability eyaluation ig now dependent on spanning
trees internal to the cluster, the cluster must contain the

shortest paths between 1ts nodes.
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The Hierarchical Ring-Star ¥fits naturslly into the above

two criterias since i1ts topology has itself been designed to

minimize distances between them and each node-to-SCSU
cluster 1is highly connected. Thus each SCSU forms a

natural cluster with the nodes connected into them.

o
|
|
|
|
|
|
|
|
|

form clusters. Nodes within clusters are chosen to

Levels of c¢lusters must be formed. Basically, an m-level

hierarchical clustering of a set of nodes consists of l

grouping the nodes into lst level celusters, which in turn 4

are grouped into 2nd level c¢clusters, ete. This operation l

continues in a bottom-up fashion, finally grouping thé ‘

m-2nd level clusters into m-lst level clusters, whose union
aonstitutes the mth level cluster. The mth level cluster

is the highest level cluster and as &Such it includes all ‘

the nodes of the network.

8.3.1 Numerical evaluation of the system

The 16 nodes 2-level Hierarchical Ring-Star 1is clustered

|
%
|
into four levels as shown iIn Fig. &I for the evalustion. ‘
|
|
|




Chapter 8 157

1ot Lovel
2nd Lovel
3rd Level
ith Level

Fug. 64

Agsume all linkgs have the same reliability p. and
unreliability q, all nodes have the same reliability n, all
SCSUs have the same reliability =, and the MCSU has a

reliablility of m. These sgsumpticns are made - for the sake

of mathematical simpliecity.

Step 1: evaluate the reliability of the 1st level cluster,

X1

scsy

The spanning trees are X1X2, X1X3, and X2X3.

Reliability (links only) = Pr{XiX2 U X1X3 U X2X3}

= p= + p=q + p3q

[

P + 2p2(1-p)

Overall Reliability, R1.1 = n.n.s(3p® — 2p%)

= n25(3p2 - 2p=)ouoool!-oco.(i)
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mac}___ﬂ____43-ua

Rioea = NP it ienresssssnsnssssssssnssssaaslil)

Step 2: evaluate the reliability of the 2nd level cluster.

Each second level cluster is really two nodes with reliabi-

1ity, Ra.as and Ri.= interconnected by 3 1links 1in

parallel.
Rz = Ri.1[} — (1-p)=JR:.2
= [(3p=~2p=In=2s5][n=p]1[3p ~ 3Ip2 + p=)

= Nes[9p® — 15p® + 9p& — 2p7]..cceecenss.. (1il)

Step 3: evaluate the reliabillity of the 3rd level cluster.
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2 R2 This structue is similar to (1)
except that the SCSU is replaced

with a MCS3U.

nesy
Thus,
R3-1=(3P= —2p=>n2m ....-.-.......(iv)
O O
R2 R This structure 1s similar to (1ii)
R=-2=R2R2p -.-...o.-.-.....-.-..-..(V)

Step 4: evaluate the reliability of the U4th level cluster.

Rs.s and Rxz.=z are interconnected by,four links in pareallel.

R = R3-1R3-2[1 - (1 - P)‘]

= R:-‘I.Rs-ztdp - 6p2 + 4p3 - P“].....-......(Vi)

Substituting (11i), (iv), and (v) into (vi), the reliabili-
ty of the 16 nodes 2-LlLevel Hierasrchical Ring-Star system 1s,
R = [(3p= — ZPs)n’m][Rszpltdp - 6p= + 4p= — p2]

where,

Rz = nes[9p= - 15p% + S9pe — 2p7)

With off-line redundancy, the wvalue of R 18 improved

further by approximately 23X%

Not enough data is avallable to enumerate values for p,m,n
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and g8 in the Cambridge Ring environment. Ihstead, a range
of possible wvalues 1g substituteaq to evaluate the
reliability of the experimental Hierarchical Ring-Star
system (HRS). The results are depicted in Table 2. The
reliability of the HRS with and‘withcut off-line redundancy
is evalusted. For comparison, +*the same ring without any
fault tolerance is included. In this case the ring is
simply a serial network with reliability pi®n?®, The
imprevement factor (R2/R3) 1s c¢omputed and presented in

Table 2.

The evaluatlon shows that with less reliasble components,
the overall rellability of the Hierarchical Ring-Star 1s
low. As component reliability improves, the incremental
improvement in reliabllity of the Hlerarchical Ring-Star 1is
higher +till they are equal at unity. The opposite is true
with the improvement factor R2/R3. It goes lowey as
component reliability improves. This is obviocus since with
122% reliable parts, a machine must in whole be 100%
reliable. Thus the Hiersarchical Ring-Ster is most
effective when ring nodes and/or links are les§ relliable.
But in practice, +this may be questionable. At reallstic
values of node and link reliability (2.98 or above), the
reliability improvement with the Hierarchical Ring-Star is
not too significant at approximately 58% better. However
the most important consideration is the overall

reliability. In this case, 1t approaches 90%.
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R4 R2 R3 a2
Wwihnt off-Line wth offLim iy g SAthow —

p [ n s dundonoy fodt Labaronos R3
0.90 0.9%0 0.9 0.9 0.1 0.2 0.03 1.00
0.9 0.9%0 0.93 0,9 0.25 0.3 0.07 4,40
0.92 0.9 0.93 0.92 0.21 0.3 0.08 4,29
0.93 0.93 0.9 0.92 0.36 0.45 0.4 3.2
0.94 0.9 0.95 0.92 0.38 0.48 0.16 2.88
0.95 0.95 0.95 0.95 0.43 0.53 0.19 2,714
0.95 0.93 0.9% 0.93 0.45 0.55 0.23 2.39
0.9 0,93 0.91 0.92 0,54 0.62 0.32 1.94
0.9% 0.92 0.9 0.94 0.52 0.64 0.32 2.00
0.97 0.92 0.97 0.95 0.55 0.68 0.38 1,79

0.97 0.9 0.98 0,95 0.64 0.7 0,44 1.8
0.98 0,93 .98 0,95 0.64 0.7 G, 52 1.52
0.98 0.9 0.98 ~0.9% 0.66 0.82 0.%2 1,58
0.9 0,9 G, 98 0.1 0.12 0.88 0.62 1,42
0.99 0.9 0.99 0. % 0.83 1.05(e. 1) 0.712 1.3%
1.00 1.00 1.00 1.00 1.00 1.23{La. 1) 1.00 1.00

TABLE 2
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D ISCUSSIO0ON, CONCLUSION A ND

SUGGESTIONS F OR FURTHER W ORK

9.1 General Comments

The Ring-Star concept has been developed to enhance the
Cambridée Ring with fault tolerance, and experiments have
demcnstrated 1ts effectiveness. However it must be
peinted out that the Ring-Star deals only Qith the
communication channel. In this sensge although the Monitor
is an integral unit of the Cambridge Ring it has not been
considered. Thus faulty nodes and broken ring cables
should not disrupt ring operation but an imperfect Monitor

will.

One solution is to apply fault tolerant techniques such as
Standby Replacement or Triple Modular Redundancy
(described 1in chapter 2) to the Monitor. These techniques
are expensive and bearing in mind the Monitor i1itself 1is
reliable, their use should be cost Justified. This 1is an

area for further experimentation.

This single point failure problem extends te the C¢€SU (8SCSU

and MCSU) and the Error Logger. Once the system has been
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brought into operation to 'heal' a ring fault, reliasbility
is determined by the probability that the CSU and to a
lesser degree the Error Logger falls within the time period
required +to rectify the fault, However, since normally
this may take only a few minutes (e.g. replacing the faulty
ncde with ancther while it 12 being repailred), high
reliability can be achieved over 1long periods of time.
Dependence on the CSU i1s not as catastrophic as was first
thought. Using eoff-1ine redundancy, the CSU does not even
rlay a pert in normal operation. Similarly, the Error
Logger is not absclutely crucilal. Instead of totally
relying on the Error Logger to detect all ring faults as
was originally envisaged, if 1s now only responsible for
detecting node faults., The task of link break detection

hasg been delegated to the SCSUs.

The ssme point must also be made about the Name Server and
the Boot Server. Although strictly not required in the
operation of the Cambridge Ring, their wuse has been built
into most protocols, For examble. the Single Shot Protocol
requires a device to oﬁtain from the Name Server the ring
address of the device i1t wishes to communicate with before
proceeding to estaeblish a link. Therefore a totally secure
Cambridge Ring system requires a fault tolerant Name Server
and a Boot Server too, Fault tolerant network servers are

another potential area for further work,

Several general points c¢can be made of the Hierarchical

Ring-Star:



(a)

(b)

(c)

(a)
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Distributed fault detectlon

Criticg might argue that the Hierarchieal Ring-Star i=
based on a single MCSU. Although central to 1ts
operation in that the MCSU stores all the configuration
information and allows an operator to control its
topology, its primary role is different. It is only
directly responsible for controlling node failures.
Link breaks which are probably the more.likely of the
two faults are controlled by SCSUs. The exception is
edge cases.

Enforces record keeping

In any installation, keeping documentaton up to date
may present a problem. Personnel in char;e may adopt a
blase attitude, resulting in an‘ inaeccurately kept
record. Future maintenance or expansion may as & result
be difficult. With the Ring-Star concept, control is
enforced since the Node Dilicticonary must be set up
during installation. (This is= then dynamically
maintained.) Since the Node Dictionary 1s a "road map"
of the_ network, configuration 4information iz then
always avallable.

Performance

Peformance of the Cambridge Ring will alter ag nodes or
links are bypassed. The reason is that slot structure
may change due to changes 1n the ring delay. As a
result the number of minlpackets in circulation may
increase or decrease. It has been shown that this
affects ring peformance (Blair 83).

Network size
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The maximum inter-ncde cable length will be reduced
compared to a besic ring because the signal path must
divert into the CSU. This iz a consequence of the star

structure.

9.2 Independent of Techhelogy

The Hierarchical Ring-Star has beén designed for wide
applications. Because of the way 1t has been designed
(based on topology), 1t can easily be adépted for use with
any other type of ring technology. Thus token rings,
register-insertion »rings or any other future proprietary
rings may take advantage of the methodology presented in

this thesis.

Similarly, data transmission speed is irrelevant. It makes
ho difference to the Hierarchical Ring-~-Star if the speed 1is
1K baud of 12e¢M baud. However the higher speeds may
necessitate the use of optical fibre as the transﬁission
medium. In thils case, the mechanical relays in the CSUs

should be replaced by their fibre optic egquivalent.

9.3 Coneclugions

This thesis has pregsented a unidque techniqQue to overcone
the potential reliability problems of the Cambridge Ring.
The Ring-Star concept in the form of the Hierarchical

Ring-8Star 1s propcsed as a fault tolerant enhancement for

the Cambridge Ring. Experiments have shown that it works.




Chapter ¢ 166

9.3 Conclusioens

This thesis has presented a unique technique to overcome
the potential relliability problems of .the Cambridge Ring.
The Ring—Star concept 1in the form of +the Hierarchical
Ring~Star is proposed as a fault tolerant enhancement for

the Cambridge Ring} Experiments have shown that it works.

In the early stages of the project, a literature review was
initiated to carry out a detailed study of fault tolerant
rings, with the aim of 1dentifying key design issues.
They were analysed, and taking into account the Cambridge
Ring technology, a set of objectives was produced. The
Hierarchical Ring~Star system has been developed to meet

these objectives. Hoﬁ have these objectives been achieved?

Realising that ring networks have a8 weak structure, the
first phase of the work focussed on the topology. The idea
of the Ring-Star arosge because 1t was realised that rings
and star topologlea each have unigue strengths which
complemented one another. Rings were invented for their
performance improvements in data  communication but at the
expense of topoclogical reliability. Star topology on the
other hand has a stong gtructure in that any device
connected into it.may fall without any consequence to the
rest of the network. Combining the two topologies creates

a network which ig both efficient and reliable.

This topeology and the ensuing design =satisfies the



Chapter 9 167

objectives. First and foremost, nocde and link breaks would
not bring down the entire network, as only the affected
sections are isoclated. Dynamic reconfiguration ensures
this. Second, it has a high degree of resilience in that
multiple faults are tolerated and thirdly, fragmentation
of the network i1s minimised, This 1in fact 1ig the key
factér in favour of the Ring-Star, many of the other fault
tolerant fings can only tolerate one fault. A second fault
will either bring down the network or cause the network to
be divided d4nto two isolated segments. Tﬁe cbjective of
‘operational independence between the fault tolerant
component and the ©ring was however not totally achieved.
To ensure the effective detection of broken cables, a
modification had to be made +to the repeater. Thié is
necesgssary because the Cambridge Ring wés found to be less

effective in detecting 1ink breaks.

Installing +the system into an existing Cambridege Ring is
relatively easy. It 4is a matter of redirecting the
. node~to=-ring cable from the ring inte the SCSU and
connecting a cable from the SCS8U into the ring. And once

installed, future expansion 1s relatively easy.

The system supports maintenance in two ways. First, it
provides dliagnostic information through the - Node
Diectionary. The Node Dictionary stores and updates network
configuration details as changes take place. For example
i1f a node should faill, 41its location is recorded s2o that a

techniecian c¢can easgily find the faulty node instead of
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having to trace through +the ring for 1it. Second, once
located, the node can simply be removed without having to
-worry about its effeet on the ring. It ie this latter
feature that makes expansion easy. The section of the ring
to be extendeq is first isolated, new nodes are then added
before a command is issued to the MOSU to briné .them inteo

operation.

This convenience extends to users, Whenéver
reconfiguration of the network is carried out, users would
only experience a delay of a few seconds. Compare thils to
a basic ring which requires the network to be taken out of
service, and the fault rectified before normal service can
be restored. This may .take days. In ghort, the
Hierarchical Ring-Stgr allowe almost non-stop coperation.

Finally, by keeping the fault tolerant component of the

syastem independent from network technoclogy, it 18 better
protected from obsolescence arising from future
developments. For +the same reason, the Hierarchical

Ring-Star 18 not 1limited to the Cambridge Ring. It can

easily be adapted for any other ring.

By adopting the Hierarchical Ring-Star, the Cambridge Ring
could resolve 1ts greatest disadvantage - topoleogical
unreliability. In fact any potential network implementor
should considey reliability problems sgriously. The impact

may not be felt until it is too late. Perhaps the

following quotation best sums it up:
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"For many applications fault tolerance iz no longer
regarded as a bonus - 1t is essential."
- Rob Summerfield

Minicomputer News Vol 8 no 18 October 1985
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APPENTDTIZX 1l

To derive formulae for cable length caleculations

The following formulae were developed for comparing the
" Mesh, Self-Heal, Star-Shaped ring and the Hierarchical

Ring-8tar topologies in thelr cabling requirement.

The layout of any installation will depend on the total

number of nodes, thelr spread and in particular the
architecture of the building or site. This obvicusly
varies greatly. Thus an accurate comperision of the four

topologles is impossible, and to make any compariscns at

all, somewhat unrealistic assumptions have to be made.

The following are the main assumptions made:
- a ring 1s installed in &a circle with radius R and
diameter D.
- the topology models the ldeal structure of

each design.

n = total number of nodes

L = total length of cable required
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Mesh Network

Varjious configurations of the Mesh 1s posgsible but for the
comparison, one where alternate nodeg are 1linked with an
extra cable 1s modelled. From Fig. A1, it ean be observed
that such a topeology is really three rings c¢onnected in

paraliel.

Thus, L = 3 % 2MR

= 6WR

3 reng
cobles

Fug. A1 The Mesh network s reolly 3 rungs vn porallel

Self-Heal Ring

S8ince it is a double loop,

L 2 x 27MR

]

It

4R
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Star-Shaped Ring

This ring is shaped into a star structure with a pair of
cables connecting up each node. ‘Each ecable pailr is

eguivalent to length 2R.

L = n x 2R

= 2nR

Hierarchical Ring-Star

It is likely that in the future, the most common network
would wire up a building. Thus, a 3-level Hierarchical
Ring-Star network will be modelledq, with a rigid structure

for simpliecity.

08,2

04

e

Fug. A2 A 3-Level Hierarchicol Rung-Stor Structure

It i1s further assumed that the distance between CSUs (MCSU
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and SCSUs) ére spaced equally, thus D/4. Relative to this
distance, the length of cable connecting a node to the SCSU
is small. Assuming a building with an average length of
50m, & node—fo~SCSU cable of length 1m will give D/52.
Also, each SCSU is assumed to have 4§ relay ports and there

are a multiple of I nodes in the network.

Let P be the total number of level 2 CSU

Let Q be the total number of level 1 CSU.

P = n/d and Q = P/4 = n/16

L = circumference of ring + MCSU-to-level 1 C3SU links + level
1 CSU-~-to-level 2 CSU iinks + level 2 CSU-to-nocde links
= 2TMR + (2XD/4) + (2x23DY/19@) + (2Dn/RK@)
D = 2R
L = 29R + (2x%2Rn/16) + (2x23x2Rxn/16¢2) + (4Rn/52)

2MR + Rn/4 + 23Rn/422 + 2Rn/2%

2TR + 155Rn/ /U429

[
]

R(2m + 31n/88)
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A Guide for Operating the Hierarchical Ring-Star System

When the MCSU is first switched on, only the prompt ">"
will be displayed. This indicates where commands are typed
in. In fact there 1s only one command, Control-A (hold
down the CTRL key and press tﬁe A" Kkey) to get into the
Master Menuf From here onwards, the user will be prompted
to enter data or commands selected from menus. If a

charsacter is ty¥ypbed wrongly, it can be deleted by using the

"BACKSPACE" or the "RIGHT CURSCOR" key. The operation will

be explained by going through the contents of the Master

Menu and sub-menhus step by step.

By entering Control-A, the Master Menu shown below will be

displayed.

MENU:
ENTER CONFIGURATION MODE 1
SET UP NODE DICTIONARY 2

DISPLAY NODE DICTIONARY 3

EXIT 6
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What do you want to do?

Cholce = _

If the choice = 1, the next menu 1s displayed. Note : 1in

all cases, a Carriage Return must be typed to enter the

command,
CONFIGURATION MODE
Enter command for task required
Task Bypass Reset
Node ) @ A
Link 1 B
Relay Port 2 C
SCSU 3 D
Display EL A
Enable EL 2’4
Exit E
Choice = _
From here, to assist with the explanation the format below

will be adopted. The contents o©f the screen display

{roughly) are shown on the left with comments on the right.




Display

Cholce = 2

Node Address =

Response {(Done,
Fai;ed or Address

does not exist
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Comments

Node Bypass command selected,

Enter node addres= (to be isoclated
from ring) in 2 characters e.g. 1A,
@5, F2. Hexadeclimal notation assumed.
The system will response in one of 3
ways, If the command is carried out
successfully, 'Done' is displayeq,
otherwise, 'Falled'. If the address
cannot be found in the Node Dictionary

the third response is made.

Cheoice = 1

Addréss of Node to
to which Link 1is
connected into =
Response (Done,
Falled or Address

does not exist

Link Bypass command selected.

As above |

As above

As above

Cholice = 2

SCS8U Address =

Port no. =

Regsponse (Done,

Falled or Address

Relay Port Bypass command selected.
Address of the SCS8U on which Relay
Port 1s contained.

The specific Relay Port on the SCSU
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does not exist As above
Choice = 3 SCSU Bypass command selected.
SCSU Address = _ Address of the SCSU.

Response {(Done,
Failed or Address

deoes not exist As above

Choice = X Disable Error Logger command selected.
Response {(Done

or Failed)

Choice = Y Enable Error Logger command selected.

Response (Done

or Failed)

Choice = E Exit command selected.

> Prompt indicating exit from
Configuration Mode.

Cholce = A Node Reset command selected.

Node Address = _ As in cheoilce = @

Response (Done,
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Falled or Address

does not exist

Choice = B Link Reset command selected.
Address of Node to

to which Link is

connected into = Ag in choice = 1

Response (Done,

Failed or Address

doesg not exist

Choice = C Relay Port Reset command selectéd.
SCSU Address = _ As in choice = 2
Port no. = _
Response (Done,

Falled or Address

does not exist

Choice = D SCEBU Reset command selected.
SC8U Address = _ Ag in choice = 3
Response (Done,

Faliled or Address

does not exist

The "Disable EL" command ¢an be used by an operator to
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reconfigure the network without c¢ausing 'false' error
detectlion. Recall that relay actions will cause artificilal
ring breaké. Thus this command should be used before
carrying out reconfiguration and reset by the "Enable EL"

command after.

If choice = 2 is selected from the Master Menu, the "SET UP
NODE DICTIONARY" MODE 1s entered. This is normally the
first task required when the system 1s first i1nstalled.
Addressing informatlon 1s entered into the Node Dictionary.
In essense, the syétem prompts the operator (or network
gdministrator) to enter addresses of devices connected into
the Relay Ports, In the case o©of the BSCSU, the actual
nodes® ring addresses are ehtered. For the MCSU, the

addresseg of SCSUs are entered,

- NOTE: If any RP does not have a device attached, an 'N!

must be entered.

Display Comments
How many levels of CSU
are there in the Network
Configuration®?
No. of levels = _ In this case, enter @2 fof

a 2-level architecture.

Enter Address of Slave CSU The first of 8 Relay Ports

attached to Relay Port 1 on the MCSU. Enter & 2




Slave CSU Address = _
Enter Network Address of Node
attached to Relay Port 1

Network asddress = _

Enter Network Address of Node
attached to Relay Port 2

Network address = __

Enter Network Address of Node
attached to Relay Port 3

Network address = __

Enter Network Address of Node
attached to Relay Port 4

Network address = __

Enter Address of Slave CS8U

attached to Relay Port 2

Slave CSU Address = __

Enter Network Address of Node
attached to Relay Port 1
Network address = _

Enter Network Address of Node

attached to Relay Port 2

Network address =
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character response as before,

This 183 similar teo the above
but for Relay Port 1 on

SCsU1.,

As above but for RP 2

As above but for RP 3

As above but for RP U

The second of 8 Relay Ports

on the MCSU,

Relay Port 1 on the SCSU

above.

As above but for RP 2
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Enter Network Address of Node As above but for RP 3
attached to Relay Port 3

Network address = __
Enter Network Address of Node Ag above but for RP U
attached to Relay Port |4

Network address = _
Enter Address of Slave CSU The third of 8 Relay Ports
attached to Relay Port 3 on the MCSU.

Slave CSU Address =

etc

Enter Address of Slave CSU The last of 8 Relay Ports
attached to Relay Port 8 onh the MCSU,
Slave CSU Address = _

If cholce = 3 18 selected from the Master Menu, the

"DISPLAY NODE DICTIONARY" MODE 1s entered. This simply

prints out the contents (address and gtatus) of the Node
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Dictionary. A esample screen is shown.

Format is

nth Level 1 Slave CSU Address = : Status

CcsSuU Port Node Address ! Status

1 = g2H : ENTRY,
A = @OH : EMPTY
B =~ 22H : ENTRY, Node ok, Link ok
C = B3H : ENTRY, Node ok, Link broken, Link bypassed
D = 24H : ENTRY, Node ck, Link ok
2 = BeH : EMPTY,

A = 2@H

EMPTY,

(v
1]

@2H : EMPTY,

0
il

@¢gH : EMPTY,
D = 8@H : EMPTY,
3 = @9H : ENTRY,
A = 14H : ENTRY, Node ok, Link ok, Link byrassed
B = F3H : ENTRY, Node faulty, Node bypassed, Link ok
C = A3H : ENTRY, Node ok, Link ok, Link bypassed
D = @giiH : ENTRY, Node ok, Link ok
L = @5H : ENTRY, SCSU b&Passed
A = @@H : EMPTY
B = 22H : ENTRY, Node ok, Link ok

C = B3H : ENTRY, Node ok, Link ok

D = 24H : ENTRY, Node ok, Link ok




Appendix 2 162

8 = @@H : EMPTY,

A = Pp@H : EMPTY,

B = BOH : EMPTY,

C = @pH : EMPTY.

D = @@H : EMPTY,
Notes

The statue for the SCSU Relay Ports can be combinations of:
Node ok, Link ok, Node faulty, Link broken, Node/Relay

Port bypassed, or Link bypassed.

When a Node or Relay Port 1s bypassed, the links on the

Relay Ports on either side of the Relay peort are bypassed

too.
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Circuit diagram of the Master CSU
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Circult diagram of the Slave CSU
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Hierarchical Ring-Star Interconnection Scheme

and

Cabling Detalls
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Interconnection Scheme and Cabling

The intercohnection scheme between the ring, repeater, SCSU

‘and MCSU is shown below.

RING =,

REPEATER

SCSU-RING CABLE

I ] | D Sl i 2
to to Unused Rel,w Port E
o :
o repex —  SCSU
HCSU-SCSU CABLE
Fug. AS

How the Hierarchicol :
Rung-Stor is :
connected together Bt |

The various ‘cables must be made up as shown in Fig. AS5.1.
The cables marked 'Ring Cables' must conform to the CR82

standard. The other cables can be any twisted pair

telephohe cables.
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T0 SCsy 10 2iING
1SPIND
19 3104 512192 8156 14 | I'YPE SOCKET t 2310 8156 1
1S PIND
TYPE PLUC
B D [ o > C »)
\ "
Q\
Y
]
\\ 4
N LA
P e
1
Ring Cables . -
193104 5122118156 14 19 310 8156 14
T0 MCSU 13 PIND T0 SCsU 1SPIND
TYPE PLUC TYPE SOCKET
MCSU~-5CSU CABLE SCSU~RING CABLE
T0 REPEATER
19310 6156 14
ISPIND
TYPE SOCKET
) C B
|-
1
A
///
Ring Cables
t9310 2 S5 615614
T0 SCSU 15 PIN O Fig. AS5.1 "

TYPE PLUG
SCSU~REPEATER CABLE









