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We explore the phase diagram and the low-energy physics of three Heisenberg antiferromagnets
which, like the kagome lattice, are networks of corner-sharing triangles but contain two sets of in-
equivalent short-distance resonance loops. We use a combination of exact diagonalization, analytical
strong-coupling theories and resonating valence bond approaches, and scan through the ratio of the
two inequivalent exchange couplings. In one limit, the lattices effectively become bipartite, while
at the opposite limit heavily frustrated nets emerge. In between, competing tunneling processes
result in short-ranged spin correlations, a manifold of low-lying singlets (which can be understood
as localized bound states of magnetic excitations), and the stabilization of valence bond crystals
with resonating building blocks.

PACS numbers: 74.70.Xa,74.25.Jb,71.27.+a,71.10.Fd

I. INTRODUCTION

Highly frustrated antiferromagnets (AFMs) realize ex-
otic collective states of matter in both experiment1–5

and theory, ranging from valence bond crystals6–13 to
chiral14,15 and Z2 topological spin liquids carrying frac-
tionalized excitations5,16–21. A long-established and very
powerful theoretical starting point to capture such mag-
netically disordered quantum phases is the short-range
resonating valence bond basis22–27. Its physical rele-
vance is particularly clear in spin S = 1/2 Heisenberg
AFMs that are built from triangular units. Pairing any
two spins of a triangle into a valence bond (VB) – a
quantum-mechanical singlet – minimizes the local energy.
An essential point is that on lattices with corner-sharing
triangles, such as the kagome, the VB covering is geomet-
rically frustrated: a finite fraction of triangles, the defect
triangles, must do without a singlet28. This frustration is
due to the presence of closed loops, for instance the loop
around a hexagon of the kagome lattice, cf. Fig. 1(a).
The ensuing defect triangles are the source of non-trivial
VB dynamics. They cause the coherent evolution from
one dimer covering into another while the total number
of VBs present on the lattice stays the same.

As initially shown by Zeng and Elser29, the low-energy
VB dynamics of the S = 1/2 kagome magnet is gov-
erned by tunneling events of defect triangles across the
hexagon loops12,18,30, while the actual ground state is
extremely sensitive to the competition between different
such tunneling processes12. This calls for a deeper study
of the kind of exotic phases which arise from controlling
and tuning the most relevant local tunneling amplitudes,
while preserving the basic two-dimensional (2D) corner-
sharing-triangle layout of the lattice.

Here we consider the simplest generalizations to
kagome-type lattices that naturally accommodate loops
of different lengths, which in turn introduce another de-

gree of tunneling competition. The three 2D triangle-
based lattices that we consider are shown in Fig. 1(b-d).
Each of the lattices features two sets of inequivalent sites,
labelled A and B. On all lattices the A-sites are four-
fold coordinated (zA = 4) as sites on the kagome, while
the B-sites have a coordination zB ≥ 4. The inequiva-
lent sites cause the presence of two types of short reso-
nance loops: whereas the kagome lattice has one minimal
loop of length six (denoted as L6 from here on), we now
have loop lengths of L6-L4 (sorrel net31), L4-L4 and L4-
L8 (squa-kagome net32–36). The resulting S= 1/2 AFM
Heisenberg Hamiltonian

H=
∑
〈ij〉

JijSi ·Sj , (1)

where 〈ij〉 denotes nearest neighbor (NN) spins, is char-
acterized by two inequivalent NN exchange parameters
JAA and JAB, their ratio x= JAB/JAA setting the “cou-
pling strength” of the model. We study the phase dia-
grams of these Hamiltonians using a combination of ex-
act diagonalization (ED), analytical strong-coupling the-
ories, and resonating valence bond (RVB) approaches
based on quantum dimer model (QDM) derivations.
Away from the intermediate coupling regime 1 . x. 2,
we find a number of generic features, including Lieb fer-
rimagnetism, fractional magnetization plateaux, exactly
and almost exactly localized modes, as well as physics
governed by an effectively frustrating NN and next-NN
exchange (J1 and J2, respectively), with J2�J1.

At intermediate coupling, strong frustration leads to
short-ranged spin correlations and a manifold of low-lying
singlets, most of which correspond to localized bound
states of triplets or quintets. For the L6-L4 net, the
ED results reveal the presence of a valence bond crys-
tal (VBC) state which breaks the rotational symmetry,
in agreement with the prediction from the correspond-
ing QDM. In the two other lattices we find evidence for

ar
X

iv
:1

30
5.

64
88

v2
  [

co
nd

-m
at

.s
tr

-e
l]

  6
 N

ov
 2

01
3



2

(c) L4-L4 net

zA=4, zB=8

JAA

JAB

B

A

(d) L4-L8 (squa-kagome) net

zA=4, zB=4

JAA

JAB

A

B

(a) kagome

z=4

(b) L6-L4 (sorrel) net

zA=4, zB=6

JAA

JAB

B

A

bi-partite region, x!2strong-coupling region, 0! x"1 intermediate-coupling (1"x"2) 

x=JAB/JAA0 1 2
(e) 

FIG. 1. (color online) (a) Kagome lattice. (b)-(d) Corner-sharing-triangle lattices with two types of sites (A and B), two
exchange couplings (JAA and JAB) and two types of elementary loops. (e) The three generic regimes in x=JAB/JAA.

a number of intermediate phases whose exact nature re-
mains unclear. The behavior in the different coupling
regimes are presented in detail in turn below. Technical
details and supplementing material, including a discus-
sion of the classical ground state manifold, are relegated
to the appendices.

II. BI-PARTITE REGIME

For x � 1 all three lattices become effectively bi-
partite, leading to semiclassical collinear Néel states with,
say, the A-spins pointing up and the B-spins down.
Since NA 6= NB, these are Lieb ferrimagnets37 with to-
tal moments M=1/2, 3/5, and 1/3 for L6-L4, L4-L4,
and L4-L8 respectively. Classically the onset of this
phase is xferri = 2 (see App. E), while our ED results
show a slightly smaller xferri in all lattices, reflecting a
general preference of quantum fluctuations for collinear
spin arrangements. In addition, in presence of a mag-
netic field B, these phases survive in a large x-B re-
gion of the phase diagram, see Fig. 2. Quantum fluc-
tuations reduce the local spin lengths SA and SB, but
in such a way that the total moment M is conserved.
This means that the deviation δS of the spin lengths
from their classical S = 1/2 value satisfies the “conser-
vation law” δSB/δSA = NA/NB

38. Our ED results give
(SA, SB) ' (0.4545, 0.3635), (0.472049, 0.388196), and
(0.4084, 0.3168) for L6-L4 (32 sites), L4-L4 (20 sites), and
L4-L8 (30 sites) respectively.

III. STRONG-COUPLING REGIME

A. Effective models for the ground state

The opposite limit, x� 1, is much richer. Here the
A-spins form isolated compound objects (hexamers for

L6-L4, tetramers for L4-L4 and L4-L8) with a total spin
SAA = 0, while the B-spins are free to point up or down,
defining a highly degenerate manifold. An infinitesimal
JAB mediates an effective coupling between the B-spins
through the virtual excitations of the A-spins out of their
SAA = 0 state. Degenerate perturbation theory shows
that the leading exchange between the B-spins is not a
NN exchange J1 but a next-NN coupling J2, which in
conjunction with the underlying topology of the B-spins,
gives rise to rich frustration effects. This stems from a
destructive interference mechanism which is related to
the resonating VB nature of the SAA = 0 objects, and
which cancels out exactly (L4-L4 and L4-L8) or almost
exactly (L6-L4) the leading contribution to J1. A similar
mechanism appears in the strong dimer limit of the Cairo
pentagonal AFM40. For L6-L4, we obtain a J2-J3-J1
model on the honeycomb lattice41–44 with

J2 =0.115037x2 + 0.10576478x3 +O(x)4,

J3 =0.0384319x2 + 0.030712121x3 +O(x)4, (2)

J1 =2(−0.019216x2 + 0.0553166527x3) +O(x)4 .

The relative strengths of these couplings places the GS
in the spiral “phase-III” region of Refs. [41-42].

The L4-L4 and L4-L8 nets share the same SAA = 0
plaquette, and so we expect very similar effective cou-
plings. Indeed, an expansion up to third order in x gives
an effective J2-J1 model on the square (L4-L4) or the
checkerboard (L4-L8) lattice with

J2 =
1

6
x2 +

1

8
x3 +O(x4), J1 =f

1

24
x3 +O(x4) , (3)

where f = 2 (L4-L4) or 1 (L4-L8). For the L4-L4 net,
the finite J1 appearing in third order stabilizes, via a
quantum order-by-disorder effect45, the collinear striped
phase of Fig. 2(e) among the one-parameter family of
states favored by J2 alone. In L4-L8, on the other hand,
the finite J1 stabilizes a crossed-dimer VBC state46–48

which is denoted by p-CD-VBC in Fig. 2, where p stands
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FIG. 2. (color online) (a-c) x-B phase diagram of the three Heisenberg magnets of this study. (b-c) ED results from two cluster
sizes, with crosses (dots) corresponding to the largest (smallest) cluster. Ferrimagnetic and corresponding plateaux phases
with the same moment are separated by first-order transition lines. (d-f) Schematic representations of states in (a-c). Solid
(blue)-dashed (red) ovals denote the symmetric perfect square resonance state |PR+〉 with SAA =0. Yellow ovals denote VBs.

for the plaquette structure of the A-spins. This state
has a finite spin gap and thus corresponds to an M = 0
plateau.

Four-body terms in L4-L4 and L4-L8 — Pushing the
expansion up to fourth-order in x gives a four-spin ex-
change around each AA-square of the form

HK =Kh

1

4

2

3

+Kv

1

4

2

3

+Kx

1

4

2

3

=Kh(S1 ·S2)(S3 ·S4)

+Kv(S1 ·S4)(S2 ·S3)+Kx(S1 ·S3)(S2 ·S4) , (4)

withKh =Kv =− 7
144x

4+O(x5) andKx =+ 37
216x

4+O(x5).

Such ring exchange49 type of terms emerge also in the
strong dimer limit of the Cairo pentagonal AFM40.

Let us now discuss the effect of HK in the small-
x region of L4-L4. Taking the one-parameter family
of classical states |φ〉 favored by J2 alone45, where φ
is the angle between the two Néel sublattices, we find
〈φ|HK |φ〉 = (Kh +Kv) cos2 φ+Kx. In contrast to the
Cairo AFM40, here both Kh and Kv are negative and so
HK does not compete with J1, i.e. the collinear phase
survives as long as J2 remains the dominant term in the
effective theory.

Turning to L4-L8, to see the effect of HK we con-
sider a single AA-square and keep only Kx, as Kx/Kh,v =
3.52 +O(x). This term favors two triplet ground states,
namely |T,m〉= |s〉13⊗|tm〉24 and |T ′,m〉= |tm〉13⊗|s〉24
(m = 0,±1), where |s〉ij and |tm〉ij denote the singlet
and the three components of the triplet on the bond (ij).
This means that Kx disfavors having two singlets (or two
triplets) on the two diagonals of a plaquette. Such anti-
correlation of singlets is already partly present in the p-
CD-VBC state of Fig. 2(f), since a diagonal bond with-
out a singlet has a large amplitude (3/4, without quan-
tum fluctuations) in the triplet sector. This suggests that
(i) an infinitesimal Kx does not frustrate the p-CD-VBC
state, and (ii) it enhances the triplet amplitude on empty
diagonals50.

Feedback on the A-sites — According to the above,
both in L6-L4 and L4-L4 the B-sites order magnetically
at small x. It is natural to expect that the A-sites will
eventually also attain a small moment owing to the finite
exchange fields exerted from the B-sites. These fields
are non-uniform and so they immediately admix finite
magnetic corrections to the SAA = 0 singlets. In L4-L4,
for example, half of the A-sites become polarized to lin-
ear order in x, see thin (red) arrows in Fig. 2(e). This
asymmetry is inherited from the spontaneous symmetry
breaking of the B-spins.

B. Field-induced phases & localized excitations

We now consider the systems at strong coupling in
the presence of a magnetic field B. Given the pertur-
bative scale of their mutual effective couplings, the B-
spins will be quickly polarized by a small field. For
larger fields, these magnets show successive plateaux at
the level-crossing fields of the AA-hexamers (for L6-L4 )
or tetramers (for L4-L4 and L4-L8) from SAA = 0 up to
LAA/2 (where LAA is the length of the shortest AA-loop),
see Fig. 2.

At saturation, there are exact magnetization jumps
which are related to the existence of localized magnons
around AA-loops with angular momentum π. Such
magnons arise from a destructive interference mecha-
nism which is generic for corner-sharing-triangle lat-
tices35,36,52–55. Here, a simple diagonalization in the one-
magnon space shows that localized magnons are present
for all x, but become the lowest excitations above the
fully polarized state only below a characteristic value of
xc= 2

3 for L6-L4, xc= 1
2 for L4-L4, and xc=1 for L4-L8,

see Fig. 2. We also note that the length of the magne-
tization jump at saturation corresponds to exciting one
localized magnon in each AA-loop. This occurs with no
extra energy cost since the AA-loops are disconnected.
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FIG. 3. (color online) Low-energy spectra (in units of JAA) as a function of x for the (a) 32-site L6-L4 , (b) 20-site L4-L4
(b), and (c) 24-site L4-L8 with periodic boundary conditions. States are labeled by linear momenta, point group quantum
numbers, as well as spin inversion symmetry (“Sze” for even, “Szo” for odd) in the Sz =0 sector. Singlets are denoted by open
symbols, and magnetic states by symbols with (black) crosses. Ovals in (a) and (b) indicate the group of singlets that form
the corresponding intermediate phases in the thermodynamic limit61. Lines are guides to the eye.

Besides the exact jumps at saturation, Fig. 2 shows al-
most exact jumps for the transitions between the remain-
ing plateaux. This shows that the corresponding excita-
tions have very small tunneling amplitudes, which can be
explained by the fact that they involve large quantum-
mechanical objects (an AA-hexamer or AA-tetramer).
We also observe that the boundaries between the dif-
ferent plateaux scale linearly with x with slope one. The
origin of this behavior is explained in App. B.

C. Localized singlets

It turns out that the localized nature of the magnetic
excitations has a profound impact on the non-magnetic
sector as well. Indeed, one may form an extensive number
of singlets by binding two magnetic excitations, one resid-
ing on a AA-plaquette and the other on its surrounding
BB-plaquette (hexagon for L6-L4, square for L4-L4 and
L4-L8). The AA-excitation costs a lot of energy at x=0
but, as we show below, the binding energy scales linearly
with x (to leading order), resulting in a high density of
low-energy singlets around x∼1.

To demonstrate the above we consider the cluster

A1 A2

A3A4

B1

B2

B3

B4 (5)

which is the basic building block of L4-L4 or L4-L8 (a
similar analysis can be carried out in L6-L4), and focus
on the manifold of states where the AA-square has been
excited to its lowest triplet. In what follows A=

∑
iAi=

1, B =
∑
iBi, Bij = Bi+Bj , and we also introduce the

quadrupolar tensor operators QαβA and QαβBij
, see App. C.

To linear order in x we may replace Ai 7→A/4, leading

to an effective exchange x
2A·B, which is the leading term

in the binding mechanism. Including quadratic terms
(see App. C) gives an effective exchange between B-spins
but also quadrupolar couplings between A and pairs of
B-spins56:

H(A=1)
eff =c+JABA·B+JBB(B1 ·B3+B2 ·B4)

+ JQ

(
QαβA QαβB13

+QαβA QαβB24

)
+O(x3) , (6)

where α, β are summed over x, y, z, c= 1−x2/2, JAB =
x/2 + x2/8, JBB = x2/3, JQ = x2/32, and we mea-
sure energies from the x = 0 ground state. Diagonal-
izing (6) gives three low-energy singlets corresponding
to (B13,B24,B) = (1, 1, 1), (1, 0, 1) and (0, 1, 1), with
E1,2 = c−2JAB±JBB/2∓20JQ/3 and E3 = E2. So for
all singlets the binding energy scales as 1−x at small x,
as announced above.

Now, since the AA-triplets are almost localized the
same is expected for the singlets, meaning that there is
an extensive number of them. The situation is actually
much richer, as we may take n localized bound states
residing around different57 AA-squares. To linear order
in x the energy of such states is En =nE1, and so they
should all have low energies at intermediate x.

In a similar fashion, there also exist bound states be-
tween an AA-quintet and a BB-quintet. Here the effec-

tive interaction reads H(A=2)
eff = 3 + x

2A·B +O(x2). The
lowest singlet corresponds to B=2 with E′1 =3(1−x), and
again we may excite n such bound states with E′n=nE′1.

Due to their localized nature, it is natural to think of
the above singlets as resonances between short-range VB
states. In this sense, the binding mechanism “pre-forms”
the VB states that are expected to appear around x∼1,
owing to the corner sharing triangle topology. To make
this connection more explicit we remark that the above
singlet with (B13,B24,B)=(1, 1, 1) has a very large over-
lap with the so-called pinwheel state |PW−〉 (see below
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4
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2
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3
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2
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4
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4
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8
) (−0.2993,−0.1659)
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5
, 1
5
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5
, 8
5
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8
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5
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) (−0.3829,−0.1252)
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3
, 1
3
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3
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3
) 1

4
2 · 2N/3 ( 1

3
, 2
3
) − 3

24
(1 + 2x) (− 9
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,− 9

64
) (−0.2556,−0.2084)

kagome 1 2 1
4

2 · 2N/3 1 − 3
8

− 3
16

−0.2191(8) (ED - 36 sites59)

TABLE I. Basic elements of the NNVB basis. NA (NB): number of type-A (B) sites; Ndt/Nt: number of defect triangles over
total number of triangles; DNNVB: Pauling estimate for the NNVB basis dimension, see App. D; NAA

vb (NAB
vb ): number of VBs

residing on AA (AB) bonds; Nvb =N/2: total number of VBs; e
(0)
AA (e

(0)
AB ): average 〈Si ·Sj〉 on AA (AB) bonds over the NNVB

states without resonances; eAA (eAB): Exact GS expectation values in the 20-site L4-L4 and 24-site L4-L8 clusters at x=1.

and Eq. (D6) of App. D), while the (1, 0, 1) or (0, 1, 1) sin-
glets are the 6-loop resonances |L6+〉 of (D7) along the
vertical or the horizontal direction of (5), respectively.

IV. INTERMEDIATE COUPLING

This is the most challenging regime. As in the
kagome58–60, spin-spin correlations are short-ranged and
we also observe an accumulation of many low-lying sin-
glets below the lowest magnetic excitations, see Figs. 3
and 6. Specifically, at x = 1 we find: 49 singlets for
the 32-site L6-L4, 5 (resp. 15) singlets for the 20-site
(resp. 30-site) L4-L4, and 18 (resp. 27) singlets for
the 24-site (resp. 30-site) L4-L8 net62. As discussed
above, many of the low-lying singlets can be understood
as localized bound states of two magnetic excitations. A
quick inspection of the exact spectra as a function of x
shows indeed that some of the low-lying singlets around
x∼ 1 are connected to the E= 1 manifold of x= 0 with
E=1−x+O(x2). Other singlets are connected to higher
manifolds, as discussed above.

Now, one or more of these singlets approach quickly
and remain close to (or even cross) the GS above x∼ 1,
which is evidence for phase transitions. Examining the
low-lying states and the GS level-crossings in Figs. 3 and
6 suggests one intermediate phase in L6-L4, one in L4-

FIG. 4. (color online) Left: GS expectation values of the con-
nected dimer-dimer correlations for the 32-site L6-L4 cluster
(enclosed by the green parallelogram) at x= 1.2. The refer-
ence bond is denoted by the thin rectangle. Positive (nega-
tive) values are denoted by solid blue (dashed red) lines, and
the magnitude scales with the width of the lines. Right: Same
as in Fig. 2(d) for comparison.

L4, and at least two in L4-L8. In Fig. 2 these states are
denoted by “(k=0) VBC”, “X”, and “Ya”-“Yb” respec-
tively.

To further probe the nature of these phases we now
turn to the nearest neighbor VB (NNVB) description.
The general features of the NNVB basis are provided
in Table I. We first check that the asymmetric distribu-
tion of the GS energy on the two types of bonds agrees
qualitatively with the corresponding distribution over
the NNVB basis states without resonances, see last two
columns of Table I. For the particular case of L4-L4, the
exact results for the energy distribution show clearly that
singlets prefer to reside on AA-bonds rather than on AB-
bonds due to the high connectivity of the B-sites.

To include the effect of resonances we proceed in anal-
ogy with the kagome12,29,30 and cast the problem in terms
of tunneling events of defect triangles across the shortest
loops. The resonances around a hexagon at x = 1 are
known from the kagome12, but need to be re-evaluated
for x 6= 1. The processes around a square involve tun-
neling of zero, one, or two defect triangles, while on an
octagon they involve up to four defect triangles. We have
evaluated all resonance amplitudes using a method that
essentially corresponds to the infinite order overlap ex-
pansion of [12]. The numerical values for the most local
processes are provided in Table II of App. D, and give,
in conjunction with ED results, the following insights for
our lattices.

(a) L4-L4 (b) L4-L8 

+PR

±PW

FIG. 5. VBC states with the maximum number of “perfect
AA-square resonances” |PR+〉 on AA-squares in L4-L4 and
L4-L8. The remaining, octagonal dimerized loops stand for
the “AA-pinwheels” |PW±〉 of (D6).
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A. L6-L4 net

Here the strongest tunneling amplitude around AA-
hexagons is tAA

6 = 3
5 while the one around AB-squares

is tAB
4 = −x. So, at intermediate x and above, the sys-

tem will try to maximize the number of AB-square reso-
nances. This is achieved by the translationally invariant
VBC state of Fig. 2(d) which breaks the six-fold rota-
tional symmetry down to two-fold, in agreement with the
symmetry pattern of the three lowest singlets of Fig. 3(a)
(highlighted by a red oval). The connected dimer-dimer
ground state correlations of Fig. 4 are also fully compat-
ible with the dimerization pattern of Fig. 2(d), giving
strong confidence that this VBC is indeed stabilized in
the thermodynamic limit.

B. L4-L4 and L4-L8 nets

Here the dominant tunneling amplitudes and phase
space arguments suggest that, in both L4-L4 and L4-L8,
the NNVB physics is controlled by the perfect AA-square
resonances. Indeed, in L4-L8 we have tAB

8 =− 8
21x, which

is smaller than tAA
4 =−1 up to the ferrimagnetic region.

On the other hand, in L4-L4 we have two “perfect square”
processes with tAA

4 =−1 and tAB
4 =−x. So at first sight

one expects that resonances take place mostly around
AB-squares for x>1. However, the phase space for such
resonances is very small due to the large connectivity of
the B-sites. Furthermore, the next-leading 6-loop pro-
cesses have a very small amplitude tAA

6 = 1
5 (2x− 1).

Maximizing the perfect AA-squares in L4-L4 and L4-
L8 leads to the VBC states of Fig. 5. Comparing with
the strong coupling limit, here some of the AA-singlets
have turned into “square pinwheels” |PW±〉 (see Eq. (D6)
of App. D), which are analogous to the “hexagonal pin-
wheels” of the 36-site VBC candidate of the kagome6–8,12.
A qualitative aspect of the present pinwheels is that their
degeneracy is lifted as soon as x 6= 1 since then the cor-
responding tunneling amplitude becomes finite, see Ta-
ble II of App. D. An ED study of cluster (5) confirms
this qualitative change at x=1. The same study reveals
that the pinwheel states |PW±〉 are combinations of the
localized bound singlets of Sec. III C, which provides an
alternative and intuitive picture for their condensation.
Finally we remark that the VBC state of Fig. 5(b) has
been proposed earlier on the basis of a large-N theory32.

On the ED side, the situation in L4-L4 and L4-L8 is
not conclusive due to the small number of unit cells in
our largest clusters available (N = 20, 30 in L4-L4, and
N = 24, 30 in L4-L8, see Fig. 7 in App. A). One com-
plication arises e.g. in the 20-site L4-L4, where both the
effective J2 (A= 0 manifolds) and JBB (A= 1 manifolds)
are much larger than the ones expected for the infinite
system [Eq. (3) and below Eq. (6)], due to artificial con-
tributions from the periodic boundary conditions. Sim-
ilar artificial effects exist in the other clusters as well.
With this in mind, the available data give the following

pieces of evidence. The symmetries of the lowest four
singlets highlighted by the (red) oval in Fig. 3(b) suggest
a d-wave staggering along the horizontal or the vertical
direction63, which is not compatible with the VBC state
of Fig. 5(a). Furthermore, the point group symmetries
show that the state breaks the four-fold axis symmetry
around AA-squares as well as the horizontal and vertical
reflections. A striking aspect is that the magnetization
process in the “X” region proceeds in steps of ∆Sz > 1
at low fields, which is a typical signature of spin nematic
phases64. While the 30-site spectra offer an indication for
this scenario (see App. A), another possibility is that the
large magnetization steps are related to the quadrupolar-
quadrupolar binding terms of Eq. (6).

The phase “Yb” in L4-L8 shows also ∆Sz>1 magne-
tization steps. Since this lattice shares the same basic
AA-unit with L4-L4, it is plausible that the physical ori-
gin of this feature is common in the two lattices.

V. SUMMARY

We have studied three highly frustrated antiferromag-
nets which are built from corner-sharing triangles and
feature, unlike the kagome, more than one set of inequiv-
alent short resonance loops. We have resolved two oppo-
site limits and uncovered very interesting physics in the
middle. Away from intermediate coupling, these mag-
nets show a number of generic features, including Lieb
ferrimagnetism, frustrating J1-J2 physics with J2� J1,
a sequence of fractional magnetization plateau, as well
as localized magnetic and non-magnetic singlet modes.
The large binding energy of the latter and their localized
nature provide a clear explanation for the large number
of low-lying singlets at intermediate coupling, and of-
fer a natural connection to the short-range valence bond
physics in this regime.

Generically, the competition between inequivalent tun-
neling processes at intermediate coupling stabilizes va-
lence bond crystals made of resonating building blocks.
Our exact diagonalization results for the L6-L4 lattice
are fully consistent with this nearest neighbor valence
bond picture, showing a valence bond crystal state which
breaks the six-fold rotational symmetry down to two-fold.
The situation for the L4-L4 and L4-L8 lattices at inter-
mediate coupling remains unclear. The available exact
diagonalization data are not consistent with the near-
est neighbor valence bond predictions and rather point
at a different type of symmetry breaking and possible
spin-nematic physics. This suggests that quantum fluc-
tuations beyond the nearest neighbor valence bond basis
(i.e. the influence of longer range singlets) play an im-
portant role in L4-L4 and L4-L8 lattices. This regime is
theoretically most challenging and warrants further the-
oretical attention and experimental work on appropriate
compounds.



7

0 0.5 1 1.5 2

0

0.2

0.4

0.6

0.8

1

 

 

!.A1.Sze (1)

!.A1.Szo (1)

!.A2.Sze (1)

!.A2.Szo (1)

!.B1.Sze (1)

!.B1.Szo (1)

!.B2.Sze (1)

!.B2.Szo (1)

K2.A1.Sze (1)

K2.A1.Szo (1)

K2.A2.Sze (1)

K2.A2.Szo (1)

K2.B1.Sze (1)

K2.B1.Szo (1)

K2.B2.Sze (1)

K2.B2.Szo (1)

K1
"
.e.Sze (2)

K1
"
.e.Szo (2)

K1
"
.o.Sze (2)

K1
"
.o.Szo (2)

K3
"
.e.Sze (2)

K3
"
.e.Szo (2)

K3
"
.o.Sze (2)

K3
"
.o.Szo (2)

Sz>0

0 0.5 1 1.5 2

0

0.1

0.2

0.3

 

 

!.0.Sze (1)

!.0.Szo (1)

!."/2.Sze (2)

!."/2.Szo (2)

!.pi.Sze (1)

!.pi.Szo (1)

K1
#
.Sze (4)

K1
#
.Szo (4)

Sz>0

E
-E

0

x x

(a) L4-L4 net, N=30 (b) L4-L8 net, N=30

K2

! K1*

K3*

!

K1*

FIG. 6. Low-energy spectra of the 30-site L4-L4 (a) and the 30-site L4-L8 (b) clusters. Label conventions are as in Fig. 3.
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Appendix A: 30-site L4-L4 and L4-L8 clusters

Figures 6 show the low-energy spectra of the 30-site
L4-L4 and L4-L8 clusters, which in turn are shown in
Figs. 7(b) and (d). As already seen in Figs. 2(b-c), these
clusters give almost identical results with the smaller
(symmetric) clusters for the boundaries between differ-
ent field-induced phases. However, the lack of some of
the symmetries of the infinite lattice becomes an issue in
the intermediate coupling region, which is governed by
strong competing effects. This is partly reflected in the
ground state energy per site at e.g. x=1, which is slightly
higher than the ones we find in the smaller (symmetric)
clusters.

Despite this, the low-energy spectra show many simi-
larities with the ones in the smaller clusters. For example,
the ground state level crossings suggest again one inter-
mediate phase “X” in L4-L4 and two intermediate phases
“Ya” and “Yb” in L4-L8. Furthermore, the two lowest
singlets in phase “X” carry momenta k=(0, 0) and (0, π),
which suggests a staggering along the vertical direction
of the cluster (a staggering along the horizontal direction
is not commensurate with this cluster, see Fig. 7(b)). Fi-
nally, both “X” and “Yb” show magnetization steps with
∆Sz>1.

A quick inspection of the 30-site L4-L4 spectrum re-
veals that the k=(0, 0) singlet which crosses the ground
state around x ∼ 1.1 is actually connected to a singlet
at x = 0 which minimizes fully all Kx effective terms
of Sec. III A. This suggests that the intermediate phase

“X” is stabilized by Kx, in analogy with the intermediate
phase of the Cairo pentagonal AFM40. Since this lattice
shares the same basic AA-unit with L4-L8, it is plausi-
ble that a large-Kx mechanism may also be operative in
the “Yb” region of L4-L8. Exploring this scenario then
requires a detailed study of the Kx-model in the checker-
board lattice of the B-spins.

Appendix B: Plateaux boundaries at small x

The ED data shown in Fig. 2 show that the bound-
aries between subsequent magnetization plateaux scale
linearly with x with slope one. The origin of this behav-
ior can be explained by considering the energy cost to
excite a single AA-plaquette from SAA =σ−1 to SAA =σ,
with σ≥2. Since the B-spins are fully polarized we may
replace (by virtue of Wigner-Eckart’s theorem) any lo-
cal B-spin operator with SB,tot/NB , where SB,tot =NB/2
is the total spin of the B-sublattice. Then the coupling
between the A-spins of a given AA-plaquette and the
surrounding B-spins reads (in units of JAA):

Heff,σ = E0,σ +
2x

NB
SAA · SB,tot +O(x2) , (B1)

where E0,σ is the energy cost at x=0 (measured from the
ground state). Solving Heff,σ analytically gives the en-

ergy of the maximum spin state, S= NB

2 +σ, in a magnetic

field H: Eσ =E0,σ+σx−(NB

2 +σ)H. Setting Eσ =Eσ−1,
gives the boundary

H(σ−1,σ)
c = E0,σ − E0,σ−1 + x+O(x2) , (B2)

in agreement with the exact diagonalization results of
Fig. 2.
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(b) 30-site L4-L4 (d) 30-site L4-L8(c) 24-site L4-L8(a) 20-site L4-L4

FIG. 7. Finite L4-L4 and L4-L8 clusters studied here (enclosed by the green line). The 32-site L6-L4 cluster is shown in Fig. 4.

Appendix C: Strong-coupling expansion in
AA-triplet manifolds

Let us denote by P1 the projection in the A= 1 man-
ifold (at x = 0) of cluster (5), and by R1 = 1−P1

E1−H the
resolvent operator. The second order terms where two
B-sites Bk and Bl interact via excitations around the
A=1 manifold by their couplings to the sites Ai and Aj
respectively, are given by a sum of all possible terms of
the type (in units of x2):

Oik,jl=P1(Ai ·Bk)R(Aj ·Bl)P1 =Aαβij B
α
kB

β
l , (C1)

where Aαβij ≡P1A
α
i RA

β
j P1. By Wigner-Eckart’s theorem

Aαβij =
1

3
TrAijδαβ+

1

2
(Aαβij +Aβαij −

2

3
TrAijδαβ)

+
1

2
(Aαβij −A

βα
ij )≡µijδαβ1A+

1

2
ν+ijQ

αβ
A +

i

2
ν−ij ε

αβγAγ , (C2)

where 1A is the identity operator in the A-spin space,

A =
∑
iAi, and QαβA = AαAβ +AβAα − 4

3δ
αβ is the

quadrupolar operator65. The coefficients µij and ν±ij can
be found e.g. by

µij=
1

3

∑
α=x,y,z

〈t1|Aααij |t1〉, ν±ij =±
√

2〈t1|Axzij ±Azxij |t0〉 ,

where t±1,0 denote the three components of the AA-
triplet, with their relative phases fixed to be the standard
ones (a different choice of phases gives different signs for
some coupling parameters). From these relations it also
follows that µij=µji and ν±ij =ν±ji .

Replacing (C2) into (C1) yields

Oik,jl=µijBk ·Bl+
ν+ij
16
QαβA Qαβkl +

iν−ij
2

A·Bk×Bl, (C3)

whereQαβkl =4(BαkB
β
l+B

β
kB

α
l−2

3Bk·Blδ
αβ)66. This reduces

to zero if Bkl=0 or to Qαβkl =BαklB
α
kl+B

α
klB

α
kl−4

3δ
αβ=QαβBkl

if Bkl = 1. Finally the last term of (C3) simplifies to

−ν
−
ij

2 A·Bk for k= l, thus renormalizing the corresponding
first order terms discussed in the main text. For k 6= l,
on the other hand, the total amplitude of the unphysical
term iA·Bk×Bl vanishes when we add contributions from
Oik,jl and Ojl,ik.

Appendix D: NNVB basis

The basic ingredients of the NNVB basis are summa-
rized in Table I.

Defect triangles — In L4-L6, the total number of tri-
angles is Nt = 3N/4, and so the total number of valence
bonds Nvb =N/2 = 2Nt/3. This means that the ratio of
defect triangles Ndt to Nt is 1/3. Similarly, for L4-L4 we
find Nvb = 5Nt/8 and Ndt/Nt = 3/8, while for L4-L8 we
have Nvb = 3Nt/4 and Ndt/Nt = 1/4.

Energy distribution among different bonds — Consider
the average expectation value of 〈Si ·Sj〉 over AA- and
BB-bonds, defined as eAA and eAB, respectively. We can
give a rough estimate for these energy distributions for
the region x'1 by disregarding the effect of NNVB reso-
nances, i.e. by taking the expectation value of the Heisen-
berg Hamiltonian in any NNVB covering. This gives

E(0)(x) = −3

4

(
NAA

vb + xNAB
vb

)
, (D1)

where NAA
vb and NAB

vb is the number of VBs residing on
AA-bonds and AB-bonds, respectively. The contribu-
tion from the AA-bonds is shared among the total num-
ber of NAA bonds, and so we may approximate eAA by

e
(0)
AA =− 3

4N
AA
vb /NAA. Similarly e

(0)
AB =− 3

4N
AB
vb /NAB. These

estimates are provided in Table I for all lattices.
For the particular case of L4-L4, both AA- and AB-

loops are squares and so, at first sight, they should
equally affect the NNVB energetics of the system, at least
close to x = 1 where the two plaquettes give the same
tunneling amplitudes (see below). However, because of
the large connectivity of the B-sites, NAB

vb is smaller than
NAA

vb , despite the fact that NAB =2NAA. This is reflected

both in e
(0)
AB and e

(0)
AA, but also in the ED values eAB and

eAB (last column of Table I). Furthermore, the fact that

eAA−e(0)AA is more negative than eAB−e(0)AB shows that res-
onances are more effective around AA-squares.

Dimension of NNVB basis — To find the dimension
DNNVB of the NNVB basis we use the following gener-
alized arrow representation67. Consider a type-A site
which, in all lattices, is shared by two triangles. The va-
lence bond involving this site must belong to one of the
two triangles, and this can be specified by introducing a
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(type-A) arrow with two possible directions, see Fig. 8.
Similarly, B-sites are shared by zB/2 triangles, and so the
VB involving such sites can be specified by (type-B) ar-
rows with zB/2 possible directions, namely three (L6-L4),
four (L4-L4) or two (L4-L8). So in each lattice we intro-
duce two types of arrows, one with zA/2=2 and the other

with zB/2 possible directions. This gives 2NA
(
zB

2

)NB ar-
row states in total. However, not all of them are faithful
representations of VB coverings, since we must impose
the constraint that each triangle may host at most one
VB. In the arrow representation, this constraint amounts
to having either no arrow pointing in or two arrows point-
ing in and one pointing out from each triangle. From the
total 2zB arrow states per triangle, only zB satisfy this
constraint. So in each triangle we must disregard half of
the arrow states. For periodic boundary conditions, this
amounts to imposing Nt−1 constraints in the counting.
So we estimate

DNNVB ' 2NA

(zB

2

)NB

/2Nt−1 = 2
(zB

2

)NB

, (D2)

where we used the equality Nt =NA. While for kagome
and for the L4-L8 the above counting procedure gives the
correct number19, the numbers for L6-L4 and L4-L4 are
only an estimate, similar to the Pauling counting68 of the
spin ice states69.

Variational QDM parameters — Quite generally, the
QDM Hamiltonian is a sum over local processes p, each
involving two dimer states |1p〉 and |2p〉, as

HQDM =
∑
p

tp (|1p〉〈2p|+ |2p〉〈1p|)

+ (V1,p|1p〉〈1p|+ V2,p|2p〉〈2p|) , (D3)

where tp and Vj,p (j= 1, 2), stand for the tunneling am-
plitude and the polarization energies, respectively. These
parameters can be found by variationally projecting the
Heisenberg Hamiltonian into the NNVB basis. Owing
to the non-orthogonality of the latter, this projection is
equivalent to12,25,29 HQDM = O−1/2HO−1/2, where O
is the overlap matrix. In a recent study12, O−1/2 was
treated by an infinite-order linked-cluster diagrammatic
expansion. As shown in Ref. [70], for the most local pro-
cesses this method is actually equivalent with solving the
2×2 NNVB problem on finite clusters that accommodate

D

zB=6

D

zB=8zA=4 zB=4

FIG. 8. Arrow representation of VB coverings. The VB in-
volving the central site must reside in one of the z/2 triangles
sharing the site, and this is specified by an arrow with z/2
possible directions. “D” indicates defect triangles.

|1p〉 and |2p〉 as the only dimer coverings. For exam-
ple, to find the four most local processes around AA-
squares we use the clusters of Fig. 9. Using ωp=〈1p|2p〉,
Ej,p = 〈jp|H|jp〉, and vp = 〈1p|H|2p〉, which can be ob-
tained from the transition graph of |1p〉 and |2p〉 follow-
ing standard rules12,18,25, and inverting the 2×2 matrix
O yields

tp=
ωp

1−ω2
p

(
vp

ωp
−E0,p

)
, V1−2,p=E0,p−ωptp±

δEp

2
√

1−ω2
p

,

(D4)

where we have defined E0,p≡ E1,p+E2,p

2 and δEp≡E1,p−
E2,p. Here, for all processes δEp=0 and so V1,p=V2,p≡
Vp=E0,p − ωptp. The latter can actually be replaced by

V ′p ≡ −ωptp, since72
∑
pE0,p=E(0) is constant, see (D1).

The results for the most local processes around all pla-
quettes of our lattices are provided in Table II. As ex-
pected, the tunneling magnitudes grow for decreasing
loop lengths L. The dominant process for each given
plaquette is the one involving the shortest loop length L
and the maximum number of defect triangles. Adopting
the terminology for the kagome, we term these as the
“perfect resonance” processes. Depending on the sign of
t, these processes favor either the even or the odd combi-
nation of the two dimer coverings of the central plaquette.
Pictorially, for AA-squares:

|PR±〉=
1√

2(1± 1/2)

[
±

]
. (D5)

According to Table II, t < 0 for squares and octagons,
favoring |PR+〉, but for hexagons t < 0, favoring |PR−〉.
These states have actually a very large overlap r with the
exact singlet ground state of the corresponding isolated
plaquette: r=1 for squares, r=0.98564(5) for hexagons,
and r=0.94683(2) for octagons.

Of particular interest are the so-called “pinwheel” pro-
cesses mentioned above, which involve the maximum pos-
sible L (for a given plaquette) and no defect triangles at
all. At x= 1, the two dimer coverings involved in these
processes are exact eigenstates of the cluster, and so the
corresponding QDM parameters vanish. This is not true,
however, for x 6= 1. Indeed, Table II shows that for all

L=4

D

D

DD

(a) (b1) (b2) (c)

L=8 L=6

D

DL=6

D

D

FIG. 9. Finite clusters used for the evaluation of the QDM pa-
rameters for the four most local processes around AA-squares.
Solid (blue) and dashed (red) ovals indicate the two dimer
states |1p〉 and |2p〉 involved in each process, while the (red
and blue) letters “D” denote the defect triangles in each state.
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plaquette loop length Lp ωp vp/ωp E0,p tp V ′p

AA-square 4 +2−1 −3 − 3
2

−1 + 1
2

6 −2−2 −3x − 3
4
(2x+ 1) + 1

5
(2x− 1) + 1

20
(2x− 1)

8 +2−3 −3(2x− 1) −3x + 8
21

(1− x) − 1
21

(1− x)

AB-square 4 +2−1 −3x − 3
2
x −x +x

2

6 −2−2 − 3
2
(1 + x) − 3

4
(2x+ 1) + 1

5
+ 1

20

8 +2−3 −3 − 3
2
(1 + x) − 4

21
(1− x) + 1

42
(1− x)

AA-hexagon 6 −2−2 − 9
2

− 9
4

+ 3
5

+ 3
20

8 +2−3 − 3
2
(2x+ 1) − 3

2
(x+ 1) − 4

21
x + 1

42
x

10 −2−4 − 3
2
(4x− 1) − 3

4
(4x+ 1) + 4

85
(4x− 3) + 1

340
(4x− 3)

12 +2−5 − 9
2
(2x− 1) − 9

2
x + 48

341
(1− x) − 3

682
(1− x)

AB-octagon 8 +2−3 −6x −3x − 8
21
x + 1

21
x

10 −2−4 − 3
2
(3x+ 1) − 3

4
(4x+ 1) + 4

85
(2x+ 1) + 1

340
(2x+ 1)

12 +2−5 −3(x+ 1) − 3
2
(2x+ 1) − 16

341
+ 1

682

14 −2−6 − 3
2
(x+ 3) − 3

4
(4x+ 3) + 16

1365
(3− 2x) + 1

5460
(3− 2x)

16 +2−7 −6 −3(1 + x) − 128
5461

(1− x) + 1
5461

(1− x)

TABLE II. QDM parameters tp and V ′p (in units of JAA) for the most local processes around AA-squares (lines 1-3), AB-squares
(lines 4-6), AA-hexagons (lines 7-10), and AB-octagons (lines 11-15). Lp is the length of the loop in the transition graph of |1p〉
and |2p〉. For the dimer orientations we follow the convention that singlets are oriented71 clockwise in each even-length loop.
Here E0,p and vp do not include the contributions from the outer (yellow) bonds. Including them does not affect tp and V ′p .

“pinwheel” processes, t ∝ 1−x. Again, depending on the
sign of t, these processes stabilize one of the two combi-
nations of the two dimer states involved. Pictorially, for
AA-squares:

|PW±〉=
1√

2(1± 1/8)

[
±

]
. (D6)

For AA-plaquettes, t > 0 (resp. t < 0) for x < 1 (resp.
x> 1), and thus these processes favor |PW−〉 for x < 1
and |PW+〉 for x>1. At x=1 the two states become de-
generate. This physics can be confirmed independently
by an exact diagonalization of e.g. the isolated AA-
square pinwheel cluster of Fig. 9(a).

Finally, the 6-loop resonance states around AA-squares
are given by

|L6±〉=
1√

2(1∓ 1/4)

 ±

 . (D7)

Appendix E: Classical limit

All three lattices considered here have an extensive
classical ground state degeneracy, which is robust in the
entire region 0<x<2. To see this, we rewrite the Hamil-
tonian as a sum over triangle contributions, of the type

H4 = JAAS1 · S2 + JAB (S1 + S2) · S3 (E1)

where S1−3 are the three spins on the given triangle,
see Fig. 10(a). Due to the rotational SO(3) symmetry

we are free to choose the spin plane of S1 and S2 as
the xy-plane, with S1 = x, and S2 = cosφ2x + sinφ2y.
We also write S3 = sin θ3(cosφ3x + sinφ3y) + cos θ3z.
Minimizing with respect to θ3, φ3, and φ2 we find that
the classical minimum corresponds to a three-sublattice
coplanar configuration with θ3 = π/2, φ3 = π + φ2

2 , and

φ2 =

{
cos−1(x

2

2 − 1), 0 ≤ x ≤ 2
0, x ≥ 2

(E2)
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FIG. 10. (a) Single-triangle contributions to the total Hamil-
tonian. (b) Classical phase diagram of these triangles as a
function of x= JAB/JAA. (c-e) Some of the coplanar ground
states that are possible around the minimal AA-loops of L4-
L6; directions are specified by azimuthal angles in the xy-
plane, and φ satisfies Eq. (E2) for the given value of x. In
contrast to (d) and (e), in (c) all B-spins point to the same
direction, allowing for weathervane modes73.
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which includes the 120◦ state at the special point x= 1,
see Fig. 10(b).

Let us now embed these solutions on the infinite lat-
tice, starting with a minimal AA-loop structure, shown
in Fig. 10 for the L4-L6 case. We first discuss coplanar
states where all B-spins point to the same direction S3.
Fixing the spin S3 on a given triangle leaves two possi-
bilities for the spins S1,2 related to each other by a π-
rotation around S3 in spin space. The spins in the next
triangles are automatically fixed if all B-spins point to

the same direction (there are many more solutions where
the B-spins point to different directions, see below). It is
easy to see that each hexagon gives two possibilities, so
the discrete degeneracy of this type of solutions is 2Nhex .

In analogy to the kagome73,74, we may also build non-
coplanar ground states around any hexagon where the B-
spins point to the same direction S3 and by rotating the
internal A-spins by the same angle. For kagome, these
zero-energy local rotations are the well-known “weather-
vane” modes.
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