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Abstract

Small Unmanned Aerial Vehicles (UAVs) have seen continual growth in both research and
commercial applications. Attractive features such as their small size, light weight and
low cost are a strong driver of this growth. However, these factors also bring about some
drawbacks. The light weight and small size means that small UAVs are far more susceptible
to performance degradation from factors such as wind gusts. Due to the generally low
cost, available sensors are somewhat limited in both quality and available measurements.
For example, it is very unlikely that angle of attack is sensed by a small UAV. These
aircraft are usually constructed by the end user, so a tangible amount of variation will
exist between different aircraft of the same type. Depending on application, additional
variation between flights from factors such as battery placement or additional sensors may
exist. This makes the application of optimal model based control methods difficult.

Research literature on the topic of small UAV control is very rich in regard to high
level control, such as path planning in wind. A common assumption in such literature
is the existence of a low level control method which is able to track demanded aircraft
attitudes to complete a task. Design of such controllers in the presence of significant wind
or modelling errors (factors collectively addressed as lumped disturbances herein) is rarely
considered.

Disturbance Observer Based Control (DOBC) is a means of improving the robustness
of a baseline feedback control scheme in the presence of lumped disturbances. The method
allows for the rejection of the influence of unmeasurable disturbances much more quickly
than traditional integral control, while also enabling recovery of nominal feedback con-
trol performance. The separation principle of DOBC allows for the design of a nominal
feedback controller, which does not need to be robust against disturbances. A DOBC
augmentation can then be applied to ensure this nominal performance is maintained even
in the presence of disturbances. This method offers highly attractive properties for control
design, and has seen a large rise in popularity in recent years.

Current literature on this subject is very often conducted purely in simulation. Ad-
ditionally, very advanced versions of DOBC control are now being researched. To make
the method attractive to small UAV operators, it would be beneficial if a simple DOBC
design could be used to realise the benefits of this method, as it would be more accessible
and applicable by many.

This thesis investigates the application of a linear state space disturbance observer to
low level flight control of a small UAV, along with developments of the method needed
to achieve good performance in flight testing. Had this work been conducted purely in
simulation, it is likely many of the difficulties encountered would not have been addressed
or discovered.

This thesis presents four main contributions. An anti-windup method has been devel-
oped which is able to alleviate the effect of control saturation on the disturbance observer
dynamics. An observer is designed which explicitly considers actuator dynamics. This
development was shown to enable faster observer estimation dynamics, yielding better
disturbance rejection performance. During initial flight testing, a significant aeroelastic
oscillation mode was discovered. This issue was studied in detail theoretically, with a pro-
posed solution developed and applied. The solution was able to fully alleviate the effect in
flight. Finally, design and development of an over-actuated DOBC method is presented.
A method for design of DOBC for over actuated systems was developed and studied. The
majority of results in this thesis are demonstrated with flight test data.
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Chapter 1

Introduction

1.1 Background

Research, development and operation of small Unmanned Aerial Vehicles (UAVs) have
been ongoing for around 20 years. Initially, military organisations were the main operators
due to the high cost and complexity of operation. As it is today, UAVs are accessible to
almost anyone. Due to continual advancement in micro electronics and manufacturing
methods, the barrier to entry has been significantly lowered.

This has resulted in UAVs seeing a far wider range of applications, including remote
monitoring, security and search and rescue. Flight control of UAVs is an active area of
research, with many advanced methods being developed. Initial flight control for UAVs
was based on methods developed for full size manned aircraft, as this was the state of the
art at that time. However, there are many factors of UAV operation which mean control
design does not need to be restricted in the same way as manned aviation. Generally,
manned aviation is focused heavily on safety, reliability, comfort and robustness. This is
of course reasonable, as preservation of human life is paramount concern for commercial
operation. Clearly, UAVs are not to the same degree.

Small UAVs are uniquely positioned to be very attractive platforms for research. They
offer low cost and much less operational risks compared to full size aircraft. They can
be easily and widely obtained. Furthermore, with the widespread availability of autopilot
systems for small UAVs, they can be operated with much less training than traditional
aircraft. This has led to rapid developments in flight control in recent years, which is set
to continue. This offers many opportunities for new developments.

1.2 Motivation

Due to the rapid pace of development, simulation studies are the most common method
for studying the resulting performance. Development of custom control hardware along
with the extensive work needed to apply it to physical aircraft results in flight testing
being expensive and laborious. Numerical simulation offers a good alternative to easily
and quickly study the performance of control methods. Ideally, a simulation environment
will represent the true plant very well. However, this requires consideration of all possible
elements of the physical plant which leads to highly complex simulation environments,
which are also costly and time consuming to develop. Instead, many factors are often
assumed negligible and ignored. Typical examples include external disturbances such as
wind, modelling errors and actuator dynamics.

The work in this thesis studies some of the effects which can result from ignoring these
factors. When it comes to flight testing, these factors can no longer be assumed negligible.
As demonstrated in this thesis, falsely ignoring these factors can lead to instability of
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controllers and potentially the loss of the aircraft. While small UAVs are generally much
cheaper to replace than full scale aircraft, there are many other reasons to avoid crashes.
Danger to the operators or members of the public or damage to property for example, are
still undesirable.

To study these effects, a suitable advanced control method was needed. Disturbance
Observer Based Control (DOBC) is a highly practical and applicable control method which
offers the ability to reject both external and internal disturbances. As will be discussed,
small UAVs are very sensitive to external disturbances such as wind. Further, due to
the nature of their operation, small UAVs do not commonly have highly accurate models
available for control design. It is also likely that a degree of variation exists between
different aircraft of the same type, as they are typically hand built. Therefore the effect of
internal disturbances resulting from these modelling errors are much more likely to occur.
This makes DOBC a highly attractive method in this area. It also provides a large scope
to demonstrate and study the effects of common assumptions in advanced flight control.

1.2.1 Aims

DOBC is a highly active research area with many opportunities for contributions. The
work in this thesis was driven by some key aims, designed to focus attention on a particular
area:

• Improve the robustness and stability of DOBC when applied to physical systems

• Improve DOBC performance in disturbance rejection for small UAVs

• Produce practical data for the performance of DOBC on small UAVs.

1.2.2 Objectives

The objectives which must be met to achieve the aims are:

• Develop a method to improve DOBC stability in the presence of control saturation

• Develop the DOBC method using known actuator dynamics

• Investigate a situation where the advantages of small UAVs can be leveraged for
performance improvement

• Conduct flight testing of proposed advancements to demonstrate DOBC performance
in application to small UAVs.

These objectives were successfully completed in this research. Several important con-
tributions to the topic were made, which are summarised in the following section.

1.3 Research Contributions

This thesis has contributed an anti-windup method for state space disturbance observers.
This development improves the robustness and stability of disturbance observers applied
to a physical plant, all of which have unavoidable physical constraints on their actuators.
It was designed with implied stability proof, by basing the solution on methods established
in other areas of control research.
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Another important contribution of this work is the development of the DOBC method
to utilise actuator dynamics to improve the disturbance estimation and rejection perfor-
mance. A study is conducted into the considerations of such a design as well as demon-
strations of the performance benefits which can result. This is shown even when using
intentionally erroneous actuator models.

An additional extension of the DOBC method is provided in a method for calculating
disturbance rejection gain for over actuated systems. The proposed method also allows for
selection of the control action distribution to achieve disturbance rejection performance.
This is supported by a study into the resulting performance benefits when selecting control
action to favour faster actuators.

This thesis provides an additional contribution to the wider area of flight control for
small fixed wing UAVs. During initial flight testing, a structural oscillation was identified
which endangered the aircraft and limited the progress of research. Although there is scope
for future work to better understand the characteristics of such oscillations, a method for
mitigating the effect is demonstrated. The proposed method is shown to be sufficient to
suppress the oscillation.

1.4 Outline

The thesis outline is provided below, along with the main contributions of each chapter.

Chapter 2 - Literature Review

Within the literature review, examples of UAV control are studied with a focus on dis-
turbance rejection. Of particular interest are the limitations of the work with respect to
physical application of the developed methods. Additionally, an overview of the DOBC
method is given with relevant development and applications of the technique.

Chapter 3 - Flight Test Platform

Flight testing of control algorithms has generally been expensive and slow. Here, the
platform developed as part of this thesis to allow for rapid development and assessment
of advanced flight control techniques is discussed.

Chapter 4 - Modelling and System Identification

An overview of the mathematical modelling principles needed for simulation of aircraft
and flight control is provided. Although the thesis is motivated by application, simulation
is still an essential part of the development process. The methods for obtaining the models
used in later work through system identification are also discussed.

Chapter 5 - Anti-Windup Disturbance Observer

The feedback control method which is used as a baseline for DOBC development through-
out the thesis is presented in detail along with the design process for the standard DOBC
method. The first development of the DOBC technique contributed by this thesis then
looks at the effect of saturated physical controls on the internal state of the disturbance
observer. A solution is proposed and investigated with both simulation and flight test
results.
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Chapter 6 - Actuator Augmented Disturbance Observer

Continuing the contributions to DOBC development, dynamic models of the physical
actuators are introduced to the observer. Simulations and flight test data are used to
demonstrate the necessity for this development, as well as discussion on the design and
tuning considerations.

Chapter 7 - Aircraft Structural Oscillation

During flight testing of the initial control developments, an aircraft structural oscillation
issue was identified. This section aims to determine the root cause of the problem, with
a proposed solution. Frequency domain analysis is conducted to understand the initial
problem and proposed solution. A simulation and flight testing demonstration of the
solution and resulting control performance is then conducted. This chapter serves as a
very good example on issues which arise in flight testing which would not be identified
from simulation alone.

Chapter 8 - Direct Lift Control

The final contribution to DOBC development uses Direct Lift Control (DLC) as a case
study on the design and function of an over-actuated DOBC application. The over-
actuated problem is presented and discussed along with a proposed solution. Initial study
is conducted using numerical simulation and validated with an industry recognised sim-
ulation environment. This chapter also presents an advancement of the control scheme
used in earlier chapters to allow for tracking of non-continuous references.

1.5 Publications

Book Chapters

Ladosz, P., Coombes, M., Smith J. and M. Hutchinson, 2018. A Generic ROS based
System for Rapid Development and Testing of Algorithms for Autonomous Ground and
Aerial Vehicles. In: Robot Operating System (ROS) The Complete Reference. Springer
International Publishing, pp.99-101.

Journal Paper

Smith, J., Su, J., Liu, C. and Chen, W.H., 2017. Disturbance observer based control
with anti-windup applied to a small fixed wing UAV for disturbance rejection. Journal of
Intelligent & Robotic Systems, 88(2-4), pp.329-346.

Conference Papers

Smith, J., Yang, J., Liu, C. and Chen, W.H., 2018, February. Actuator Dynamics Aug-
mented DOBC for A Small Scale Fixed Wing UAV. In Industrial Technology, 2018 IEEE
International Conference on IEEE.

Smith, J., Liu, C. and Chen, W.H., 2016, June. Disturbance observer based control
for gust alleviation of a small fixed-wing UAS. In Unmanned Aircraft Systems (ICUAS),
2016 International Conference on (pp. 97-106). IEEE.
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Chapter 2

Literature Review

Within the literature review, the problem of small UAV flight control is studied first.
Then, a review of the proposed solution method is conducted and relevant limitations are
identified. From this, the research motivations are formed. This plan is summarised in
Fig. 2.1.

Small UAVs highly
susceptible to
disturbances

Disturbance Observer
Based Control

Current
Limitations

Research
Motivations

Proposed Solution

Literature Review

Figure 2.1: A brief summary of the aim of the literature review.

2.1 The Effect of Wind on Aircraft

By the very nature of their operation, the effect of wind on aircraft flight has been well
studied. Of particular interest is the problem of wind gust disturbances, which are an
unavoidable component of flight outdoors. The most commonly cited works which study
the effects of gusts and their effects on aircraft can be found by Etkin [9], Frost [10] and
Hoblit [11]. Generally wind disturbances are considered in three constituent part: mean
wind, discrete gusts and continuous gusts [12]. Mean wind generally poses minimal risk to
aircraft as it can easily be accounted for in trim flight conditions, as it varies slowly enough
to be accounted for with basic control. Discrete gusts are akin to step disturbances, which
act for a discrete time period. Continuous gusts, also referred to as turbulence [11], are the
unpredictable and continual fluctuations of the wind. Both discrete gusts and turbulence
present a disturbance rejection problem in flight control, as they act on the aircraft as
an external disturbance. As this is an unavoidable feature of flight, it has been studied
extensively in literature.

One of the earliest commonly referenced works by Frost [10] produced detailed adapta-
tions to the general aircraft equations of motion to include both wind velocity and rotation;
wind gradients are also considered. Frost is cited by a great number of later papers and
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used as the basis for modelling the effect of wind on aircraft, as well as flight control in
wind gusts [13–15]. However, measurement of wind gusts on aircraft is non-trivial, so
some work exists which attempts to estimate the gusts online. One work by Mulgund [16]
utilised an Extended Kalman Filter (EKF) to estimate wind components to be used in
flight control, although it was determined that the nonlinear model used was very sensitive
to parameter uncertainty which would limit performance. Pourtakdoust [15] studied the
affect of microburst wind shear during aircraft landing, where it was shown that without
proper accommodating action, these conditions were dangerous to aircraft during landing.

2.1.1 The Effect of Wind on UAVs

Although they operate on the same principles, the flight considerations for small UAVs are
vastly different to general aviation. Their small size reduces their inertia, making them
more susceptible to disturbances. Additionally, the operating airspeed of a small UAV
is generally much lower than conventional aircraft. It has approached the point where
the velocity of wind and gusts may match or even exceed the airspeed of a small UAV.
Generally this means that for a given disturbance, a small UAV will be more affected.

This issue has been studied in literature. For example, Mueller [1] provided a detailed
investigation into the aerodynamic considerations of small UAVs. Fig. 2.2 is reproduced
from this work, and demonstrates that small UAVs operate in a different flight regime than
traditional aircraft. This means small UAVs are designed differently, for example using
aerofoils specifically tailored for this flight regime. The impact of this, as also discussed by
Broeren [17], is that small (and indeed micro) UAVs have different responses to wind gusts
than conventional aircraft. This means that flight control methods which are suitable for
traditional aircraft may no longer be sufficient. For example, the relatively slow response of
a Proportional Integral Derivative (PID) controller which was suitable for attitude control
of a conventional aircraft may no longer offer sufficient response times when applied to
small UAVs. The work done by Lissaman [18] also demonstrates clearly that as wingspans
decrease, the associated roll response magnitude to a given disturbance increases.

Figure 2.2: The relationship between mass and Reynolds number with some example small UAVs
included. This indicates well how different the considerations of wind on small UAVs are when
compared to full sized aircraft. Reproduced from [1]
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Figure 2.3: Top: Variations in experienced turbulence intensity for a given velocity of vehicle.
Bottom: Variations in experienced pitch angle in wind for a stationary probe with wind speed of
7.8m/s. Reproduced from [2]

A recent and detailed investigation [19] into the effects of UAV characteristics and their
effects on gust response made some interesting conclusions. It was found that a reduced
wing loading reduced UAV response to gust in all metrics apart from pitch; a result which
is not necessarily expected. A number of other aircraft design considerations were also
discussed specifically regarding wind turbulence handling. Although this information is
useful in the design of future aircraft, quite often the small UAVs operated use a generic
airframe, adapted for purpose. If this problem could be addressed through control design,
the solution would be more generic and cheaper to implement. A detailed study by
Mohamed [20] concluded that current sensors, such as gyroscopes and accelerometers may
be insufficient for counteracting turbulence for Micro Aerial Vehicles (MAVs). However,
MAVs are substantially smaller than UAVs and therefore even more susceptible to wind
disturbances. It was concluded that combining multiple sensor readings together would
provide far better response. This means that a multiple input control system is preferable,
as the effect of turbulence may not easily be obtained from a single sensor. Traditional
control methods such as PID are limited in this sense.

Watkins [2] conducted an investigation into the turbulent winds within the atmospheric
boundary layer. This is the layer of wind close enough to the ground that it may be
affected by obstacles such as trees or buildings. The traditional methods of wind turbulence
modelling do not explicitly consider these effects. Shown in Fig. 2.3 is data from the
work by Watkins, which demonstrates that the typical operating speed for small UAVs
(10−20m/s) is in the region where turbulence is becomes more intense. Previous literature
indicated that for a given wind, small UAVs are more affected than conventional aircraft.
The data from Watkins shows that the problem of wind disturbance is indeed worse
for small UAVs, as the turbulence at speeds which small UAVs operate is even higher,
compounding the issue. Further work in the area [21] found that, for a given gust applied
to each axis, the roll axis will exhibit the most response for aircraft of a conventional
configuration. This is something to be considered in later work in the thesis.
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Overall, the body of work studying the effects of wind and turbulence on small UAVs
demonstrates clearly that the problem is significantly worse for these aircraft. Not only are
the aircraft more affected by a given disturbance due to their size, but the operating speed
means they are more likely to encounter larger disturbances. This means that traditional
control methods applied to conventional aircraft may no longer be sufficient.

The next area of investigation therefore is control methods for mitigation of wind
disturbances for aircraft and specifically small UAVs.

2.2 Flight Control Design with Disturbances

The general area of disturbance mitigation in flight control has been studied for some time.
An area where this is paramount concern is Very Flexible Aircraft (VFA) control. Due to
their size and lightweight construction, these aircraft are extremely flexible and sensitive
to wind disturbances [22]. A notable recent paper by Cook [23] developed a H∞ controller
with the aim of reducing root bending moments when subjected to gusts. A reduction of
9% resulted. This is of note as it demonstrates that control design can be used to reduce
the influence of disturbances on an aircraft. This is a more universally applicable solution
than the physical design constraints proposed in [19].

Research has also been conducted for some time involving the addition of specialised
control surfaces for the reduction of structural stress. Moulin [24] demonstrated that a
reduction of up to 16% in wing bending stress was possible. The stress studied in [23,24]
is closely related to the transfer of unavoidable gust loads on the wings to the aircraft
fuselage. Control design to reduce this stress suggests it is feasible to reduce the overall
effect on the aircraft too.

Okamoto studied optimal aircraft control in stochastic weather [25], specifically ad-
dressing microbursts during landing. However, this approach was concerned with the
generation of an optimal path and the aircraft attitude needed to achieve this path; no
consideration is made for the low level controller which must be able to track these com-
mands, particularly in the presence of such severe disturbances.

Yoon [26] studied controller design for wind disturbance rejection, which also consid-
ered actuator saturation. Yoon also considered the effect of actuator failures. With less
control authority to use, it was more likely that the remaining surfaces would undergo
saturation, meaning the control design had to consider this explicitly. Without consider-
ing actuator faults, it is more likely that a small UAV will undergo control saturation in
a normal flight due to the relatively larger effect of disturbances. This would be a good
point to consider in any flight control for small UAVs.

On the whole, literature for disturbance rejection in attitude control of full scale aircraft
is somewhat limited. Research into the reduction of structural stress [27–30] is the most
common consideration for disturbance alleviation in conventional aircraft. The lack of
literature aimed at disturbance rejection in aircraft attitude control would suggest that it
is not seen as a problem worth studying.

2.2.1 Flight Control for UAVs Subject to Disturbances

Due to the additional considerations for UAVs, a large amount of research can be found
on path following in wind. One of the few practical works in the area is by Nelson [31].
Nelson developed a vector field guidance method which demonstrated that robustness to
wind disturbances could yield good path following in the presence of high wind (46% of
airspeed in [31]). Vector field guidance is an attractive control method when there is
no constraint on the time at which the vehicle should reach a location. An additional
benefit is that the aircraft can maintain a given airspeed, which can be selected as desired.
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Figure 2.4: Performance of the wind estimator from the work by Brezoescu [3].

Flight tests demonstrated that the proposed method translated to practical application,
despite no direct wind information being used. Hota [32] also investigated path planning
in a constant, known wind with Dubins paths. This demonstrated good robustness in the
presence of winds which approached the airspeed of the investigated vehicle. Similar work
was done by Jennings [33], using dynamic programming to generate feasible paths in the
presence of wind.

Ceccarelli [34] demonstrated in simulation that path planning using a known wind field
allowed for a significant improvement in trajectory tracking. Similar work was conducted
by Jackson [35] using spatial sliding mode controllers. Both demonstrate that with ideal
knowledge of the wind, performance need not be affected substantially. Earlier work by
McGee produced similar results [36]. The limitation with these methods are the reliance
on ideal knowledge of a assumed constant wind, neither of which are practical.

Mills [37] studied path following in the presence of wind using visual servo control,
where positional information is derived from image processing. In this work, it was shown
that using the estimated wind component directly in the control scheme was far better
than traditional integral augmentation. The limitation with this particular method is that
few aircraft will have the required hardware for visual servo control. Some improvement
can be found in the work by Brezoescu [3], where an online estimator was used to obtain
measurements of the wind. Fig. 2.4 shows the estimator performance. The estimator
performance is reasonable, although there is room for improvement as there is some steady
state error and a tangible delay in the estimate. However, this work is far more practically
applicable than all previous works which assumed a known constant wind field. Liu [38]
investigated the applicability of the DOBC technique to this problem. A nonlinear observer
is designed and tested in simulation and crucially flight testing. Within this work, the flight
test demonstrated very good performance which was similar to the simulation results. The
disturbance observer was able to estimate the truly stochastic wind, which was shown to
have a large effect on the aircraft when the observer augmentation was not active. This
is a promising result for DOBC in application to flight control.

The main limitation of all these works is the assumption that a low level controller
exists which is able to track the demanded attitudes. This is somewhat justifiable as
most of this considers steady or quasi-steady winds only. However, in the initial literature
review it was shown that this is only one component of wind; step gusts and continuous
turbulence must also be considered, where the assumption that the inner loop controller
is able to track commands can not be assumed to hold.
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Inner Loop Control

While inner loop control for UAVs is widely studied in literature, work regarding distur-
bance rejection in this area is more sparse. Sadraey [39] studied a combination of nonlinear
dynamic inversion control with a robust outer loop H∞ controller. This approach made
no direct consideration of wind in the attitude controller, relying on the H∞ controller to
drive the system to the reference in the presence of disturbances. This yielded sub-optimal,
yet robust, performance. More recently, Yang [40] compared the performance of a base-
line PID controller to a robust H∞ scheme. Mixed results were obtained, with the PID
controller offering better performance in some areas while the H∞ controller was better
in others. These works demonstrate that, while H∞ control works well for robustness in
terms of disturbance rejection, nominal performance is usually sacrificed. This would limit
the ability of an autopilot to track references accurately in the presence of disturbances.

Brezoescu [41] studied the performance of an adaptive backstepping controller in the
presence of wind. The propsed method was able to estimate and account for the effect of
an unknown wind within 7s when tracking a straight line. Some overshoot is also seen in
the estimation of the parameter. This tracking response is somewhat slow. Indeed, when
tracking multiple paths and subject to wind with a small amount of variance, positional
errors resulted. This is a result of the slow estimation response, which suggests this method
is not suitable for rejection of stochastic disturbances.

Hervas [42, 43] investigated the performance of a sliding mode controller subjected
to stochastic disturbances, with an EKF used to estimate the wind. In this work, slow
disturbance estimation was seen again, with errors present in the output for around 100s.
Clearly this response is too slow for proper estimation and attenuation of a stochastic
disturbance. Earlier work using a similar methodology by Gavilan [44] demonstrated
that this control scheme was well suited to modelling uncertainty, with good performance
recovery demonstrated. Ideally, a control method which is able to account for both internal
and external disturbances would be preferred.

An amount of work exists around Active Disturbance Rejection Control (ADRC) in
this area; this is a method which is intended to account for uncertain plants and external
disturbances. Xiong [45] designed and compared an ADRC scheme to a PID method.
In the simulation results, the ADRC method improved on the performance of the PID
controller in velocity and pitch angle tracking and had similar performance in roll. The
effects of the disturbances were still quite prominent in both cases. In [4], the ADRC
controller was applied to the tracking of a glideslope in the presence of disturbances. The
disturbance rejection performance was limited, with a constant bias in both lateral and
vertical directions when disturbances were present. This is shown in Fig. 2.5. In this
simulation, wind disturbance was active to the point where the aircraft reached approxi-
mately 4800m in position. It is quite evident that the disturbance effect was not removed
from the output while the disturbance was active. Wang [46] presents some simulation
studies for the performance to parameter uncertainty, where the method offers good per-
formance. Later flight testing of this method by Zhang [47] demonstrated that the effect
of external disturbances shown by Xiong carried across to flight testing, with lateral and
vertical errors present throughout.

Liu [48] evaluated the performance of a nonlinear disturbance observer approach cou-
pled with nonlinear dynamic inversion control. The simulation results demonstrated very
good performance of the DOBC method compared to the baseline controller as well as an
integral augmented Nonlinear Dynamic Inversion (NDI) approach. The DOBC method
was able to estimate and entirely remove the effect of external disturbances very quickly.
The approach was applied in a situation similar to that investigated by Xiong [4]. The
performance improvement of the DOBC approach compared to the baseline controller and
integral augmentation is very clear.
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Figure 2.5: Data of reference deviation of an ADRC controller with wind disturbances active (up
to ≈ 6000s/4800m). Reproduced from [4].

From the few items of literature regarding disturbance rejection in attitude control, the
DOBC approach has shown the best performance. Other methods are able to show some
improvement, but the responses are either too slow or do not fully remove the disturbance.
The limitation of the DOBC work for attitude control is that has only been demonstrated
in simulation, whereas the ADRC methods have some flight test results. However, there
is significant scope for improvement over these results.

2.3 Disturbance Estimation and Attenuation

When control design is taken from theory to practical application, disturbances and un-
certainties are always present [49–51]. The degree to which they affect the system being
controlled is however not certain and depends on a range of factors. In most control cases,
the timely and accurate rejection of disturbance effects is an important factor in control
design. Traditional control design methods such as PID and Linear Quadratic Regulators
(LQRs) are unlikely to be capable of maintaining high degrees of control performance in the
presence of significant disturbances and uncertainties [52]. However, many applications
require accurate and timely attenuation of disturbances, which are generally unknown.
In some cases, measurement of the disturbances is prohibitively difficult or costly; more
often however, there is simply no means of direct measurement of the disturbances. Con-
sequently, a range of methods have been developed which estimate the disturbances based
on the measurable states. Within this section, the most notable of these methods are
discussed.

2.3.1 Disturbance Estimation Methods

In the 1960s, investigations were ongoing within National Aeronautics and Space Admin-
istration (NASA) [53] to develop the optimal linear regulator (now commonly referred to
as the Linear Quadratic Regulator (LQR)). At that time, the regulator was only able to
effectively deal with known disturbances as part of the initial condition of the system, or
to stabilise the system subjected to unknown impulse disturbances. Constant unknown
external disturbances, such as plant damage, were not handled effectively. The result of
the work was an extension to the LQR which was akin to traditional proportional integral
control. This was further developed to account for a more general class of disturbances [54].
These advances were achieved through an implicit internal estimation of the external dis-
turbance acting on the system. This was later expanded to an explicit, simultaneous
estimation of the system state and disturbance states [55]. It was demonstrated there
that the explicit formulation of the disturbance estimation produced the same closed loop
performance as the earlier implicit methods. However, the explicit design method was
found to be more intuitive and simpler to use by designers [53]. It is on these principles
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to which the many methods of disturbance observers mentioned previously can trace their
origins.

Development of disturbance estimation techniques continued with many different meth-
ods being developed including the Unknown Input Observer (UIO) [56], Perturbation
Observer (PO) [57], Equivalent Input Disturbance (EID) estimator [58], Extended State
Observer (ESO) [50, 52] and the Disturbance Observer (DO) [59–61]. Of these methods,
DOs and ESOs have seen the most contributions in theoretical application and develop-
ment [51]. The ESO was proposed by Han in [62] and formed a fundamental component of
what is now known as ADRC [52]. Non-linear DOBC was originally proposed by Chen [59],
and has become very popular in recent years.

Adaptive Control (AC) is another method of disturbance estimation control. The
AC approach is aimed at estimating unknown and time varying model parameters [63].
Good performance in the presence of time varying model parameters is a key feature of
AC [64]. The method estimates parameters of the controlled plant, then updates the
associated control laws to improve performance. However, AC performance may suffer
when unknown parameters enter the system [65]. The problem is most noticeable with
unknown/unmodelled uncertainties which are non-linear [66]. This significantly restricts
the application of this methodology to the rejection of stochastic wind disturbances. The
performance of the control method also depends very much on the design of the estimation
laws [51], often requiring trial and error. The design of these laws requires use, and
consequently understanding of Lyapunov [67] stability theory. A key limitation of AC in
the scope of this work is the lack of explicit consideration of external disturbances.

The general principle of disturbance estimation can be illustrated by Fig. 2.6 [68],
where G(s) is a plant being controlled by a feedback strategy C(s), Gn(s) is the nominal
model of the true plant used in control design, Q(s) is a filter to be designed, y is the
system state, yr is the reference command, c is the controller demand, u is the total control
demand, n is the measurement noise, d is an external disturbance, dl is the lumped dis-
turbance and d̂l is the lumped disturbance estimate. In this context, lumped disturbances
are defined to be the sum of the unknown external disturbances and the plant modelling
errors. This may include both unmodelled dynamics as well as uncertainty in the modelled
parameters. By applying the inverse of the plant model to the system output, the unmea-
surable lumped disturbances can be estimated, allowing for the calculation of a feedback
control signal to eliminate their effect. A more in depth discussion is presented in Section
2.3.3

A key feature of DOBC can be seen from Fig. 2.6. If external disturbances are
removed, and we assume that the nominal model is correct (i.e. Gn(s) = G(s)), no action
is taken by the disturbance observer. This is the so called “separation principle” [51]. This
allows for design of the feedback control and disturbance rejection control for nominal
performance and disturbance rejection, respectively. Theoretically, this allows for the use
of optimal feedback control which does not need to sacrifice performance for robustness
against disturbances. This is a distinguishing feature of the DOBC method. For example,
in traditional PID control the integral term is added to remove the effect of disturbances.
In doing so, however, nominal performance is sacrificed as the integral term introduces
undesirable effects such as overshoot, control saturation and additional phase lag.

2.3.2 Nonlinear Disturbance Observers

In [59], a nonlinear robotic manipulator was studied and a Nonlinear Disturbance Observer
(NDO) was proposed to estimate the disturbances. It was shown that the use of these dis-
turbance estimates in the control strategy resulted in substantially improved performance.
Additionally, stability was demonstrated for the proposed NDO when subject to constant
disturbances. Later developments [69] expanded capabilities to disturbances generated by

12



2. Literature Review

Disturbance Observer

d

uceyr y

dl

+ _+ _

+_

+
+

dl
^

n

+ _
C(s) G(s)

Gn(s)

Q(s)

-1

Figure 2.6: The general operating principle of disturbance estimation

an exogenous system, by a proposed NDO with a nonlinear observer gain function. These
developments have formed the basis of a significant amount of research on the NDO, in-
cluding estimation of harmonic disturbances [69] for a class of Single Input Single Output
(SISO) systems, an NDO for a class of Multi Input Multi Output (MIMO) systems sub-
jected to disturbances generated by an exogenous system [70]. A recent development by
Kim [71] resulted in an NDO which is able to estimate higher order disturbances, such
as ramps; from this a generalised method was produced which is able to estimate general
order disturbances [71].

One drawback of the NDO method is that it can be somewhat complex in design,
analysis and application. Considering the target audience for this thesis, it would be
more appropriate to use a simpler method. Additionally, the NDO lack rigorous stability
analysis [51], which would severely limit its application in flight control. This issue is not
carried over to the linear DO.

2.3.3 Frequency Domain Observers

The original frequency domain disturbance observer was proposed in the 1980s [60, 72],
depicted as the “disturbance observer” in Fig. 2.6. This was designed for the estimation of
unmeasurable external disturbances by passing the difference between demanded control
u and the calculated input (given by G−1

n (s)) through a filter, Q(s). This filter is generally
designed as a low pass filter with relative degree greater or equal to that of the nominal
plant. This is required for Q(s)G−1

n (s) to be proper and realisable.
The benefits of this method were the relatively straight forward design and imple-

mentation, as well as compatibility with traditional frequency domain analysis methods.
The main drawbacks are its limited application to a class of linear systems and limited
performance with transient disturbances [73].

Performance of this observer is also very dependant on the chosen filter Q(s). Ideally,
this filter would be designed such that it has unity gain across the entire frequency range,
as this would theoretically result in the best disturbance rejection performance. In practice
however, the application of such a filter will result in the detection of high frequency sensor
noise as disturbances which is likely to give worse performance. Furthermore, such a filter
would not satisfy the relative degree requirement and is therefore not implementable. The
use of a low pass filter is common, as this allows for attenuation of the (usually) low to
medium frequency disturbances while not being affected by the (usually) high frequency
sensor noise. The design of this filter is a well researched subject [61, 74]. The frequency
domain observer has seen many notable applications including high speed direct drive
positioning tables [75], machine tool control [76] and robot manipulators [61].
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2.3.4 Time Domain Observers

In the 1990s, the ESO was proposed [62] to estimate all the states of a system, along with
the lumped disturbances. For design of the ESO, only the relative degree of the system is
needed which allows for design without detailed knowledge of the system being studied.
The ESO forms a key component of the ADRC method [52]. This method has been applied
in many areas due to its low requirements and simple structure [77]. However, the main
challenges facing the ESO based ADRC are a lack of rigorous theoretical stability proof [52]
and difficulty in dealing with mismatched disturbances [68, 77]. For flight control, proof
of stability is essential, particularly in the application of control methods in commercial
applications. Additionally, as is discussed later in Chapter 5, mismatched disturbances
are generally found in flight control. Furthermore, although the model free requirements
of ADRC are beneficial in instances where models are not available, if a model is available
it may enable improved disturbance estimation, and therefore disturbance attenuation
performance.

State Space Disturbance Observers

In 2000, Lee proposed a state space based disturbance observer [78] which did not require
modelling of the disturbances. This demonstrated good recovery of nominal performance
in the presence of external disturbances. This was later applied to track following for
computer hard drives [79, 80], as well as a generalised approach [81]. There are several
important advantages to the use of the disturbance observer in state space, as opposed to
the closely related frequency domain. First, inverse plant dynamics are no longer required.
Instead, a state space model of the system is needed, which is commonly available in flight
control design (as used in the initial works by Johnson [82]). Second, the design of an
associated filter Q(s), which is needed to make the system proper in the frequency domain,
is also removed. This filter was responsible for the robustness and disturbance rejection
performance [81], but the structure of the observer constrained the design to particular
forms. Formulation of the observer in state space allows for more advanced methods of
designing the disturbance attenuation component. An additional significant benefit of the
state space observer is that the system is no longer restricted to SISO applications. This
expands the possible applications significantly.

An essential advancement in the state space disturbance observer was developed by
Yang [83], in the form of mismatched disturbance attenuation. Prior to this work, only
disturbances which entered the system through the same channels as the controls were
considered. In [84, 85], a hybrid DOBC and H∞ approach was used to address the mis-
matched disturbances. However, in this case, the DOBC component was used to act
upon the matched disturbances only, while the H∞ control addressed the mismatched
disturbances. Additionally, this method required that the disturbances adhered to certain
constraints such as a bounded H2 norm. This is problematic, as mismatched disturbances
are far more general than the matched disturbances and are widely found in practical
applications such as flight control [86]. The solution proposed by Yang is therefore more
widely applicable than DOBC methods which assume matched disturbances. The ap-
proach is briefly described here. We model the dynamics of a bank to turn missile as
in [83]

ẋ = Ax+Buu+Bddx,

y = Cx+Duu+Dddy,
(2.1)

where x =
[
ωz α ωy β

]
is the state vector, u =

[
δz δy

]
is the control input, y =[

nz ny
]

is the output, dx =
[
dωz dα dωy dβ

]
is the external disturbance on the states

and y =
[
dnz dny

]
is the disturbance on the outputs, with A,B,C and D being the state,
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control, output and feedthrough matrices associated with the system, Bd = I4×4 and
Dd = I2×2 are the state and disturbance mapping matrices, respectively. Assume that
observers have been designed following traditional DOBC methods to estimate the lumped
output disturbances, given by

d̂ly = y − Cx−Dnu,

where d̂ly is the lumped output disturbance estimate and Dn is the nominal model of D.
Also assume that lumped state disturbances are estimated by{

ż = −LBd(z + Lx)− L(Anx+Bnu),

d̂lx = z + Lx,

where d̂lx is the estimate of the lumped state disturbances, L is the observer gain matrix,
An and Bn are the nominal system and control matrices and z is an internal state of the
observer. Also presume that a state feedback controller has been designed which provides
sufficient feedback control to track reference commands in the absence of disturbances,
subject to the control law

u = Kxx.

To deal with the mismatched disturbances, a control law was designed as

u = Kxx+Kdd̂, (2.2)

where Kd =
[
Kdx Kdy

]
and d̂ =

[
d̂lx d̂ly

]T
. Based on the assumption that the lumped

disturbances vary slowly, which is to say ḋlx ≈ 0, and that the observer gain L has been
chosen to yield a stable observer, it is possible to design a gain vector Kd such that the
disturbances are attenuated from the output. This is achieved if we select the elements of
Kd as

Kdx =
[
Dn − (Cn +DnKx) (An +BnKx)−1Bn

]−1

× (Cn +DnKx) (An +BnKx)−1Bd,
(2.3)

and

Kdy = −
[
Dn − (Cn +DnKx) (An +BnKx)−1Bn

]−1
Dd. (2.4)

First, we substitute (2.2) into (2.1), allowing the state to be expressed as

x = (An +BnKx)−1
[
ẋ−BnKdd̂−Bddlx

]
, (2.5)

combining this with (2.1), (2.3) and (2.4) yields

y = (Cn +DnKx) (An +BnKx)−1 ẋ

+
(
Dn − (Cn +DnKx) (An +BnKx)−1Bn

)
Kdd̂

− (Cn +DnKx) (An +BnKx)−1Bddlx +Dddly,

= (Cn +DnKx) (An +BnKx)−1 ẋ

+ (Cn +DnKx) (An +BnKx)−1Bdedlx −Ddedly .

(2.6)

Recalling that, for a constant disturbance, we can say that as t→∞, ẋ = 0, which reduces
(2.6) to

y = (Cn +DnKx) (An +BnKx)−1Bdedlx −Ddedly .
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It is also assumed that the observers which have been designed are able to track step
disturbances (the stability is proven in [83]), which means that

(
edlx , edly

)
→ 0. This

important result demonstrated that a state space disturbance observer is able to remove the
effect of slowly varying mismatched disturbances from the output of a system. Formulation
of the proof in terms of output rather than state is needed, as the system is only able remove
disturbances from as many outputs as there are control inputs (or indeed less outputs).

It is also important to note that this method does not result in any loss of generality, as
it is also suitable for the matched disturbance case. This can be demonstrated by setting
Bn = Bd (the matched condition) and Dn = Dd = 0, from which it can be shown by
(2.3) and (2.4) that Kdx = −1 and Kdy = 0. This is the particular form used in prior
literature considering the matched case. It was later demonstrated that this linear state
space DO was able to account for non-linearity in a magnetic levitation trains’ suspension
system [87]. In this work, the train suspension was modelled as a non-linear system, which
was linearised for the design of the observer. Simulation results using the non-linear plant
dynamics were conducted and it was shown that the linear DO was able to accurately
estimate external load disturbances as well as the internal modelling disturbances. The
DOBC method was shown to perform much better than traditional integral augmentation
of an LQR controller.

2.3.5 Disturbance Observer Methods in Flight Control

Disturbance observer control has also been applied to attitude control for small UAVs in
wind, conducted by Liu [48]. A nonlinear DOBC method was shown to offer significant
improvement in disturbance rejection when compared to a nonlinear dynamic inversion
control in simulation. The method was able to estimate and quickly reject disturbances,
allowing restoration of the nominal baseline performance of the feedback controller. This
is a promising initial result in the area.

DOBC has been applied to a range flight control problems on platforms other than
small UAVs. One of the earliest applications was by Chen [86] to improve robustness of
missile control. In this paper, the method demonstrated good performance in the face
of large parameter variance. More recently Zhang [88] has applied a nonlinear DO to
estimate acceleration of moving missile targets to guarantee convergence in a finite time.
Furthermore, the outputs from the observer were used successfully to reduce chattering of
the baseline sliding mode control.

Yang [5] demonstrated the added robustness of a model predictive controller for a
hypersonic air breathing vehicle. Such aircraft operate at very critical flight conditions
and are very susceptible to both parameter uncertainty and external disturbances. Shown
in Fig. 2.7 is a simulation from this work. Here, the system has been subjected to a step
change in reference velocity and altitude, with a range of disturbances applied. Clearly,
the addition of the disturbance observer controller has resulted in a substantial increase
in robustness. With the DOBC scheme active, the aircraft is able to mitigate the effect
of the unknown disturbances rapidly while also maintaining stability. This is not true for
the control without DOBC augmentation.

The advantages of DOBC augmentation over a baseline controller as well as integral
augmentation was demonstrated by Liu [6] when applied to small scale helicopters. A
figure from this work is reproduced in Fig. 2.8. Here it is demonstrated that the DOBC
augmentation was far better than integral augmentation for disturbance rejection. The
ability of the NDO to estimate both the modelling errors and external disturbances pro-
duced a very clear performance improvement over the integral method. A later develop-
ment on small scale helicopter control expanded the observer capabilities to estimate the
unmeasurable flapping angles [89]. Classically, these angles are unmeasurable. They are,
however, critical in governing the helicopter response. By estimating these angles, it was
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Figure 2.7: A response comparing feedback control without and with DOBC augmentation.
Reproduced from [5].

shown that further performance improvement was possible.
Overall, DOBC has been applied to a range of flight control applications, for both

external and internal disturbance mitigation. Furthermore, flight demonstrations of the
method to small scale helicopters has been conducted with impressive results. As yet, it
has not been shown that this performance translates to physical application of small fixed
wing UAVs. The investigated work suggests that this method would be very capable of
improving robustness and performance of attitude control for small fixed wing UAVs.

Limitations of Current DOBC Methods

Some initial work in the application of DOBC to small UAVs has been conducted. However
this work was done in simulation, and limited to the longitudinal channel. No work in
this area has been conducted for the lateral channel of small UAV control. The lateral
channel is critically important in accurate trajectory and path following; it would be highly
beneficial to investigate this area.

Additionally, some further practical constraints have not yet been addressed for the
application of DOBC to small UAV flight control. First, most methods in literature are
concerned with the nonlinear DO. Although it is known that this method is better able to
deal with nonlinear systems if designed well, it is also very clear that its application is more
involved. Furthermore, the lack of rigorous stability proof would limit the application in
flight control where proof of stability and safety is essential. It has been shown in literature
that linear DOBC methods are able to account for some nonlinearity. The design of the
state space DOBC is a far more convenient form for use in flight control, as these models
are likely to already exist or can be more easily obtained. This makes the linear DOBC
an attractive option for practical application, particularly for operators who may not be
in the field of advanced flight control research.

Some additional considerations exist in the application of this method to small UAV
flight control. One of the key findings of the literature review was that small fixed wing
UAVs are far more susceptible to external disturbances. Coupled with reduced actuator
effectiveness, control saturation is highly probable in this application. There is a lack of
consideration for the effect of control saturation on the performance, and indeed stability,
of the linear DOBC. As with overall proof of stability, this issue would need to be addressed
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Figure 2.8: A comparison of a baseline controller to integral and DOBC augmentation when
subjected to a wind disturbance. Reproduced from [6].

to enable application of this method in the wider area of flight control for small UAVs.
As well as saturation, control surfaces are subject to dynamics themselves. This issue

has not been considered for the DOBC method. Some initial work exists which has
investigated a means for estimating some unmeasurable dynamics which affect the system
output. On small UAVs, it is highly unlikely that direct measurement of control position
is available. The effect of the mismatch between demanded and applied control is a topic
which is rarely addressed in literature for a wide range of flight control research. An
investigation into the effect of actuator dynamics on the performance of the system, as
well as any necessary augmentations would be extremely beneficial to this research topic.
One of the key items of literature in this regard is by Lu [89], where approximations
of helicopter flapping angles were combined into a nonlinear disturbance observer. An
adaptation of this method may be possible to include known actuator dynamics. Analysis
of the detailed function of the observer with respect to flapping angle estimation was not
conducted in [89], meaning there is significant scope for an in depth analysis on this topic
in terms of design and possibly tuning.

2.3.6 Summary of Key Methodologies Considered

Table 2.1 shows a broad comparison of the key control methods considered during this
literature review, along with a comparison of their strengths and limitations. PID is
one of the most applied control methods. It has many benefits including simple design
and intuitive tuning. However, with these benefits come the limitations in performance.
This control method cannot compete with the more advanced methods when it comes
to disturbance rejection. ADRC is closely related, and famously seeked to combine the
benefits of simple PID design and tuning with improved performance. ADRC has seen
many successful applications. However much of the literature in the area of flight control
does not demonstrate substantial performance improvements. Additionally, the lack of
rigorous stability proof is a key limitation in the application to flight control.

Robust control is a widely studied and used method. It is popular as it maintains an
acceptable level of performance when subjected to significant parameter uncertainty and
disturbances. The trade off for this performance is the loss of optimal performance. In
applications where this is acceptable, robust control is an attractive choice. An alternative
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Table 2.1: A brief summary of the key control methods considered during the literature review

Method Strengths Limitations

AC Handling time varying model pa-
rameters, maintaining control per-
formance

Handling of unmodelled uncer-
tainty, external disturbance con-
sideration

ADRC Simplicity, ease of application Lack of rigorous stability proof,
handling mismatched disturbances

PID Ease of use, widely understood Optimal performance not guaran-
teed

Robust
Control

Robustness to uncertainty, guaran-
teed performance

Disturbance removal from system
outputs

DOBC Total rejection of unknown distur-
bances, patching into existing con-
troller

Model requirement, limited ap-
plied flight control literature

is AC, which seeks to maintain optimal performance in the presence of unknown and possi-
bly time varying model parameters. The design process for AC is more complex than PID
and ADRC, but it offers recovery of nominal performance when designed appropriately.
In situations where unknown and unmodelled variations enter the system, AC may suffer
performance degradation. This might prove problematic in the application to small UAVs
subjected to a wide range of disturbances.

DOBC offers a good compromise between all of these methods. It can be applied
to an existing feedback controller to regain nominal (potentially optimal) performance in
the presence of disturbances. There are many examples of design of DOBC methods in
literature which can be adapted to new systems easily. Additionally, once designed the
tuning process is very simple, with only the observer gain to tune. The DOBC method
guarantees removal of non-varying disturbances completely from the system output, and
can be proved stable in these situations. Additionally, the method has been shown to have
very good disturbance rejection performance when subjected to time varying disturbances,
if the observer dynamics are fast enough. The DOBC method does require a model of
the system unlink PID and ADRC control. In flight control however, such models are
commonly available. The improved performance offered by DOBC is then a very attractive
option.

2.4 Control Design with Actuator Dynamics

In practice, every actuator has limited capabilities such as a motor with a maximum
torque which can be applied, or an aircraft elevator with a maximum deflection angle [90].
Small UAVs are more prone to actuator saturation when compared to their full sized
counterparts, as the magnitude of disturbances relative to the aircraft state are much
higher, requiring significantly more control effort for rejection. Under actuator saturation,
control performance degradation such as large overshoot or limit cycle may be encountered;
in extreme cases, it is possible for instability to arise. Actuator saturation can also lead to
the appearance of the controller windup phenomenon. With windup, internal controller
states continue increasing in magnitude which can cause overshoot and instability, among
other issues.

2.4.1 Actuator Saturation and Windup

Saturation is a control problem which has been studied for some time, the earliest sources
appearing in the 1930s [90]. This occurs when a controller demands more control action
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Figure 2.9: An illustration of integral windup for a plant with maximum input of ±0.1. Repro-
duced from [7].

than the physical system is capable of. In many situations, this can lead to degraded per-
formance or even instability. Groves [91] demonstrated the performance degradation and
instability which might arise from control saturation. Serrani [92] also demonstrated that
saturation can lead to dangerous states within a plant being controlled. An additional risk
exists for controllers in the presence of actuator saturation, known as “windup”. The term
“windup” was coined to describe the internal state of a controller, particularly a controller
with integral action, which arises from actuator saturation. A widely cited description of
the problem is available by Astrom [7]. Shown in Fig. 2.9 is a figure reproduced from this
paper which demonstrates integral windup clearly. Here the overshoot and significantly
increased settling time are demonstrated as a result of integral windup. As DOBC features
an integral component within the observer, it may also be susceptible to internal windup
due to control saturation in this way. This internal windup due to saturation presents a
significant risk to phyiscal systems; some recent examples [93] are the Saab Gripen fighter
during initial flight tests, and the failure of the Chernobyl nuclear reactor.

This clearly presents a significant problem in control design, and has been the subject
of research. Classically, two main schools of thought exist. One method, termed the “one
step” approach [93] is generalised as designing a controller to avoid saturation entirely.
This is generally criticised as resulting in overly conservative solutions [93]. An alternative
approach is “anti-windup” control. Generally, in this situation the baseline controller is
designed for optimal performance without consideration for saturation. An anti-windup
method is then designed to ensure stability is maintained when saturation results.

As maintaining optimal control performance is a key benefit of DOBC methods, it
would be counter-intuitive to then design a suboptimal controller to avoid saturation.
Instead, the anti-windup method offers a more suitable approach. It has been well studied
in literature. Krikelis [94] studied the performance of an “intelligent” integrator, which
was disabled in the presence of saturation. Later, Hanus [95] presented the “conditioning”
technique, which added a corrective signal to attenuate the effect of windup rather than
altering the integrator behaviour. The work of Astrom and Campo [7, 96] presented a
generalised approach to accounting for windup due to saturation. These methods provide
a good groundwork for development of the linear disturbance observer for anti-windup.
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Figure 2.10: A comparison of controller performance with explicit actuator consideration (MPC)
and without (MOCA) when the controlled plant has low actuator bandwidth, demonstrating the
resulting performance degradation not seen for higher bandwidths. Reproduced from [8].

2.4.2 Actuator Dynamics

Some literature can be found which makes use of actuator dynamics in control design.
Groves [97] studied the design of a linear quadratic controller for a hypersonic air breathing
vehicle. In this work, actuator dynamics models were embedded in the plant model used
for control design. The actuator augmentation was not the main focus of the study,
so no comparison of performance with or without the consideration of the dynamics is
conducted. It is discussed that inclusion of the dynamics allows for consideration of
the actuator bandwidth in control design, with anecdotal discussion regarding improved
respect for saturation. No consideration is made of the availability of the actuator states
for feedback; however in the case of the plant being studied it would not be unreasonable
to assume these states are measured aboard such a vehicle. The same could not be
said for small UAVs. Goh [98] conducted an in depth analysis on the effect of ignoring
actuator dynamics on system stability. It was also shown that a large body of prior work
falsely assumed that actuator dynamics could be assumed negligible. Lou demonstrated [8]
that a model predictive controller with explicit consideration of actuator dynamics was
able to outperform control schemes without actuator dynamics. The study conducted by
Lou demonstrated that this was a function of the modelled actuator dynamics, as the
performance difference decreased as the actuator bandwidth increased (i.e. tended toward
no actuator dynamics).

The key point of these investigations is that actuator dynamics play a critical role in
the application of theoretical controllers to a physical plant. As was demonstrated by
Lu [89], a consideration of actuator dynamics allows for improved DOBC performance. In
the literature, the unmodelled actuator dynamics was shown to degrade control perfor-
mance. It is possible that not accounting for actuator dynamics in the observer may limit
disturbance estimation performance. As with saturation, it may be that not considering
actuator dynamics would require the observer to be tuned for suboptimal performance to
avoid stability problems. In essence, actuator dynamics is a similar problem to windup
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due to saturation, as it represents a difference between the controller demand and the ap-
plied action. As shown by Lu [89], there is scope for including actuator dynamics within
the observer. The work by Groves [97] also demonstrates that it is possible to include
actuator dynamics in a state space model for control design. The combination of these
ideas may yield similar improvements to observer performance as was seen through explicit
anti-windup design [93].

2.5 Research Motivations

From the conducted literature review, the problem of small UAV vulnerability to external
disturbances has been demonstrated. It was also shown that a large body of work exists
which studies the effect of external disturbances on high level UAV control. However, in
this research it is generally assumed that an appropriate low level controller exists which
is able to track the demanded aircraft attitude.

With small UAVs being far more accessible to a wider range of people than conventional
aircraft, some different considerations are also needed for control design. It is more likely
that these aircraft will be operated by small companies or individuals, who may not have
the understanding needed to apply some of the more advanced control schemes. A key
motivation in this research then is to determine if the simpler, linear versions of controller
and DOBC augmentation are suitable for application to flight control in these instances.
Obtaining a linear state space model is more achievable than a fully non-linear model, and
will make the method more accessible. Additionally, the DOBC augmentation will allow
for robustness and recovery of nominal control performance in the presence of modelling
errors, which is also expected.

The literature review has shown that DOBC is a method which is able to account very
well for both internal and external disturbances. It has been shown in many applications
of flight control that the addition of DOBC makes a system much more robust to large
disturbances which may otherwise lead to instability. This suggests that it would be highly
beneficial to apply this method to the flight control of small UAVs which are subject
to significant disturbances. Less considered are the internal disturbances resulting from
modelling uncertainty. Due to the nature of their operation and construction, it is expected
that the flight characteristics of a small UAV will vary between flights. Changes to payload,
battery location or even light damage are potential sources for these disturbances, which
would need to be accounted for.

Application of this method to flight control brings with it some additional considera-
tions which are not thoroughly studied in literature. The problem of control saturation
needs to be studied in more detail. It is likely to have a significant effect on the perfor-
mance and stability of the applied DOBC. An investigation into these effects would be
very beneficial to the future development and application of the method to small UAV
flight control. Such a solution would be applicable to nearly all physical systems subject
to actuator constraints.

Closely related to saturation are the dynamics of the actuators themselves. A large
portion of research on flight control is conducted in simulation, where actuator dynamics
are often neglected. When it comes to flight testing, it is no longer possible to simply
assume the actuator dynamics are negligible. It would be of great benefit to the research
topic of DOBC if the effects of actuator dynamics could be investigated.

Ultimately, the best proof of any results from such research should come from flight
test data, as these problems are concerned with the physical application of the method.
Flight testing will form a significant portion of the research work, as such a suitable flight
test platform must be developed.
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Chapter 3

Advanced Low Level Control
Flight Test Platform

Figure 3.1: Data flow within the ROS enabled autonomous vehicle system used in aerial vehicles
within LUCAS. General data flow is shown along with the offboard control path (dash-dot) and
the manual override switch (dash-dash).

Within Loughborough University Centre for Autonomous Systems (LUCAS), a standard
autopilot is used for all airborne vehicles, both rotary and fixed wing. At the heart of the
system is a Pixhawk Commercial off the Shelf (COTS) autopilot which is very popular in
the hobbyist autonomous flight area. The Pixhawk provides a range of sensors including
Inertial Measurement Unit (IMU), Global Positioning System (GPS) and airspeed. In
the standard configuration, commands can be taken directly from the pilot through a
radio control link, to a range of autopilot modes from direct actuator control to high level
position commands. The Pixhawk can track these user inputs, as well as offering the
ability to complete fully autonomous missions which have been uploaded to the autopilot.
With the use of the PX4 firmware, additional features are enabled. Most notably, an
additional input route becomes available in the “offboard” control mode. In this mode, an
external companion system (such as a Raspberry Pi) can replace the human inputs. This
means the external source can provide inputs ranging from high level position commands
down to low level direct actuator commands. This is a key feature in allowing research of
experimental low level control methods.
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Figure 3.2: The internal components of the Skywalker X8 which allow for remote control and
autonomous flight.

The physical manifestation of this system is shown in Fig. 3.2. Data is transferred
between the companion system and the Pixhawk with a wired serial connection, using
the industry standard MAVLink protocol. This means the companion system can be
fairly generic, in that it is only required to support MAVLink communication. Within
LUCAS, the Robot Operating System (ROS) framework has been utilised to provide a
standardised means for data reception and transmission within the companion system.
Due to excellent support from MATLAB/Simulink, controllers can be designed within
Simulink and then compiled to run aboard the companion system. This is a considerable
advance over previous methods, which required the control to run on a desktop/laptop
computer, relying on WiFi for communication. This prior method had significant latency
as well as being prone to connection loss. This limited its application to the study of
high level control algorithms, with the Pixhawk being used for low level control. With the
system described herein, low level controllers run onboard the companion system with a
reliable, high speed data link. This allows for testing of low level control algorithms.

Another key feature of this system is the reliable manual override of offboard control.
As depicted in Fig. 3.1, a permanent remote is able to switch back to the Pixhawk autopilot
at any time. This is crucial, as experimental control algorithms are by nature sometimes
unreliable and unpredictable. Keeping the Pixhawk autopilot separate and unaltered
provides a reliable backup control solution in case of failure of the custom control. This
allows safe flight testing of experimental control methods.

3.1 Key System Components

The key aspects of the described system are discussed herein. Of particular focus is
the methodology for design and application of custom control code and the supporting
components thereof.

3.1.1 Pixhawk Autopilot

The Pixhawk is a widely available and commonly used autopilot which can be configured
to operate a range of vehicles. A key aspect of this autopilot is the internal processor,
which is capable of not only running the low level control algorithms but also of converting
its sensor data to the MAVLink data protocol, as well as reading data input using the
same protocol. This allows the companion system to interface directly with the autopilot,
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Table 3.1: A summary of the key Pixhawk autopilot operation modes.

Mode Human Input Pixhawk Function

Manual Actuator Deflections Pass through

Fly By Wire Attitude angle commands,
throttle setting

Low level control to track
given attitude angles

Mission Pre-defined mission trajectory Low level attitude control and
high level trajectory tracking

with low latency access to the onboard sensors. Data is available at a reliable 50Hz for
fixed wing aircraft. This is a sufficient data rate for accurate low level control. Previous
autopilots used in LUCAS allowed for data at around 10Hz, with additional latency due
to the interface method. This was not sufficient for external low level control.

The Pixhawk also features onboard logging of all its data at the same 50Hz. This
is extremely useful for collection and post processing of flight test data. Further, in
flight monitoring of the aircraft is also possible through additional radio communication
hardware.

The Pixhawk offers a range of control modes, the most relevant of which are sum-
marised in Table 3.1. In offboard mode, the Pixhawk can perform all of the given functions,
taking input from the companion computer instead of the operator.

The Pixhawk also has safety features. For example, in case of loss of signal with the
operator (due to equipment fault or excessive range), the Pixhawk can return to the launch
location and circle overhead until communication is restored. Further, in case of failure of
the autopilot itself, the Pixhawk fails to a pass through condition, allowing the operator
to regain control in manual mode and return the aircraft to land.

Overall, the Pixhawk autopilot is a very good choice due to the flexibility it offers the
operator for a reasonable entry price. A large community exists which is able to provide
support to users.

3.1.2 Raspberry Pi Companion Computer

The Raspberry Pi (RPi) 2 is used as the companion computer for all vehicles in LUCAS.
This system runs Ubuntu 14.04 as the operating system. Another key aspect is ROS, which
is primarily a system of transferring data between various autonomous vehicles. Within
this work, it is mainly used to interface between Simulink controllers and MAVLink,
allowing connection to the Pixhawk.

The RPi has a low power consumption of 5 watts in operation, and is very light, so
does not affect aircraft flight time in a noticeable way. Despite the low power and small
size, the system is very capable. A fully featured low level control algorithm running at
50Hz typically operates on less than 25% of a single core capacity, of which the RPi has
four. The result is that the RPi is able to run low level algorithms at a consistent rate,
while running all the data protocols necessary for operation, with plenty of processing
power to spare. This consistency is critical for low level control testing. Once a controller
has been compiled to the RPi, it can be configured to run automatically at boot. This
allows for controllers to be compiled within the LUCAS facilities. The aircraft is then
ready to be taken to the flight testing area and will automatically activate the controllers
when the aircraft is powered.

3.1.3 Simulink Control Design

MATLAB and Simulink are software packages widely used in control design, analysis
and simulation which are ubiquitous in industry. Simulink in particular allows for easy
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Figure 3.3: An example Simulink model showing data input from ROS (red), control calculations
(blue) and publishing control demands back to ROS (yellow).

design of control systems using a graphical input system. The most important feature
of Simulink used in this work is support for the ROS framework of communication, and
auto-code generation.

ROS Integration

Assuming that the vehicle or system to be controlled has been appropriately configured for
use with ROS (as is the case for the Pixhawk and RPi used herein), Simulink integration is
straightforward. Using “Subscribe” and “Publish” blocks provides data input to Simulink
and output to ROS, respectively. This is shown in Fig. 3.3, with attitude data being
read in, control calculations performed to generate the demanded aileron and elevator
commands which are then published back into the ROS network.

Depending on configuration, it is also possible to combine data from multiple sources.
For example, two UAVs could exhange position data as long as they had an established
network connection. This was used during the course of this thesis to obtain VICON mo-
tion capture data about the aircraft actuators. However, this also relied on an established
network link between the aircraft and the VICON PC. This is easily facilitated through
the RPi, which can be connected to an appropriate network device.

An additional benefit of this structure is that initial controller development can be
conducted by running the controller in Simulink on a desktop PC, with data being read
from and published to the aircraft over a network connection. This could be used for
debugging and initial investigations into the controller function. This method was not
suitable for flight testing, as it relied too heavily on the network connection.

Simulink Auto Code Generation

To take advantage of the low latency serial connection, controllers in Simulink could be
converted to code which could be compiled and run onboard the RPi, as shown by the
“Custom Control” element in Fig. 3.1. Generally this process is seamless, with Simulink
ensuring that the code is transferred to the RPi and compiled onboard. However, issues
were encountered. Certain blocks caused failure of the compiled controller when trying to
run on the RPi.

Due to the auto code generation process, determining which elements caused these
issues was slow and difficult. It generally required a process of elimination to be conducted
until the offending element was identified. One such example was the “Absolute Value”
block, which simply calculates the absolute value of a real number. This was solved by
implementing the absolute calculation using basic mathematical blocks instead. However,
identifying the block as the source of the error was not trivial.

Additionally, continuous time blocks required discretisation to run successfully in the
discrete controller. Integrators and filters were the most common sources of this. Ad-
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Figure 3.4: The RC transmitter generally used in flight testing.

Table 3.2: An overview of the available control inputs on the RC transmitter, the number of that
type of input, the range (and number of discrete steps in the range) along with the common use
for that input type.

Count Range (Resolution) Common Use

Primary 4 −1 ≤ x ≤ 1 (1000) Roll, pitch, yaw and throttle input

Secondary 2 0 ≤ x ≤ 1 (3) Autopilot modes

Tertiary 2 0 ≤ x ≤ 1 (100) Control gains

ditionally, it was necessary to ensure the controllers ran at their pre-determined discrete
pace. This feature is well supported by Simulink, as it would be a common consideration
for all users. Use of the “Simulation Pace” block with appropriate parameters ensured
that the controllers ran at a consistent discrete pace.

Operator Control Interface

An additional consideration was the need for the aircraft pilot commands to be entered
into the offboard controllers. As shown in Fig. 3.1, Radio Control (RC) transmitter inputs
could be read by the custom control systems running on the RPi. The transmitter used
for flight control is shown in Fig. 3.4, with primary, secondary and tertiary flight controls
highlighted. Table 3.2 contains some additional information on the control availability.

The range of control inputs allowed for selectable control modes in flight, even in
offboard mode. For example, once control had been handed to the offboard control system,
a secondary control switch could be used to toggle between 3 separate controller modes
(e.g. enabling DOBC). Furthermore, use of the tertiary inputs allowed for in flight gain
tuning, if the controller was designed appropriately. Overall, this system allowed for a large
range of tests to be conducted in a single flight. Apart from saving time, this was essential
for comparing the performance of various controllers in similar external conditions.

Simulink Simulation Interface

In Chapter 4, simulation environments are described. The numerical simulation environ-
ments are produced in Simulink. The additional verification simulation, X-Plane, is also
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designed to work with Simulink. The result of this is that a controller can be designed and
tested quickly in numerical simulation. From there, it can be transferred on to the X-Plane
validation simulations and on to flight testing. No work is needed to redesign/recode the
designed autopilot during this process. The only changes required are data sources and
sinks, which is trivial for the most part. This allows for rapid and seamless transition
between the environments, making for very efficient work flow.

3.2 Conclusions

The platform described has been the subject of a large portion of the work during this
thesis. It was essential to develop a method which was suitable to low level control testing,
while allowing for rapid development of controllers.

A system has been designed which requires minimal effort to move from initial nu-
merical simulation, to verification and eventually flight testing. Control schemes can be
developed and tested very quickly. Most issues are identified during numerical simulation
and can be addressed easily. Once the controller has reached flight testing, it becomes
difficult and time consuming to iterate on control design if testing produces issues.

The developed system is a key enabler in a number of the developments in this thesis.
Without flight testing, the true importance of many benefits herein are lost and addition-
ally some would never have been identified.
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Chapter 4

Modelling and System
Identification of a Small Fixed
Wing UAV

Figure 4.1: The Skywalker X8 fixed wing UAV.

4.1 Platform Introduction

The majority of the work in this thesis is conducted using the Skywalker X8 (X8) shown
in Fig. 4.1. This aircraft is representative of small fixed wing UAVs, which are booming
in research and commercial applications. Although the majority of work is conducted on a
single platform, the techniques and methods are equally valid and applicable for any small
UAV. Furthermore, some of the developments herein (particularly those associated with
actuator dynamics) would have more noticeable benefits for larger aircraft with slower
dynamics and actuators. This will be discussed in the appropriate sections of the work.

Unlike a conventional aircraft configuration, the X8 is a flying wing which has no
tailplane. Conventionally, an aircraft has 3 aerodynamic control surfaces: ailerons for
roll, elevator for pitch and a rudder for yaw. The X8 is equipped only with elevons on
the main wing; this means that both roll and pitch control is provided by deflection of
these surfaces. The X8 has no direct yaw control although passive stabilisation is given
by the winglets. However it is worth noting that the aircraft is still suitably modelled by
the general aircraft dynamics models usually used in flight dynamics work. The aircraft
has no landing gear and is generally hand launched, although catapult systems exist for
heavier configurations. Landing is performed by sliding the aircraft belly along the floor;
this requires careful and precise piloting to ensure the aircraft is not damaged.

29



4. Modelling and System Identification

The wingspan of the aircraft is 2.12m, and is generally operated at a weight of around
3kg, depending on sensors being used. Elevon actuation is provided by a pair of electronic
servo actuators. The servos are connected to the control surface through a rigid pinion
bar. These electronic servo motors offer very rapid deflection rates compared to hydraulic
systems typically used on larger aircraft, which suggests they would offer faster and better
flight control. Thrust is provided by a 3 phase brushless motor rated at 780 watts driving
a 12 inch propeller. This powerful propulsion system allows the aircraft to take off rapidly
and overcome non-ideal hand launches. A sustained climb of 60◦ is easily possible.

4.2 Aircraft Dynamic Modelling

To accurately model the aircraft dynamics, a range of issues must be considered. Generally,
the motion of a body through space is governed by Newton’s second law of motion, which
states

F = ma,

better known as “force is equal to mass times acceleration”. However, for an aircraft,
the forces which govern translation result from the motion of the aircraft through the
air. Therefore, we must establish reference frames which allow for the calculation of such
forces correctly. Further, the inclusion of wind into the model makes relation of the motion
relative to the world even more complicated.

To address this task, a host of required reference frames are defined along with the
operations to transfer between them. Following this, the kinematic and dynamic motion
of the aircraft is quantified, which must consider the interactions brought about by a
model which allows for not only translation, but also rotation. From this, relating forces
generated relative to the aircraft to the motion relative to the world is considered.

4.2.1 Coordinate System Definitions

To describe the motion of a UAV, several coordinate systems will be needed.

Inertial Frame - Γ i

The inertial, also referred to as the world frame, is Earth fixed with an arbitrarily defined
origin. This frame is indicated in Fig. 4.2 by xi, yi and zi, which are directed to face
North, East and down to the Earth centre. respectively. This is referred to as a North
East Down (NED) coordinate system. The NED system is chosen as it follows the conven-
tion used in the majority of aeronautical research and textbooks. It is generally assumed
that such a coordinate frame is based on the assumption of a flat non-rotating earth. This
is assumed in this work, and is a valid assumption for UAV dynamics.

Vehicle Frame - Γ v

The vehicle frame origin is defined as the centre of gravity for the aircraft; however, the
rotation is such that Γ v axes align with the inertial frame axes Γ i. This frame is used to
describe translational motion.

Body Frame - Γ b

The body frame also has its origin at the vehicle centre of gravity, thus coinciding with
the origin of Γ v. The axes of Γ b are described by xb,yb and zb, where xb is defined to
point out of the aircraft nose, yb points along the starboard wing and zb points out of the
aircraft belly. However, Γ b differs from Γ v in that it also describes the rotation of the
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aircraft body. In Fig. 4.2, the two frames are shown with the aircraft having undergone a
ψ1 = 90◦ rotation about the zb axis.

θ

ϕ

ψ

zb

yb

xb
ψ1

yi
xi

zi
Fi

Fb

xv

yv

zv

Fv

Figure 4.2: The three main reference frames used in derivation of aircraft dynamics, imposed on
the Skywalker X8.

The angle ψ is part of a more general system of describing aircraft orientation, known
as the Euler angles. The three angles are roll, pitch and yaw which are denoted as φ,
θ and ψ respectively. These are indicated in Fig. 4.2. The Euler angles are commonly
used in aircraft dynamic literature [99], as they offer an intuitive and clear description
of the aircraft attitude. The body frame orientation is defined by a series of rotations
to transform from either Γ i or Γ v. In the case of rotation, as Γ v and Γ i are aligned in
orientation they are equivalent in the transformation. The order of rotations is significant
in this operation; commonly in flight dynamic ZY X, or yaw-pitch-roll, is used as the
rotation ordering. Using this system we can transform from the inertial to body frame
angles. First by rotating about z by ψ. The result is an intermediate rotation frame. In
this new intermediate frame, now rotate about y by θ, which gives the second intermediate
rotation frame. Finally, from the second intermediate frame, rotate about x by φ, which
completes the transformation. This can be expressed compactly by a rotation matrix Rb

i ,
where

Rb
i =

1 0 0
0 cosφ sinφ
0 − sinφ cosφ

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

 cosψ sinψ 0
− sinψ cosψ 0

0 0 1

 ,
=

 cos θ cosψ cos θ sinψ − sin θ
sinφ sin θ cosψ − cosφ sinψ sinψ sin θ sinψ + cosφ cosψ sinφ cos θ
cosφ sin θ cosψ + sinφ sinψ cosφ sin θ sinψ − sinφ cosψ cosφ cos θ

 .
Rb
i is often referred to as the Direction Cosine Matrix (DCM). This represents a very

important and often used coordinate transformation in aircraft dynamics. Positive angles
are defined by the right hand rule; more intuitively, all angles of rotation would be positive
in a coordinated climbing turn to the right, from a North facing orientation.

Wind Frame - Γw

The majority of the work surrounding aerodynamics is conducted in the wind frame. The
xw axis of the wind frame is aligned with the airspeed vector, Va. The relationship is
shown in Fig. 4.3. The transformation is achieved by first rotating about the yb axis by
α, then about the zb axis by β. This is defined as a rotation matrix Rw

b ,
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Rw
b =

 cosα cosβ sinβ sinα cosβ
−cosα sinβ cosβ − sinα sinβ
− sinα 0 cosα



zb
α

Va

β
xb

yb

zw

yw

xw

Figure 4.3: The relationship between body and wind frames described by the angles of attack
and sideslip.

4.2.2 Relating Air, Wind and Ground Speed

Generally, the motion of a body is modelled in the inertial frame. For aircraft, however, the
forces and moments which govern the inertial motion are most readily expressed relative
to the motion of the aircraft in the surrounding air. This requires careful consideration
in the modelling process. Consider a seagull which is able to hover motionless relative to
a beach on a windy day; this is only possible as the velocity of the wind relative to the
beach (inertial frame) is high, allowing the seagull to generate the required lift to resist
gravity with no inertial motion. This must be explicitly accounted for in calculations of
aircraft dynamics. This effect is substantially more influential on small UAVs than larger
aircraft. To understand why, consider the formulation of the airspeed vector

Va = Vg − Vw, (4.1)

where Va is the velocity of the UAV relative to the air, Vg is the velocity of the UAV
relative to the ground and Vw is the velocity of the wind relative to the ground. A small
aircraft will generally have an airspeed vector which is much smaller in magnitude than
that of a larger aircraft. As described by (4.1), as Va → 0, the effect of Vw on the motion of
the aircraft over the earth, Vg, becomes increasingly more significant; the magnitude of the
wind speed is independent of the aircraft flying through it. If this work were considering
the motion of a hypersonic vehicle in the atmosphere, it would not be an unreasonable
assumption to disregard the Vw term in (4.1) as Vg >> Vw, therefore Va ≈ Vg.

First, we express the aircraft velocity relative to the ground as

V b
i =

 urvr
wr,


where the velocities are expressed in the body frame. If we let wn, we and wd be the wind
velocity components in the xi, yi and zi (or north,east and down) directions, the wind
components in the body frame would then be given by

V b
w =

uwvw
ww

 = Rb
i

wnwe
wd

 .
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If we also define Va as the total airspeed of the aircraft, then Va can be expressed in the
wind frame as

V w
a =

Va0
0

 .
Further, defining u, v and w as the body frame components of the airspeed vector we can
write

V b
a =

uv
w

 =

ur − uwvr − vw
wr − ww

 . (4.2)

In the later developed simulations, u, v and w are key quantities used to calculate the
dynamics of the aircraft, as it is the airspeed components which define the forces and
moments which govern the dynamics of the aircraft. Typically, airspeed is the measured
quantity supplied by aircraft; we can express the body components as

V b
a =

uv
w

 = Rb
w

Va0
0


=

cosα cosβ −cosα sinβ − sinα
sinβ cosβ 0

sinα cosβ − sinα sinβ cosα

Va0
0

 ,
more compactly, this equates touv

w

 = Va

cosα cosβ
sinβ

sinα cosβ

 . (4.3)

Commonly, the calculations for aerodynamic forces and moments are functions of airspeed,
α and β. We can rearrange (4.3) to

Va =
√
u2 + v2 + w2

α = tan−1
(w
u

)
β = sin−1

(
v√

u2 + v2 + w2

) (4.4)

4.2.3 Dynamics and Kinematics

First, considering the position of the aircraft in the inertial frame, we can defineṗxṗy
ṗz

 = Rv
b

urvr
wr

 =
(
Rb
i

)T urvr
wr

 , (4.5)

where px, py and pz are the positions in Γ i along the respective axes. Rv
b would be the

rotation matrix to move from the body frame Γ b to the vehicle frame Γ v; as Γ b and Fi
are aligned, we can use the transpose of the DCM to relate the body axis velocities to the
inertial frame. To aid intuitive discussion later, we define the altitude h as

h = −pz,
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a common approach in the literature.
Due to the nature of Euler angle representations, with each being defined based on

a different set of previous rotations, subsequent definition of the angular rates is not as
simple as taking the derivative of the angle. By taking this into consideration, we can
define

pq
r

 =

φ̇0
0

+

1 0 0
0 cosφ sinφ
0 − sinφ cosφ

0

θ̇
0


+

1 0 0
0 cosφ sinφ
0 − sinφ cosφ

cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ

0
0

ψ̇

 ,
which compacts to

ωb =

pq
r

 =

1 0 − sin θ
0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

φ̇θ̇
ψ̇

 , (4.6)

where p,q and r are the roll, pitch and yaw rates. From inspection it is quite clear that
when the angles are small, (4.6) can be approximated by

p = φ̇,

q = θ̇,

r = ψ̇.

For clearer use in later definition of the full model, it is beneficial to rewrite (4.6) to
describe the rate of change of the Euler anglesφ̇θ̇

ψ̇

 =

1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ

0 sinφ
cos θ

cosφ
cos θ

pq
r

 (4.7)

4.2.4 Rigid Body Model

Application of Newton’s second law requires that the motion is calculated relative to a
fixed frame of reference. Using the ground may seem like the obvious choice, as it has
no capacity to move in our definition. However, the forces and moments are generated
according to the aircraft body motion, as well as containing the sensors and control surfaces
which interact with these forces. For these reasons, the derivation is carried out entirely in

the aircraft body frame. We therefore use V b
i for velocities, and define F =

[
fx fy fz

]T
as a vector containing the forces acting on the principle axes of Γ b.

Translation

First, to describe the translation of the aircraft, we write Newton’s second law as

m
dV b

i

dti
= F , (4.8)

where m is the (assumed) constant mass of the aircraft. It is important to note that the
derivative d

dti
is based in the inertial frame, as required by the second law. However, it
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would be more useful to also express this in the aircraft body frame. To achieve this,
angular velocity must also be taken into account

dV b
i

dti
=
dV b

i

dt
+ ωb × V b

i , (4.9)

Substitution of (4.9) into (4.8) yields

m

(
dV b

i

dt
+ ωb × V b

i

)
= F . (4.10)

Here,
dV b

i
dt is the derivative of inertial velocity in the body frame, as observed from the

moving body. As it was earlier defined that u, v and w are the components of Vi in the
body frame. This leads to

dV b
i

dt
=

u̇v̇
ẇ

 , (4.11)

combining (4.11) with (4.10) results inu̇v̇
ẇ

 =

rv − qwpw − ru
qu− pv

+
1

m

fxfy
fz

 . (4.12)

With (4.12), the acceleration of the aircraft has been described in Γ b by forces acting in the
same axes. This allows for intuitive description of the motion based on forces calculated
in a convenient frame.

Rotation

As with translation, we aim to derive the rotational accelerations in Γ b based on moments
in the same frame. First, the rotational acceleration is given by

Iθ̈ = M

where M is the sum of moments acting on a body with moment of inertia I and rotational
acceleration θ̈, where θ is used here to represent a generalised angle.

Before developing the method, it is useful to define an auxiliary variable to simplify
the appearance of the subsequent derivations, so let

j = Ibωb,

where

Ib =

Ixx Ixy Ixz
Iyx Iyy Iyz
Izx Izy Izz

 ,
is the inertial tensor matrix. Generally, aircraft are symmetrical about the xbzb plane, so
Ixy = Iyz = Iyx = Izy = 0. Further, for the Skywalker X8 the aircraft is almost entirely
symmetrical about the xbyb plane due to the mostly symmetrical fuselage, lack of landing
gear and small vertical stabilisers. Therefore we also assume that Ixz = Izx = 0.

To begin, we once again define the derivative of the motions

dj

dti
= M , (4.13)

35



4. Modelling and System Identification

where M =
[
L M N

]T
is the vector containing the moments applied on each axis.

Transforming (4.13) to the body frame gives

dj

dti
=
dj

dtb
+ ωb × j = M . (4.14)

The moments of inertia for the aircraft are assumed constant, as was assumed with the
overall mass. This is important as, to expand the derivative term, we must employ the
chain rule

dj

dtb
=
dIb
dtb
ωb +

dωb
dtb

Ib,

where dIb
dtb

= 0. Taking this into (4.14) gives

Ib
dωb

dtb
+ ωb × (Ibωb) = M .

Now we can rearrange the equation as

dωb

dtb
= I−1

b [−ωb × (Ibωb) +M ] .

Finally, we can write

ṗq̇
ṙ

 =


1
Ixx

0 0

0 1
Iyy

0

0 0 1
Izz


 0 r −q
−r 0 p
q −p 0

Ixx 0 0
0 Iyy 0
0 0 Izz

pq
r

+

LM
N



=


Iyy−Izz
Ixx

rq + L
Ixx

Izz−Ixx
Iyy

rp+ M
Iyy

Ixx−Iyy
Ixx

qp+ L
Izz

 . (4.15)

The Six Degrees of Freedom (6DOF) dynamics of the aircraft have been defined by
(4.5), (4.7), (4.12) and (4.15). The definition is complete, and aligns with the general
fixed wing UAV model [99], but relies on as yet undefined forces and moments. The
contributions to these forces and moments will come from aerodynamics, gravity and the
propulsion system.

4.2.5 Forces and Moments

The dynamics equations defined previously can be used to model almost any fixed wing
aircraft, regardless of size or configuration. The difference is described by the forces and
moments which govern the dynamic responses. Several sources must be considered,

F = Fa + Fp + Fg,

M = Ma +Mp,

where the superscripts a, p and g represent the contributions from aerodynamic, propulsive
and gravitational forces. In this section, all forces and moments are taken to act in Γ b,
unless explicitly stated otherwise.
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Figure 4.4: A typical pressure distribution over an aerofoil. High and low pressure is indicated
by the dark and light areas, respectively.

Gravity

The effect of gravity only depends on the mass of the aircraft, and the gravitational
constant. The force acts directly along the zv axis, so must be transformed into Γ b by
(4.16).

Fg = Rb
v

 0
0
mg

 . (4.16)

Since gravity acts on the origin of Γ b, it produces no moment.

Aerodynamics

For conventional aircraft, the aerodynamic forces stem from the main wing, body, tailplane
and potentially landing gear. The X8, as a flying wing without undercarriage, does not
need to consider the tailplane or landing gear; the fuselage contributions can be also
combined with the wing contributions. In Fig. 4.4, a typical wing section is shown along
with the pressure distribution and associated forces and moments.

Forces produced by the wing result the sum of high and low pressure distributions
which act on the lower and upper sections, respectively. As the Angle of Attack (AoA)
of the wing changes, the pressure distribution also varies, altering the net forces on the
wing. Studying the forces in terms of pressure distributions would be rather cumbersome.
Instead, the net effect can be represented by 3 components: the lift force, Flift, the drag
force Fdrag and the pitching moment Mpitch. These forces can be expressed as

Flift =
1

2
ρV 2

a SCL,

Fdrag =
1

2
ρV 2

a SCD,

Mpitch =
1

2
ρV 2

a SCM ,

(4.17)

where ρ is the air density, S is the plan form wing are and C(·) represents the coefficient
associated with the subscript. The coefficients are usually non-linear; an example lift-curve
slope is given in Fig. 4.5. In the region of −5◦ ≤ α ≤ 9◦ for the curve shown, the slope
is mostly linear. As the stall point of α ≈ 15◦ is approached, the slope reverses, with lift
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Figure 4.5: An example lift coefficient for the NACA 4415 aerofoil demonstrating how lift coef-
ficient changes with angle of attack.

coefficient reducing. For the work in this thesis, it is assumed that the aircraft is always
operating well below the stall point, and as such only the linear region is considered. A
similar assumption is conducted for the remaining coefficients as well.

Doing so means that the considered flight envelope can be modelled accurately with a
linear function; an example for CL is given as

CL =CL0 +
∂CL
∂α

α+
∂CL
∂q

q +
∂CL
∂δe

δe. (4.18)

(4.19)

Typically this is then non-dimensionalised to be a function of coefficients and flight vari-
ables. Only q requires adjustment to non-dimensionalise; using c̄

2Va
, where c̄ is the standard

mean chord, is commonplace. The resulting functions for CL, CD and CM are then given
as

CL = CL0 + CLαα+ CLq
c̄

2Va
q + CLδe δe,

CD = CD0 + CDαα+ CDq
c̄

2Va
q + CDδe δe, (4.20)

CM = CM0 + CMαα+ CMq

c̄

2Va
q + CMδe

δe.

These forces must be converted to the body frame to be compatible with the equations
developed previously. This is done by applying a transformation,[

Fx
Fz

]
=

[
cosα − sinα
sinα cosα

] [
−Fdrag
−Flift

]
. (4.21)

The relationships in (4.17) and (4.21) fully describe the longitudinal motion of the
aircraft, completing 3 of the 6 degrees of freedom. The remainder of the motion is contained
in the lateral dynamics. These are described similarly to the longitudinal dynamics, give
as
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Fy =
1

2
ρV 2

a SCy,

L =
1

2
ρV 2

a SCl,

N =
1

2
ρV 2

a SCn,

where Fy is the force along the zb axis, L is the moment about xb and N is the mo-
ment about zb which are governed by their associated coefficients Cy, Cl and Cn. The
components of these coefficients are given as

Cy = Cy0 + Cyββ + Cyp
b

2Va
p+ Cyr

b

2Va
r + Cyδa δa + Cyδr δr,

Cl = Cl0 + Clββ + Clp
b

2Va
p+ Clr

b

2Va
r + Clδa δa + Clδr δr, (4.22)

Cn = Cn0 + Cnββ + Cnp
b

2Va
p+ Cnr

b

2Va
r + Cnδa δa + Cnδr δr.

where δa and δr are the aileron and rudder deflection angles respectively. It is important
to note that the lateral components are already aligned with Γ b and as such require no
transformation into the body axis to apply the dynamics equations of (4.12) and (4.15).
This property makes formulation of these forces in Γ b preferable.

It is possible to transform the relationships in (4.20) to the body frame. This is given
as

Cz = Cz0 + Czαα+ Czq
c

2Va
q + Czδe δe,

Cx = Cx0 + Cxαα+ Cxq
c

2Va
q + Cxδe δe, (4.23)

Cm = Cm0 + Cmαα+ Cmq
c

2Va
q + Cmδe δe.

As the pitching moment was already based in Γ b it remains unchanged. The model of
aerodynamic forces and moments on the aircraft is now fully described by (4.22) and
(4.23), although it remains to define the coefficients themselves. The formulation of these
coefficients determines the accuracy of the simulation model produced. A fully non-linear
model results when, for all coefficients, variations in both α and β are considered. For
example, it is possible to define

Cx = Cx0 + f(α, β, p, q, r, δa, δe, δr), (4.24)

which would be necessary to fully define the behaviour of the aircraft. However, such a
detailed formulation is not conducive to control design. The application of these formulae
assume that the Cx and Cz coefficients are not affected by variations in β. While this
results in a small loss in accuracy, the model becomes much simpler. This compromise
is deemed reasonable as the magnitude of sideslip introduced by wind gusting is quite
small, while lasting for short periods of time. This results in minimal effect on the aircraft
dynamics for most operating conditions. These effects can then be considered as part of
the lumped disturbances, which can be mitigated by DOBC.

Due to the assumptions made in this section, the resulting model will not be fully
accurate. It will, however, provide a highly representative model of the aircraft in the
considered flight envelope. Additionally, simulation results are verified with flight test
data where sideslip effects will be present. Sufficient performance in flight testing will
alleviate any concern on modelling accuracy.
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Wind Gust Modelling

In some later work, control performance in the presence of stochastic wind gust distur-
bances are considered. The nature of wind gust disturbances has been studied and is well
understood in literature. One method for modelling gusts as a statistical model is the von
Karman turbulence spectrum [100]. As an overview, this model produces wind gusts by
passing white noise through a time invariant filter given by the von Karman model. The
major drawback of this system is that it does not result in a rational transfer function,
which can limit its application. A rational approximation of this method is given by the
Dryden model, which is widely known to produce acceptably accurate results [101]. The
Dryden transfer functions are given by

Gu(s) = σu

√
2Va
Wu

1

s+ Va
Lu

,

Gv(s) = σv

√
3Va
Wv

(
s+ Va√

3Lv

)
(
s+ Va

Lu

)2 ,

Gw(s) = σw

√
3Va
Ww

(
s+ Va√

3Lw

)
(
s+ Va

Lw

)2 ,

where W(·) and σ(·) are the spatial wavelengths and turbulence intensities for the associated
axes and Va is the vehicle airspeed. This formulation implies that a constant airspeed is
used. Further definitions of these parameters can be found in MIL-F-8785C, a US Military
specification. More conveniently, parameters applicable to small UAVs are specified in
[102]. Expanding the formulation of Vw from (4.1) gives

Vw = Vwc + Vwg , (4.25)

where Vwc is a constant wind vector and Vwg is a gusting component. It makes most
sense to define Vwc in Γ i, as global wind acts in this frame. The gusting component is
conventionally formulated in Γ b. To relate the global and gusting components we first
define

N3
w =

N1
w

N2
w

N3
w

 , (4.26)

where N3
w is vector of three separate white noise sources, N1−3

w . Now, let

Vwg =

GuGv
Gw

Nw, (4.27)

which then allows the definition of

V b
w = Rb

i

wnwe
wd

+ Vwg , (4.28)

where w(·) is the wind in the North, East and Down (global x, y and z) directions. This
formulation allows the effects of random gusts to enter the aircraft dynamics as they would
in the physical system: by affecting the dynamics through the wind angles given by (4.2)
and (4.4).
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Figure 4.6: The directionality of the Skywalker X8 Elevons

Control Surfaces

The force and moment equations for dynamics are formulated in the traditional control
inputs of aileron, elevator and rudder so that they can be applied to a larger range of
aircraft configurations. For the Skywalker X8, some additional considerations are needed
to map the elevons to the standard control functions. First, the rudder is entirely disre-
garded for the X8, leaving only the aileron and elevators to be considered. The mapping
is simple, given as [

δe
δa

]
=

[
1 1
−1 1

] [
δεL
δεR

]
, (4.29)

where δε denotes the left and right elevon deflection with directionality defined in Fig. 4.6.
This relationship assumes that the effect of the control surface is linear with deflection,
as well as assuming superposition applies. The majority of the work in this thesis will
be conducted in small regions around a trim condition - the same assumption which has
enabled the use of a linear lift coefficient. The same assumption applies in the control
surface model, enabling the use of the mixing relationship given in (4.29).

An additional control surface, or more appropriately actuator, is the aircraft motor.
This is discussed in detail in Section 4.4.

4.2.6 Obtaining Force and Moment Coefficients

The final element to be completed in the aircraft dynamic modelling is the acquisition of
the coefficients. A range of methods are available, from Computational Fluid Dynamics
(CFD) to Parametric Identification (ParID) from flight testing. Another viable source of
data is Bihrle SimGen; a software package intended for producing stability derivatives for
flight simulation environments. Each of these methods have their benefits and drawbacks,
a summary of which is given in Table 4.1.

To decide on the appropriate source, the intended use of the simulation must be con-
sidered for context. The nonlinear simulations will be used to ensure that any designed
controllers which work in a linear environment are generally stable in a non-linear en-
vironment as well. From there, performance will be demonstrated through either flight
testing or industry standard simulation software. The main requirement of the nonlinear
simulation is therefore to capture nonlinear dynamics, and to be easy to use. The exten-
sive work needed to conduct CFD or ParID analysis to obtain the model would not be
an efficient use of time. SimGen offers a better solution in that it is fast and relatively
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Table 4.1: An overview of the various considerations in sources for simulation coefficients

CFD Parametric ID SimGen
Acquiring
Data

Difficult. Requires
additional develop-
ment of CAD model
and definition of CFD
simulation.

Somewhat difficult.
Relies on flight testing
data which needs good
weather and proper
aircraft operation.
May need multiple
data sources

Quite simple: the
software requires some
learning but is straight
forward as input is
geometric.

Processing
Data

Quite difficult. Out-
put requires processing
to transfer to stability
derivatives

Middling: relevant
data must be extracted
from entire flight tests,
with conditioning then
applied. May also need
to synchronise multiple
sources

Minimal: data is in-
tended for use in flight
simulation environ-
ments and is supplied
in stability derivative
form.

Time to
Implement

Very long: time to
produce CAD model,
define CFD environ-
ment, run simulations
and analyse data

Quite long: flight tests
must be planned and
executed, dependant
on weather, data must
be processed

Short, requiring only 3
view photographs and
basic information on
the aerodynamic setup
of the aircraft. Output
in required form

Accuracy Very good - assuming
model and simulation
were done accurately

Variable; highly depen-
dant on sensor quality,
flight test regime and
data processing

Good in linear regions,
non-linear region must
be estimated

simple, while resulting in a sufficiently accurate nonlinear model. SimGen was therefore
the clear choice. A brief overview of the SimGen process is given in the following section.

SimGen Methodology

The first stage of SimGen application is entry of the geometric model into the software.
This is demonstrated for an Embraer 195 in Fig. 4.7. Once the layout of the aircraft has
been specified, SimGen converts the model to a suitable format to be used in the model
prediction software. For the non-US version used, this is conducted using HASC2002 -
an open source software package jointly developed by a consortium of US aerospace and
research institutions.

The open source version of HASC2002 combines a vortex lattice approach with semi-
empirical strake/wing vortex analysis for its aerodynamic modelling. An additional non-
linear module exists but is not available as open access.

Geometry for the X8 was obtained with three view photographs and measurements of
the aircraft. Whilst data on the exact aerofoil used was not available, by matching the
cross section at the root and tip to predefined aerofoils in the UIUC Airfoil Coordinate
Database, a good approximation was reached.

All that remains is to specify the range of AoA and Angle of Sideslip (AoS) to be
studied. A range of −6◦ ≤ α ≤ 12◦ and |β| ≤ 10◦ was selected as it covered the region
of the flight envelope considered in this thesis. SimGen then outputs the full range of
stability derivatives in the body frame; an example of this is given in Table 4.2 for Cz.
Data for Cz and the remaining coefficients are stored in data tables in comma separated
value format, which enables direct input into MATLAB.
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Figure 4.7: An example screen of SimGen model configuration1

Table 4.2: The values of Cz for the Skywalker X8 with α and β, resulting from SimGen analysis.

β (degrees)
-10 -7 -4 0 4 7 10

α
(d

eg
re

es
)

-6 -0.484 -0.496 -0.504 -0.507 -0.504 -0.498 -0.489
-4 -0.281 -0.290 -0.295 -0.297 -0.295 -0.291 -0.286
-2 -0.076 -0.082 -0.085 -0.086 -0.085 -0.083 -0.081
0 0.129 0.127 0.126 0.126 0.126 0.126 0.124
2 0.333 0.335 0.337 0.338 0.336 0.334 0.329
4 0.537 0.542 0.546 0.548 0.545 0.540 0.532
6 0.738 0.747 0.753 0.756 0.752 0.744 0.732
8 0.936 0.948 0.956 0.961 0.955 0.945 0.930
10 1.130 1.146 1.155 1.162 1.154 1.141 1.123
12 1.320 1.338 1.349 1.358 1.347 1.333 1.311

4.2.7 Non-Linear Flight Simulation Environment

Shown in Fig. 4.8 is the data flow for the non-linear flight simulation environment, which
has been implemented in Simulink. MATLAB/Simulink was chosen as it is widely used in
the industry and is a very well suited environment for this exact purpose. The environment
is highly flexible, allowing simulations to be run in either real time, or significantly above
real time. This means running large batches of tests (e.g. Monte Carlo runs) can be
conducted relatively quickly.

Simulink was set to calculate at a fixed 1ms time step, providing sufficient resolution to
capture the behaviour of the X8 with high fidelity. Although variable time stepping would
have provided faster operation of the simulator environment, it would be very limiting in
the application of control schemes in a way which is consistent with the discrete nature
of their true operation. This time step was also chosen as it scales well with common
autopilot operating rates (25, 50 or 100Hz). This allows for the simulation of control
schemes at the rate at which they would operate on the physical platform. This can then
be used to investigate the suitability of a chosen discretisation time step for a controller.

1Reproduced from SimGen Brochure - www.bihrle.com/brochures/Bihrle SimGen.pdf
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Figure 4.8: The overview of calculations and data flow within the non-linear flight simulation
environment.

FlightGear Visualisation

For better intuitive understanding and operation of the flight simulation environment,
FlightGear was used as a data visualisation platform. FlightGear is a free, open source
flight simulation platform with good Simulink integration. FlightGear is by default config-
ured to use its own internal flight simulation models, which is then displayed graphically
in 3D. Through some basic modifications, it was possible to reconfigure FlightGear to
take all aircraft orientation and location information from an external source - in this
case the designed Simulink environment. This provided a good 3D visualisation of the
aircraft motion, which was much simpler to interpret than the purely numerical output of
Simulink.

4.2.8 Linear Flight Simulation Environment

Linear flight simulation in this work is conducted using Linear Time-Invariant (LTI) state
space models. A general formulation is given in Section 4.3.1, while specific models are
defined in the appropriate sections.

4.3 System Identification

The non-linear simulation model developed in Section 4.2 captures some of the finer details
of the X8’s flying characteristics, but is not a verified simulation environment. For this
reason, it could only be used to test linear controllers in a non-linear environment. Further,
the complex non-linear nature means that this model is not well suited to control design -
it has too many features to consider. A widely used model in control design is the linear
state space model. This model has a convenient and widely used mathematical form and is
able to capture behaviour well around a linearisation point. As the work herein generally
considers a particular flight condition, a state space model would provide sufficient detail
for control design around these operation points.

In this section the general form of the state space model and its key features are
discussed. Then, the method by which the appropriate parameters for the model were
obtained is also outlined.

4.3.1 State Space Model Definition

State space modelling is the representation of n dimensional system dynamics as first order
differential equations, with state variable of an n dimension vector. In this work, only the
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LTI form of the state space model is used. This is generally done with a system in the
form

ẋ(t) = Ax(t) +Bu(t),

y = Cx(t) +Du(t),

where x ∈ Rn is the state vector, u ∈ Rm is the system input vector, y ∈ Rp is the
system output vector, A ∈ Rn×n is the system dynamics matrix, B ∈ Rn×m is the input
matrix, C ∈ Rp×n is the output matrix and D ∈ Rp×m is the feedthrough matrix. In
most work, D is ignored; that is true for all work herein unless otherwise explicitly stated.
For simplicity, explicit notation of time varying parameters is dropped. Unless stated
otherwise, only x,y and u will be time varying.

One significant additional consideration for this work is how external disturbances are
included in the system. If we define d as a vector of external disturbances, then the state
space model with disturbances is given by

ẋ = Ax+Bu+Bdd,

y = Cx,

where Bd is the disturbance mapping matrix. The disturbance term is considered more
thoroughly in Section 5.2.

The described state space model can be used to model a large variety of systems,
depending on the states and associated matrices chosen. The states are chosen as required
by the system being modelled. The matrices associated with these states must then be
determined. Generally, a state space model is produced in one of three ways:

1. First principles modelling

2. Linearisation of an existing non-linear model

3. System identification

First principle modelling and linearisation of an existing model are closely related. For
example, the model developed in 4.2 is a model from first principles, which could then be
linearised to produce an LTI model. The drawback of this method is that the accuracy
depends entirely on the accuracy of the stability derivatives produced by SimGen, which
have not been validated. System identification is akin to parametric identification (which
was discarded as a viable modelling method). The benefit of system identification is that
it is much simpler to apply. Furthermore, the state space model is very well suited to
system identification methods of a linear model. The benefit of this approach is that the
model which is produced can be easily verified with additional flight data. Therefore, any
control design conducted using such a model can be done with confidence. Simulation
results using the same model also become far more relevant. For these reasons, system
identification was chosen as the means for obtaining the state space model. The techniques
and methodology to obtain this model are discussed in Section 4.3.3

4.3.2 Decoupled State Space Model Configuration

In flight dynamics it is common to assume that the longitudinal and lateral dynamics are
decoupled, so are modelled separately. This allows for simpler analysis and control design.
Furthermore, it allows the system identification to be conducted on two reduced order
models which aids the identification process.

To properly design the system identification tests, the desired models must first be
defined. The standard longitudinal model for aircraft dynamics in state space form is
given as
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A =


Xu Xw Xq −g cos θ∗

Zu Zw Zq −g sin θ∗

Mu Mw Mq 0
0 0 1 0

 , x =


u
w
q
θ

 ,

B =


0 Xδt

Zδe 0
Mδe 0

0 0

 , u =

[
δe
δt

]
,

(4.30)

where ∗ denotes the steady state value of the associated parameter at the linearisation
point. It should be noted that the majority of the B matrix has calculable coefficients. In
this work, the form shown is taken for two reasons. First, these are the most significant
contributing factors by a significant margin. Second, intentional elimination of the weak
cross coupling terms gives a natural way to later demonstrate the performance advantages
of DOBC methods, which are expected to deal with unknown modelling errors. With-
out system identification, coefficients would be calculated from the trim conditions and
stability derivatives. For example, Xu is calculated as

Xu =
u∗ρS

m

[
Cx0 + Cxαα

∗ + Cxδe δ
∗
e

]
− ρSw∗Cxα

2m

+
ρSc̄Cxqu

∗q∗

4mV ∗a
− ρSpropCpropu

∗

m
,

(4.31)

which relies entirely on quantities described in Section 4.2 and the chosen aircraft trim
condition. The definition of the remaining coefficients take a similar form, but are not
published herein for brevity; the full expansions of each can be found in most aerodynamics
reference texts e.g. [99]. It is clear from (4.31) that the calculation of these variables
relies on a substantial number of parameters. This approach could lead to more accurate
modelling of the flight dynamics. However, this requires more effort in the identification
process, while yielding relatively small benefits. State space models which only utilise only
the resulting coefficients are sufficiently accurate for control design. They are also more
easily obtained, which makes them the more attractive option in this use case.

As for the longitudinal dynamics, we can define the lateral state space model as

A =


Yv Yp Yr g cos θ∗ cosφ∗ 0
Lv Lp Lr 0 0
Nv Np Nr 0 0
0 1 cosφ∗ tan θ∗ q∗ cosφ∗ tan θ∗ − r∗ sinφ∗ tan θ∗ 0
0 0 cosφ∗ sec θ∗ p∗ cosφ∗ sec θ∗ − r∗ sinφ∗ sec θ∗ 0

 , x =


v
p
r
φ
ψ

 ,

B =


0 0
Lδa Lδr
Nδa Nδr

0 0
0 0

 , u =

[
δa
δr

]
.

(4.32)
Again, only the most significant control contributions have been considered in this model.

4.3.3 System Identification Methodology

The system identification was conducted using the MATLAB System Identification toolbox
[103], and makes use of the common Prediction Error Method (PEM). In general terms,
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PEM aims to reduce the output error between a model (to be estimated) and the supplied
data. PEMs aim to minimise

θ̂ = arg min V (θ, ZN ),

where V is a function of the difference between Z, the recorded data, and θ, the parameters
tuned as part of the estimation routine. We define

V (θ, ZN ) =
1

N

N∑
t=1

l(ε(t, θ, Z))

given ZN =
[
yt ut

]
, t = 1, 2...N where ZN is a data set of N samples of system outputs

y and control inputs u, l(·) is a positive definite function of ε, the error between the
measured and predicted model output. Colloquially, this is a method of minimising the
difference between some measured plant data and a defined model. More detail is available
in [104] and the references therein.

Grey Box Identification

In system identification theory, identification of a totally unknown plant is referred to as
black box identification. This is usually the case when no data or information is available
for the internal plant whatsoever. If this were true, for the model in (4.32), the A matrix
alone would require the identification of 25 separate variables; this would prove difficult
and it is unlikely that a good model would be found. With such complex minimisation
problems, it is expected that a large number of local minima would exist, trapping the
solution.

For a partially known model, we can perform a grey box identification. By applying
knowledge of the system, some parameters can be hard coded. In (4.32) for example,
all terms with a value of 1 or 0 can be fixed as these are known mathematical relations.
This reduces the number of estimated parameters to 14. Applying additional constraints,
such as assuming p∗ = q∗ = r∗ = 0 and knowing g = 9.81m/s2, the number of estimated
parameters again is reduced, down to 9; this has resulted in a substantial reduction in
the solution space by applying known relationships. Of course, the reductions to be made
depend on the operating point of the aircraft about which the identification is conducted.
Further reduction is possible.

By applying some basic knowledge of aircraft dynamics, the solution space can be
further reduced. For example Lp, which relates rolling moment due to roll rate, will be
negative for all standard aircraft configurations as it is the roll damping term. Similar
logic can be applied to the remaining coefficients. Further improvements can be made
by supplying parameters to initialise the search. These can be found by using known
values of similar aircraft. This can also be done by calculation, using the SimGen supplied
variables and calculation of the derivatives such as (4.31). Using the parameters in this way
minimises the effect of any inaccuracies resulting from SimGen outputs, as the variables
are only used to initialise the search. The final restriction applied is to limit the range
of the variables around the supplied initialisation. This can ensure that the resulting
variables are within a sensible range of values as well as reducing the computation time.

Using Approximate Model Decompositions

Even with the improvements offered by grey box identification, due to the strong coupling
between many aircraft states, it can be difficult to reach the true model structure with
a single estimation routine. This can be addressed by decomposing the full model into
reduced order approximations. Then, specific manoeuvres for these models can be designed
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to excite their dynamics. For example, the longitudinal dynamics of an aircraft decompose
into a fast Short Period Pitching Oscillation (SPPO) and a slow phugoid mode. The SPPO
can be excited with short sharp elevator doublets, while the phugoid is best excited with
a single elevator impulse; the resulting phugoid mode develops naturally thereafter.

Once the two individual models have been identified, they can be reconstituted into
the full model. A final manoeuvre can then be used to fine tune the two modes in a single
run with the initial approximations as starting points. First, the SPPO approximation is
given by

xsp =

[
w
q

]
, Asp =

[
Zw Zq
Mw Mq

]
,

usp = δe, Bsp =

[
Zδe
Mδe

]
,

(4.33)

which is based on the assumption that u̇ = 0, and that the SPPO varies mainly in w and
q. The remaining phugoid mode, which assumes ẇ = 0, is given by

xph =

uq
θ

 , Aph =

Xu Xq Xθ

Mu Mq Mθ

0 1 0

 ,
uph = δe, Bph =

 0
Mδe

0

 .
(4.34)

This model is more complex than the SPPO, and also relies on some of its parameters.
Therefore, the SPPO model should be identified first, followed by the phugoid mode.
Subsequently, the full model from (4.30) would be identified and then validated.

For the lateral dynamics, the two reduced order modes are the roll mode

ṗ = Lpp+ Lδaδa (4.35)

and the Dutch Roll, given by

xdr =

[
β
r

]
, Adr =

[
Yv Yr
Nv Nr

]
,

usp = δe, Bsp =

[
Yδr
Nδr

]
,

For the X8, the Dutch Roll is not a suitable reduced model due to the lack of rudder. This
makes exciting the mode somewhat difficult in this case. The processes is detailed in the
following section.

4.3.4 System Identification Example

Within this section, the system identification process to determine the longitudinal linear
state space model of an example aircraft is detailed. The aircraft used is the Skywalker
1780, which is used in Chapter 8 to study the effects of Direct Lift Control (DLC). The X-
Plane model of the aircraft is shown in Fig. 4.9. More details on the aircraft are provided
in Chapter 8. The methodology detailed herein is the same used for all other identified
models used in this work.

The model to be identified is in the form shown in (4.3.4), which also includes the
additional height state, h. This state will be necessary for the full simulation of DLC
related flights. In theory, the associated h parameters can be calculated exactly based
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Figure 4.9: The model of the Skywalker 1780 used in X-Plane

on kinematic relationships. However, by identifying the parameters from flight data in-
stead, the resulting model produces a better output of the height by implicitly including
additional effects.

A =


Xu Xw Xq −g cos θ∗ 0
Zu Zw Zq −g sin θ∗ 0
Mu Mw Mq 0 0
0 0 1 0 0
hu hw 0 hθ 0

 , x =


u
w
q
θ
h

 ,

B =


0 Xδt Xδd

Zδe 0 Zδd
Mδe 0 Mδd

0 0 0
0 0 0

 , u =

δeδt
δd

 ,
The initial aircraft model parameters are taken from literature of a similarly configured

aircraft [105].

Model Identification Process

The SPPO is dominated by w and q. An initial identification on the associated parameters
was done after a step elevator input to excite the dynamics. The result is shown in Fig.
4.10, with x =

[
u w

]
and no control input considered. Shown in this data is data

and th ss, where data is recorded flight response and th ss represents the response of the
proposed model to the recorded inputs. The accompanying percentage is the Normalised
Root Mean Square (NRMSE) of the th ss model compared to the recorded data. This
index is calculated as

NRMSE = 1− ||xd − xm||
||xd −mean(xd)||

,

where xd is the vector of recorded data and xm is the vector of model output. An NRMSE
of 100% (i.e. NRMSE=1) therefore represents a perfect match. The value cannot be taken
at face value for model quality however, and should be used only to aid interpretation of
the responses. Overall the model matches the recorded data very well in the initial state,
with some error as the aircraft settles back to the trim condition. This is expected as the
model is limited and will not be able to capture all the effects.
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Figure 4.10: The recorded and identified model response for the SPPO of the 1780, where y1 = w
and y2 = q.

To identify the elevator coefficients, a pair of elevator doublets were used as the input,
so u = [δe]. The resulting response is shown in Fig. 4.11. Here a much better match is
seen, aided by the fact that the inputs maintain the aircraft close to straight and level,
minimising any changes in u which is as yet not considered in the model.

We can also do an initial identification of the δd coefficients with x =
[
u w

]
and

u = [δd]. For this assessment, step inputs were not sufficient as this resulted in large
changes in u, which is not yet included in the model. A chirp signal was used instead,
which maintained the aircraft close to the trim u while exciting the required dynamics.
The results are shown in Fig. 4.12. We see some offset in q, again due to changes in u.
However, due to the nature of the chirp input a good model match is still found.

Next, we expand the model to now include all states, so x =
[
u w q θ h

]
, with

u =
[
δe δt δd

]
. With the crucial SPPO coefficients fixed, we are able to design a

manoeuvre to acquire the throttle model, as well as the associated u and h parameters.
This was achieved with throttle steps and DLC flap chirps to excite all relevant dynamics.
The result is given in Fig. 4.13. Here we see that overall, the resulting model matches the
data very well even with a complex set of input manoeuvres over an extended period.

Finally, a verification test is performed. This test is crucial in that it must not be
a repeat of data used to identify the model; this ensures that the resulting comparison
is a fair representation of the model quality. For this simulation, both a δd doublet and
δe doublet were employed, to ensure sufficient excitation. Again, the full model is used
so that x =

[
u w q θ h

]
, with u =

[
δe δd

]
used for inputs. The result is given in

Fig. 4.14. The final result is an excellent model match. We see a better match than
with the previous phugoid excitation. This is likely due to less aggressive control inputs
giving more time for a natural model response. The verification data shows clearly that
the resulting model, given below, is a good representation of the aircraft’s dynamics
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Figure 4.11: The recorded and identified model response for the a pair of elevator doublets for
the 1780, where y1 = w and y2 = q.

Figure 4.12: The recorded and identified model response for the a DLC flap chirp input for the
1780, where y1 = w and y2 = q.
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Figure 4.13: The recorded and identified model response for the a slow DLC flap chirp for phugoid
excitation input for the 1780, where y1 = u, y2 = w, y3 = q and y4 = θ.
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Figure 4.14: The verification data for the final state space model of the 1780.
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A1780 =


−0.116 0.992 −0.352 −10.26 0
−1.05 −6.74 14.99 0 0
0.114 −3.87 −3.8 0 0

0 0 1 0 0
0.144 −0.65 0 15.99 0

 , B1780 =


0 2.72 −1.71

−5.46 0 −19.54
−113.8 0 10.71

0 0 0
0 0 0

 .
(4.36)

4.4 Motor Modelling

Another key component to the fixed wing UAV is the motor. The motor is essential to
aircraft flight and is responsible for the production of a significant portion of the forces
acting on the aircraft. It is therefore very important to model correctly to capture the
aircraft dynamics. Within the engine model, two key components must be considered:
dynamic response and forces. The dynamic response describes how quickly the motor
responds to input commands and is key in proper modelling of disturbance rejection
capabilities. The forces and moments for a given thrust command are a separate but
crucial component.

4.4.1 Thrust and Torque

Characterising the motor forces and moments requires additional test equipment. It is
also essential to capture the response using the system in a state as close to what would
be the flight configuration. For this test, the RC Benchmark Series 1580 Thrust Stand and
Dynamometer2 was used to capture the thrust and torque of the motor. As shown in Fig.
4.15, the motor was attached to the test bench in the aircraft flight condition. This meant
that the motor was driven by the ESC, receiving commands from a ROS controller running
aboard the RPi. This configuration therefore allowed mapping of throttle input to thrust
output which would be utilised by any controller running aboard the aircraft. Although
a similar response may have been obtained by manual input on the RC transmitter, there
was no guarantee.

The thrust stand uses load cells attached to the supporting structure to measure de-
flections of the stand. From this, the thrust and torque can be calculated with a high
degree of precision. The data output is somewhat slow to respond, meaning the motor
forces must be measured at steady state throttle conditions. Multiple step inputs were
manually entered into the ROS controller, allowing settling time at each instance before
measurement was taken. The resulting data is shown in Fig. 4.16. For this test, throt-
tle was incremented in 10% steps with data recorded at each step. The second order
polynomial lines of best fit for thrust and torque are given by

F pm = 16.153δ2
t + 14.478δt,

Lpm = 0.2811δ2
t + 0.2638δt,

where F pm is the polynomial model of motor force due to throttle command and Lpm is
the polynomial model of motor torque due to throttle command, with the input δt being
throttle in the range of 0 ≤ δt ≤ 1. It is assumed herein that the motor force acts positively
directly along and motor torque negatively purely about the xb axis. In addition, the
motor Rotations Per Minute (RPM) was also recorded. This is given in Fig. 4.17, with
the polynomial best fit line defined as

2https://www.rcbenchmark.com/dynamometer-series-1580/
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Figure 4.15: The Scorpion 3020-890kV with CAM 12x6 folding prop attached to the RC Bench-
mark apparatus (highlighted in red).

Np = −7521.1δ2
t + 16872δt,

where Np is the polynomial best fit of motor RPM.

4.4.2 Dynamics Modelling

With the forces and moments characterised, it remained to determine how quickly the
motor output could be changed. The RC Benchmark motor stand offers the ability to
record loads with time. However, there are significant delays and relatively slow responses;
an example is given in Fig. 4.18. The data recorded is from a smaller motor and prop
combination, used for quadrotor flight control. Such motors have generally very fast
transient responses, necessary for quadrotor control. However, from the data we see both
a delay and slow transient response. This suggests that there is some inherent delay in the
system, as well as filtering of the load cell data. This means the test bench was not suitable
for recording the dynamic responses accurately. For this, a different test methodology was
needed.

Due to the significant thrust from the motor attached to the X8, the physical deflection
of the thrust stand was clearly visible to the eye. Furthermore, the sound emitted by the
motor was directly associated with the motor speed. It was decided that by combining
these two factors, a more accurate assessment of the dynamic response could be obtained.
Shown in Fig. 4.19 is the test setup used to collect the data.

The thrust stand deflection could now be tracked within the VICON system. The
limitation of this method was that the deflection would only be clearly detectable as the
motor approached maximum thrust. However, by recording both the throttle command
and measured deflection, it would be trivial to determine the time taken to reach full
thrust from a throttle input. This was easily achievable within the ROS framework, and
could be done with the aircraft in flight configuration (i.e. controller running aboard the
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Figure 4.16: The recorded motor thrust and torque for the Scorpion 3020-890kV motor with
CAM 12x6 folding prop obtained from the RC Benchmark Series 1580. Second order polynomial
best fit lines are overlain for each.
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Figure 4.17: The recorded motor RPM with input throttle command. A second order polynomial
line of best fit is also included.
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Figure 4.18: An example of recorded thrust data for a different motor/prop combination, using
the RC Benchmark Series 1580 thrust stand.

Figure 4.19: The test configuration used to determine the transient response of the Scorpion
motor on the Skywalker X8.
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aircraft) to capture the response in the most realistic scenario.
To validate these results, audio analysis was also performed. This data would mainly

be used to verify the result from the VICON deflection for thrust stepping. However, it
would also allow capture for another crucial piece of information; the rate of deceleration
of the motor. It is unlikely that the rate at which the motor can increase RPM is identical
to the rate at which it reduces. First, we define the equation of motion for the motor as

Ipθ̈p = Tm − Tf − TD, (4.37)

where Ip is the moment of inertia for the propulsion system (motor, prop and spinner as-
sembly), θ̈p is the rotational acceleration of the propulsion system, Tm is the torque exerted
by the motor, Tf is the mechanical friction torque and TD is the torque from aerodynamic
drag. Tm and Tf are features of the propulsion system and as such will be consistent.
However, Tm is directly proportional to the control input. Further, Tm � Tf , TD, which
allows for the acceleration of the motor. When slowing the propulsion system however,
Tm = 0 in (4.37). We can make an approximation that

θ̈ap ≈
Tm
Ip
,

θ̈dp =
−Tf − TD

Ip
,

where θ̈ap is motor acceleration and θ̈dp is motor deceleration. Remembering that Tm � Tf , TD,

we can say that |θ̈ap | � |θ̈dp|; colloquially, the propulsion system accelerates much more
quickly than it decelerates. This will need consideration not only in the data analysis but
the eventual motor model design. This will also be difficult to quantify with the VICON
deflection test, as the deflection will only be useful for detecting when the motor is close
to maximum thrust.

The audio analysis method employed could be used to

1. Verify VICON deflection testing,

2. Estimate deceleration time constant.

Using the audio analysis to confirm any measurements from the deflection data will give
some additional verification to the results, as well as demonstrating that audio analysis
is a viable method. This can then be used to estimate the motor slow down time con-
stant. Using Audacity3, a free open source audio analysis software package, the audio data
collected alongside VICON deflection data was processed.

VICON Deflection Results

First, we analyse the results from the VICON deflection test. During the testing, it
was noted that at full throttle a deflection of 1◦ was typical. This is well within the
measurement resolution of the VICON system. In Fig. 4.20, the test data for the multiple
inputs are presented. The data shows a clear and repeating pattern, with VICON detecting
a deflection at each throttle input.

To improve the data quality, the five inputs were combined and averaged to give a
mean response. This data is shown in Fig. 4.21. The data was normalised, as the
magnitude of the deflection was not of concern. From this data, we see clearly that the
motor requires around 0.75s to reach full thrust from a throttle input. The lack of recorded
responses in the initial 0.5s is due to the minimal deflection resulting from lower motor

3http://www.audacityteam.org/

58



4. Modelling and System Identification

10 15 20 25 30 35

Time (s)

0

0.2

0.4

0.6

0.8

1

T
h

ro
tt

le
 I

n
p

u
t

-1

-0.8

-0.6

-0.4

-0.2

0

D
e

fl
e

c
ti
o

n

Throttle

Deflection

Figure 4.20: The five VICON recorded deflections of the thrust test rig when subjected to full
throttle bursts.
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Figure 4.21: The normalised mean recorded deflection of the throttle test bench in response to
a full throttle step input.

thrusts. Further, we notice that the rate of decline to the neutral deflection condition has
a significantly shallower profile. The mean response indicates it takes roughly 0.25s from
the first detection of deflection to the maximum. Conversely, it takes approximately 1s for
the motor to return to the neutral deflection state. This affirms the discussion in Section
4.4.2 in that the rate of acceleration and deceleration are not the same.

Audio Data Results

Shown in Fig. 4.22 is the audio data recorded during the VICON deflection test. This was
captured at high quality on a mobile phone, with a sampling rate of 44.1kHz, providing
sufficient resolution. This data was manually processed to determine the time taken to
reach full motor speed and to settle back to a stop. Fig. 4.23 shows an enlarged portion of
the data. We see a clear point at which noise is detected, followed by a ramp up to a peak,
followed by a steady value. On the deceleration, we once again see a peak followed by a
slower decline to ambient. If we assume that the peak in noise is found at a motor speed
somewhere just below maximum (as it is seen on both acceleration and deceleration),
it is simple to determine the time constants by assuming the “valley” between the two
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Figure 4.22: The sound recorded which accompanied the VICON deflection test.

Figure 4.23: An enlarged portion of the audio data which shows a single throttle burst input
with the associated time.

peaks represents steady state maximum thrust. It is clear to see that it takes 0.8s from
the first detection of increased volume to steady state. This matches very well with the
0.75s identified from VICON data. On deceleration, we see that the peak lasts longer, the
first indication that deceleration is also slower with audio analysis. Measuring the time
between the end of steady state and ambient gives 2.5s as the average time for the motor
to return to rest. This is significantly longer than the ramp up time, and further supports
all previous discussion on this topic.

4.4.3 Motor Model

Using the data collected, a good measurement of the motor thrust torque has been iden-
tified. Furthermore, the dynamic model, which is much more difficult to obtain, was also
found. It was shown that there is a large disparity between motor response to an increase
and decrease in throttle. This requires careful consideration.

It is possible to capture these dynamics in simulation using an appropriate model.
However, inclusion of these dynamics in control design is not trivial. Transfer functions
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Figure 4.24: A step response of the second order model of the motor given in (4.38).

are the most common method for modelling actuator dynamics in control design. Transfer
functions produce the same rate of change, regardless of directionality. A compromise was
made by using a single transfer function which averaged the motor response. The model
is slower in acceleration than the physical motor, but faster in deceleration. These actions
are expected to be used in equal amounts in simulation. Any benefit gained in modelled
motor deceleration will therefore be cancelled by drawbacks in acceleration. This model
can also be used directly in control design. The loss in accuracy is deemed acceptable by
the lack of overall benefit and compatibility with control design methods.

A second order model was chosen, as the included inertia was essential in properly
representing the motor dynamics. The motor model given in (4.38) was chosen, as it
offered a good average of the two responses. The resulting step response of this model is
given in Fig. 4.24.

Gm(s) =
2.56

s2 + 3.2s+ 2.56
(4.38)

4.5 X-Plane Simulation

For some of the work in this thesis, flight tests could not be safely carried out as the
nature of the topic being investigated placed the aircraft at risk. Instead, a suitable
simulation environment was needed. X-Plane is a commercially available and recognised
flight simulation package [106]. X-Plane computes aircraft models based on a given 3D
geometry model, along with the associated physical parameters e.g. mass, moments of
inertia etc. The benefit is that for a given aircraft, accurate simulation can be conducted
if a good geometric model is used. The X8 model used in the simulations is shown in Fig.
4.25, which was developed as part of this work. The limitation of X-Plane environment
is that it operates outside of the MATLAB/Simulink ecosystem, therefore requiring an
interface method for sending and receiving data.

Time was invested during this work to significantly improve the previous implemen-
tation of X-Plane/Simulink communication developed within the LUCAS lab. The pre-
vious method relies on requesting Uniform Resource Locator (URL) connections from an
X-Plane plugin which was developed previously within LUCAS. Although this method
allowed for both the sending and receiving of control commands and simulation data re-
spectively, it had a significant and fundamental limitation: the available data rate was
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Figure 4.25: The X8 model which was used in X-Plane Simulations

proportional to the number of data sources requested, found experimentally to be approx-
imated by

rate ≈ 200

Nd
Hz,

where Nd is the number of data elements being sent or received. This relationship was de-
termined empirically. The formula is approximate as the data rate depends on the amount
of network activity and the performance of both the simulation and control computers (if
run on separate machines). For a standard simulation, the rate was generally limited to
≈ 12Hz. Although such a low rate is sufficient for high level control simulations, for which
this environment was used previously, it is too slow for low level control simulations and
needed improvement. Initially, focus was applied on improving the rate at which MAT-
LAB was able to process data requests with the aim of reaching at least a 50Hz data rate.
Although significant gains were made, the URL method could not be pushed beyond 30Hz
for a standard, representative simulation. An alternative method was needed.

X-Plane features an inbuilt User Datagram Protocol (UDP) communication method,
which is more suitable to the timely transmission of data than URL requests. Internal
settings allows this rate to be set in the range of 1-100Hz. Although this limit is lower than
the approximate 200Hz of the previous method, it was not directly proportional to the
number of data elements requested. The result being that the data refresh rate remained
almost unchanged for N = 1 or, for example, N = 30.

Even with the much faster UDP method, some overhead exists, so it is not possible
to achieve 100Hz data rate. However, while running in real time, it is possible to achieve
a stable 80Hz. This is a substantial improvement over the previous method and is more
than suitable for low level control simulations.

An additional improvement available through this method is the ability to apply ar-
bitrary forces and moments to the aircraft axes. This has several uses, such as applying
known disturbances to the aircraft, or modelling thrust. With X-Plane, aircraft engine
modelling must be done when the aircraft model is designed. The engine model is limited
to the variables which are available in the aircraft design program. By applying forces
directly, any engine used in the non-linear or state space simulations can also be modelled
for the X-Plane aircraft. This removes a source of uncontrollable uncertainty in the model,
improving results.

A further improvement over the previous implementation is the ability to set the
initial aircraft position and state (e.g. body velocities, control surface positions etc.) at
the beginning of each simulation. This allows the subsequent simulation to be identical
to the previous, allowing for highly repeatable simulations. Functions were developed to
create files which can be saved/loaded while storing initialisation data as well. Using
this method, the X-Plane environment was now capable of high data rate simulations, as
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required by this work. The benefits of the X-Plane control method developed during this
work can be summarised as

1. Data rate of up to 80Hz, suitable for low level control,

2. Applying user defined external forces and moments,

3. Saving/resetting of aircraft initial position and states,

4. Modelling of engine(s) in MATLAB/Simulink.

This is achieved with no loss of functionality from the original URL method.

4.6 Comparison of Simulation Environments

The multiple simulation environments and models which have been produced each have
their own strengths and weaknesses. It is important to be aware of these and consider them
when conducting simulations either for development of concepts or publication. These
considerations are briefly collected in Table 4.3.

Table 4.3: Comparison of the strengths and weakness of the linear state space, non-linear Simulink
and X-Plane simulation environments.

Strengths Weaknesses

State Space Simple, fast to run, suitable
for direct control design, veri-
fied parameters

Linear dynamics only

Simulink Captures non-linear dynam-
ics, fast to run

Reliance on SimGen parame-
ters, unverified

X-Plane Academically recognised, ge-
ometry based model input

No direct insight, limited con-
trol, slow to run (real time
only)
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Chapter 5

Anti-Windup Disturbance
Observer Design for Actuator
Saturation

In control design, it is common to assume that actuator positions track the demanded
control action sufficiently such that the dynamics can be ignored. In practice, no actuator
is ideal, and is usually limited by one of two factors: dynamics or saturation. Dynamics
describe how an actuator position changes in comparison to an input. For example, a
gas turbine engine takes several seconds to reach a demanded thrust setting. Saturation
describes the minimum and maximum outputs of an actuator. A gas turbine has a maxi-
mum thrust which it cannot exceed, no matter what is demanded of it. Similarly, it has
a minimum thrust. In this section, the effect of actuator saturation is considered.

Small UAVs are more prone to actuator saturation when compared to their full sized
counterparts as the magnitude of disturbances relative to the aircraft state are much
higher, requiring significantly more control deflection for rejection. Under actuator sat-
uration, control performance degradation can occur and result in the system suffering
from overshoot, limit cycles or even instability. These behaviours generally result from
windup in the controller; internal controller states continue to grow in magnitude, lead-
ing to the afore described issues. Some approaches consider saturation directly in control
design [107]. In such cases, the controller is designed conservatively to avoid control satu-
ration. This is achieved at the loss of nominal performance. Additionally, in the presence
of large disturbances, saturation can still occur. With a disturbance observer present this
will still result in windup of the observer and degraded performance. An alternative and
preferable method is to design the control scheme in a way which directly counteracts the
effect of saturation, without the need for conservative control design. This is often referred
to as an anti-windup compensator [90].

Due to the preferable performance characteristics, an anti-windup compensator is de-
signed herein to alleviate the effects within a disturbance observer. The method utilised
in this chapter uses classical static anti-windup techniques [108].

To study the benefits of the proposed method, performance will be demonstrated in an
aircraft landing simulation. This is a dangerous phase of flight, where rapid disturbance
rejection is key. Further, temporary loss of control due to windup can lead to loss of the
aircraft due to close operational proximity to both the stall speed and landing surface.
Comparisons will be made between three control schemes. First, LQR control will provide
a reference baseline to be improved upon by either Linear Quadratic Integral (LQI) or
DOBC augmentation. Within the DOBC augmentation, comparisons will also be made
with the anti-windup scheme active and disabled.

Within this section, control design methodology is presented first. An augmentation of
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the classical LQR with integral action and reference tracking ability is presented, referred
to as the LQI. The baseline LQR design with reference tracking but no integral action
is presented afterwards, as it follows a simplified version of the LQI design. Design of
the DOBC scheme is then presented, after which anti-windup modification is detailed.
Finally, results are presented showcasing the performance in both simulation and flight
testing. This Chapter expands upon the work published in [109].

5.1 Baseline Control Design

Disturbance observer augmentation is intended to enhance the disturbance rejection prop-
erties of a baseline controller, therefore such a controller must be designed. For the work
in this thesis, the Linear Quadratic Regulator (LQR) was selected for baseline control.
These controllers are popular in flight control [110]. Additionally, they are well integrated
with linear state space modelling methods which are therefore compatible with the chosen
linear state space disturbance observer to be designed. Two baseline controllers will be
designed; and LQR and an Linear Quadratic Integral (LQI). Both will be augmented to
allow for reference command tracking.

5.1.1 Linear Quadratic Integral Control with Reference Command

The general problem statement for Linear Quadratic (LQ) optimal control is given as
choosing u(t) to minimise

J = ψ(x(tf )) +

tf∫
t0

L(x(t)), u(t), t)dt

Subject to

ẋ = f (x(t), u(t), t)

x(t0) = x0

Here, ψ(x(tf )) represents the terminal cost, which penalises steady state error at the final
time step tf . L is the general cost function for the system as it moves from the initial
condition at t0 to the final condition. To avoid local minima in the optimisation problem,
we require that L is non-negative, and must be defined accordingly. We now augment the
cost using a costate vector λ(t)

J = ψ(x(tf )) +

∞∫
0

(
L+ λT (f − ẋ)

)
.

We are free to choose λ(t) as we wish, as it is multiplied by f − ẋ = 0. For this reason, it
will be selected later as required. Also, in this case we are only considering the continous
time regulator which defines t0 = 0 and tf =∞. We further assume that the later designed
controller is sufficient to achieve

lim
t→∞

(xd − x)→ 0,

where xd is the demanded value of the state x. This assumption allows for the removal of
the terminal cost term. The new cost function is then given by

J =

∞∫
0

(
L+ λT (f − ẋ)

)
. (5.1)
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For the general LQR case, it is usual to choose

L = xTQx+ uTRu,

which would yield

JL =
1

2

∞∫
0

(xTQx+ uTRu)dt (5.2)

as the cost function. Note that the inclusion of a factor of 1
2 is taken from the standard

solution to the LQR problem for state space systems [111]. It is included as it simplifies
the derivation of the Algebraic Riccati Equation (ARE) solution. As it is a constant factor
applied to the entire performance index of the optimisation routine, it does not affect the
final result. To include integral action and reference tracking, some further modifications
are required. First, we define an additional state

es = r − Cx,

where es is a state of the error between r, which is a vector of reference commands to
be tracked, and the system output defined by Cx. We define a new system state as the
integral of this error with time

xie =

∞∫
0

es(t)dt,

with which the system can be expanded to include the new states[
ẋ
ẋie

]
=

[
A 0
−C 0

]
︸ ︷︷ ︸

Ai

[
x
xie

]
︸ ︷︷ ︸
xi

+

[
B
0

]
︸︷︷︸
Bi

u+

[
0
I

]
︸︷︷︸
G

r. (5.3)

With xi being the composite of the original system state and the reference tracking error,
we define a new system

ẋi = Aixi +Biu+Gr︸ ︷︷ ︸
f

. (5.4)

Now the total system error can be defined as

ei =

[
r − Cx
xie

]
= Mr +Hxi, (5.5)

where

M =

[
I
0

]
, H =

[
−C 0
0 I

]
.

Now, by replacing the system state x in (5.2) by the augmented system error state ei,
the cost function becomes

J̄ =
1

2

∞∫
0

(eTi Qiei + uTRu)dt (5.6)

Through this modification, the reference tracking with integral action problem has
been cast into a general LQ regulator problem. This allows the application of standard
LQR solutions to produce an optimal controller. It is important to note also that this
modification results in Qi weighting the error states, rather than the system states directly.
By tuning the error dynamics, the state regulation gains are provided internally by the
system.
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By substitution of (5.5) into (5.6), the cost function becomes

J̄ =
1

2

∞∫
0

(xTi H
TQiHxi + 2rTMTQiHxi + rTMTQiMr + uTRu)dt,

which when compared to (5.1) allows the definition of

L =
1

2

(
xTi H

TQiHxi + 2rTMTQiHxi + rTMTQiMr + uTRu
)
.

As f − ẋ = 0, we are free to choose λ in a convenient form. When following the optimum
trajectory, no variation should exist in J , and therefore in J̄ . This holds as as we choose
J to be continuous in xi, u, r and t. This variation is defined by the partial derivatives of
all elements of J̄ , given as

∆J̄ =

∞∫
0

(Lxiδxi + Lrδr + Luδu+ λT fxiδxi + λT frδr + λT fuδu− λT δẋi)dt, (5.7)

where subscripts denote the appropriate partial derivative. Using integration by parts we
can define

−
∞∫

0

λT δẋidt = −λT (∞)δxi(∞) + λT (0)δxi(0) +

∞∫
0

λ̇T δxidt.

The initial and final states are fixed and do not vary with time, so this can be further
reduced to

−
∞∫

0

λT δẋidt =

∞∫
0

λ̇T δxidt. (5.8)

Combining (5.8) and (5.7) and grouping terms allows the expression of the variation as

∆J̄ =

∞∫
0

(Lxi + λT fxi + λ̇T )δxidt+

∞∫
0

(Lr + λT fr)δrdt+

∞∫
0

(Lu + λT fu)δudt.

Knowing that ∆J̄ must equal 0, we can now define three conditions which must be satisfied,

Lxi + λT fxi + λ̇T = 0,

Lr + λT fr = 0,

Lu + λT fu = 0.

(5.9)

The three partial derivatives of L are given as

Lxi = xTi H
TQiH + rTMTQiH,

Lr = rTMTQiHxi + rTMTQiM,

Lu = uTR.

(5.10)

Also, with f defined in (5.4), we have

fxi = Ai,

fu = Bi,

fr = G.

(5.11)
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Now, using the identities from (5.9), (5.10) and (5.11) we can define

uTR+ λTBi = 0,

u = −R−1BT
i λ

(5.12)

Similarly for the state equation we define

xTi H
TQiH + rTMTQiH + λTAi + λ̇T = 0,

which, when transposed, gives

HTQiHxi +HTQiMr +ATi λ+ λ̇ = 0. (5.13)

A standard definition for this method is to set λ = Pxi, however this does not consider a
reference command. To achieve this, we define

λ = Pxi + g, (5.14)

which, when differentiated and with ẋi substituted from (5.4) defines

λ̇ = Ṗ xi + P (Aixi +Biu+Gr) + ġ. (5.15)

By substitution of (5.14) and (5.15) into (5.13) we get

HTQiHxi +HTQiMr +ATi Pxi +ATi g + Ṗ xi + PAixi + PBiu+ PGr + ġ = 0. (5.16)

Next, we consider the effect of substituting (5.14) into (5.12):

u = −R−1BT
i Pxi −R−1BT

i g. (5.17)

Now, combining this with (5.16) and considering the xi terms we have

HTQiHxi +ATi Pxi + PAixi − PBiR−1BT
i Pxi = −Ṗ xi.

Crucially therefore, for all xi the following must hold

Ṗ = −PAi −ATi P −HTQiH + PBiR
−1BT

i P. (5.18)

Similarly, by considering the r components which result from combining (5.17) with (5.16),
we get

HTQiM +ATi g + PGr + ġ − PBiR−1BT
i g = 0,

which means for all r, we can say

ġ = (PBiR
−1BT

i −ATi )g − (HTQiM + PG)r. (5.19)

At this point we have reached the standard ARE with (5.18) as well as an auxiliary
equation (5.19) which identifies the feedforward gain for a reference command. A unique
steady state solution exists (Ṗ = 0) for (5.18), which will be called Pss. Further, by
assuming that the reference input we are tracking has a constant steady state value (rss),
we can find the steady state solution gss as

gss = (PssBiR
−1BT

i −ATi )−1(HTQiM + PssG)rss. (5.20)

If we now write the control law as
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Figure 5.1: Control form for the Linear Quadratic Integral controller with reference command
tracking.

u = −Kxixi −Krr, (5.21)

by inspection of (5.21) and (5.17), we can then define

Kxi = −R−1BT
i Pss,

Kr = R−1BT
i gss = R−1BT

i (PssBiR
−1BT

i −ATi )−1(HTQiM + PssG).
(5.22)

The result is clearly that once (5.18) and (5.20) have been solved, the resulting optimal
state regulation and reference feedforward gains can be computed. Note that Kxi contains
both the state feedback gain kx and the error integral gain ki, in the form of (5.23). The
resulting controller layout is shown in Fig 5.1.

Kxi =
[
kx ki

]
(5.23)

It is interesting to note that calculation of the reference gain Kr is independent of the
reference command value, and such is correct for any input. Caution must applied however,
as this linear model is only valid in a small flight regime and departing too far from this
state will lead to errors. The addition of integral augmentation is able to deal with such
errors, as well as external disturbances. The trade-off being that the integral gain cannot
be too high, as it induces undesirable behaviours such as overshoot or oscillation. This
consequently also limits the disturbance rejection performance. The result is that high
integral gain is not always a suitable solution to disturbance rejection [51].

5.1.2 LQR Control with Reference Tracking

This section details the development of an LQR controller with reference tracking. The
main purpose of this controller is to serve as a baseline for comparison between the LQI
and later developed DOBC, which will use the LQR as it’s baseline controller to augment.

When solving for an LQR as a regulator, the cost function would comprise the system
state and control inputs, as

J =
1

2

∞∫
0

(xTQrx+ uTRu)dt, (5.24)

where the selection of Qr would allow for tuning the weights placed on individual states
by the optimisation routine. However, to aid fairer comparison in simulations, we use the
state regulation gain kx from (5.23) as the LQR gains. This will allow clearer study in
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Figure 5.2: Controller layout under state regulation and with reference command tracking.

the simulation of the improvement resulting from adding integral or DOBC augmentation
using the same baseline LQR. For later flight tests, the LQI is not tested, so the LQR is
designed using (5.24). In either case, the control law is given by

u = −kxx. (5.25)

To include reference tracking, we define a new variable N as part of the control law,

u = −kxx+Nr, (5.26)

where N is the DC gain of the system. This is the value at which the transfer function
from reference command to system output is equal to 1, in steady state. The transfer
function for a closed loop system governed by the control law in (5.25) is given by

Gry = C(sI − (A−Bkx))−1BN. (5.27)

Again, we assume a steady state solution, so as t → ∞ also s → 0, which simplifies the
calculation of (5.27). Setting Gry = 1 we now have

N =
[
C(−(A−Bkx))−1B

]−1
. (5.28)

The resulting N will drive the system to a step reference command, in the absence
of system uncertainty or disturbances. The controller layout is given in Figure 5.2. This
figure highlights one of the main issues with this technique: no feedback of the error
between reference and output exists. This causes two problems. First, it relies on A,B
and C being known exactly. If there is any error in these matrices (as compared to the
actual system), there will be steady state error for a given reference. Second, as there is no
reference error feedback, there is no robustness to external disturbances, meaning this will
also result in steady state error. These issues are the motivation behind adding integral
augmentation as in the previous section. However, as discussed, this also has drawbacks.
A better solution is DOBC augmentation, the design of which is discussed next.

5.2 Disturbance Observer Augmentation

The design of the disturbance observer and associated disturbance rejection gain is pre-
sented in this section. This follows the method described by Yang [87].

5.2.1 Observer Design

In this work, a state space LTI DOBC method is used, as it compliments the chosen
modelling and control techniques. We begin with a derivation of a lumped mismatched
disturbance observer [87], followed by the definition of the gain needed for disturbance
rejection.

For this derivation, we use the state space model with disturbances present,

ẋ = Ax+Bu+Bdd,

y = Cx,
(5.29)
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where the matrices have their usual meanings as defined earlier in this work. In this
formulation, the disturbances d are only the external ones. To also account for modelling
errors, we define the lumped disturbances as

dlx = Bdd+ (At −A)x+ (Bt −B)u, (5.30)

where At and Bt are the true, unknown matrices which would perfectly describe the
system and dlx are the lumped disturbances. The modelled system then becomes

ẋ = Ax+Bu+Blddlx (5.31)

First, we define our disturbance estimate dynamics as

˙̂
dlx = L(Blddlx −Bldd̂lx).

The disturbance measurement is taken from the system model (5.31)

Blddlx = ẋ−Ax−Bu,

which results in
˙̂
dlx = L(ẋ−Ax−Bu−Bldd̂lx). (5.32)

Here, ẋ is not available as a measurement. An auxiliary vector is defined

d̂lx = z +Lx,

with its derivative
˙̂
dlx = ż +Lẋ. (5.33)

By substituting (5.33) into (5.32), the disturbance estimation dynamics become

ż +Lẋ = L(ẋ−Ax−Bu−Bldd̂lx),

which allows for cancellation of ẋ, leading to the observer{
ż = −LBld(z +Lx)−L(Ax+Bu),

d̂lx = z +Lx,
(5.34)

which is comprised fully of available measurements, inputs and model parameters, thus
being realisable. For the stability of the disturbance observer, 3 assumptions are needed:

Assumption 1. The lumped disturbances dlx and their derivatives ḋlx are bounded.

Assumption 2. The lumped disturbances are constant in steady state (limt→∞ ḋlx(t) = 0).

Assumption 3. The pair (A,B) is controllable.

We can conclude the asymptotic stability of the disturbance observer with the following
theorem.

Theorem 1. Suppose assumptions 1 and 2 are satisfied for the system in (5.31). The
disturbance estimate can be proven to asymptotically track the lumped disturbance if the
observer gain L is chosen such that −LBld is Hurwitz.

Proof. First, define the estimation error ed as the difference between the disturbance
estimate and true value

ed = d̂lx − dlx,
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which then gives the estimation error dynamics as

ėd = ˙̂dlx − ḋlx,
= ż +Lẋ− ḋlx,
= −LBldd̂lx −L (Ax+Bu) +L (Ax+Bu+Blddlx)− ḋlx,

ėd = −LBlded − ḋlx.

(5.35)

These error dynamics are asymptotically stable if −LBld is Hurwitz, ḋlx is bounded
and satisfies limt→∞ ḋlx(t) = 0. This implies that the disturbance observer estimate can
asymptotically track the disturbances. �

An additional result of this the effect of L can be seen more clearly; it shows that a
larger value of L will result in a more rapid convergence of the error estimation. This
suggests that L should always be chosen to be as large as possible. In reality, there is
always a practical limit to the maximum gain. At very high gains, sensor noise can be
detected as disturbances on the states, which will lead to poor performance.

Theorem 2. Suppose assumptions 1 and 2 are satisfied, and that the system is controlled
by a law of the form shown in (5.36).

u = −kxx+ kdxd̂lx, (5.36)

The Bounded Input Bounded Output (BIBO) stability of the system under this control
law is guaranteed if both −LBld and A−Bkx are Hurwitz.

Proof. By combining the system (5.29) and control law (5.36) with the error system
(5.35) allows the closed loop system to be written as[

ẋ
ėd

]
=

[
A−Bkx Bkd

0 −LBld

]
︸ ︷︷ ︸

E

[
x
ed

]
+

[
Bkd +Bld 0

0 −1

] [
dlx
ḋlx

]
. (5.37)

Since −LBld is selected to be Hurwitz and A −Bkx is Hurwitz as a result of the LQR
design routine, it can be said that the matrix E is also Hurwitz. Therefore it can be
concluded that the closed loop system (5.37) is BIBO stable for any bounded dlx and ḋlx
if L and kx are properly selected. �

Together, these two theorems demonstrate that the observer estimation is stable, and
as such the closed loop dynamics of the system under the control law (5.36) is also stable.
Further details can be found in many of the published works on this observer design [51,87].

In this work, the DOBC method is applied to flight control, which is subject to non-
steady disturbances. This means that the assumption ḋlx ≈ 0 does not hold. However, it
can still be said that if |ḋlx| is bounded, the estimation error is still also bounded [51]. It
has been demonstrated [59] that if the observer dynamics are sufficiently faster than the
disturbance dynamics, good disturbance rejection is still possible. This is investigated in
later sections with flight test data.

5.2.2 Disturbance Compensation Gain

With an estimate of the disturbances obtained, it remains to define the gain which would
remove the effect of these disturbances on the system output. First, we consider the
general system subjected to lumped disturbances given by
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ẋ = Ax+Bu+Blddlx,

under both feedback and DOBC control defined as

u = −kxx+ kdxd̂lx,

resulting in a closed loop response given by

ẋ = (A−Bkx)x+Bkdxd̂lx +Blddlx.

Disturbances can only be removed from as many states as there are control inputs. There-
fore, we aim to remove the influence of the disturbances from the system output, y = Cx,
rather than the state

y = C (A−Bkx)−1︸ ︷︷ ︸
S

[
ẋ−Bkdxd̂lx −Blddlx

]
.

Now, we assume that the disturbance is constant and we aim to remove its effect from the
output as t→∞. This means that y = 0, giving

SBkdxd̂ = SBldd,

as we have a stable observer, we can say that limt→∞(d̂− d) = 0, which therefore defines

kdx = (SB)−1SBld,

=
[
C(A−Bkx)−1B

]−1 [
C(A−Bkx)−1Bld

]
.

This gain defines the control input which will remove the effect of a disturbance from the
output as long as the disturbance estimate is accurate. However, in this current state,
the observer is susceptible to windup due to control saturation. The novel anti-windup
modification is presented next, which aims to mitigate this issue.

5.2.3 Anti-Wind Up Modification

To understand how saturation affects the disturbance observer, we must first study how it
enters the system. The previously designed observer relies on the system model in (5.29).
When saturation exists for the physical system, it is modelled instead by

ẋ = Ax+Bū+Blddlx, (5.38)

where ū is defined by

ū =


umax, for u ≥ umax,
u, for umin < u < umax,
umin, for u ≤ umin,

where umin and umax are the minimum and maximum amplitudes for a given control
input. A mismatch is clearly present between the observer and the plant. To understand
the effects, we look again at the error dynamics of the observer. As in (5.35), the dynamics
are modelled by

ėd =
˙̂
dlx − ḋlx,

= ż +Lẋ− ḋlx.
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It is here that the error appears. The internal state of the observer, ż, depends on the
system model which does not include saturation. The state dynamics of the plant, ẋ, are
subject to control saturation as described in (5.38), which gives

ėd = LBld(z +Lx)−L(Ax+Bu)︸ ︷︷ ︸
ż

+L(Ax+Bū+ dlx)︸ ︷︷ ︸
Lẋ

+ḋlx,

after collecting terms we get

ėd = −LBlded +LB(ū− u) + ḋlx.

Comparing this to the error dynamics in (5.35), an additional term is present which
describes the effect of unmodelled saturation on the disturbance observer. To understand
how this error results in windup, we look to the closed loop dynamics of the system. Under
the control law (5.36), the closed loop dynamics of (5.38) are

ẋ = Ax+Bū+Blddlx,

= Ax+Bu+Blddlx +B (ū− u)︸ ︷︷ ︸
Su

,

= (A+Bkx)x+ (Bkdx +Bld)dlx −Bkdxed +BSu︸ ︷︷ ︸
saturation effect

,

since ed itself is a term of Su, the saturation effect denotes the total effect of saturation
on the dynamics. To ease analysis, we make the assumption that B = Bld. This is done
without loss of generality, but in this case results in kdx = −I, which makes for more
intuitive analysis. Recalling that the disturbance estimate dynamics defined as

˙̂dlx = −LBld(d̂lx − dlx) +LBSu,

an intuitive understanding of the disturbance observer behaviour can be obtained. Con-
sidering the case where ū−u ≤ 0, in the absence of other factors we can say this positive
control saturation must be the result of a negative disturbance. The dynamics of the
disturbance estimate in this case indicates that the estimate will have a negative rate,
meaning the estimate becomes more negative than the true value. As the estimate grows
larger, the control saturation exacerbates, leading to an even larger estimate of the distur-
bance. It is clear to see that this is how windup enters the disturbance observer dynamics,
and translates to the dynamics of the physical system.

Theorem. By applying theory of the classical anti-windup modification [108], an addi-
tional term kaSu can be added to the observer as{

ż = −LBld(z +Lx)−L(Ax+Bu) + kaSu

d̂lx = z +Lx,
(5.39)

where ka is an anti-windup gain matrix to be designed to alleviate the windup effect.

Proof. Following the same procedure to define the estimation dynamics for this observer,
we arrive at

ėd = −LBlded + (LB + ka)Su + ḋlx.

It is clear that by defining
ka = −LB, (5.40)

then the estimation dynamics revert to

ėd = −LBlded + ḋlx,
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which is equivalent to the dynamics in (5.35) for the observer with no saturation. �

By applying the gain term from (5.40) to the modified observer (5.39), we find that{
ż = −LBld(z +Lx)−L(Ax+Bū),

d̂lx = z +Lx,

is equivalent. Including the saturated control input directly in the observer reduces com-
plexity of implementation, thus reducing the risk of errors. Crucially, it has been proven
that this form is stable. In the following section, the performance of the proposed anti-
windup scheme is studied with both simulation results and flight testing.

To demonstrate the effect of the anti-windup modification, a simulation was conducted
to purposefully induce windup. Figs. 5.3 and 5.4 show the applied disturbance and
associated observer estimates, the demanded throttle (i.e. controller output) and the
resulting height profile for the same DOBC configuration without and with anti-windup
(aw) modification. The initial disturbance on u, ud = −0.5, does not lead to saturation of
the throttle, and as such no windup occurs. When ud is increased to −0.75, however, we see
that the demanded throttle exceeds 100%, which leads to control saturation. Subsequently,
we see clearly that the estimate for the unmodified DOBC enters the windup phase. Due to
the unmodelled saturation, the observer estimates that the disturbance must be larger in
magnitude which leads to the application of more throttle. No additional response is seen
in h, meaning the observer continues to increase its estimate and the demanded throttle.
This is windup due to control saturation. The modified observer correctly estimates the
disturbance and suffers no windup. When the disturbance is removed, both estimates
begin to adjust at the same time. However, due to the windup of the unmodified observer,
a significant lag is in place and it takes much longer to approach the true disturbance
value. This leads to a large overshoot in height.

This simple and highly controlled example demonstrates clearly how windup is caused,
as well as the effect it has on the system. In the following section, more representative
simulations are conducted to further demonstrate windup, with comparison to additional
controllers, followed by flight testing.
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Figure 5.3: A comparison of the applied and estimated disturbance (top) and the demanded
throttle (bottom) without and with anti-windup (aw) modification.
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Figure 5.4: Demanded throttle for the simulation in Fig. 5.3 without and with anti-windup (aw)
modification.
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5.3 Simulation Study

For the performance analysis of the proposed method, a simulation study was conducted
using a state space simulation of the longitudinal X8 dynamics. For these simulations,
the longitudinal dynamics of the Skywalker X8 were used. The original state space model
(4.30) is modified to also include the kinematic height of the aircraft, given below as h,

ẋ =



Xu Xw Xq −g cos θ∗ 0
Zu Zw Zq −g sin θ∗ 0
Mu Mw Mq 0 0
0 0 1 0 0

sin θ∗ − cos θ∗ 0 u∗ cos θ∗+ 0
w∗ sin θ∗


︸ ︷︷ ︸

A


u
w
q
θ
h


︸︷︷︸

x

+


0 Xδt

Zδε 0
Mδε 0

0 0
0 0


︸ ︷︷ ︸

B

[
δe
δt

]
︸︷︷︸
u

,

y =

[
1 0 0 0 0
0 0 0 0 1

]
︸ ︷︷ ︸

C

x,

(5.41)

with u and h being the controlled outputs. For this model, the state disturbances and
disturbance mapping matrix are given as

dx =


ud
wd
qd
0
hd

, Bld = I5×5,

as θ is a kinematic relationship to q, disturbances are not considered on this state. For
comparison, a total of 4 control schemes will be used. The baseliine LQR given by (5.26),
the LQI given by (5.21) and the DOBC given by

u = −kxx+Nr + kdxd̂lx, (5.42)

where d̂lx is given by the nominal disturbance observer (5.34) and the anti-windup modified
observer (5.39). The addition of feedforward reference gain in (5.42) has no effect on the
observer dynamics other than contributing to possible actuator saturation and subsequent
observer windup. The tuning matrices for the LQI, along with the resulting gains for all
controllers are given as

Qi =


1 0 0 0
0 0.05 0 0
0 0 1 0
0 0 0 0.05

 , R =

[
1 0
0 1

]
,

kr =

[
−0.435 0.337
−1.50 −0.232

]
, ki =

[
−0.440 0.201
−0.898 −0.098

]
,

kx =

[
0.385 0.109 −0.199 −2.48 −0.337
0.663 −0.015 −0.027 −0.106 0.232

]
,

kdx =

[
0 −0.016 0.016 0.397 0.165

−0.407 0.019 0.008 −0.203 −0.259

]
,
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Table 5.1: Summary of disturbances applied during the state space mixed disturbance simulation.

Disturbance Magnitude Time Active (s)

wd 10 5→60
qd 2 20→60
hd -1 30→32

L =


10 0 0 0 0
0 10 0 0 0
0 0 10 0 0
0 0 0 10 0
0 0 0 0 10

 .
For these simulations, the LQR feedback gains are taken from the LQI output, as per
the relationship given in (5.23) which allows for the assessment of windup responses with
minimal external factors.

5.3.1 Purpose of Comparison Controller Designs

Several control configurations are compared in these simulations. The LQR is included as
a comparison baseline of a control method which is not susceptible to windup. The LQI
is included to demonstrate the effect of windup on classical methods. Many methods for
anti-windup of classical integral methods exist [95, 112], which could be used to alleviate
the effect on the LQI. These are not considered in these simulations, as the unmodified
LQI is only included to provide context of the windup problem when studying the DOBC
method. These simulations are focused on studying the function of the proposed anti-
windup method only.

5.3.2 Numerical Linear State Space Simulations

Numerical simulations are first produced. These allow study with no external disturbances
and full control of modelling errors, if any are desired.

Step Disturbances

We begin with a series of step disturbances and constant reference commands. The dis-
turbances applied are summarised in Table 5.1, with results in Figs. 5.5 and 5.6. Prior to
t = 30s, no windup is seen for any controllers, although the DOBC schemes are outper-
forming the baseline LQR and augmented LQI substantially. For the third disturbance,
the magnitude is above what the system is able to reject, resulting in control saturation.
This is evident from t = 32s, where both the LQI and unmodified DOBC give significant
overshoot. The LQR controller has no means to suffer from windup and as such, returns
to its previous state with no overshoot. The modified DOBC scheme shows the same
behaviour, which demonstrates clearly that the anti-windup modification works in this
instance.

Reference Tracking with a Step Disturbance

In this simulation, a high rate 15m descent reference command is issued. Furthermore, a
disturbance of qd = −22 added to the simulation at t = 20s. The results are shown in
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Figure 5.5: Aircraft u and h response when subject to wd, qd and hd disturbances.
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Figure 5.6: Elevator and throttle setting when subject to wd, qd and hd disturbances.
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Figs. 5.7 and 5.8. The rate is sufficiently high that the aircraft cannot track it without
violating the u reference command, which results in saturation of the throttle during the
descent. The differences in disturbance rejection are vast. Due to the induced windup
during the descent, both the LQI and unmodified DOBC are completely unable to reject
the disturbance, with the DOBC showing worse performance. However, the LQR and
modified DOBC both show much better performance, with the latter being the best by
some margin. If this were a landing scenario (with a runway at 285m above sea level, for
example), all controllers but the anti-windup modified DOBC would have crashed as they
descended below the runway. This simulation therefore also highlights the potential safety
advantages of the designed anti-windup method.

It is also interesting to note that, despite the system being able to reject the dis-
turbances (as demonstrated by the LQR and DOBC), due to the windup the other two
controllers overshoot the reference by too much, and then suffer windup in the opposite
direction. In this case, the systems have both become unstable with the aircraft continuing
to loose altitude and velocity. This further supports the argument for not only improved
disturbance rejection but better robustness with an anti-windup method.

Non-Continuous Disturbances

Next, we study the effect of changing disturbances and the effect of windup on the ability
of the controller to reject them. Figures 5.9 and 5.10 show the results from 3 different qd
disturbances acting on the aircraft, from t = 7s to t = 28s in 7s steps.

In the initial 7s < t < 14s period, no saturation is present and we see that both DOBC
controllers have the same performance. Between 14s < t < 21s, saturation does occur.
Here we see no difference in the performance of the two observer based schemes; simply,
there is insufficient control authority to alter the response. However, as the disturbance
reduces between 21s < t < 28s, we see a significant difference. Both the LQI and unmodi-
fied DOBC schemes suffer from significant overshoot - this is a direct result of the windup
during the previous disturbance. The modified observer does not suffer any windup and
quickly returns to the reference command. It is in this response that we see a further
difference between the observer responses. Fig. 5.10 shows the throttle response; here we
can see that, due to the windup, the unmodified observer suffers a lag in response time.
Both the anti-windup modified observer and the LQR, which is not susceptible to windup,
reduce their throttle inputs at almost exactly 21s, when the disturbance changes. Due
to the windup however, both the LQI and unmodified DOBC take until t = 23s before
any throttle action is taken. This is a significant delay in the response, and highlights a
second benefit of the anti-windup scheme beyond eliminating overshoot in the response:
removing delays in response brought about by windup.

Stochastic Disturbances

The stability of the disturbance observer is only guaranteed in the case where the rate
of change of the disturbance is 0. However, as discussed in Section 5.2.1, if the observer
dynamics are sufficiently fast, a non continuous disturbance can also be rejected. This
performance is achieved with high observer gains, which can be applied in simulation.
More care will be required when selecting high gains in flight testing, as the observer may
become sensitive enough to detect sensor noise.

As discussed in the varying disturbance simulation study, it has been shown that
when windup has occurred, subsequent responses by that observer become delayed until
the effect of the windup is removed. To study this further, Figs. 5.11 and 5.12 show a
simulation response to a Dryden generated stochastic disturbance added to the ud channel
of the model. The disturbance is active for 5s < t < 30s.
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Figure 5.7: Aircraft u and h during a height reference tracking manoeuvre. A disturbance is
added at t = 20s.

First, we notice that both the DOBC methods offer far better disturbance rejection
performance than the integral controller. This further substantiates the claims that suf-
ficiently fast observer dynamics allows for the rejection of non-continuous disturbances.
At t = 16s, throttle saturation occurs once again and we notice that there is a similar
lag in the throttle response for the unmodified DOBC controller. Further, a larger ele-
vator deflection is seen at the same time. In this case, it appears that the controller was
able to use the remaining control surfaces to attempt to maintain the reference command.
However, the output responses show that the LQI and unmodified DOBC both suffer from
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Figure 5.8: Elevator and throttle setting during a height reference tracking manoeuvre. A
disturbance is added at t = 20s.

significant overshoot still. The error in height is however reduced for the DOBC controller,
due to the larger elevator deflection over the LQI.

Although it has not clearly been shown that the controller windup reduces response
rate in the output graphs, it is once again clear in the control input that a lag in response
is present.
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Figure 5.9: Aircraft u and h tracking with varying qd disturbances.
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Figure 5.10: Elevator and throttle setting with varying qd disturbances.
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Figure 5.11: Aircraft u and h tracking with a Dryden ud disturbance.
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Table 5.2: Summary of disturbances applied during the X-Plane mixed disturbance simulation.

Disturbance Magnitude Time Active (s)

ud -1 35→75
wd 22 22→75
qd -1.5 35→75

5.3.3 X-Plane Simulations

The numerical simulations provided an unclouded insight into the behaviour of the con-
trollers in an uncluttered simulation environment. Next, the verified X-Plane simulation
will be used to verify the responses. With X-Plane, not only will the imposed disturbances
be acting, but other, uncontrolled disturbances such as modelling errors will inevitably
exist. For these simulations, R and L gains were tuned to reduce the controller aggression.
This was done to ensure stability of the controllers during their assessment. All adjust-
ments were made equally so comparisons between responses in these simulations remain
valid.

For these simulations, the references are chosen once more to represent a landing
scenario. First, velocity is reduced before a descent is commanded. This serves two
purposes. Firstly, it is representative of the a landing sequence. Secondly, this intentionally
brings the aircraft away from the trim condition around which the model, and subsequently
the controllers, were obtained. This allows for study of the off-model performance of the
various controllers. Good performance here indicates suitability for flight testing.

Figs. 5.13 and 5.14 give the results with the applied disturbances summarised in Table
5.2. The first key point of this simulation is, despite the forced modelling errors, the anti-
windup modified DOBC still offers a significant improvement over the alternative methods.
During the initial 35s, the reference commands cannot be tracked perfectly so there is a
common level of error between the various controllers. However, after the initial period
we can see once again that the LQI and unmodified DOBC both suffer from windup and
subsequently poor performance. The anti-windup modified DOBC shows no such effects
and is able to settle to the final reference commands easily. We note also that once again
the windup has led to a significant undershoot of the reference height command, which
could represent very dangerous circumstances for the aircraft if this were a landing.

In this simulation, we can clearly see that windup induced prior to the disturbance
at 35s has impaired recovery of the LQI and unmodified DOBC. The modified DOBC
show that the system is able to fully reject the disturbance and maintain the reference
command. The controllers suffering from windup are not able to respond in time and show
a significant undershoot, which then leads to a large overshoot. The reason is clear when
studying the commanded throttle inputs. During the long descent, a significant windup
term would have acrued within both the LQI and unmodified DOBC. This causes a severe
lag in the response with the unmodified DOBC responding at around 38s, and the LQI at
around 39s. The anti-windup DOBC was able to respond immediately to the disturbance.
This very clearly highlights the function and benefit of the anti-windup modification.
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Figure 5.13: Aircraft u and h tracking in an X-Plane landing simulation.
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Figure 5.14: Elevator and throttle setting in an X-Plane landing simulation.
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5.4 Flight Testing

Within the simulation section, the function and performance benefit of the anti-windup
modification was clearly shown. For validation, flight tests were conducted to demonstrate
the transferability of the method to a physical platform. This is a key test, as this technique
is entirely based on the difference between theoretical models and real world systems. As
the numerical simulations had shown, caution was required. Conducting these experiments
on a flying platform could have very real and dangerous consequences. For this reason,
some changes were imposed.

First, performance is studied in the lateral channel for flight testing. Saturation in
the longitudinal channel could very easily lead to aircraft stall, making it very difficult or
impossible to safely recover the aircraft. In the lateral channel, risk was limited to aircraft
inversion. The X8 is capable of brief periods of inverted flight, and this would allow time
for manual pilot recovery if necessary.

Second, the integral controller would not be tested in flight. The main reason for this
was to further limit risk by reducing the number of test flights needed. Furthermore, the
aim of this chapter is to demonstrate the performance benefit to the DOBC scheme of
the anti-windup method rather than as a comparison to LQI control. The information
gathered by applying LQI in flight would be very limited over what has been shown in
simulations previously.

Finally, to enable saturation to appear under safe circumstances, the available control
authority would be limited. In standard configuration, ±30◦ of deflection is available as
a roll input. However, the roll rates produced by such deflections are extreme, and would
put the aircraft at risk very quickly. It would also limit recoverability. For this reason,
the control limits were artificially reduced to ±0.15rad (∼ 8.5◦). This would allow for
saturation to occur at more reasonable roll rates, allowing for safe flight testing.

5.4.1 Control Design

For flight testing, a simple model of the aircraft lateral dynamics will be used. The model
is given as [

ṗ

φ̇

]
︸︷︷︸
ẋ

=

[
−27.5 0

1 0

]
︸ ︷︷ ︸

Alat

[
p
φ

]
︸︷︷︸
x

+

[
224
0

]
︸ ︷︷ ︸
Blat

δe︸︷︷︸
u

, (5.43)

here p and φ are the roll rate and roll angle, respectively and δe is the elevon roll deflec-
tion. This simple model is easy to implement and allows for the demonstration of DOBC
performance in flight testing with a limited model. The design of the feedback control is
identical to the method outlined earlier in this chapter other than the system matrices
used, which are replaced by those detailed in (6.2) and the roll angle output defined as
y =

[
0 1

]
x. The LQR weighting matrices are taken as

Qlat =

[
0.1 0
0 2

]
Rlat =

[
3.6
]
,

which gives the feedback control gain as

klat =
[
0.1083 0.7906

]
.

The DOBC design also follows the method outlined previously, with L = diag
[
1.5 0.75

]
.
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5.4.2 Automatic Input Generation

To allow for comparison of performance between flights, manual control inputs would
not be acceptable as this would incur too much variance. For this reason, a method for
automatic control input generation was required. There were four main considerations for
these manoeuvres:

1. Demonstrate steady disturbance rejection ability

2. Demonstrate reference tracking performance

3. Allow for precise repeatability for fair comparison

4. Be routinely feasible in the available space constraints

1 - To allow for rejection of steady (constant) disturbance, such as modelling errors,
the manoeuvre would require a period of zero reference command. This period would need
to be long enough to allow the disturbance observers time to estimate the disturbance and
demonstrate its removal from the output.

2 - For reference tracking, two key features need to be investigated. Firstly, the ability
of the disturbance observer to estimate and remove a disturbance with the aircraft at a
non-reference condition. This is expected to require some time for accurate disturbance
estimation. Secondly, it is important that the disturbance observers does not significantly
reduce the tracking performance of the baseline controller. To satisfy both of these con-
ditions, a pair of roll doublets will be used; one of lower angle, with a longer duration,
followed by a larger angle command with short duration. This combination allows for as-
sessment of both criteria. Furthermore, for some flight testing the manoeuvres magnitude
may need to be increased or decreased, depending on the test. The designed reference
command can be multiplied easily by a scalar to control the test magnitude, while still
maintaining some comparability.

3 - Repeatability of the reference command is essential; the main reason for using an
automatic command over manual input is to allow for consistent repetition each time a
test is conducted. This allows for maximum data comparability and performance compar-
ison of controllers on various flights or testing days.

4 - Finally, it is important that the manoeuvre is short enough that it can be run
within the flight testing area repeatedly. This means it must be short enough that the air-
craft cannot exceed the flight area, regardless of the weather conditions. This essentially
means that even on a day with no headwind (to reduce the ground speed of the aircraft),
the manoeuvre must be short enough to be conducted in the operational area.

The designed manoeuvre is shown in Fig 5.15. The initial 5s settling time satisfies
objective 1, while the roll doublets satisfy objective 2. Furthermore, a small pause between
the two doublets is added to study the return to zero reference following a reference
command step; this is to demonstrate that reference commands do not bring about a
disturbance estimate which affects the aircraft at zero reference.

Objective 4 is satisfied with the overall time of 18s for the manoeuvre. With no wind,
the ground distance covered is 270m, which is within the operational area requirements.
The larger turns were placed later in the manoeuvre for two reasons. Firstly, it allows
assessment of performance with a small initial input; this means the run can be abandoned
before the more aggressive inputs if the initial rolls show an undesirable response. Secondly,
the larger turns will be more clearly visible to the pilot, meaning it will be possible to
distinguish the end of the manoeuvre clearly form the ground. This will aid avoiding
premature termination of the automatic reference command.

Finally, to satisfy objective 3, these roll commands can be embedded in the flight
control software. The automatic reference command was programmed as a module, the
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Figure 5.15: The chosen automatic reference input for flight testing of the lateral flight controllers.

only inputs being trigger and reset conditions. For example, activation of the module may
require a switch on the transmitter to be in a particular position. Once in this position,
an internal clock runs and triggers the turns at the specified time. This makes it very easy
to detect the time at which the mode was activated in the data processing stage, allowing
for easy plotting. Furthermore, by setting the reset condition appropriately (for example,
a change in the offboard activation switch can reset the timer) the timer can be reset for
repeated runs easily.

The designed manoeuvre, along with the method by which it was programmed into
the flight control software, have satisfied all the requirements.

5.4.3 Results

To study the function of the anti-windup augmentation, two flight tests were conducted.
The aim of this test was to demonstrate that, in the absence of saturation, the anti-windup
modification has no effect on the overall controller performance. Fig. 5.16 presents the
first flight test result. Here, we give the baseline DOBC performance (designated DOBC )
to the same scheme with anti-windup active (designated DOBC (aw)). For this flight,
each controller performed two passes of the reference input. This allows for differentiation
between response characteristics and external disturbance.

Prior to point a in Fig. 5.16, there was no significant saturation. This results in a
broadly similar result for all four passes. Point a2 is the first point of significant saturation,
as this is the largest reference step during the test. The resulting response at point b1
shows a clear and consistent difference between the two controllers. The anti-windup
schemes respond much more quickly to this reference command. The control responses at
b2 indicate that the anti-windup controllers are able to utilise the full deflection available,
explaining the improved response. The unmodified controllers show a slow creep of the
aileron deflection. This is the effect of the feedback input being overridden by the DOBC
windup signal, which is slowly disappearing.

Although this result only briefly demonstrates the anti-windup function, an additional
important point is that performance between the observers is consistent when satura-
tion has not occured. This is important, as the anti-windup method should not degrade
controller function when no saturation is present.
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Rapid Step Input Anti-Windup Flight

The next flight test aimed to induce saturation more, to further highlight the effect of
windup and the anti-windup augmentation. Fig. 5.17 gives the result. A series of large
reference step commands are used in this test.

The first feature for discussion occurs at point a1. It appears that the LQR controller
has outperformed both observers in this reference step, as it is closer to the commanded
reference before the next change. However, point a2 shows that all three controllers are
commanding maximum deflection. The difference in response is therefore attributed to
different external disturbances during this reference command. Crucially, it can be seen
that the roll rate (gradient of the roll angle line) is the same for all three controllers, which
confirms that the same control action is being taken.

At point a2, all three controllers have saturated the output; it can be reasonably be
expected therefore that a difference should be seen in the subsequent response, indicated
by point b1. The LQR and DOBC (aw) perform very similarly, reaching the demanded
reference before the next step change. It should be noted that the LQR achieved this with
an initial roll angle of −19.7◦, which is a larger initial error than the DOBC (aw) which
had an initial roll angle of −7.6◦. The DOBC scheme is not able to achieve this in time,
despite a middling initial error of 11.1◦. This error is bounded by the response of the
other two controllers, both of which were able to reach the reference. The DOBC response
cannot be attributed to limited control authority. Indeed, point b2 shows once again the
lagging slow creep of aileron position seen in the previous test which demonstrates windup.

Performance between points b and c are similar for all three controllers, a result of
the equally saturated outputs. At points c1 and c2 the windup effect is seen once more,
although to a lesser degree. Line d1 is an additional feature of the windup. It was
shown from the other responses that for this set of reference commands, the windup limits
response rate in the positive roll direction, while not affecting the negative direction (due to
saturation). Line d1 shows that the DOBC scheme has an increasingly negative response.
This response is not shared by the anti-windup modified DOBC. Crucially, it is also not
shared by the baseline LQR. This indicates that this is a result of windup, which therefore
also demonstrates that the anti-windup function is working correctly in this test also.

5.4.4 Flight Test Conclusions

The two presented flight tests have shown that the anti-windup scheme has been success-
fully implemented on the physical aircraft. The first test indicated that in the absence
of saturation, the DOBC and DOBC (aw) schemes have the same performance charac-
teristics which shows that the anti-windup method does not have a detrimental impact
on performance. When saturation did occur, windup resulted in a slowed roll response
from the DOBC controller compared to the DOBC (aw) controller. Repeating the test for
each controller shows that the consistent performance difference is not a result of external
disturbances.

The second flight test now included an LQR controller, which is not susceptible to
windup. Here it was shown that the DOBC (aw) performance matched that of the LQR
under control saturation. It is pertinent to remember that due to the heavily constrained
control authority, no improvement is expected in disturbance rejection by either DOBC
scheme in this flight. This is a crucial result, as it shows the anti-windup scheme is working
as intended. Again, the degraded performance of the DOBC without anti-windup was
presented which differed significantly from the other results. The anti-windup method has
been successfully implemented on a flying platform.
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Figure 5.16: Flight data for DOBC without and with anti-windup (aw) and artificially limited
control deflection.
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Figure 5.17: Flight response for DOBC without and with anti-windup (aw) and artificially limited
control deflection using a modified reference input.
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5.5 Conclusions

Within this section, the need for an anti-windup augmentation of the DOBC was discussed.
The design process was conducted based on well known and proven anti-windup methods
with proven stability. The dangers to the aircraft under the effects of windup due to
control saturation were clearly demonstrated.

Performance of the proposed method was demonstrated with a range of simulations.
It was shown that without the anti-windup method, DOBC methods are susceptible to
windup in the same way as traditional integral augmentation. The effect of windup was
demonstrated to result in significant overshoot of the reference command as well as delayed
response to changes in disturbances. It was shown that with the anti-windup modification,
the DOBC method is completely alleviated of the effects of windup due to control satura-
tion. It was also demonstrated that the resulting overshoot of reference commands could
lead to dangerous situations for the aircraft. A landing example was presented where,
without the anti-windup modification, the aircraft would have crashed into the runway, as
it was pushed well below the reference height. Further, with the modification, the DOBC
is able to respond rapidly to varying disturbances, offering better response to Dryden
disturbances.

The numerical simulations were further validated by X-Plane simulation. It was
demonstrated that the modified DOBC method is able to maintain its performance ad-
vantage with a non-linear plant. This was achieved by intentionally forcing the aircraft
away from the linearisation point, introducing significant modelling errors.

With performance well validated in simulation, a flight test was conducted. This flight
test was tightly controlled for safety factors, as the simulations demonstrated clearly that
windup could lead to dangerous flight conditions. Regardless of the limitations, it was
demonstrated that the anti-windup modification translated to a physical plant and the
performance advantages demonstrated in simulation were proven in flight testing.

Overall, this section demonstrated clearly the performance issues which control sat-
uration induced windup can lead to. Further, the developed anti-windup method was
shown to alleviate the affect of windup fully, with no performance degradation. A very
clear performance and safety advantage was demonstrated with a number of simulations.
Finally, the results were then validated with flight tests.
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Chapter 6

Enhancing the Disturbance
Observer with Actuator Dynamics

Figure 6.1: A Titan MG Digital servo Skywalker X8 in this thesis.

In the previous chapter it was shown that unmodelled actuator saturation can lead
to windup within a disturbance observer, resulting in degraded performance. In this
chapter we continue to consider the effect of actuator dynamics on the observer. It will
be demonstrated that these dynamics produce a second source of error: the mismatch
between demanded and applied actuator action. Within this chapter, we introduce ε to
denote the true actuator position, such as the deflection of an elevon on the aircraft. Often
in control design, it is assumed that u ≈ ε. The assumption is valid when the actuator
dynamics are faster than the dynamics of the controller. This is a valid and reasonable
assumption in most cases, which simplifies the control design. The controller dynamics
for small UAVs are faster compared to that of full sized aircraft. This is necessary as
the dynamics of small UAVs are also faster. This introduces a problem, as the above
assumption may become invalid. In some instances, it is no longer reasonable to ignore
the actuator dynamics.

Small UAVs typically utilise small electronic servos for the actuation of control sur-
faces, an example is shown in Fig. 6.1. These servos used on the Skywalker X8 in this
thesis have actuation speeds of around 400◦/s. Connections to the control surfaces are
typically configured such that the actuated surface moves with the same speed. The re-
sulting actuation speed is substantially larger than what is common on large aircraft with
hydraulic actuators. For example, Wang studied control surface requirements for a large
Unmanned Combat Aerial Vehicle (UCAV) [113], where the minimum requirement for
sweep rate is given as 60◦/s. A UCAV is a high performance aircraft, so it is reasonable to
assume this requirement is typical of a fast hydraulic actuator. The difference in actuator
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Figure 6.2: High frame rate recording of a manual control input demonstrating the response
delay. Red item is the servo-actuator with black armature under the left wing of the X8.

performance for small UAVs and large aircraft is undeniably substantial.
Simulations in the previous chapter did not include actuator dynamics, thus no effect

was seen. In the previous flight tests however, actuator dynamics were present, yet no
performance degradation was noticed. This raises a question; is it necessary to include
actuator dynamics in the observer? Within this chapter it will be demonstrated that while
not necessary, inclusion of actuator dynamics allows for increased DOBC performance.
The performance benefit is realised even with the very high bandwidth actuators on the
studied small UAV.

The servos used on the X8 are designed for high performance. Cheaper, slower servos
are also commonly used for small UAVs. In such cases, the benefits demonstrated herein
would be even greater. A conventional aircraft with slow hydraulic actuators would benefit
further. This Chapter expands upon the work published in [114]. As was done in this
publication, here the term Actuator Augmented Disturbance Observer Based Control
(ADOBC) is used to refer to the actuator augmented disturbance observer, to allow for
clarity of discussion only.

6.1 Actuator Modelling

In order to conduct accurate analysis and simulations, further understanding of the ac-
tuator dynamics was required. Accurate identification of an actuator model would yield
simulations which accurately represent the true system.

Initial analysis of the actuator response to manual control input was conducted using
high speed video capture. This was intended as an initial study of the actuator time
response. With a maximum available frame rate of 60 Frames Per Second (FPS), the
accuracy was limited to approximately 0.017s

(
1
60s
)
. In addition to the actuator dynamic

response, an unexpected initial response delay was discovered. Fig 6.2 gives a sample of
the video recording of the delay between control input and response; the manual control
input is fully completed before any motion of the actuator is observed.

This is defined herein as response delay, further defined in Fig 6.3. The video analysis
indicated a response delay of 0.217s and a 0.15s time constant for the actuator response. It
was highly unexpected for the response delay to be of greater magnitude than the actuator
time constant.
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Figure 6.3: Definition of the two considered time delay components.
1: Response delay - lag between action demand and initial motion

2: Actuator dynamics - physical actuator response rate

However, it is also not truly representative of the delay which will be present when the
aircraft is in offboard mode. Manual input, as shown in Fig 3.1, enters the system through
a different path than any ROS control scheme. Furthermore, the frame rate limitation and
non-precise measurements given by the video analysis limited the usable data produced;
a better test methodology was required.

6.1.1 Test Methodology

To allow for accurate measurement of the response delay, it was critical that good syn-
chronisation between recorded control input and actuator response was obtained. Using
the Run on Target Hardware (ROTH) method described in Chapter 3, it was possible to
record the actuator demand in the same environment (and time scale) as it was generated.
However, the actuator systems aboard the aircraft provide no means by which to record
their position, so an alternative method of tracking was required.

A VICON motion tracking1 area is available in LUCAS, which offers very high precision
tracking at 100Hz. This would be ideal for actuator measurements if the data could be
synchronised with the demanded input. This is non-trivial as the VICON software is run
on a ground station PC, separate to the Raspberry Pi running aboard the X8. By using
a local area network, it was possible to publish the VICON data to the ROS network
using the UDP protocol. The network latency has been measured to be of an order less
than 1ms, meaning it would not affect actuator measurements. With VICON data now
available on the ROS network, it was possible to generate a model to run aboard the
X8 which recorded precisely the moment of a control demand along with the VICON
measured actuator response. This ensures that the measurements are fully synchronised.
Fig. 6.4 shows how the X8 actuator was tracked within the VICON area.

The aircraft was secured in the tracking area such that only the actuator surfaces were
free to move. The orientation was selected such that the tracked surface would rotate
purely around the VICON x axis, to simplify analysis. This meant that during data
analysis, any recorded motion could be attributed to actuation of the control surface only.
A model was designed to run in offboard mode which demanded three doublets of control
input with three different step times. An example recorded response is shown in Fig. 6.5.

1Further detail available at https://www.vicon.com/motion-capture/engineering
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Figure 6.4: The four highlighted VICON tracker balls attached to the X8 control surface.
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Figure 6.5: A sample of the recorded actuator response to demanded control input.

There are several points worthy of discussion. Firstly, the response delay can be seen
clearly in any change in input demand. It shows a delay of around 0.1s, as opposed to
the 0.217s from the video footage. This indicates that the path from manual transmitter
input to Pixhawk output is partially responsible for the 0.217s response delay measured
by video analysis. Secondly, upon closer inspection the actuator response has distinct
acceleration and deceleration phases, with a constant velocity between them. This is an
expected result as the servo has an internal control scheme. This data shows the actuator
to have a maximum deflection rate of 450◦/s. The third point is that at some points (e.g.
t ≈ 2.8s), the data shows signs of inconsistencies. This may have been a result of VICON
struggling to track the reflectors on the foam X8 body. During the tracking setup, the
bright white, highly reflective surface of the X8 required significant camera calibration to
mitigate measurement noise. For this reason, it would be pertinent to run the test multiple
times and obtain an averaged result.
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Figure 6.6: The five recorded responses and resulting mean response, to a step input with response
delay removed.

6.1.2 Actuator Model

The data acquisition model was run and repeated a full deflection command five times
and the resulting responses were averaged to reduce measurement noise. The response,
ignoring response delay, is shown in Fig. 6.6.

Using the averaged response, the response delay was also identified as 0.08s. This is
much less than the manual mode delay of 0.217s. Due to the test methodology it can be
said that this response delay is representative of the delay present for any ROS offboard
controller. On the other hand, the response time of 0.14s from the VICON data is very
close to the 0.15s estimated from the video data.

This actuator response can be modelled by a simple first order model, or a second
order model, given as

G(s)f =
1

τs+ 1
, G(s)s =

ω2
n

s2 + 2ζωns+ ω2
n

, (6.1)

where G(s)f and G(s)s are the first and second order actuator transfer functions respec-
tively, τ is the time constant, ωn is the natural frequency and ζ is the damping ratio. A
comparison of the best matches for the two models is shown in Fig. 6.7. It can be seen that
the second order model matches more closely than the first order, as expected. For this
reason, the second order model is used in the numerical simulation of aircraft dynamics.
For control design, a decision was made to use the less accurate first order model. Using
the first order model in the observer means that some modelling error will exist, which the
method is expected to account for and remove from the output. This also demonstrates
performance in the absence of an ideal actuator model, which is unlikely to exist in many
applications. This makes the result more applicable to low cost UAVs.

6.1.3 Actuator Response Under Load

VICON motion data was acquired with the actuator under no load other than that of the
surface inertia and attachment friction, which can be assumed as negligible. To confirm
the validity of ground data for application to flight control, the case of actuator response
under load was also considered. First, a calculation of the approximate force on the surface
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Figure 6.7: A comparison of the best matching first and second order models for the actuator
response without consideration of response delay.
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Figure 6.8: A top down schematic of the left wing of the Skywalker X8. All dimensions in cm.

under aerodynamic manoeuvre load was conducted. A schematic of the layout is shown
in Fig. 6.8.

Flight data was collected for maximum roll rate acceleration resulting from a maximum
control deflection during straight and level flight. For flight at 15m/s, the general trim
flight condition, it was found that ṗmax = 45rad/s2. The aircraft roll moment of inertia is
known from ground measurements to be Ixx = 0.3653kgm2. From this, the rolling moment
required for ṗmax can be calculated as

Lṗmax = Ixxṗmax = 16.4Nm.

The centroid of the wing section indicated in Fig. 6.8 is 0.7m from the aircraft centre-
line. Assuming that each of the two control surfaces produced an equal force for the roll
manoeuvre, the force on one wing section required to generate Lṗmax can be calculated as

Lṗmax = 2× 0.7× Fṗmax ,
Fṗmax = 11.7N,

which is rounded to 12N for an upper limit estimate. This 12N results from a pressure
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difference over the whole area of A + B. The portion of this force acting on the control
surface could be approximated from the ratio of areas as

FB = Fṗmax
B

A+B
= 12

0.025

0.1238
= 2.42N.

This represents a upper bound estimate on the force expected, accounting for the approx-
imations made during the calculation. In particular, the assumption that the pressure
difference is equal across the wing is the most far reaching; As demonstrated in [115], the
majority of the pressure change occurs toward the front of the wing. However, in this case,
it serves to increase the load on the control surface above what is expected. This only acts
to increase the valid range of the results. To study actuator performance under this load,
an equivalent 250g weight was attached to the control surface directly. Using the same
filming method as in the initial study, no change in actuation time could be detected; the
internal control scheme of the servo-actuator is able to account for the added load. This
means that, at most, the weight adds 1/60s of actuation time, as this is the limit of the
camera’s capture rate. The resulting error is small enough to be considered insignificant,
thus the actuator model identified in ground testing can be deemed sufficient for modelling
the actuator under flight loads.

6.2 Augmenting a Disturbance Observer with Actuator Dy-
namics

6.2.1 Aircraft Model

This chapter uses the same lateral aircraft model used used in Chapter 5, reproduced here
for clarity as [

ṗ

φ̇

]
︸︷︷︸
ẋ

=

[
−27.5 0

1 0

]
︸ ︷︷ ︸

A

[
p
φ

]
︸︷︷︸
x

+

[
224
0

]
︸ ︷︷ ︸

B

δe︸︷︷︸
u

, (6.2)

where p and φ are the roll rate and roll angle, respectively and δe is the elevon deflection.
The simplicity of the model has no bearing on the validity of the results produced herein,
as it is the effect of actuator dynamics which is being investigated. The simple model
will however induce modelling inaccuracies during the flight test. This aims to further
demonstrate the ability of the DOBC to perform successfully with a limited model.

6.2.2 Actuator Augmented DOBC

The DOBC scheme used previously must be modified and expanded to include actuator
dynamics. The previous DOBC design used a state space model in the form

ẋ = Ax+Bu+ dlx, (6.3)

based on the aircraft model given in (6.2), where A and B are the matrices for aircraft
dynamics and control effectiveness, x is the system state vector, u is the input command
and dlx are the lumped disturbances acting on the system. In this Chapter, the same
feedback control method is used as was in Chapter 5. The control law is given as

u = −kxx+Nr + kdxd̂lx.

This model does not account for any actuator dynamics, assuming that the demanded
control u is similar to the applied control. This is reasonable for systems which have
observer dynamics which are slower than the actuator dynamics. However, for good DOBC
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function when a non-steady disturbance is considered, it is required that the observer
dynamics are faster than that of the disturbance. For flight control, wind gust disturbances
have fast dynamics, meaning a faster observer is needed. Consequently, the observer
dynamics can approach the point where any difference between the demanded control and
true actuator positions can be detected as a disturbance on the system. In an attempt
to address this, a previous nonlinear DOBC design for estimation of helicopter flapping
angles [89] is adapted to include a model of the actuator dynamics in the observer. The
new model then becomes the cascaded system shown below

ẋ = A1x+B1ε+ dlx,

ε̇ = A2ε+B2u,
(6.4)

where A1 = A, B1 = B, as defined in (6.2), ε is the actuator deflection based on the
demanded control input u, and A2 and B2 are the state space representations of the first
order actuator model in (6.1). By moving the control input u to be an input to the actuator
position model rather than directly in the system state, it is possible to include the actuator
modelling into the system. This model is however limited. As shown in Fig. 6.7, neither
the first or second order actuator model are able to represent the actuator dynamics with
true accuracy. By using the DOBC technique, the modelled actuator deflection ε can be
improved by including an estimation term based on state measurements.

6.2.3 Actuator Augmented Disturbance Observer Design

First, the actuator model from (6.4) is utilised to define the dynamics component of our
observer

ε̇ = A2ε+B2u, (6.5)

the measurement term for the actuator position is found by rearranging the system state
equation from (6.4) as

B1ε = ẋ−A1x− d̂lx, (6.6)

where dlx has been replaced with its estimate d̂lx. This is done as we assume a suitable
observer for this term will be designed later. Next, an estimator for the actuator position
is defined as

˙̂ε = A2ε̂+B2u+Lε(ẋ−A1x− d̂lx −B1ε̂), (6.7)

where ε̂ is the estimated actuator position and Lε is the observer gain parameter. However,
in the current form, this estimator features a measurement which is unavailable in ẋ.
Continuing with the standard DOBC method of defining an auxiliary equation to remove
ẋ. First, define

ε̂ = z2 +Lεx, (6.8)

where z2 is an auxiliary vector representing an internal state of the observer. From this
we can also define

˙̂ε = ż2 + Lεẋ. (6.9)

By substituting ˙̂ε from (6.9) into (6.7), we get

ż2 +Lεẋ = A2ε̂+B2u+Lε(ẋ−A1x− d̂lx −B1ε̂), (6.10)

which allows for removal of the Lεẋ term which appears in both sides of the equation.
Finally, the disturbance observer with actuator dynamics by is defined by combining (6.10)
and (6.8) into {

ż2 = A2ε̂+B2u+Lε(−A1x−B1ε̂− d̂lx)

ε̂ = z2 +Lεx.
(6.11)
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This has a similar form to the basic disturbance observer designed previously, except for
featuring dynamics as well as a measurement component. This does mean that the process
of tuning the observer gain Lε is more complex than for the basic observer. For the basic
observer, the L gain in essence controls the convergence rate of the estimate to the true
disturbance; generally, a high observer gain is desirable. For the actuator observer, the Lε
gain changes how ε̂ is generated. This is discussed in detail in Section 6.2.4.

The disturbance observer design for lumped disturbances on the UAV states is similar
to the observer designed in Chapter 5. Here, the previously used u is replaced by ε̂
generated by (6.11) for disturbance observer design. The new disturbance observer is then
designed as {

ż1 = −L(z1 +Lx) +L(−A1x−B1ε̂)

d̂lx = z1 +Lx.
(6.12)

Define the observation errors as eε = ε− ε̂ and ed = dlx − d̂lx. Combining the system
dynamics (6.4) and the observers (6.11) and (6.12), the error dynamics of the observers
are governed by [

ėε
ėd

]
=

[
A2 −LεB1 −Lε
−LB1 −L

] [
eε
ed

]
+

[
0

ḋlx

]
(6.13)

The exponential stability of the observer error dynamics is guaranteed with appropriate
design of observer gains L and Lε such that the matrix

Ã =

[
A2 −LεB1 −Lε
−LB1 −L

]
is chosen to be Hurwitz stable, and 3 further assumptions are made [87]:

1. Both the lumped disturbances dlx and their derivatives ḋlx are bounded

2. The lumped disturbances are constant in steady state (limt→∞ ḋlx(t) = 0)

3. The pair (A1,B1) is controllable.

As the estimation error for the observers converge to zero regardless of the control signal,
the overall closed loop stability can be proven as in [89].

As the neither the feedback control scheme or the lumped disturbances being estimated
have been changed, the disturbance rejection gain calculation follows the same method as
outlined in Chapter 5. The same control method is also used, with the control defined as

6.2.4 Disturbance Observer Gain Selection

The disturbance observer gain is defined as

Lt =

[
L
Lε

]
(6.14)

where Lt ∈ R3×2, L ∈ R2×2 and Lε ∈ R1×2 are the total, state and actuator observer
gains. For design of the state observer gain L, which is common to both the DOBC and
ADOBC, it was tuned for best acceptable performance based on DOBC simulations. The
same gain was then also set as the baseline L gain for the ADOBC controller. As will
be shown in the results, a high L gain which performs well with the DOBC scheme will
typically also perform well for the ADOBC scheme; the reverse is not true. This means
it is more reasonable to tune the baseline L gain for good DOBC performance. In the
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results section, this base gain will be multiplied by scalars to show the effect of increasing
gains for the two schemes. This is done as shown

Lt = LkL
B
t , (6.15)

where Lk ∈ R is the scalar used to tune the gain based on LBt , the baseline gain. This is
given as

LBt =

 1.5 0
0 0.75

0.01 0

 . (6.16)

The selection of Lε warrants some discussion. The first point to note is that ε̂ is updated
only on measurements of the roll rate, p. This is intuitive as the control surfaces only
affect the roll rate of the aircraft, as seen in the model (6.2). Secondly, it is clear that the
gain is comparatively small compared to the state observer gains. This is a more subtle
point to consider. In essence, the balance between ||L|| and ||Lε|| dictates how much the
overall system attributes an external disturbance to either a) an actuator deflection or
b) an external disturbance. For example, as Lε → 0, the estimate of ε will tend towards
the dynamic model. Conversely, as Lε → ∞, the estimate of ε will tend toward the
measurement from the aircraft state. The issue arises when a disturbance is also acting on
the system. In this case, the balance of observer gains can lead to the disturbance being
falsely attributed to an actuator deflection; this causes a degradation of performance. An
example of this situation is shown in Figs 6.9 and 6.10.

For these demonstration simulations, the first order actuator model used in the ADOBC
scheme is intentionally slowed to exacerbate the effect for visual clarity. Two gains are
compared, Lε =

[
0.5 0

]
and Lε =

[
0 0

]
; these are labelled as Lε = 0.5 and Lε = 0

on the figures respectively. First, a large reference step is introduced at t = 0.5s. By
comparing the actuator estimation plots, the higher Lε can be seen to give a more ac-
curate actuator position estimate, accounting for the modelling errors. This also leads
to slightly better reference tracking performance. A disturbance is then added at t = 3s.
Here, the converse effect is seen. The higher Lε gain attributes a significant amount of this
disturbance to a false actuator position estimation, while the other assumes it is entirely
external. Now, despite the small error in actuator position for Lε = 0, the disturbance
rejection performance is significantly improved.

This parameter requires some manual tuning for best performance and it is expected
that the ideal balance will shift depending on the system and nature of the disturbances. In
this case, the improved disturbance rejection means Lε = 0 offers better performance. The
gains given in (6.16) represent a good middle ground between the two, offering accurate
updates of the actuator state estimates while being able to separate actuator position
errors and external disturbances. Further, by maintaining the ratio between ||L|| and
||Lε||, as achieved by (6.15), the characteristic performance of the ADOBC scheme with
respect to this estimation error behaviour is maintained, while the overall observer gain is
altered. This allows for accurate and fair comparison of performance differences resulting
from these changes.
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Figure 6.9: ADOBC responses with varying Lε gains to a reference step. A disturbance is added
at t = 3s.
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Figure 6.10: True and estimated actuator positions for the ADOBC responses with varying Lε
gains.

6.3 Results

The results intend to demonstrate the performance advantages of the actuator augmented
DOBC design. As the performance advantages depend on the difference between com-
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Figure 6.11: Comparison of the baseline LQR, DOBC and ADOBC responses to reference com-
mands. A disturbance is added at t = 1.5s.

manded and applied control, it is expected that the differences for the X8 will be quite
small. As the small electronic servo actuators are very fast (especially compared to full
size aircraft which use hydraulic systems), tight experimental control is required. Numer-
ical simulations are used initially to demonstrate the distinct advantages of the proposed
solution. Under fully controlled simulation, subtle differences can be noticed easily in the
absence of external noise and disturbance. However, to prove the function is viable for
application to aircraft, all findings of the numerical simulations are then validated with
flight test results.

6.3.1 Numerical Simulation of DOBC and ADOBC Performance

An initial comparison is drawn between the baseline LQR with the DOBC and ADOBC
observers. Unless otherwise stated, the Lk observer scalar is maintained at 1 and the two
observers use the same L gain. First, in Fig. 6.11 a performance comparison of the three
controllers to a series of reference steps is given.

With the initial reference step command, it is interesting to see all three controllers
perform very similarly; the ADOBC shows slightly less oscillation and overshoot than the
DOBC. At t = 1.5s, a disturbance is added. First, the LQR suffers significant offset from
the reference command due to the disturbance. Both the DOBC and ADOBC perform
far better. In this case, the DOBC offers slightly faster initial disturbance rejection. In
the subsequent reference commands it can be seen that the DOBC has induced some
additional overshoot and oscillation when tracking reference commands.

Overall, it is not possible to determine which of the disturbance observer methods is
preferable in this result. The basic DOBC offers better disturbance rejection, but slightly
worse reference tracking. However, it is important to remember that the intention of
the augmentation proposed here is to allow for faster observer dynamics through higher
observer gains. In the initial discussion, it was mentioned that as the DOBC dynamics
become faster, small errors between demanded and applied control could lead to problems.
To investigate if this is the case, the Lk observer gain will be studied next. Two topics of
interest are to be studied. First, does increasing the observer gain introduce issues from
unmodelled actuator dynamics? Second, does augmenting the observer with actuator
dynamics improve performance in this regard?

To study these issues, the following simulation was conducted. In Fig. 6.12 the two
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Figure 6.12: The effect of increasing observer gains for the DOBC and proposed ADOBC schemes.

schemes are compared with increasing gains. Here, it is demonstrated that a modest
increase in the DOBC observer gain results in degraded performance. Conversely, a sub-
stantial increase for the ADOBC scheme results in no such issue. This shows that even
with modest observer gains, the basic DOBC scheme begins to observe disturbances due
to the difference between u and ε. This is confirmed by noticing that the oscillations
begin at the initial reference command, prior to the addition of external disturbances at
t = 1.5s. When the disturbance is added, the oscillations return. This clearly indicates it
is the result of actuator deflections, not external disturbances. For the ADOBC, despite
using a simplified model of the actuator dynamics, substantial increases in observer gain
are possible with no noticeable disadvantage. The high observer gain ADOBC gives sub-
stantially improved disturbance rejection performance as well as no induced penalty for
reference tracking.

The result is clear; inclusion of actuator dynamics within the observer allow for a
substantial increase in the observer gain. The result is improvement in both reference
tracking and a substantial improvement in disturbance rejection performance. This result
is obtained even in the presence of non-trivial actuator modelling error. With appropriately
tuned gains for the actuator position estimate, the ADOBC method is able to accurately
estimate the actuator positions while also being able to separate external disturbances
from actuator model errors.

The final step remaining in the process is to demonstrate that this performance trans-
lates to real world performance.

6.3.2 Flight Testing

A flight testing program was initiated to study the performance of the ADOBC scheme
as compared to the baseline DOBC and LQR controllers. The main points of interest are
confirming no loss of performance compared to the DOBC in normal flight and demonstrat-
ing the higher stable observer gain enabled by the actuator augmentation. The automatic
reference command system detailed in Section 5.4.2 was also implemented in these tests.

Initial Disturbance Rejection Performance Study

In preparation for later test flights with forced physical disturbance, an initial test flight
was planned which made use of an artificial disturbance. The generalised control scheme
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Figure 6.13: Generalised control scheme for flight testing of artificial disturbance injection, da.

for this test is shown in Fig. 6.13. Here, the artificial disturbance da is added to the control
demand from the general controller C, r is the reference command, uδ is the total control
demand sent to the aircraft denoted by A/C, d is the general unknown disturbance, x
is the aircraft state and DOB represents the generalised disturbance observer generating
the lumped disturbance estimate d̂lx. With this path of entry, da will be estimated by
the disturbance observer as a component of the disturbances acting on the aircraft, while
allowing the operator full control of its application. Repeatable and controlled disturbance
application is difficult to achieve in flight testing. Using this artificial method, a reliable
and repeatable disturbance is available for testing.

This method of artificial disturbance represented the safest means of initially testing
control performance to a forced disturbance, as the disturbance could be removed at any
time. Furthermore, this offers a unique opportunity for data analysis in flight testing
which is usually reserved for simulation; as the disturbance is controlled by the operator,
the exact moment at which it is activated is known and available when data processing.
This allows for good insight into controller performance in flight testing with a known
disturbance. For all flights herein, unless otherwise stated, the total observer gain matrix
used was

Lt =

 1.5 0
0 0.75

0.014 0

 ,
where Lt(3, 1) = 0.014 = Lε, is the actuator observer gain used. This value was found
from some initial flight testing to give better results than the Lε = 0.01 used in simulation.

Baseline Flight Test

Prior to the activation of any external disturbances, a baseline test was conducted to
compare the performance of the three controllers. The result is shown in Fig. 6.14. Here
it can be seen clearly that the aircraft has some steady state error which the LQR is not
able to remove, in the form of a constant positive roll bias of around 5◦. This results
in overshoot of positive roll commands and undershoot of negative roll commands. The
two disturbance observer based schemes perform well, removing the bias from the aircraft
in both steady state and reference commands; any difference between the DOBC and
ADOBC schemes is not significant enough to be discernible from external disturbances.
This is very similar to what was seen from numerical simulation.

Next, the baseline disturbance rejection performance with the artificial disturbance is
studied. For the disturbance, a 6◦ roll command was chosen as da. This was expected
to produce a visible result without creating an overly significant disturbance which could
endanger the aircraft. The results are shown in Fig. 6.15. Due to flight constraints,
the disturbance could not be maintained for equal time for the three passes; the plotted
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Figure 6.14: The baseline pass using the automatic reference input with no artificial disturbance
active.
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Figure 6.15: The result for artificial disturbance activation in flight. The activation occurs 0.5s,
denoted by the vertical dotted line. Variations exist in the length of data due to flight constraints.

data ends when the disturbance was removed. The effect of the disturbance can be seen
very quickly as the aircraft begins to roll. With the LQR scheme, the aircraft settles at
around φ = 10◦. Due to the lack of reference feedback this scheme is expected to have this
steady state error. Both DOBC schemes reduce the initial roll magnitude and restore the
aircraft to the reference condition quickly. However, the same behaviour as demonstrated
in the initial numerical simulations can be seen again. With equivalent observer gains, the
DOBC scheme is able to reject the disturbance more quickly than the ADOBC scheme,
settling back to the reference command significantly more quickly. This further validates
the numerical simulations.

With this encouraging flight result, the aircraft was prepared with the first physical
disturbance. To achieve a repeatable disturbance, a known weight was attached to the
aircraft wing tip as shown in Fig. 6.16. This weight would provide a constant rolling
moment disturbance to the aircraft, having a similar effect to the artificial disturbance
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Figure 6.16: The physical disturbance weight attached to the wing tip both on the ground and
in flight.

injected previously. To test this, the weight was first attached to the left wing tip, which
would produce a negative rolling moment. In the initial flight test, a permanent positive
roll disturbance was seen in the LQR response. It is therefore expected that this weight will
reduce the steady state error somewhat, with the system approaching nominal conditions.

This flight was conducted separately to the initial flight, so the external disturbance
levels are expected to vary. Fig. 6.17 shows the flight test result for the same automatic
input. First, it is immediately clear that the addition of the weight has removed the
majority of the previously seen external disturbance, as the LQR controller now remains
very close to the reference command. Secondly, the overall magnitude of the external
disturbances is noticeably less during this flight, as the responses are generally smoother.
This allows some additional insight, as with three out of four reference roll commands the
DOBC controller has a consistent overshoot, which is not seen for the other two controllers.
This suggests further that the behaviour seen from the DOBC in numerical simulations
has translated to flight testing - actuator errors appear to lead to small overshoots of the
reference commands.

Unbalanced External Disturbance

With good performance shown with both the artificial disturbance and balanced external
disturbance, the next flight would be conducted with the weight placed on the right wing
tip, which is expected to exacerbate the performance degradation, particularly for the
LQR. The results are shown in Fig. 6.18. The LQR is significantly affected by this
additional disturbance, as the steady state error is now much more pronounced. The two
DOBC schemes are perform well, compensating for the effect of the weight and offering
excellent reference tracking. This test does not show any additional difference between
the two observer schemes, even with the larger disturbance. This is expected, as it can
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Figure 6.17: Flight data for automatic input response with balancing external weight disturbance
applied.
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Figure 6.18: The results for the three control schemes for the aircraft response to automatic
reference commands with the unbalanced weight applied to the right wing tip.

be seen in the initial 3s that both observers have correctly estimated the disturbance and
removed it from the output. It is clear from this data that the DOBC controllers offer
significant benefits over the LQR.

Actuator Observer Gains

As discussed in Section 6.2, the effect of the gain Lε is more intricate with the ADOBC
than L for the DOBC. To investigate the effect of this in flight, a test was planned which
used three different Lε gains. The nominal Lε gain of 0.014 was compared with Lε = 0
and Lε = 0.14. The artificial roll disturbance was used in this flight test, as the dynamic
response to a disturbance was to be investigated. The result is given in Fig. 6.19. Here,
it is clearly evident that the Lε = 0.14 setting has resulted in detrimental performance.
The aircraft reaches the reference command 12.1s after the artificial disturbance injection;
this is substantially slower than the other gains. It can be seen that both Lε = 0 and
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Figure 6.19: Comparison of aircraft performance during zero reference passes with various Lε
actuator observer gains. An artificial disturbance is injected at 0.5s, denoted by the dash-dot line.

0.014 perform much better, seeming to reach the reference command at similar times.
However, more detailed inspection reveals that Lε = 0.014 maintains a slight bias toward
the disturbance for slightly longer than Lε = 0; this also corresponds with the numerical
simulations.

The next test was a run of the automatic reference command with the various gains.
The artificial disturbance result showed that Lε = 0 had faster disturbance rejection. It
was important to establish if there were any drawbacks to this, as this result relies entirely
on the actuator model with no updated estimate from the aircraft’s response. The results
are demonstrated in Fig. 6.20. With this data, it is the Lε = 0 gain which exhibits reduced
performance. Both the initial disturbance rejection performance and reference tracking
commands show worse performance than the other gains. Although the high Lε gain
shows reasonable performance, it does exhibit the characteristics of the LQR controller
in as much as a steady, positive roll offset appears present in some of the data. The
initial 5s has a generally constant offset akin to the LQR performance in previous flights.
Furthermore, overshoot is present in turn 1 and undershoot in turn 3, which both closely
resemble the LQR response. A more subtle point of the data is the comparatively more
stable performance of the Lε = 0.014 flight. Throughout the manoeuvre, and particularly
in the initial 5s, it can be seen that for this gain setting the aircraft exhibits overall much
smoother behaviour, with less oscillations present. This suggests that the inclusion of a
reasonable Lε gain is favourable over no Lε at all. Overall, the Lε of 0.014 exhibits the
most consistent behaviour with good disturbance rejection properties. This is also in line
with the numerical simulation results.

An additional manoeuvre was carried out during this flight test; a manual input full roll
command to complete a full 360◦ turn. The result is given in Fig. 6.21. The data is noisy
as the wind had increased in this portion of the flight. However, this noise offers some
interesting insight into controller performance. Both the high and mid gain controllers
undergo a significant disturbance of similar magnitude (at 4s and 10s, respectively). The
response from the high gain observer is once again very slow to return to the reference
command, whereas the mid gain observer returns to the reference much more quickly.
Furthermore, the 0 estimator gain observer provides very good reference tracking and
appears to offer better disturbance rejection. Based on this data, it would be suggested
that Lε be reduced from the current default of 0.014, for a better balance of characteristics.
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Figure 6.20: Comparison of aircraft performance with automatic reference command using vari-
ous Lε actuator observer gains.
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Figure 6.21: Comparison of aircraft performance during a manual maximum roll command input
with various Lε actuator observer gains.

For the remaining flights, Lε = 0.01 was used.

The Effect of Increasing L on the ADOBC

The flight test results up this point have indicated that the results from numerical sim-
ulations have translated to the physical plant. The final point to investigate is if the
inclusion of actuator dynamics allows for an increased ADOBC observer gain over the
baseline DOBC, giving better disturbance rejection. To investigate this point, a final test
was conducted to compare the baseline LQR, DOBC and ADOBC. An artificial step dis-
turbance would be used once again. For this test, the DOBC gain was increased by an
Lk = 2 over the nominal value. This is compared with the ADOBC at the same Lk = 2,
in addition to the Lk = 8 result. This final result represents an additional increase over
what was demonstrated in the previous flight test, and a substantial increase over that of
the DOBC. The result is given in Fig. 6.22.
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Figure 6.22: A flight test comparison of the LQR, DOBC and ADOBC to an artificial disturbance
with varying Lk gains.

The results are clear. First, all the observer based schemes have resulted in better
disturbance rejection performance as compared to the LQR, as expected. Next, it is noted
that the behaviour of the DOBC controller has become oscillatory, corresponding with
expectations from the numerical simulations. The ADOBC controller with the same Lk
gain performs very similarly, with much less oscillation. This further confirms the numer-
ical simulation results. Finally, the ADOBC controller with Lk = 8, which represents a
significant increase in observer gain, is free of oscillation and gives the best disturbance
rejection performance by a significant margin. This final result confirms and validates
the findings of numerical simulations. The ADOBC augmentation allows for an increased
observer gain over the DOBC which translates to overall improved disturbance rejection
performance. These responses match well with expectations when compared to the earlier
numerical simulations. The results are also in line with expectations from earlier flight
test data shown in Fig. 6.15, despite being conducted on different days (and as such with
no guarantee of similar flight conditions).

6.4 Conclusions

Within this chapter, it was shown that linear state space disturbance observers developed
in previous literature were susceptible to performance degradation in the presence of actu-
ator dynamics. It was shown that such unmodelled dynamics restricted the magnitude of
observer gain which could be applied without resulting in performance degradation. This
limitation on observer gain constrained the rate at which the observer could estimate dis-
turbances, which limits the rate at which their effects can be mitigated. An augmentation
to the previous DOBC design was proposed to address this issue, dubbed as the ADOBC
in this chapter. The resulting performance was studied with simulations and flight testing.

Initially, dynamics of the actuators used on the Skywalker X8 were investigated to
produce suitable models. During this investigation, it was found that the response was
composed of an initial time delay followed by the dynamic response of the actuator. To
account for this in control design and simulation, the actuator model time constants were
increased to include the effect of the time delay within the dynamics. Explicit consideration
of the time delay in control design is non-trivial; this method offered a good compromise.
It was also determined that under maximum expected flight load the actuator response
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was essentially unchanged. This meant the modelled response would not change in flight,
maintaining validity.

An augmentation of the DOBC design utilised in Chapter 5 was presented which es-
timated the true actuator deflections, using an actuator model, demanded control input
and aircraft state measurements. The actuator model used in the observer was first order,
while numerical simulation used a second order model. This allowed study of the per-
formance with actuator modelling uncertainty. Some discussion was presented regarding
the tuning of the observer gain for estimation of actuator dynamics. It was shown that
with proper tuning of this gain, the proposed ADOBC method was able to accurately
estimate the actuator deflections in the presence of modelling uncertainty and external
disturbances.

Simulation studies revealed that using equivalent gains, the DOBC method offered
slightly faster disturbance rejection than the ADOBC. However, the intention of the
ADOBC augmentation was to allow for higher observer gains for a system with actuator
dynamics. When this was investigated, it was discovered that the ADOBC augmentation
allowed for observer gains of an order of magnitude higher than the DOBC. This resulted
in much faster estimation and crucially rejection of the disturbances. A range of flight tests
were conducted where the benefits of the ADOBC method found in numerical simulation
were shown to translate very well to the physical aircraft.

The developed observer actuator augmentation has shown undeniable benefits when ap-
plied to a system with actuator dynamics. Actuator dynamics are an unavoidable feature
of physical systems. The proposed development is therefore very beneficial in improving
DOBC estimation performance in real world systems. It is pertinent to remember that the
improvements shown herein were realised on a system with very high actuator bandwidth.
Due to the nature of the problem, the benefits would be even larger for systems with
slower actuators, such as full scale aircraft with hydraulic actuators.
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Chapter 7

Modelling and Mitigation of
Aircraft Structural Oscillations

Figure 7.1: Video stills taken from the aircraft in oscillation. Each frame (1-4) represents a 1
30s

progression in time. Note the opposing vertical motion of the wing tip and body.

During initial flight testing of the LQR with DOBC, severe longitudinal oscillations
were noticed in the gain tuning process. These gains appeared once either the LQR or
DOBC gains were increased beyond critical points. At or below these gains, the aircraft
would show some signs of oscillation which would generally disappear shortly afterwards.
Once past the critical point, however, the oscillation became severe and continued until
the controller was disabled. This limitation was a problem, as to remain stable the gains
needed to be quite low for both the LQR and disturbance observer, restricting performance.
A higher gain will give the baseline controller better tracking performance and improved
robustness. Higher disturbance observer gain allows for faster estimation of disturbances
which therefore gives improved performance. A solution was needed to allow the gains to
be increased further.

The root cause of this issue was found to be structural. As is discussed within this
chapter, the unconventional construction methods used for small UAVs means this problem
is unlikely to be limited only to the Skywalker X8. A solution which could be applied to
any aircraft would therefore be preferable. In this chapter, the work done to identify
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Figure 7.2: Formation of the longitudinal structural oscillation. Activation of the offboard
controller is denoted by the black dashed lines.

the cause of the oscillation is presented, along with the proposed solution and data to
demonstrate the resulting performance.

7.1 Introduction

The longitudinal oscillation which appeared during flight testing was severe to the point of
endangering the aircraft. The longitudinal oscillation is demonstrated with in flight footage
in Fig. 7.1. The camera was placed close to the neutral point of the opposing wing tip
and body oscillations, resulting in clear footage showing both aircraft parts oscillating.

This motion was seen previously in initial testing of the X8 when the Pixhawk flight
controller was first installed. This appeared to be a result of excessively high control gains,
which excited this mode. Reducing the Pixhawk gains removed the issue. At a later time,
the oscillations returned, this time while the aircraft was under offboard control. Fig. 7.2
demonstrates the formation of this mode as the controller is activated. Here we notice
that the behaviour is absent until offboard activation. A slow build up is seen, after which
the oscillation continues with its maximum oscillation amplitude until the controller is
disabled. It can be seen that elevator deflection and pitch angle are very close in phase,
while pitch rate and elevator deflection appear to be out of phase. This phenomenon
is quite different to traditional aeroelastic flutter. Traditional flutter is a result of an
interaction between structural modes and airflow [116]. In the witnessed response, we
see that control action is directly related to this mode. Later discussion will also show
that unstable oscillations do not occur below key feedback gains, further differing from
traditional flutter. It was also considered that this oscillation may arise from the natural
modes of the aircraft. However, investigations of the short period pitching oscillation for
the X8 determined this to be in the range of 8Hz, which is out of range for the witnessed
motion.

Further investigation was required to identify the source of the oscillation. There are
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two possible causes:

1. Internal controller behaviour

2. Aircraft structural/aerodynamic interaction

If the controller is the source, this will be an internal property related to control design
which excited a structural interaction in the aircraft. If the aircraft is the source, then
a structural response of the aircraft is exciting a response within the controller. This
was the initial point to be investigated, as the answer would direct the next phase of the
investigation.

Frequency Identification Methodology

To reliably analyse the effect of various controller adjustments on the aircraft response,
a suitable metric is required. For this, the Fast Fourier Transform (FFT) was used.
This process analyses data recorded in the time domain and returns the components in
the frequency domain. As the flight data is digital and discretely sampled, the Discrete
Fourier Transform (DFT) was used. The DFT of a signal vector x is defined by

yk =
n−1∑
j=0

ωjkxj ,

where the result y is a vector of complex numbers, x is a vector containing n uniformly
sampled points, j and k are indices running from 0 to n − 1, ω = e−2πi/n where i is
the imaginary unit. Once y has been calculated, some further processing is required to
determine the frequency components. First, we compute the two sided spectrum P2 as

P2 =
∣∣∣y
n

∣∣∣,
from which we can compute the single sided spectrum P1. First, we extract the first half
of P2 by

P1 = P2(1 : h),

where h is an index defined as

h =
[n

2
+ 1
]
,

which is rounded to the nearest integer for an index. The final operation to calculate P1

is applied

P1(2 : [h− 1]) = 2× P1(2 : [h− 1])

Finally, we can plot P1 across the frequency range, aiming to identify a peak frequency.
Fig 7.3 shows the result for the data shown in Fig. 7.2; note that P1 values below 1Hz
have been multiplied by their frequency, creating a linear filter between 1 and 0Hz. As
the analysed data has a non-zero mean, the P1 response produces high signal strength
as f → 0; filtering out this data clarifies the range of interest. The result is easily
interpreted, with the peak magnitude identified in the legend. We can see low level noise
for the majority of the frequency range with a clearly defined peak at 3.41Hz. Using
this technique, we can quickly assess the resulting differences in performance from any
subsequent changes.
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Figure 7.3: The frequency decomposition of the pitch angle data supplied in Fig. 7.2.

0 1 2 3 4 5 6 7 8

Frequency (Hz)

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

|P
1
(f

)|

Signal 1 (3.77Hz)

Signal 2 (3.77Hz)

Signal 3 (3.77Hz)

Signal 4 (3.77Hz)

Signal 5 (3.77Hz)

Figure 7.4: The dominant frequencies from 5 periods of various controller gains of a single flight
test. The x axis was limited to 8Hz when plotting for clarity.

Oscillation Cause Identification

As it is far simpler to adjust controller gains than it is to carry out any meaningful struc-
tural modifications, this source was investigated first. Initially, only the LQR controller
was active in the longitudinal control scheme and a series of gain values were tested in
flight. Then, with the LQR gain fixed, the DOBC scheme was activated with a range of
gains tested again. As all the data was collected in the same flight, changes in external
factors such as aircraft balance (due to battery placement etc.) and air density could be
assumed to be equal across tests. The gains were purposefully chosen to ensure mode
excitation.

Fig. 7.4 shows the resulting analysis from 5 periods in the flight, with the dominant
frequency for each signal. Table 7.1 shows a comparison of the gain scalars for signals
1-5, demonstrating the range of test conditions. Scalars were applied as a multiple to the
preset controller gains used in flight.

122



7. Aircraft Structural Oscillation

Table 7.1: The various LQR and DOBC controller gain scalars used during controller architecture
frequency flight testing.

Signal Controller LQR Kp Scalar DOBC L Scaler

1 LQR 0.9 0

2 LQR 0.81 0

3 LQR 0.61 0

4 LQR + DOBC 0.61 0.61

5 LQR + DOBC 0.61 0.46

The results are quite clear in that all 5 signals present the same dominant frequency for
the oscillations, despite the significantly differing gains. Even the addition of the DOBC
scheme has no effect on the frequency.

The resolution of the result is limited by the amount of samples provided in each input
vector. In this case, all samples were chosen to have the same length and therefore have
the same resolution of 0.198Hz. The length of the input vector is mainly limited by the
amount of time that the pilot is willing to let the aircraft maintain the oscillation, as
the motion is rather violent. This data strongly suggests that the oscillation frequency
is independent of controller gain. Furthermore, it has been demonstrated that it is not
a feature of either the LQR or combination of LQR + DOBC schemes, as alterations of
neither affected the frequency. To fully rule out the control scheme, we next focus on
adjustments to the aircraft structure. If this results in a notable change in peak frequency,
we can be very certain that the root cause of the oscillation is the airframe.

For this test, a constant structural modification was implemented. As in Chapter 6,
weight was attached to both wing tips (as shown in Fig. 6.16). The hypothesis for this test
was that an oscillation of structural should alter the frequency of any recorded oscillation.
To further rule out controller features, the DOBC gain was modified during this flight to
determine its effect on the oscillation.

Structural stiffening was considered as a possible modification to the aircraft for this
flight. However, despite many efforts, no suitable stiffening method could be produced due
to the location of the axis around which oscillation took place. The X8 already features
dual carbon spars which extend beyond the central axis of the structural flexing, as shown
in Fig. 7.6. For these reasons, it was deemed infeasible to perform this test using structural
stiffening.

The result of 3 different portions of oscillation are shown in Fig. 7.5. Each of these
flights also used a different L scalar gain. A clear and significant reduction in the oscillation
frequency is seen (3.8Hz → 2.7Hz), demonstrating that the weight has had a significant
effect on the response.

The 3 peak frequencies are within 1 resolutions’ width of each other, representing
a very tight group. Furthermore, the independence of frequency to controller gain has
been demonstrated once more. At this point it was decided that the root cause of the
longitudinal oscillations was most certainly structural.

7.1.1 Aeroservoelastic Oscillation

Aeroservoelastic oscillation (or flutter), in aeronautical terms, refers to an oscillation of
the aircraft caused by, in some part, an interaction between the aerodynamic forces, servo
(or actuator) dynamics and the elastic (flexible) aircraft structure. This is a long-standing
common problem in aeronautical engineering, with some early textbooks on the topic
being published as early as 1951 [117]. Structural oscillation especially is a feature for
large aircraft such as the B-52 [116], C5-A Galaxy and Boeing 747 [118]. This is due to
their size coupled with light weight, flexible structures. Modern small UAVs are of course
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Figure 7.5: Frequency response of flight controller with 3 different DOBC gains during the
weighted wing flight tests.

Figure 7.6: The X8 aircraft with a wing removed showing the carbon structural components.
Red: Two main spars. Blue: Wing leading edge spar.

significantly smaller than these aircraft. However, due to their design and construction
materials, they are still relatively flexible, as is the case with the Skywalker X8. The
X8 is made of Expanded Polypropylene (EPP) foam, which is relatively soft and flexible.
Two carbon rods are used as spars to add some structural rigidity, with a third used in
the leading edge of the wing. Fig. 7.6 shows these components on the aircraft. Despite
featuring multiple carbon spars, they are connected to each other only through EPP,
allowing plenty of scope for flexing. This is clearly very different to typical structures on
full sized aircraft. Further, this structure is typical of modern small UAVs, meaning it is
unlikely this issue is limited to the X8.

In literature, a range of active methods of addressing flutter have been studied including
classical root locus methods [119], energy based control [120], adaptive control [121] and
Linear Quadratic Gaussian (LQG) control [122] with observers [123,124]. A recent survey
[125] demonstrates clearly that the vast majority of research in this area is on active
control of flutter. The issue with application of active methods to the X8, or small UAVs
in general, are the additional requirements. First, most methods rely on additional sensors

124



7. Aircraft Structural Oscillation

k1

k2

h
α

Figure 7.7: A generic model of flexible wing dynamics as part of a flexible airframe model.

placed along the wing, such as accelerometers or gyroscopes. This would add both cost
and complexity to small UAVs, which is undesirable. Additionally, many of these methods
require models of the wing for the design of active control laws for suppression of the flutter.
Acquisition of these models is a non-trivial task which is well beyond the scope of what is
feasible for the majority of small UAV operators. This would require a significant amount
of time to develop and implement. Active methods were therefore disregarded for this
work.

Some literature on passive methods can be found which include structural optimisation
[126] and notch filters [127]. Structural modifications were considered during initial flight
testing and deemed not applicable in this case. Further, this would limit the application of
the technique to this particular airframe. A passive solution such as the notch filter offered
a far better alternative. The filter is easier to develop and implement than active methods
as it only has two tuning parameters: frequency and damping ratio. The frequency is
fixed to that of the oscillation which is being addressed, leaving only the damping ratio
as a tuning parameter. This process is simpler than any active method, while also being
shown to be highly successful [127]. As the notch filter is simply a transfer function,
it could easily be discretised and applied to the aircraft control scheme using the ROS
framework. The drawback of notch filtering is that, by design, it reduces control authority
in the frequency region of interest. To determine if the notch filter was suitable for the
application, an extensive range of simulations was required, coupled with a flight test to
validate the results. Two issues were investigated:

• Suppression of the oscillation

• Effect on overall controller performance

Ideally, a notch filter which can completely suppress the effect of the oscillation, al-
lowing for higher control gains would also cause no reduction in controller performance to
both reference commands and disturbance rejection.

7.2 Oscillation Modelling & Control Design

To investigate the notch filter performance, the aircraft simulation models would need to
be updated to include flexible body dynamics. Many such models exist in the previously
discussed literature for active methods. These models generally take the form shown in
Fig. 7.7, where h is the wing plunge (deflection of spring k1) and α is the pitch change
of the wing (torsion of spring k2). This, combined with aerodynamic information about
the wing is used to produce a model of the wing flutter in flight, around which a control
law is designed. This is a complex model, which then requires further integration with
the aircraft structural model to fully implement. Such models are clearly more suited to
advanced active controllers, being well above the fidelity requirements for the notch filter
simulations.
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Figure 7.8: The system layout with transfer functions for the notch filter, actuator model, pitch
rate and pitch angle.

For the purposes of this work, a simpler model was needed which could easily be
integrated into the current aircraft models.

7.2.1 Oscillation & Actuator Modelling

An entirely separate section of literature is dedicated to a similar problem in the control
of missiles [128–130]. Missiles tend to have long, slender bodies coupled with high speed
control surfaces which tend to excite flexible body modes. In these works, the flexible
body dynamics are typically modelled by a transfer function such as

q(s)

δ(s)
= Gqfb(s) =

ω2KbKδs

s2 + 2ζωs+ ω2
, (7.1)

where q is pitch rate, δ is the actuator deflection, ω is the natural frequency of the os-
cillation mode, Kb is the mode gain, Kδ is the control surface effectiveness and ζ is the
mode damping. This model is far better suited to the requirements of this work, as it is
simple and easily implementable. Further, the parameters are either already known, or
can be tuned to produce responses which are similar to what has been seen in flight. The
model can easily be integrated into either frequency domain or state space models. Fig.
7.8 outlines how this model was incorporated into the frequency domain models used in
this study.

Here, the actuator model transforms control demand δc to actuator deflection δ, the
rigid body model is the transfer function which transforms actuator position into a pitch
rate. The flexible body model also takes in the true actuator position and adds additional
pitch rate depending on the actuator position. The output to the system, θ is the resulting
total pitch angle. All these models exist in the frequency domain, meaning the total
simulation model is easily produced, once the flexible body model was tuned.

This model is derived for an 3.6Hz oscillation, which lies in the middle of the two
frequencies identified in the initial flight testing. Further, Kδ was obtained from the air-
craft model. The remaining parameters to be tuned are ζ and Kb. Tuning the parameters
for the model to represent the flight characteristics is a very challenging subject. It was
decided that the best method was to tune the model to produce as similar a response as
that recorded in Fig. 7.2, using a simulation with the same control gains and actuator
models. The resulting response is shown in Fig. 7.9. The pitch response magnitude is
slightly larger than what was recorded in flight. However, this means that any solution
developed in the theoretical environment should be more than sufficient to account for
the physical response. The theoretical solution developed should therefore also be more
robust to modelling errors when applied to the physical aircraft.

The remaining characteristics of the simulation match the flight data; a delayed build
up and in phase elevator deflections and pitch angles. Fortunately, all numerical simula-
tions in this section will be validated by flight test data, so the small error in pitch angle
magnitude is not significant. This response was achieved with ζ = 0.05 and Kb = 1200.
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Figure 7.9: The aircraft response to a disturbance under LQR control with flexible body modelling
included.
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Figure 7.10: The bode plot for the flexible body model to pitch rate (q) and pitch angle (θ).

The bode plot for Gqfb(s) and Gθfb(s) are given in Fig. 7.10. The transfer function

Gθfb(s) represents the transfer function from input to pitch angle, and is given by

Gθfb(s) =
1

s
Gqfb(s).

Clearly, the flexible body itself is stable, so any instability which emerges in the simulations
is the result of interaction between the controller and the flexible body. Further, the bode
plot for θ shows that the model has no noticeable influence at the lower frequencies, as
expected. A peak occurs at the critical frequency, with a sustained drop off thereafter.
This fits with the intuitive understanding of the effect of such a flexible body model.

As demonstrated in Fig. 7.8, the flexible body model uses the actuator position as
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Figure 7.11: The bode plot for the employed second order actuator model.

its input as opposed to the demanded control. The actuator model employed for this
study is the second order actuator model described in Fig. 6.7. The second order model
was chosen for two reasons. Firstly, it is the same form of model predominantly used
in the relevant literature. This is likely due to the second reason, which is that the
inclusion of the actuator inertia has a significant effect in this application. As the output
of the flexible body model is directly dependant on the actuator position, using the more
accurate model is favourable. For control design, the first order model will still be used for
its ease of implementation. Presented in Fig. 7.11 is the Bode plot for the second order
actuator model. We see that the magnitude begins to drop off from around 1rad/s, with
the associated phase change.

7.2.2 Notch Filter Design

Two aspects needed to be considered in the addition of the notch filter; filter design and
performance impact. This was studied using bode diagrams generated from the state space
model of the aircraft. The general formula for a second order notch filter, Gn(s), is given
by (7.2)

Gn(s) =
s2 + ω2

n

s2 + 2ζnωns+ ω2
n

, (7.2)

where ζn and ωn are the corresponding damping ratio and natural frequency of the filter
to be designed. As the frequency is that of the oscillation mode we want to control, it
is only the damping ratio which can be tuned for performance. To visualise the effect of
this parameter, several values were plotted with a bode diagram shown in Fig. 7.12. The
effect of ζn is very clear; as ζn → 0, the filter effect becomes more significant as the gain
profile becomes more pronounced. The phase shift also becomes more pronounced.

Ideally, the filter which offers the most gain reduction at the target frequency would
be used as it is most likely to suppress the oscillations. However, this will also limit the
intentional control action at that frequency and introduce additional phase lag. In the
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Figure 7.12: A comparison of the effect of ζ in a notch filtered centred at 3.8Hz (23.9rad/s).

following simulations, the notch filter will be designed using a ζn = 0.025, which represents
a very strong notch filter. This was chosen as it represents a worst-case scenario for the
performance impact of the notch filter, making assessment easier.

7.3 Frequency Domain Analysis

To better understand the effect of controller gain, flexible body dynamics, actuator dy-
namics and notch filters, an investigation was conducted in the frequency domain. The
intention of this analysis was to better understand how the various components affect the
overall system. Furthermore, we aim to demonstrate analytically that the inclusion of a
notch filter, in the presence of aircraft oscillation, allows for higher gains without loss of
stability. This will first be studied analytically with bode plot stability criteria.

For this analysis, only the baseline LQR controller is studied; the disturbance observer
is not included as there is limited benefit from the additional analysis. The oscillations
will appear to the observer as a disturbance, resulting in a control demand to act on
the disturbance. The data in Fig. 7.2 shows that the oscillation is out of phase with
control action, meaning additional action will lead to additional oscillations, repeating
the cycle and leading to instability. The concern in this analysis is therefore primarily
avoiding excitation of the oscillation mode by the feedback controller. Later, numerical
simulations are included which demonstrate clearly the detrimental performance when
DOBC augmentation is activated without a mitigation method present.

7.3.1 Open Loop Transfer Function Calculations

As discussed in [128], state variable feedback modifies the zeros of an open loop system,
meaning open loop systems are suitable for stability analysis. To produce the transfer
functions used in the following analysis, the system shown in Fig. 7.13 was used, with the
loop broken at the designated analysis point.
In Fig. 7.13, GN is the notch filter, GA is the actuator model, Gq is the rigid body
pitch rate, GF is the flexible body pitch rate, and K represents the state feedback for the
associated parameters. The total transfer function, Gt is calculated as

Gt = −GNGA(Gq +GF )Kq −GNGA(Gq +GF )GiKθ,

129



7. Aircraft Structural Oscillation

GN
1
s

δδc ϴ
+GA Gq

GF

Kq
Kϴ

-
q

Analysis
Point

Figure 7.13: The system of transfer functions used to produce the open loop bode plots for
stability analysis.

where Gi is the transfer function of the integration block. For the various different analyses
where aspects of the system are enabled or disabled, their transfer functions were simply
set to unity if not required. In the case of the flexible body model, the transfer function
was removed entirely, as it is a parallel addition rather than series multiplication. Setting
GF to unity in this situation would be incorrect.

Bode plot analysis focuses on two features to characterise stability: gain and phase
margin. In frequency analysis, a system is classed as unstable if the gain of the system is
0dB at the point where the phase of the system is −180◦. To study the amount of margin
to stability, we consider two cases separately. Phase margin being the distance, at 0dB
gain, between the phase of the system and −180◦. Gain margin is the amount of gain
which can be added before the total gain reaches 0dB, at the −180◦ phase point. The
added gain can only be positive, as the system is only stable if the gain at -180◦ phase is
less than 0dB. These criteria will be used to assess the effect of the notch filter, as well as
feedback control gains, on the overall system stability.

Addition of the flexible body mode makes this analysis somewhat more complex. An
example is given in Fig. 7.14. Here, the gain peak added by the flexible body has resulted
in multiple crossings of the 0dB line. For such cases where there are multiple points to
study, the most critical value will always be considered. If any of P1 or P2 were unstable,
it would be said that the whole system is unstable in phase.

Region of Interest

The analysis was concentrated on a reasonably small region of interest. The key frequency
was that of the flexible body mode at 22.6rad/s. Using a frequency range of 1 ≤ f ≤
100rad/s on the Bode plots would give sufficient information at and around the region of
interest. Below 1 rad/s, the flexible body mode has no influence. Above 100rad/s is well
above the effective bandwidth of the actuators and the flexible body mode itself, so would
also not provide any useful information.

7.3.2 Overall System Bode Plot

In Fig. 7.15 we produce the bode plot from control command to pitch angle using various
LQR feedback gains, produced by adjusting the R penalty for the system with flexible
body and actuator modelling in place. The effect of the flexible body model is clearly
visible with the magnitude spike at around 22.6rad/s (3.6Hz). We see that the model
represents the results seen in flight testing very well. With R = 3.2, the aircraft is stable
although with a small gain margin of 2.8dB. Even the modest increase in gain with
R = 1.6 leads to instability, with a gain margin of −0.52dB. This matches very well with
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Figure 7.14: The bode plot for the system under LQR control with R=12.8 showing the resulting
gain and phase margins.
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Figure 7.15: The Bode plot from reference command to pitch angle for the actuator augmented
control system.

what was seen during flight testing, where the LQR with R = 3.2 was determined to be
the maximum stable feedback gain.
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Figure 7.16: The Bode plot from reference command to pitch angle for the actuator augmented
control system with flexible body modelling and various notch filters.

7.3.3 Inclusion of the Notch Filter

Now, the notch filter is included in the model, with the bode plots given in Fig. 7.16.
Here, R is maintained at 3.2, with a range of notch filter damping ratios compared. The
effect is immediately clear in that the inclusion of a notch filter improves the gain margin
by a significant portion. For the modest damping ratio of ζ = 0.5 the gain margin is
increased to 6.4dB (over the previous margin of 2.8dB). The phase margin is a modest
14.6◦, which is also a small improvement over the margin of 12◦ without the notch filter for
the equivalent system. As the notch filter damping increases, the stability of the system
follows suit. When ζ = 0.025, the gain and phase margins have increased to 16.2dB and
76.4◦, respectively.

The apparent effect of notch filter addition is increased stability and phase margin.
However, as seen in Fig. 7.12, the notch filter reduces phase margin. This is true when
the notch filter is considered in isolation. However, when the structural oscillation is also
present, the net effect must be considered. While the notch filter itself slightly reduces
phase margin, the strong reduction in the effect of the flexible body oscillation results in
greatly increased gain and phase margin. The net result is therefore that the addition of
the notch filter leads to improved gain and phase margin.

7.3.4 Gain Tuning

In Fig. 7.16, it was shown that the notch filter adds stability to the system. The implica-
tion of this is that the baseline LQR gain can be increased without the system becoming
unstable as it did in Fig. 7.15. This is studied in Fig. 7.17, where the same range of R
values are compared.

Without the notch filter, only R = 3.2 was stable with a gain margin of 2.8dB and a
phase margin of 11.3◦. Reducing to R = 1.6 (thereby increasing feedback gain) made the
system unstable. Now, with the notch filter in place, using a significantly lower R = 0.32
(even higher feedback gain), the system remains stable. Furthermore, this is achieved with
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Figure 7.17: The Bode plot from command to pitch angle using with varying R weightings.
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Figure 7.18: The genaral layout of the LQR ADOBC control scheme with notch filtering (denoted
by N) in this section.

gain and phase margins of 5.96dB and 11.5◦ respectively, which are both better than the
lower gain system without a notch filter.

This is a very promising result, as it indicates that the notch filter is working as
intended. It remains to determine if this improvement in stability translates to better
DOBC performance. This is studied next in simulation.

7.4 Numerical Simulation

The frequency domain analysis has demonstrated clearly that the addition of the notch
filter yields a more stable system. It remains to determine if this allows for higher observer
gains. For this section, an ADOBC scheme was designed for the longitudinal dynamics
following the method outlined in Chapter 6. An overview of this controller is given in Fig.
7.18. As the notch filter is a known part of the control design, we can design the layout
such that the ADOBC scheme takes the notch filtered control demand as the input. If
this was not done (i.e. passing u to the DOB), the observer would detect the mismatches
between demanded control and the applied control, which has been filtered.

The key points to be studied are within this section are:

• Applicability of frequency domain analysis to flight control
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Figure 7.19: A comparison of LQR performances with flexible body modelling and no notch
filter, with a range of R values. A disturbance is added at t = 3s.

• Improvement in available ADOBC performance

• Performance impact of the additional notch filter

As we aim to study the notch filter for performance impacts, it was decided to maintain
the designed filter with ζ = 0.025. Although the frequency analysis suggests that less
damping ratio could be used to maintain stability, this was decided against for two reasons.
First, it is intended to test this solution on the aircraft. It is likely that modelling errors
exist and therefore the filter which works perfectly in theoretical analysis may not transfer
to the true plant. Using a high damping ratio adds some additional robustness to the
filter against these modelling errors. Secondly, a key point of this study is to determine
any negative effects on control performance due to the inclusion of the notch filter. By
using a strong (heavily damped) filter, any such effects will be more pronounced and as
such more easily detected in the analysis.

7.4.1 LQR Simulation Results

The first simulations investigate the LQR performance. We aim to confirm the frequency
domain analysis, as well as quantify the results in a more easily interpreted format.

LQR Gain without a Notch Filter

The initial simulation studies the LQR response with flexible body modelling but no
notch filter. We compare a range of R values, as shown in Fig. 7.19. The results match
very will with the frequency domain analysis. Increasing the feedback gain results in an
unstable system, while the baseline R = 3.2 value is stable, although with undesirable
performance. Decreasing the feedback gain results in more stable systems, although both
reference tracking and disturbance rejection performance suffers.

LQR Gain with a Notch Filter

Next, we include the notch filter and study the effects. The result is shown in Fig. 7.20.
Again, this result matches well with the frequency domain analysis. However, the effect of
the notch filter is much clearer in this simulation. For the same gain, the response is far
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Figure 7.20: A comparison of LQR performances with flexible body modelling and a notch filter,
with a range of R values. A disturbance is added at t = 3s.

less oscillatory. Furthermore the R = 0.5 response, which was previously unstable, is now
stable and offers good performance. It is also demonstrated that the feedback gain can be
further increased while maintaining stability. For the R = 0.1 response, we see that the
system is beginning to once again show effects of the structural oscillation.

There is no noticeable degradation in performance in any regard due to the notch filter.
On the contrary, the additional gain results in better disturbance rejection and slightly
improved reference tracking, showing that the notch filter allows for better performance.
This is a very good result, as it confirms two of the key points of the simulation study. First,
the frequency domain analysis does translate to simulation with matching results. Second,
it has been shown that for the same gain, the notch filter does not reduce performance of
the system in a noticeable way. Actually the additional gain allowed by the inclusion of
the notch filter results in better performance.

7.4.2 ADOBC Simulation Results

The effect of the notch filter on the baseline feedback control has been established. It was
shown that without the notch filter the feedback gain must be reduced to avoid excitation
of the flexible body mode. It is expected that with the ADOBC active, this will still be
the case as excitation of the flexible body mode will be detected as a disturbance. This
in turn will lead to additional control action from the ADOBC, exciting the dynamics
further and leading to an unstable system. With the notch filter in place, the feedback
gains could be increased without exciting the flexible body mode. This would suggest that
similar performance benefits could be obtained from the ADOBC. This will be studied
here in numerical simulation.

Baseline ADOBC Performance

First, we maintain the ADOBC observer gain and compare the performance with various
LQR configurations. The result is given in Fig. 7.21, with a reference step and disturbance
added at t = 3s. This result matches closely with what was seen during flight testing -
activation of the ADOBC scheme leads to significant and unstable oscillation. Reducing
the feedback gain, and thus reducing flexible body mode excitation, also leads to a stable
observer.
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Figure 7.21: A comparison of LQR and ADOBC performances with flexible body modelling
comparing a range of R values. A disturbance is added at t = 3s.
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Figure 7.22: A comparison of baseline LQR performances with flexible body modelling with
ADOBC observer gains. A disturbance is added at t = 3s.

In Fig. 7.22, we maintain the baseline LQR gain and instead reduce the ADOBC gain
to reach stability. Here we see that reducing the ADOBC gain does improve stability.
However, with an Lk = 0.5, the system has slow disturbance rejection performance as
well as an unstable oscillation, which is increasing in magnitude with time. Reducing
to Lk = 0.1 results in the oscillation magnitude being stable. However, the resulting
disturbance rejection performance is very poor.

Notch Filtered ADOBC Performance

It has been shown that without the notch filter, the applicable ADOBC gain is very low,
which yields poor performance. We now investigate the performance in the presence of
the notch filter. First, in Fig. 7.23 we study the resulting performance with increasing
feedback gain, with the ADOBC gain maintained at the default value. The result is clear
in that with the notch filter in place, the higher feedback gains do not result in unstable
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Figure 7.23: A comparison of performance of the LQR and ADOBC schemes using a range of R
values with the notch filter and flexible body modelling active.

ADOBC responses. For the R = 0.1 response, we see the same oscillations as were present
without the ADOBC (Fig. 7.20). However, the addition of the ADOBC now only provides
improved disturbance rejection performance with no instability. However, when looking at
the control deflection, we see that with the higher feedback gains some undesirable control
action is introduced.

Next, we study the performance of the system with the baseline feedback gains, while
increasing the ADOBC gain. This is shown in Fig. 7.24. For this simulation, the mag-
nitude of the disturbance added at t = 3s is increased to twice that used in the previous
simulations to allow for clearer comparison of disturbance rejection performance. The
results are conclusive in that adding additional ADOBC gain can be done stably. A sig-
nificant increase of Lk = 16 is achieved. Furthermore, this is done without the additional
oscillatory control action which resulted from increasing the feedback control gain. We
also see that the increased ADOBC gain results in much improved disturbance rejection.
For the Lk = 16 simulation, we see that some oscillation does begin to appear in the
control output. However, with the notch filter in place this does not grow into an unstable
condition as it did previously without the notch filter.

137



7. Aircraft Structural Oscillation

0 1 2 3 4 5 6 7

Time (s)

0

5

10

15

20

25

30

P
it
c
h

 A
n

g
le

 (
d

e
g

)

ADOBC R=1 L
k
=1 (n)

ADOBC R=1 L
k
=4 (n)

ADOBC R=1 L
k
=8 (n)

ADOBC R=1 L
k
=16 (n)

Reference

0 1 2 3 4 5 6 7

Time (s)

-2

0

2

4

6

8

10

E
le

v
a

to
r 

D
e

fl
e

c
ti
o

n
 (

d
e

g
)

ADOBC R=1 L
k
=1 (n)

ADOBC R=1 L
k
=4 (n)

ADOBC R=1 L
k
=8 (n)

ADOBC R=1 L
k
=16 (n)

Figure 7.24: A comparison of performance of the LQR and ADOBC schemes using a range of
Lk values with the notch filter and flexible body modelling active.

Overall Performance Improvement

The previous simulations have indicated that the notch filter has allowed for a small
increase in feedback gain and a substantial increase in ADOBC gain in the presence of
flexible body dynamics. A final simulation is now conducted to compare the resultant
controllers. In Fig. 7.25 we study the performance of the baseline LQR to the LQR with
ADOBC both without and with notch filter applied. Each of the controllers were manually
tuned to give the best possible performance in the given configuration.

To minimise the effect of the flexible body mode, the LQR feedback gain had to
be reduced slightly. This did allow for a small increase in the ADOBC gain to Lk = 1.5,
although it can be seen from both the pitch angle and elevator deflection plots that this gain
is extremely close to becoming unstable, as it exacerbates the flexible body oscillations.
With the notch filter in place, however, both the feedback gain and ADOBC gain could
be increased; the additional ADOBC gain is particularly noticeable, as the disturbance
rejection performance at t = 3s is substantially improved.
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Figure 7.25: A performance comparison of simulation with flexible body modelling active, to
various controller tunings with and without the notch filter active.

7.4.3 Numerical Simulation Conclusions

The numerical simulation results have given valuable insight into the problem. All the
points of investigation outlined at the beginning of this section were achieved. Initial sim-
ulations of the LQR controller confirmed the results from the frequency domain analysis.
Addition of the flexible body mode severely reduced the stability margins of the system,
and required the feedback gain to be reduced to minimise the oscillations in the output
channel. It was also demonstrated that without a notch filter the ADOBC gain had to be
reduced to avoid instability. This resulted in very poor disturbance rejection performance.

With the notch filter added to the system, it was shown that the feedback gain could
be increased while remaining stable. However, despite the system being stable, at high
feedback gains a significant amount of oscillation was seen in the output and control inputs,
which represented an undesirable system state. Still, the modest feedback gain increase
was achieved and provided some improvement in performance.

With the ADOBC, the notch filter allowed for a very large increase in the observer
gain. This was achieved with little to no increase in oscillation in either the input our
output channels. The additional disturbance rejection performance which resulted from
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this was very noticeable. In the final simulation, three controller configurations were
compared. The notch filtered result provided the best performance by a clear margin.
This demonstrated very well that the addition of the notch filter does not produce any
noticeable degradation in control performance. Furthermore, the additional gains which
could be applied in the presence of the notch filter were far more impactful and produced
clear and noticeable improvement in the resulting performance.

Overall, the notch filter has been demonstrated to offer a viable solution to the flexible
body problem in simulation. The additional feedback gain provided a small enhancement
to reference tracking performance. However, the disturbance rejection performance re-
sulting from the ADOBC gain was substantial and of great interest. The next step would
be to demonstrate the function of this filter in flight testing. This would first be studied
in the X-Plane environment to provide some validation of the numerical simulation. The
system would then be studied in flight testing. As these flights place significant stress on
the aircraft with added risk, it was decided that only the additional disturbance rejection
from ADOBC gain increase would be studied.

7.5 X-Plane Validation

Before flight testing of the notch filter solution, some further simulations were conducted
using the X-Plane simulation environment. This was intended simply to validate the state
space simulations prior to flight testing. For this reason, the simulations focus purely on
stability of the system rather than performance. Furthermore, the X-Plane interface does
not allow for the inclusion of flexible body dynamics directly. For these simulations, the
output pitch rate of the flexible body model was transformed to a disturbance moment to
yield the equivalent pitch rate in X-Plane. In this way, the effect of the flexible body is
introduced into the X-Plane environment in the best way possible within the constraints
of the interface.

7.5.1 Notch filter performance in the X-Plane Environment

First, Fig. 7.26 shows the performance of the LQR controller with notch filtering toggled.
Here it is clear that the notch filter is required for stability of the controller as it offers
a significant reduction in the level of flexible body oscillation. This simulation is more
sensitive to oscillation than the state space implementations. This is believed to be due
to the method of implementation of the flexible body model and as such will not be
investigated. The main concern for this work is the notch filter’s ability to suppress the
oscillation without reducing performance; both of these have been demonstrated.

Next, we compare the same performance in the presence of the ADOBC scheme. The
results are shown in Fig. 7.27. Again, the flexible body model is having a more significant
effect than noted in the state space simulations. However, the notch filter is sufficient to
maintain stability while showing no reduction in reference tracking performance.

These results provide sufficient evidence that the notch filter is ready and safe to be
flight tested. Flight test results will be the most valuable in affirming the performance of
the notch filter.
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Figure 7.26: X-Plane simulation results using the LQR controller with notch filtering toggled for
comparison.
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Figure 7.27: X-Plane simulation results using the ADOBC controller with notch filtering toggled
for comparison.

7.6 Flight Test Validation

To demonstrate that the notch filter would function on the aircraft, a flight test was carried
out. During this flight test, oscillations were deliberately initiated by increasing the LK
multiplier until it became visible in the aircraft response. Several tests would then be
conducted to study the ability of the notch filter to suppress the motion.

7.6.1 Digitising the Filter

Before the filter could be transferred to the aircraft, it needed to be converted from the
continuous time form to discrete time. Given in (7.3) is the continuous form of a notch
filter tuned for 22.6rad/s.

Gn(s) =
s2 + 511.7

s2 + 20s+ 511.7
(7.3)

141



7. Aircraft Structural Oscillation

-100

-50

0

M
a

g
n

it
u

d
e

 (
d

B
)

101 102

-135

-90

-45

0

45

90

P
h

a
s
e

 (
d

e
g

)

Notch Filter (s)

Notch Filter (z)

Frequency  (rad/s)

Figure 7.28: Comparison bode plot for the continuous and discrete notch filters given in (7.3)
and (7.4) respectively.

When a discretisation scheme is applied for a 0.02s time step, the function in (7.3) is
converted to (7.4).

Gn(z) =
0.8242z2 − 1.483z + 0.8242

z2 − 1.504z + 0.6703
(7.4)

To compare the result of the discretisation, the bode plot of the two filters given in Fig.
7.28. Overall the two filters match very well, with only a small noticeable difference in
phase as the frequency approaches 102rad/s; At f = 102rad/s, the phase of the continuous
filter, N(s) = 11.9◦ while the discrete filter N(z) = 7.76◦. This error is minimal and is
unlikely to cause any noticeable effects. This discrete filter is sufficient for flight testing.

7.6.2 Flight Test Results

The first action to be performed in the flight testing was increasing the Lk gain until the
oscillation occurred. This process is shown in Fig. 7.29. Due to the sensitivity of the
longitudinal motion, the oscillation occurred quickly. However, as can be seen from the
initial period where Lk = 0, the oscillation is not present until the gain is increased. Once
the critical gain had been breached, it was impossible to discern further changes in the
response during the flight test. For this reason, the Lk gain was maintained at around 0.5
in all subsequent testing, as this resulted in oscillations appearing reliably.

Next, the aircraft was flown using the Pixhawk autopilot until the beginning of a test
pass, at which point control was passed to the offboard controller. Generally, it would
take a few seconds for the first oscillation to appear. This was allowed to continue for
several seconds to ensure the motion would continue indefinitely. Then, the notch filter
was activated and the response observed. Fig. 7.30 demonstrates two of these passes.

The result shown here is very clear. Immediately after activation of the notch filter, the
oscillation begins to subside and within 2 seconds it has been entirely removed from the
output. This is a very positive result as it indicates very clearly that the filter is functioning
as intended aboard the aircraft. This also further validates that the discretisation of the
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Figure 7.29: Comparison of the aircraft pitch angle with the applied Lk gain also plotted.
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Figure 7.30: Aircraft pitch during a sustained longitudinal oscillation, with the notch filter
activation denoted by the vertical line at 3 seconds.

continuous time notch filter has been successful. A final demonstration of the notch filter
performance is given in Fig. 7.31.

In this test, the filter is activated, then deactivated and finally activated once more.
This was all conducted in a single pass. This test demonstrates clearly that the notch filter
must be active at all times to suppress the oscillation, as shortly after it is deactivated the
motion can be seen to return.

143



7. Aircraft Structural Oscillation

0 2 4 6 8 10 12 14

Time (s)

-10

-5

0

5

P
it
c
h
 A

n
g
le

 (
d
e
g
)

Toggle Pass

Figure 7.31: Aircraft pitch during a sustained longitudinal oscillation. In this test, the notch filter
is toggled on (dash-dot lines) and off (dot-dot line) during the same pass to further demonstrate
its ability to suppress the oscillation.

Finally, to demonstrate the benefit of the notch filter on performance, some reference
tracking is analysed. This test was conducted in a single flight, following the following
test schedule:

1. LQR reference tracking pass

2. Tune Lk to maximum with stable oscillation mode, designated low Lk

3. Conduct reference tracking pass

4. Enable Notch Filter

5. Tune Lk to maximum with stable oscillation mode, designated high Lk

6. Conduct reference tracking pass

The aim of this test is to demonstrate if the additional performance afforded by the
notch filter translates to flight testing results. The reference step performance is given
in Fig. 7.32. During flight, it was not possible to monitor the Lk gain being applied.
However, during post processing of the data, the transmitter output could be analysed to
determine the resulting gains. It was found that “low Lk = 0.31”, and “high Lk = 4”.
Lk = 4 was the maximum gain programmed into the test flight program. It was chosen as
this would be sufficient for demonstrating the additional gain while allowing reasonable
resolution on the transmitter input to control the input Lk accurately during the tuning
process. The result is given in Fig. 7.32.

The most striking difference is the significant offset from the LQR result. This is most
likely a result of incorrect trim setting in the controller. The LQR is designed to operate
around a trim condition, which requires trimming of both the state and control inputs.
This result indicates that the trim control input for the elevator is not accurate, leading
to a −5◦ offset in steady state pitch.

The ADOBC response is quite different, with both schemes removing the steady state
offset. However, upon more detailed inspection, some differences arise. First, we notice
that the high Lk controller settles to the reference command much more quickly than the

144



7. Aircraft Structural Oscillation

0 2 4 6 8 10 12 14 16 18

Time (s)

-15

-10

-5

0

5

10

15

20

P
it
c
h

 A
n

g
le

 (
d

e
g

)

LQR

ADOBC Low L
k

ADOBC High L
k
 (n)

Reference

Figure 7.32: A comparison of performance between the LQR only, and the ADOBC with two
observer gain settings.

low Lk; this is a direct result of the increased observer gain. Second, structural oscillations
are clearly present in the unfiltered response but not in the filtered response. This further
demonstrates that the notch filter is sufficiently suppressing the oscillations.

Once reference steps take place, the difference between LQR and ADOBC responses is
once again clearly evident. We also see that the high Lk observer scheme is outperforming
the low Lk scheme in the entire flight. The difference is most evident in the 12s ≤ t ≤ 18s
period of the graph. At around 14s the oscillations for the unfiltered response briefly grow,
demonstrating that the low Lk gain is close to its critical gain point. To gain a better
understanding of the intricate differences, the control demands are also plotted in Fig.
7.33.

Here the oscillation problem is substantially clearer. The unfiltered control schemes
have continuous oscillatory control demands, where the notch filtered ADOBC does not.
We can see from Fig. 7.33 that at t = 15s, both ADOBC schemes apply the same initial
elevator deflection and with similar magnitudes for the remainder of the manoeuvre; this
raises the question of why the low Lk gain scheme produces significantly worse reference
tracking. As the only data stored by the Pixhawk is the control demand, the plotted data
is therefore only the demanded control action. To better represent the true dynamics,
the demanded control action was passed through the second order actuator model. This
results in a good approximation of the resulting true control deflection, which is given in
Fig. 7.34.

Here it is immediately clear that, due to the oscillatory form of the elevator deflection,
the low Lk gain scheme has a much lower average deflection during this period. Comparing
the same data for the filtered scheme shows that the actuator model filter has had almost
no influence on the shape of the graph, with the average deflection being much the same.
So not only does the structural oscillation limit the stable gain which can be applied, but
the resulting oscillatory control demands lead to a less effective control output for the
system.

Furthermore, we can see more easily from Fig. 7.34 that the trim elevator command for
the LQR is not accurate, as both the ADOBC schemes settle to a larger average elevator
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Figure 7.33: A comparison of demanded elevator deflection of the LQR only, and the ADOBC
with two observer gain settings.

0 2 4 6 8 10 12 14 16 18

Time (s)

-20

-15

-10

-5

0

5

E
s
ti
m

a
te

d
 E

le
v
a

to
r 

D
e

fl
e

c
ti
o

n
 (

d
e

g
)

LQR

ADOBC Low L
k

ADOBC High L
k
 (n)

Figure 7.34: A comparison of the estimated actuator deflections resulting from the control
demands.

command in the initial 5 seconds.
Shown in Fig. 7.35 is a frequency decomposition of the control demand for this period.

The effect of the notch filter is immediately clear in this data, as the effect of the flexible
body mode have been entirely suppressed, which further solidifies the function of the notch
filter in the flight test.
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Figure 7.35: A comparison of demanded elevator deflection of the LQR only, and the ADOBC
with two observer gain settings.

7.7 Conclusions

This chapter has investigated the phenomenon of controller instability due to unmodelled
aircraft structural dynamics. The issue was first seen with initial trials of the Pixhawk
autopilot on the Skywalker X8. At that time, it was considered only to be the result of
overly aggressive control gains. Later, the issue reappeared during early stages of flight
testing with various offboard controllers. It was here that the issue was deemed to warrant
further investigation.

A range of tests were conducted which concluded that the source of the oscillation was
the aircraft itself. The structure of the X8 is different to conventional aircraft construction.
It is mainly composed of EPP foam, with some carbon spars for rigidity. This construction
is very common to small UAVs, which suggests this problem may be common to other
small UAV airframes too. This meant that a generic solution which could be applied to
any aircraft was preferable.

An appropriate model from literature was identified from the modelling of structural
dynamics of missiles. Also identified during the literature search for an appropriate model
was a potential means for addressing the issue - a notch filter. Initial investigation of
the problem in the frequency domain was then conducted, where the influence of the
flexible body model on the feedback control scheme was very clear. Higher feedback gains
reduced the stability of the system with the flexible body model present. This matched
well with the behaviours seen during flight testing, where reducing the feedback control
gains removed the problem. The frequency analysis also indicated that the notch filter
offered the means to counteract this problem and significantly improve system stability.

To understand the effects of the oscillation on the ADOBC scheme, the frequency
domain analysis was then expanded to numerical simulation. Here, it was shown that with
higher feedback gains the magnitude of the oscillations would increase. As the oscillations
appear to the observer as disturbances, high levels of oscillation in the simulation would
result in additional control action from the ADOBC scheme, which would exacerbate the
effect and render the system unstable. It was demonstrated that to mitigate this, either
the feedback gain or observer gains had to be reduced substantially. In effect, the flexible
body dynamics applied a limit to the maximum gains which could be applied.

Studies of the notch filter demonstrated clearly that the initial frequency domain anal-
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ysis was correct. With the notch filter in place, higher feedback gains could be applied.
However, the available increase was still limited as undesirable control action would ap-
pear at very high levels. However, even with this control action, the system was stable
with the notch filter in place. A far more substantial increase in gain was available to the
ADOBC scheme with the notch filter in place, while maintaining system stability. With
the notch filter in place, a small amount of additional feedback gain coupled with much
higher disturbance observer gains resulted in a system with much better overall perfor-
mance than without the notch filter. The simulations therefore demonstrated that there
were no noticeable drawbacks to the inclusion of the notch filter on system performance.
These results were then validated with X-Plane simulations.

Finally, the notch filter was tested in flight aboard the Skywalker X8. Initial testing
was conducted allowing the aircraft to enter unstable oscillations. When the notch filter
was activated, the oscillations were quickly removed from the system, showing promising
initial results. Toggling the notch filter off again showed that the oscillations returned
very quickly. A final comprehensive flight test was conducted to compare the maximum
stable observer gain without the notch filter, to a much higher stable gain with the notch
filter. This flight showed clear improvements in performance for the high gain observer
with notch filtering. Analysis of the control demand showed that without the notch filter,
even in a stable configuration, oscillations were ever present without the filter. When the
notch filter was enabled, the oscillations were completely removed. Some post processing
of the demanded control action then showed that the modelled actuator deflections for
the high gain observer with the notch filter were far more substantial, giving the reason
for the significant improvement in flight testing.

Overall the chapter was very successful in identifying, understanding and modelling
the problem of oscillation. The proposed notch filter solution was thoroughly investigated
and the resulting performance improvement in flight testing was very clear. This problem
is unlikely to be limited to the Skywalker X8, as it is a result of the non-conventional
construction methods of the small UAVs when compared to larger aircraft. The developed
solution is simple and generic enough that it could readily be applied to any similar aircraft
with this issue, with no noticeable reduction in performance. It also has the benefit of
being control based, so can be quickly and cheaply applied.
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Chapter 8

The Application of Direct Lift
Control

Figure 8.1: The Skywalker 1780 aircraft with control surfaces highlighted. Red: Ailerons. Blue:
Flaps. Green: Elevator.

Direct Lift Control (DLC) is a means of directly controlling aircraft vertical velocity
through the use of aerodynamic control surfaces, typically the flaps, to control the total lift
being produced. Use of DLC may allow for improved tracking of a glide slope, especially
in the presence of disturbances. This yields a design challenge for DOBC, as glide slope
tracking only requires the regulation of two states. The addition of the DLC surface means
the system becomes over actuated - the traditional means of disturbance rejection gain
calculation are not able to deal with this problem. This issue is investigated herein.

DLC has been discussed in literature since as early as the 1960’s [131]. The technique
was identified as a means for improving landing accuracy of commercial aircraft which
was more accurate than the conventional method. For conventional aircraft control, the
attitude must be altered first to change the lift being produced which in turn results in
a change in vertical velocity. DLC alters the angle of the flaps on the wing to directly
alter the lift, thereby resulting in faster control of the lift. In large commercial aircraft
this has a significant effect as the flap dynamics are relatively fast compared to the pitch
dynamics. For small UAVs, the pitch dynamics are quite fast. However, as the actuators
are electronic servos rather than hydraulic systems, their dynamics are also much faster.
It may therefore be possible to improve disturbance rejection, particularly in the vertical
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direction, by utilising DLC on small UAVs. Flaps are commonly found on conventional
configuration aircraft.

Previous implementations of DLC in literature have focused on large scale aircraft [132]
with a focus on landing safety [133]. Disturbance rejection and passenger comfort have also
been studied [134,135] and it was shown that the use of DLC offers good improvements in
both areas. Some more recent work has studied modern civilian transport aircraft [136] as
well as hypersonic aircraft [137]. In all cases it was shown that DLC offers good benefit,
particularly in the comfort and disturbance rejection areas. It is therefore very likely that,
for a small UAV with fast actuator dynamics, these benefits should also be realisable.
Although comfort is not of concern for small UAVs, reduced harshness in flight may have
other benefits such as being able to operate more sensitive equipment onboard.

For this section, a different aircraft is needed. As the Skywalker X8 is a flying wing,
it does not have flaps and is not able to make use of DLC control. Any changes to main
wing lift will result in pitching. Conventional configuration aircraft are able to account
for the pitching changes with elevator deflection, leaving only the vertical velocity as the
net result - this is not possible with a flying wing. For this reason, the Skywalker 1780
aircraft is used as the basis for this study; it is pictured in Fig. 8.1.

8.1 Control Design for Glide Slope Tracking

The standard LQR design used previously resulted in good performance of step reference
commands. However, this design is limited in application to constant reference commands
(i.e. step changes). Fig. 8.2 represents the constituent components of a landing manoeu-
vre, namely the approach and flare. Our interest in this section regards the approach,
which involves tracking of a trajectory commonly known as the glide slope. For this, an
augmentation to the previous design is needed. This design is outlined in this section.

8.1.1 Problem Definition

During the approach, the aircraft is required to maintain velocity while tracking a contin-
uously descending reference altitude. The angle of the glide slope is defined by γ, which
is relative to the flat horizon. The performance objective is therefore to track

u = ur,

h(t) = hr(t)

= h0 + ḣgt,

γ

γ

hf

Approach Flare Ground

Total Landing

Touch 
Down

Va

h

ϴ

Figure 8.2: A diagram showing the general glide slope tracking problem
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where u and h are the forward body velocity and kinematic height, respectively, ur is
the reference velocity to be maintained, h0 is the height at which glide slope tracking is
initiated, ḣg is the descent rate and t is the time during the manoeuvre. We can determine
ḣg using the glide slope angle, γ. In conventional aircraft operation, γ = 3◦ is typical.
With u = 15m/s, this leads to ḣg = −0.786m/s. However, for the Skywalker 1780,
this descent rate requires a very low throttle setting to achieve, which leaves minimal
available authority for disturbance rejection in the negative throttle direction. If we set
ḣg = −0.5m/s, which yields γ ≈ 2◦, the aircraft is able to descend with a more reasonable
throttle setting. Therefore we define

ḣg = −0.5m/s.

Generally the choice of h0 is arbitrary. For the numerical simulations, it will be taken as 0
without loss of generality. For X-Plane simulations, we take h0 as the height at which the
controller is engaged, with the descent defined from there. The starting height in X-Plane
can be considered arbitrary if it is the same for all simulations, which is ensured by the
simulation configuration. Further, the height changes are small enough that factors such
as change in air density are small enough to be negligible. Next, we must design a baseline
controller which is able to track this reference system. We assume that for the most part,
ur will be maintained at the reference value; if changes are needed, only step responses
will be considered. The designed controller will therefore only consider a time varying hr.

8.1.2 Reference Tracking Design

We begin with a linear time invariant system, following the method outlined in [138]

ẋ = Ax+Bu+Ev,

e = Cx+Du+ Fv,

v̇ = A1v,

(8.1)

where x ∈ Rn is the system state, u ∈ Rm is the input and e ∈ Rp is the error between
system state and reference v ∈ Rq, where A1 describes the reference dynamics. E and
F are the disturbance and reference mapping matrices for v, respectively. This generic
formulation of the problem allows v to contain dynamic references, disturbances or both.
In our case, we assume the disturbances cannot be modelled, thus meaning v only contains
reference dynamics. The full derivation of the controller is not repeated here for brevity;
it can be found in [138].

We assume that this system will be controlled by a law defined as

u = kxx+ kvv, (8.2)

where kx ∈ Rm×n and kv ∈ Rm×q are constant gain matrices. The matrices and gains are
defined in Section 8.1.5.

8.1.3 Model Definition

As the two systems being considered for DOBC augmentation are quite similar in notation
and form, S1 and S2 will be defined here to refer to the aircraft with and without DLC
control, respectively. This will aid clearer discussion in the remainder of this chapter.
The full model definitions will be given first, with discussion on selection of modelling
parameters in Section 8.1.4

First, we define the system matrices and states for the DLC aircraft as
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ẋ1 =


−0.116 0.992 −0.352 −10.26 0
−1.05 −6.74 14.99 0 0
0.114 −3.87 −3.8 0 0

0 0 1 0 0
0.144 −0.65 0 15.99 0


︸ ︷︷ ︸

A

x1 +


0 2.72 −0.029

−0.095 0 −0.34
−1.99 0 0.187

0 0 0
0 0 0


︸ ︷︷ ︸

B1

η1,

x1 =
[
u w q θ h

]T
, η1 =

[
δe δt δd

]T
,

where δe, δt and δd are the elevator, throttle and DLC surface deflections. The system
output is given by

y1 =

[
1 0 0 0 0
0 0 0 0 1

]
︸ ︷︷ ︸

C

x1.

The actuator dynamics are given by

ε̇1 =


−6.25 0 0 0

0 0 1 0
0 −2.56 −3.2 0
0 0 0 −6.25


︸ ︷︷ ︸

Aε
1

ε1 +


6.25 0 0

0 0 0
0 2.56 0
0 0 6.25


︸ ︷︷ ︸

Bε
1

u1,

ε1 =
[
δe δt δ̇t δd

]
, u1 =

[
ue ut ud

]T
,

with the actuator states then defined as

η1 =

1 0 0 0
0 1 0 0
0 0 0 1


︸ ︷︷ ︸

Cε
1

ε1.

The thrust model uses the same dynamics as described in Chapter 4 for the X8, with thrust
scaled down based on the motor typically used for the Skywalker 1780. The resulting DLC
aircraft system, with lumped disturbances included, is then described by

S1 =


ẋ1 = Ax1 +B1η1 + dlx1 ,

y1 = Cx1,

ε̇1 = Aε
1ε1 +Bε

1u1

η1 = Cε
1ε1

 . (8.3)

The aircraft without DLC flaps shares many common features with S1, featuring only
different actuator states and dynamics. This system is defined as

ẋ2 =


−0.116 0.992 −0.352 −10.26 0
−1.05 −6.74 14.99 0 0
0.114 −3.87 −3.8 0 0

0 0 1 0 0
0.144 −0.65 0 15.99 0


︸ ︷︷ ︸

A

x2 +


0 2.72

−0.095 0
−1.99 0

0 0
0 0


︸ ︷︷ ︸

B2

η2,

x2 =
[
u w q θ h

]T
, η2 =

[
δe δt

]T
,
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and the output is given by

y2 =

[
1 0 0 0 0
0 0 0 0 1

]
︸ ︷︷ ︸

C

x2.

The actuators are modelled by

ε̇2 =

−6.25 0 0
0 0 1
0 −2.56 −3.2


︸ ︷︷ ︸

Aε
2

ε2 +

6.25 0
0 0
0 2.56


︸ ︷︷ ︸

Bε
2

u2,

ε2 =
[
δe δt δ̇t

]
, u2 =

[
ue ut

]T
,

with the actuator states then defined as

η2 =

[
1 0 0
0 1 0

]
︸ ︷︷ ︸

Cε
2

ε2.

The total system of the aircraft dynamics without DLC flaps can then be defined as

S2 =


ẋ2 = Ax2 +B2η2 + dlx2 ,

y2 = Cx2,

ε̇2 = Aε
2ε2 +Bε

2u2

η2 = Cε
2ε2

 . (8.4)

It should be noted that S1 and S2 share common A and C matrices, which result in
equivalent state dynamics and system outputs; the difference between the two systems is
entirely due to the inclusion of DLC flaps in S1 and the modelling requirements associated
with this.

Flight Test Considerations

The model (particularly the chosen states) used to produce this controller impose some
complications on flight testing. With DLC, vertical velocity w becomes very important.
Standard sensor suites for most small UAV autopilots are not able to measure u and ww
independently, as it requires measuring of flow angles.

Equipment is available within the facilities used during this work which can measure
u and w directly and accurately in flight, making flight testing possible. This is achieved
through a multi-hole pitot probe which can sense angle of attack and sideslip. Where this is
not available, some other means of measuring these angles will be required. Alternatively,
online estimation of these is possible for small UAVs [139], which may offer a viable
alternative.

8.1.4 Actuator Modelling

The actuator models used for the control surfaces (DLC flap and elevator) are the same
as the first order model defined in (6.1) and used throughout the associated chapter. As
the DLC flap and elevators are driven by the same servo actuators on the aircraft, the
responses will be very similar.

For the motor, the model defined in (4.38) was used as a very similar propulsion unit
is used for the Skywalker 1780, which would have a similar response. The control inputs
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are passed through actuator models to ensure the dynamics are appropriately considered
in the simulations.

Fair comparison of the two aircraft is non-trivial. The reference tracking LQR design
process outlined in this chapter is only suitable for systems where the number of inputs is
equal to the number of controlled outputs. This would be the case for the aircraft without
DLC. However, with the inclusion of DLC, adjustments are needed. Several options exists:

• Separate controllers with/without DLC

• Control allocation for the DLC system

• Separate feedback and disturbance rejection control

Designing two separate controllers, one with and one without DLC, makes it difficult
to draw fair comparisons between the resulting systems as it may be difficult to pinpoint
the source of any change in performance. This would likely require a large amount of
tuning and validation simulations to ensure similar baseline performance. This was not
an ideal option.

Control allocation is the process of creating a mapping from a “virtual” control input,
used in control design, to true control deflections of the physical system. In the case of the
DLC aircraft, a virtual control input comprising two control variables would be mapped
onto the three physical controls. This would allow for the use of the outlined method for the
DLC aircraft. This does require additional efforts into the control allocation methodology
and ultimately still results in two separate baseline controllers being designed - without
and with virtual control rather than without and with DLC. In essence, this would simply
shift the problem from feedback design to allocation design.

The third option would be to utilise the DLC flap only for disturbance rejection, using
the same baseline feedback control for reference tracking. Using this method, the baseline
feedback control performance would be truly equal in all comparisons. This would then
allow for study on the benefit of the DLC flap in terms of disturbance rejection only. This
was the preferable option. This did incur an additional problem however. The previously
used means for determining the disturbance rejection gain, described in Section 5.2.2,
requires the inversion of a matrix SB. For the case where the number of inputs is not
equal to the number of outputs, this matrix is non-square and therefore not invertible - the
calculation of the disturbance compensation gain cannot be completed. This is addressed
in Section 8.2.2.

8.1.5 Controller Configuration

For design of the feedback controller, we use S2 in control design. To define the remainder
of the required matrices in (8.1), we set E,D to 0 matrices of the appropriate dimension,

F =

[
1 0 0
0 0 1

]
,

and the reference system v =
[
ur ḣg hr

]
defines

A1 =

0 0 0
0 0 0
0 0 1

 .
For the design of the baseline feedback gain kx, we use the weighting matrices

Q =

[
1 0
0 1

]
, R =

[
0.4 0
0 4

]
.
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This R matrix was found to provide good performance in initial tuning of the feedback
controller; throttle action was penalised more to account for the slower dynamics. The
resulting control law is given by

u2 = −kx2x2,

To apply the control law to S1, the control law must be adapted for compatibility with
u1. This is accomplished by setting

u1 = −kx1x1, where kx1 =

[
kx2
05×1

]
.

This ensures that the feedback control system designed for S2 has equivalent performance
when applied to S1.

8.2 Over-Actuated DOBC Compensation Gain for DLC

The design of the disturbance observer follows the methods outlined in Chapter 6, with
an observer for actuator dynamics and an observer for lumped disturbances, which utilises
the actuator estimates. However due to the inclusion of second order actuator dynamics
for the throttle, a small modification is required within the actuator observer, presented
in the following section.

8.2.1 Disturbance Observer Design

This section will present the disturbance observer design for S1; the same process is used
for S2 with the appropriate system equations and as such is not repeated herein for brevity.
The method is broadly similar as that in Chapter 6, with a slight modification due to the
second order actuator model.

First, the actuator model from (8.3) is taken to describe the dynamics component of
the actuator position observer as

ε̇1 = Aε
1ε1 +Bε

1u1,

however as we only require estimates of the actuator positions, we select these as the
dynamics outputs by taking

η̇1 = Cε
1 (Aε

1ε1 +Bε
1u1) .

This is necessary due to the inclusion of second order actuator dynamics in the observer.
We continue as in the previous actuator observer by taking the measurement for actuator
positions as

B1η1 = ẋ1 −Ax1 − d̂lx1 ,

where the lumped disturbances have been replaced by their estimate, assuming a suitable
observer will be designed for this term. The estimate for actuator position can then be
given as

˙̂η1 = Cε
1 (Aε

1ε1 +Bε
1u1) +Lη1(ẋ1 −Ax1 −B1η̂1 − d̂lx1).

Following the standard DOBC procedure of defining an auxiliary state z to remove ẋ from
the estimate dynamics, we arrive at the following observers for actuator position{

ż2 = Cε
1 (Aε

1ε1 +Bε
1u1) +Lη1(−Ax1 −B1η̂1 − d̂lx1),

η̂1 = z2 +Lη1x1,
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and lumped state disturbances{
ż1 = −L1(z1 +L1x) +L1(−A1x1 −B1η̂1),

d̂lx1 = z1 +L1x.

The stability proofs for this observer continue as in Chapter 6 and are not repeated for
brevity. For the tuning of the observer gains, manual tuning was conducted to determine
the most suitable observer gain. For fair comparison, the tuning was conducted with
simulations of S1. The same observer gain was then used for S2, with the DLC flap
estimation gain removed to maintain correct dimensions. As it is the performance benefit
of the DLC flap and over actuated observer being examined in these simulations, no study
of the observer performance with regards to disturbance estimation is conducted. It is
assumed that the observers are sufficiently able to track the disturbances, as has been
demonstrated in previous chapters.

8.2.2 Over-Actuated DOBC Compensation Gain for DLC

The classical method of linear DOBC design for state space systems assumes that the
number of controlled outputs is equal to the number of inputs available. Then, based
on the assumption that the disturbance is constant and the observer is able to estimate
the disturbances accurately, a gain can be calculated which will remove the effect of the
disturbance from the output. For the non-DLC aircraft, this calculation is given as

kdx2 =
[
C(A−B2kx2)−1B2

]−1 [
C(A−B2kx2)−1Bd

]
,

where C(A −B2kx2)−1B2 = N2×2
2 is invertible, and kdx2 is therefore uniquely defined.

The gain is uniquely determined as for any given disturbance there exists a single, unique
actuator configuration which removes the effect of the disturbance in the output.

However, in the case of S1, the DLC enabled aircraft, there are now more actuators
available as inputs than outputs being controlled. Therefore the condition no longer holds
that a unique actuator configuration configuration exists to remove the disturbance effect
from the system output. Mathematically, this can be seen from the calculation of the
disturbance compensation gain for this system

kdx1 =
[
C(A−B1kx1)−1B1

]−1 [
C(A−B1kx1)−1Bd

]
, (8.5)

where C(A−B1kx1)−1B1 = N2×3
1 is not invertible, meaning kdx cannot be determined

in this way. The compensation gain must be determined in a new way.

8.2.3 Pseudoinverse Control Allocation Theory

The over-actuated case can be thought of as a set of control configurations, all of which
yield the same system output. The question then becomes how to determine the most
suitable configuration - the optimal result. In the case studied herein, we aim to maximise
the benefit of the additional DLC control surface for disturbance rejection. Control al-
location is the research topic which deals with the over-actuated control design problem.
A multitude of methods exist to solve this issue, from simple linear solutions to complex
online optimisation [140]. As this work is an initial study into the feasibility of DLC
control for disturbance rejection, a simple solution was desirable. One of the earliest and
simplest control allocation methods is the pseudoinverse method, where the pseudoinverse
of general matrix B is given by [141]

B# = BT (BBT )−1,
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where (·)# indicates the pseudoinverse operation. This provides the minimum-norm solu-
tion, also known as the Moore-Penrose pseudoinverse. Using this operation, we can solve
(8.5) for kdx1 as

kdx1 = N#
1 C(A−B1kx1)−1Bd.

This has therefore solved the over-actuated problem for determination of the disturbance
rejection gain. However, as initially stated this is only a single solution in a larger set of
possible solutions. It may be possible to determine a more optimal solution. Generally,
optimal solutions require a performance index against which to determine optimality, from
a user defined criteria. The weighted pseudoinverse [142] is one way by which this can be
achieved. By introducing W , a weighting matrix, it is possible to control the calculation
of kdx1 within the set of feasible solutions. For this, we define

W =

ηek 0 0
0 ηtk 0
0 0 ηdk

 , (8.6)

where η
(·)
k is the weighting for the actuator denoted by the superscript. By introducing

the weighting matrix to the pseudoinverse calculation as

B# = W (BW )T (BW (BW )T )−1,

the weighting on the control inputs can be applied with an effect akin to the R matrix in
LQR design. This method therefore requires manual tuning to obtain best performance.
This was deemed sufficient for this initial investigation.

8.2.4 The Effect of Weighting on Pseudoinverse Disturbance Rejection
Gains

To demonstrate the effect of this weighting matrix, we study the effects of S1 (8.1.3) under
LQR feedback control. The feedback gain for this system is given as

kx1 =

 0.184 −0.489 0.889 11.62 0.659
−0.438 0.023 −0.102 −0.80 −0.161

0 0 0 0 0

 ,
which was obtained using the process outlined in this section. Now, following the procedure
outlined in Section 8.2.3,

taking W1 =

1 0 0
0 1 0
0 0 1

 gives kadx1 =

−0.002 0.283 −0.498 −7.0 −0.697
0.367 0.030 0.001 −0.207 0.289
−0.008 −0.056 0.098 1.38 0.131

,
the minimum norm solution to the given problem. Assuming we want disturbance rejection
with less δe utilisation and more δt,

setting W2 =

5 0 0
0 0.2 0
0 0 1

 yields kbdx1 =

−0.0002 0.246 −0.433 −6.09 −0.605
0.367 0.026 0.008 −0.106 0.299
−0.001 −0.243 0.427 6.0 0.596

.
The result may appear somewhat unexpected. Studying the du terms (column 1 of kbdx1),
we see that the elevator and DLC flap have seen reduced gains whilst the throttle is
unchanged. This is unintuitive, as more throttle action was demanded from the weighting
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matrix. However, it is the relative magnitudes which must be considered. For example,
multiplying W2 by a factor of 5 would yield the same kbdx1 gain, with a weighting matrix

5W2 =

25 0 0
0 1 0
0 0 5

 ,
which heavily penalises δe action with some penalty on δd action too. The resulting
changes in kbdx1 then are more intuitive, as δe has significantly lower gain, and δd has
somewhat lower gain. This effect is studied in more detail in Section 8.3.3 with numerical
simulations.

The stability proof for this observer follows the same process as outlined in Chapter 5
and is not reproduced here.

8.3 Simulations

To study the effect of DLC in a controlled environment, numerical state space simulations
were conducted. There are several factors to be investigated in these simulations:

• Is the designed reference tracking strategy sufficient?

• Does DLC improve disturbance rejection?

• Are there drawbacks to the addition of DLC control?

• Does the weighted pseudoinverse allow control of disturbance rejection?

• Does the performance translate to more realistic environments?

First, we confirm that the addition of the DLC flap does indeed allow for better
disturbance rejection and quantify the improvements. It is also important to investigate
any drawbacks associated with the inclusion of DLC - after all you don’t get something
for nothing. For example, does the improved disturbance rejection come at the price of
significantly more complex controller tuning?

Another key factor is to understand the effects of the weighted pseudoinverse gain
calculation. Does it allow for control of the distribution of control effort to a satisfactory
level for disturbance rejection, or is a more advanced method needed?

Finally, as with previous work, a study will be conducted to ensure the findings of
numerical simulations translate to a more representative environment. In this case, X-
Plane is used for verification.

8.3.1 LQR Reference Tracking Performance

First, to study the benefit of the reference tracking augmentation, glide slope tracking
performance in the absence of disturbance was studied. Numerical state space simulations
are conducted first. In these initial simulations, actuator modelling is disabled as their
effects are not considered.

Here, we compare the original DC gain feedforward method defined in Section 5.1.2 to
the newly designed controller. The DC gain feedforward method is referred to as “LQR
(N)”, while the newly designed method is referred to as “LQR (v)”. As we are considering
this controller in the context of glide slope tracking, we compare performance to a step
ḣg = −0.5m/s input active while 1 ≤ t ≤ 10s. The outputs are given in Fig. 8.3 with
the control inputs in Fig. 8.4. The difference is immediately obvious; with the LQR (v)
design, no steady state error is seen during the glide slope tracking in either u or h, while
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Figure 8.3: The aircraft outputs to a glide slope tracking manoeuvre comparing the two methods
of LQR design.

the LQR (N) design has a constant steady state error while the reference command is
changing. From the control inputs we can see that the LQR (v) system responds to the
reference input more aggressively, giving less initial error.

We also see that the LQR (v) design has some undershoot at the bottom of the glide
slope. This could be accounted for in the design by adjusting the reference system. How-
ever, for glide slope tracking this manoeuvre translates to the flare, rather than an abrupt
change to the reference command so this overshoot is not a concern.

This simulation demonstrates clearly the benefit of this design method. For all future
simulations in this chapter, the LQR (v) design will be used as the baseline controller.

8.3.2 Effect of DLC

Next, we compare the baseline LQR (v) system with the two disturbance observer systems,
S1 and S2. For the initial comparison, no allocation weighting is applied in the calculation
of kdx1 . Fig. 8.5 and 8.6 give the outputs and inputs for a glide slope tracking manoeuvre.
The disturbances applied are given in Table 8.1; these disturbances are applied throughout
the following simulations.

Here we see that the performance of S1 is nearly identical to S2. The data for pitch
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Figure 8.4: The aircraft control inputs to a glide slope tracking manoeuvre comparing the two
methods of LQR design.

angle θ has also been plotted. Although it is not a controlled variable, it is still of interest
in the application. During landing, the variation in θ must be regulated tightly within a
range to avoid damage to the aircraft or dangerous flight conditions. One possible benefit
of the DLC flap is improved θ regulation, as the aircraft does not necessarily need to be
pitched to adjust height. In this case however, the response of S1 shows no benefit above
S2. Small differences are present in the control inputs, but these are not enough to have
noticeable effects on the outputs. This is a positive point for the initial comparison, as
in the default state the addition of the DLC flap has not had much effect allowing for
similar responses and therefore fair comparison. However, we also notice in Fig. 8.6 that
δd deflections are an order of magnitude less than that of the elevator, with the throttle
also seeing comparatively high usage. This suggests that, with more influence on the DLC
flap for disturbance rejection, some differences might be noticeable. This is investigated
next.
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Figure 8.5: The aircraft outputs to a glide slope tracking manoeuvre with disturbances comparing
the LQR, S2 (no DLC) and S1 (DLC).
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Figure 8.6: The aircraft control inputs to a glide slope tracking manoeuvre with disturbances
comparing the LQR, S2 (no DLC) and S1 (DLC).
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Table 8.1: The disturbances and associated time at which they were applied when studying the
effect of actuator dynamics on disturbance rejection.

Disturbance Time (s) Values

ud 5, 25 -1, 0

wd 10, 20, 25 -10, 25, 0

qd 17, 25 5, 0

8.3.3 Emphasising DLC Flap Utilisation for Disturbance Rejection

Next, we utilise the ηdk weighting term from (8.6) to alter the emphasis on the DLC
flap in the calculation of kdx1 . The results, along with the weighting used, are given in
Figs. 8.7 and 8.8. Several interesting points are noted. In the rejection of disturbances
between 10s ≤ t ≤ 20s, performance is broadly similar. Some improvement in u tracking
for ηDk = 0.01 exists. As there is no difference in actuator dynamics, this must come
from the DLC flap dynamics. The disturbance during this period is in the w channel.
Utilising the DLC flap more allows it to be rejected directly. With less DLC action,
this disturbance must be rejected by modifying other states first, which is slower. The
performance difference is quite small. At t = 20s, a substantial difference in performance
is noticed. This is due to saturation of the elevator and throttle inputs. With more DLC
action, these inputs are not saturated, allowing the disturbance to be rejected. This is a
benefit of additional control authority rather than DLC dynamics.

The obvious question at this point is “Why use the DLC flap?”. These simulations
have shown that its inclusion results in largely similar performance (in the absence of
control saturation) as the aircraft with no DLC flap, even after weighting the disturbance
rejection gain to utilise the DLC flap more. The key may lie with the fact that these
simulations include no actuator dynamics. Without the DLC flap, the system utilises the
elevator and throttle to counteract the wd disturbance. However, the elevator achieves
this by pitching the aircraft to control u, which is able to reject wd due to the strong
coupling. The limitation here being that the aircraft state must be adjusted first, to reject
the disturbance as a secondary outcome. Furthermore, using the throttle relies on the
motor to produce additional thrust, which is therefore limited by the actuator dynamics
of the motor which have been measured to be noticeably slower than the other actuators
in Section 8.1.4. Therefore, we should include actuator dynamics to better understand the
benefits of the DLC addition.

8.3.4 The Effect of Actuator Dynamics on Disturbance Rejection

We now assess the performance of the controllers with actuator dynamics present. The
actuator models used in this work are discussed in Section 8.1.4. The elevator and DLC
flaps are modelled with the first order servo models, and the throttle with the second order
motor model. Shown in Figs. 8.9 and 8.10 are the resulting states and control inputs when
tracking a glide slope with disturbances.

An immediate difference in performance is seen with the first disturbance at t = 10s.
S1 rejects the disturbance completely and in a much more timely manner than S2. This
is a clear benefit of the faster DLC actuation dynamics, as it can be seen that S2 and
the LQR must make much more use of throttle action to reject the disturbance. Without
the DLC flap, S2 takes 4 seconds longer to return to reference; even at this time, some
overshoot exists as the aircraft is also returning to the reference height at this time. A
very clear benefit of the DLC flap when actuator dynamics are present is shown. With
the disturbance at t = 20s, it is once again shown that the addition of the DLC flap
allows for larger disturbances to be totally rejected. The peak disturbance effect on u is
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Figure 8.7: The aircraft outputs to a glide slope tracking manoeuvre with disturbances comparing
varying ηDk weightings.
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Figure 8.8: The aircraft control inputs to a glide slope tracking manoeuvre with disturbances
comparing varying ηDk weightings.
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far smaller for S1, with the disturbance being completely rejected in around 1.5s. The
benefits are clearly visible in both u and h. This disturbance is beyond the rejectable
range for S2 (and LQR), as the throttle is completely saturated. This occurs with steady
errors in both u and h. In this case the DLC adds additional control authority which is
successfully leveraged to reject the disturbance in both output channels. Overall, S1 now
offers significantly improved performance over S2.

An additional benefit is improved θ regulation. S1 reduces the effect of changes in
θ, while maintaining the state closer to the reference in steady state. This represents far
more favourable performance during glide slope tracking and implies better performance
during landing also.

These simulations have demonstrated very clearly the benefit which S1 offers over S2

and particularly the baseline LQR. S1 system is able to reject a larger range of disturbances
in a more timely manner than S2 while also maintaining the important pitch angle state
closer to the trim condition. While it is expected that an additional control surface should
improve the range of rejectable disturbances, it has been demonstrated that an improved
rate of disturbance rejection also exists for S1. This was shown to be a result of the faster
actuator dynamics offered by the DLC flap over the motor, as without actuator dynamics
the performance difference between S1 and S2 designs was negligible. It was also shown
that the weighted pseudoinverse calculation of the disturbance rejection gain functioned as
intended and was wholly fit for purpose: it allows for control over the distribution of control
efforts needed to reject a disturbance, while resulting in near identical output performance.
This demonstrated that the weighting factor only affected how the output performance
was achieved, rather than the actual performance. This is a crucial advancement in the
design of over-actuated DOBC methods.
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Figure 8.9: Reference tracking performance of the three controllers to a glide slope with distur-
bances.

167



8. Direct Lift Control

0 5 10 15 20 25 30

Time (s)

-12

-10

-8

-6

-4

-2

0

2

4

E
le

v
a

to
r 

D
e

fl
e

c
ti
o

n
 (

d
e

g
)

LQR (v)

S
2

S
1
 

k

D
=0.01

0 5 10 15 20 25 30

Time (s)

0

20

40

60

80

100

T
h
ro

tt
le

 S
e
tt
in

g
 (

%
)

LQR (v)

S
2

S
1
 

k

D
=0.01

0 5 10 15 20 25 30

Time (s)

-30

-20

-10

0

10

20

D
L

C
 D

e
fl
e

c
ti
o

n
 (

d
e

g
)

S
1
 

k

d
=0.01

Figure 8.10: Control surface performance of the three controllers to a glide slope with distur-
bances.
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8.4 X-Plane Simulations

To validate the performance results of S1 in numerical simulation, additional simulations
using the X-Plane environment were conducted. These simulations aimed to verify the
results shown in terms of accuracy as well as applicability to a more realistic plant model,
with unmodelled non-linear dynamics. Within this section, all numerical results are indi-
cated by “[N]” in figures, while X-Plane results are denoted by “[X]”.

8.4.1 Simulation Comparison

First, to study the quality of the state space model subjected to control inputs, we compare
the same scenario numerical and X-Plane environments. Figs. 8.11 and 8.12 show the
resulting state and control inputs to a glide slope tracking manoeuvre under LQR control.
Within the simulation, two adjustments are also made to the reference u command to
excite the aircraft dynamics and allow for a good comparison.

The overall responses of the two different simulation environments are very similar,
with the results being highly comparable. A more subtle point is to notice that in almost all
instances the numerical simulation seems to have slightly faster dynamics, as the reference
commands are reached more quickly. This suggests that the advantages of S1 displayed in
numerical simulation may become more pronounced in the X-Plane environment. These
results also serve as further validation of the system identification process, with the model
yielding very good LQR performance, comparable to that of the ideal numerical simulation.

8.4.2 Glide Slope Tracking with Disturbances

The simulation conducted in Section 8.3.4 is reconstructed here, using similar disturbances
as outlined in Table 8.2. The resulting states are given in Fig. 8.13 with the associated
inputs in Fig. 8.14.

We see that the behaviour of the controllers is repeated in the X-Plane simulation, with
S1 offering the fastest disturbance rejection. Furthermore, in cases where the throttle is
saturated for the LQR and S2 controllers, the additional DLC flap allows S1 to track the
references much more accurately. This is most noticeable in the large disparity between S1

throttle setting and the remaining controllers in Fig. 8.14. Another key feature here is the
tighter regulation of pitch angle, θ. With S1 disturbance rejection active,the pitch angle is
maintained much closer to the trim condition, as well as suffering far smaller magnitudes
of deflection at the points where the disturbances are added.

Another key takeaway from these results is the excellent performance of both S1 and
S2 disturbance observer based control schemes in general. This indicates that the model
utilised for control design captures the steady state (as indicated in Section 8.4.1) and
dynamic responses very well.

An additional feature of the X-Plane environment over the state space model is more
realistic disturbance sources. The step disturbances studied so far offer good insight into
the performance of the controller, but do not represent a truly realistic environment. In
outdoor operation, step disturbances applied at discrete intervals directly on the distur-
bance channels are unlikely. To assess performance under more realistic circumstances,
we must consider stochastic wind disturbances. The drawback of such comparisons is that
direct comparison of responses is not sensible, as the disturbances will not be equal.

8.4.3 Glide Slope Tracking with Wind Gusts

To account for the stochastic nature of these disturbances, simulations were conducted
for a longer period of time to allow for study of the average responses. Shown in Figs.
8.15 and 8.16 are the associated state and control responses for the three controller during
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Figure 8.11: The resulting state comparisons of numerical modelling simulation compared to
X-Plane.
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Figure 8.12: The resulting control action comparisons of numerical modelling simulation com-
pared to X-Plane.

a 120s descent, under wind gust disturbances generated by X-Plane. Due to the noisy
nature of the data, some statistical analysis was performed to compare the results. Two
assessment criteria are used. First, the mean absolute error defined (for u) as

um =
1

n

n∑
i=1

(|ur(i)− u(i)|) ,

where n is the number of data points, ur(i) and u(i) are the reference and measured values
of u at sample i. The absolute value is taken to ensure that errors which oscillate about
the reference values are detected. The mean absolute error gives a good measure of how
closely a reference command is followed by a control scheme. To quantify the spread of
the error, the variance is also considered, which is defined (for u) as

uv =
1

n

n∑
i=1

(ur(i)− u(i))2 ,

where the variance highlights the spread of values around the mean. This is summarised
in Table 8.3. Some interesting points are demonstrated in the results. First, we notice

171



8. Direct Lift Control

5 10 15 20 25 30

Time (s)

-1

0

1

2

3

4

u
 B

o
d

y
 V

e
lo

c
it
y
 (

m
/s

)

LQR [X]

S
2
 [X]

S
1
 [X]

Reference

5 10 15 20 25 30

Time (s)

-12

-10

-8

-6

-4

-2

0

2

4

H
e

ig
h

t 
(m

)

LQR [X]

S
2
 [X]

S
1
 [X]

5 10 15 20 25 30

Time (s)

-30

-20

-10

0

10

20

30

P
it
c
h

 A
n

g
le

 (
)

LQR [X]

S
2
 [X]

S
1
 [X]

Figure 8.13: The recorded X-Plane state data for three controllers during a glide slope tracking
manoeuvre with disturbances.
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Figure 8.14: The X-Plane actuator states for three controllers during a glide slope tracking
manoeuvre with disturbances.
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Table 8.2: The disturbances and associated time at which they were applied when studying
controller performance within X-Plane.

Disturbance Time (s) Values

ud 5, 25 -1, 0

wd 10, 20, 25 -20, 35, 0

qd 17, 25 1, 0

Table 8.3: A comparison of the statistical performance analysis to the three controller types
tracking a glide slope reference in X-Plane while subjected to stochastic gust disturbances.

Mean Error Variance
LQR S2 S1 LQR S2 S1

u (m/s) 1.57 1.89 1.04 0.97 1.48 0.88

h (m) 2.57 0.71 0.47 100.8 102.8 102.7

θ (deg) 2.1 2.1 2.1 0.0030 0.0024 0.0015

that S2 offers the largest mean error in u tracking, while S1 offers the smallest; variance
has similar characteristics. This appears to be a result of throttle saturation for S2. This
is supported by the significantly lower mean error in h for S2 compared to the LQR.

For pitch angle, all three controllers have the same mean error. This is due to the
change in aircraft attitude needed to track the glide slope reference; the magnitude of this
change masks any information about the differences in the mean error. However, looking
at the variance for pitch, we find further confirmation of previous data which has indicated
that S1 offers far tighter regulation of the pitch angle.

The overall summary of the results is that S2 has resulted in slightly worse u tracking
and regulation than the LQR, while yielding far better h tracking. S2 also results in more
variance in both outputs being tracked, although offering some improvement in pitch angle
variance. S1 offers the best mean error for both output variables, with less variance in
u. For h tracking, S1 and S2 both offer slightly worse variance despite a lower mean
error. This suggests that the additional variance is a result of the additional disturbance
rejection action and is necessary for improved reference tracking. Overall, variance in h
is very similar for all three controllers. For θ regulation, any difference in mean error is
small enough to be negligible. In terms of variance however, S2 offers an improvement
over the LQR, which is bettered further by S1.

The results have provided confirmation of the enhanced performance of S1 in two
ways. First, performance has been validated with a realistic disturbance source. This
proves that the observer is able to estimate disturbances in this realistic situation, which
is achieved with a linear model of the non-linear aircraft dynamics. Additionally, the
statistical analysis has demonstrated well the additional DLC benefit given by S1 over S2,
with less error in both output variables. Additionally, S1 provides similar or less variance
in the output variables, as well as less variance in the pitch angle state. This confirms
numerically what has been demonstrated with previous simulations.
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Figure 8.15: The recorded X-Plane states during an extended glide slope tracking manoeuvre
with X-Plane gust disturbances active.
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Figure 8.16: The X-Plane actuator states during an extended glide slope tracking manoeuvre
with X-Plane gust disturbances active.
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8.5 Conclusions

The work in this chapter has several important developments. A development on the
previous reference tracking LQR methodology was presented, which allowed the system
to accurately track non-continuous disturbances. This was intended to provide glide slope
tracking for the aircraft in a landing scenario. A complication was described in comparing
the standard (given by S2 in (8.4)) and DLC (given by S1 in (8.3)) enabled aircraft, as
this would require separate baseline LQR controllers to be designed. This would then
make fair and reasonable comparison of performance more difficult. It was decided that
the same baseline LQR would be used for all three cases, with the DLC based disturbance
observer being the only component of control with the ability to utilise the DLC flap.

The proposed DLC based disturbance observer controller has presented the over ac-
tuated case for a linear DOBC method. In Section 8.2.3, the issue with the previous
method of calculating disturbance rejection gain for an over-actuated linear model was
presented. By adapting methods from control allocation, it was demonstrated that the
pseudoinverse method could be used to calculate the gain in the over actuated case. Fur-
ther, using the weighted pseudoinverse allowed for selection of the resulting disturbance
compensation gain. Simulations demonstrated that the weighting matrix resulted in the
same response to disturbances using different control configurations, which is a key point
with this method. It was also demonstrated that for the basic linear numerical simulation,
the addition of the DLC flap provided minimal benefit to the system.

To realise the benefits of the DLC addition, it was necessary to include actuator dy-
namics in the model. The slow motor dynamics (compared to the servo actuators) limited
the response rate of the S2 controller in terms of disturbance rejection. It was here that
S1 was able to provide clear and significant benefits over S2 and the LQR, utilising the
fast DLC dynamics to offer not only faster disturbance rejection but also increasing the
magnitude of disturbances which could be rejected by the system. It was also shown in
several simulations that the addition of the DLC flap allowed for tighter regulation of the
pitch angle around the reference value in the presence of disturbances, which could have
benefits during landing. The fact that the addition of the DLC flap yields better and
faster disturbance rejection and improved pitch angle regulation show clearly that it has
potential for improving landing robustness and safety for small UAVs.

The results demonstrated with numerical simulations were then validated with X-Plane
simulations. The identified linear model was shown to match very well with the X-Plane
simulation. It was then shown that the benefits which were demonstrated numerically
transferred well to X-Plane, with S1 yielding very good performance. A final validation
simulation was conducted using X-Plane generated stochastic disturbances. This sim-
ulation demonstrated that the designed observers were able to accurately estimate the
disturbances even when subjected to entirely stochastic disturbances. Through statistical
analysis of the resulting performance during an extended glide slope tracking manoeuvre,
the benefits which had been identified previously were demonstrated clearly and numeri-
cally.

Overall, this chapter has presented a working solution to the calculation of disturbance
rejection gain for a linear disturbance observer applied to an over actuated plant. It was
shown that the weighted pseudoinverse allowed for selection of the control action used to
reject a given disturbance. The end result, S1, was a disturbance observer which utilised
the fast DLC actuator dynamics to improve performance over a non-DLC aircraft in glide
slope tracking with disturbances. The method offers a means to improve landing safety
and robustness for small UAVs, which are commonly fitted with flaps suitable for the
application of the DLC technique. The presented results are likely to be more significant
the larger the aircraft it is applied to, as the pitching dynamics tend to become slower,
giving the additional DLC flap further benefit.

177



Chapter 9

Conclusions

The main contributions of this thesis are discussed here briefly, along with some additional
discussion on possible future directions for this work.

9.1 Summary

This thesis outlined some of the difficulties faced by small fixed wing UAVs when operating
outdoors. Through literature, the reasons for the sensitivity of such vehicles to external
disturbances were identified. Operational considerations were outlined which would limit
the direct application of optimal control techniques.

It was determined that the Disturbance Observer Based Control (DOBC) approach
was a good candidate the reduce the effect of disturbances acting on these aircraft. Addi-
tionally, some limitations of previously developed methods were identified. In each case,
a solution was proposed, studied and tested.

First, the effect of control saturation on the disturbance observer dynamics were stud-
ied. No previous work had solved the windup issue for disturbance observers in the pres-
ence of control saturation. It was also discussed in the literature review that, due to the
unique characteristics of small UAVs, these aircraft were more likely to undergo control
saturation in flight. An anti-windup compensator was designed based on the principles
of classical anti-windup methods in control theory. Additionally, stability analysis of the
proposed solution was conducted which proved that the proposed method accounted for
the effect of windup on the estimation error dynamics. Through simulation, the potential
risks to the aircraft were shown. It was also shown that the proposed method alleviated
the windup effect entirely. With many safety considerations, a flight test was planned and
conducted where the proposed solution was also shown to function as intended, entirely
alleviating the effect of windup.

Continuing the study on the effect of actuator performance constraints on disturbance
observers, actuator dynamics were considered. In control design, it is often assumed that
the demanded action from a control scheme is equivalent to the applied action. Chapter
6 showed that, as the disturbance estimation dynamics of a disturbance observer become
faster, the mismatch between demanded and applied control action could lead to instability
within the observer. This places an upper bound on the disturbance observer gain which
can be applied. Generally, a higher observer gain is preferable as it is correlated with
disturbance rejection performance. By developing the disturbance observer to explicitly
include actuator dynamics, this upper bound could be increased substantially (simulations
demonstrated an increase by a factor of 16 with no degradation in performance). The
resulting actuator augmented disturbance observer was able to greatly improve disturbance
rejection performance compared to a baseline DOBC design, in both simulation and flight
testing. This result is more notable considering the actuator bandwidth on a small UAV
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is of an order of magnitude higher than full scale, hydraulically actuated aircraft (or any
plant with low bandwidth actuators). The improvement in performance demonstrated on
a small UAV would likely be even larger on such systems.

An investigation into the applicability of Direct Lift Control (DLC) was also conducted.
It was hypothesised that the high bandwidth of small UAV actuators could be combined
with DLC methods to offer improved disturbance rejection. In control design, a glide
slope tracking problem was investigated, which required control of two output states. The
inclusion of an additional control surface meant that the classical means of determining a
disturbance attenuation gain could not be solved, as it required the inverse of a non-square
system. A solution was proposed, by adapting methods from control allocation theory.
By the nature of this system, a given disturbance could be rejected by a large set of
control configurations. An additional development then allowed for designer selection on
how disturbance rejection action should be allocated. Due to the slow response of the air-
craft’s motor, favouring the DLC control input allowed for improved disturbance rejection
performance. This result was verified in an industry standard simulation environment.

During initial flight testing phases, a violent aircraft structural oscillation was iden-
tified. This oscillation limited progress on flight testing as it placed the aircraft at risk.
An investigation was conducted which determined this aircraft oscillation was being ex-
cited by the various control systems. Due to the construction methods used for small
UAVs, it is likely this is a feature not limited to the aircraft used for this thesis. For
that reason, a solution which was generic enough to be widely applicable was needed. In
literature, advanced methods for controlling such modes all required additional sensors
or control surfaces as well as detailed modelling, so were not applicable. Older literature
was found which presented the notch filter as a viable alternative. A basic model of the
oscillations was also found in literature regarding missile dynamics. Through frequency
domain analysis, the effect of this oscillation on the aircraft was studied. This analysis also
indicated that the notch filter was a viable solution. A flight test program was planned.
Through this flight test program, it was shown that the notch filter alleviated the effect
of the structural oscillation and allowed for the operation of highly tuned control schemes
being developed. The notch filter was also shown to have no noticeable impact on the
performance of the controllers under investigation. Furthermore, the notch filter is simple
enough that it could be applied to any small UAV suffering from this problem, requiring
only the frequency of the oscillation for good performance.

As a conclusion for the entire thesis, it can be said that DOBC has successfully been
applied to flight control of a small fixed wing UAV. The inclusion of DOBC methods were
able to improve the performance of a baseline feedback controller. The novel contributions
of this thesis have all had their roots in physical application and flight testing. Features
such as actuator saturation and dynamics are often overlooked in literature and simula-
tion, where their effects are assumed negligible. The structural oscillation and proposed
solution would certainly not have been a feature of even very high fidelity simulations.
The contributions herein facilitate the transition from theory to application.
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9.2 Discussions on Future Work

During development of the ADOBC method in Chapter 6, it was shown that proper
selection of the observer gain with respect to actuator position estimation was vital. The
chosen gain had a clear impact on the disturbance estimation performance. A more
rigorous method of selecting this gain would be beneficial. Although good results were
obtained with manual tuning, this required time and effort. Additionally, ideal selection
of this gain is subjective. As discussed in this work, the perceived ideal gain may shift
depending on performance. There is potential for gain selection by studying the observer
dynamics themselves. Theoretical methods such as pole placement may offer a more
rigorous method of ensuring good dynamics separation of the two observers.

Considering the Actuator Augmented Disturbance Observer Based Control (ADOBC),
it may be beneficial to investigate simpler means of reducing the destabilising effect of
an observer without actuator dynamics explicitly considered. Some initial simulations
studying saturation of the disturbance rejection action (e.g. limiting DOBC disturbance
rejection action to 10% of the total control action available) have suggested that this may
be a viable interim solution. This may offer a solution in cases where actuator dynamics
are unknown or cannot be modelled.

A significant number of questions remain unanswered in regard to the structural oscil-
lation problem. While the analysis conducted using missile flexing dynamics proved useful,
this is clearly not the correct model. As discussed in Chapter 7, the witnessed oscillation
is quite different from most classical problems in this area. A more thorough investigation
of this oscillation to better understand it would be beneficial. Ground testing of the X8
structure should be conducted to determine if there are any corresponding natural modes
in the detected frequency range. This would aid further investigations. Some study into
the effect of actuators on this mode would also be beneficial. Using different servo ac-
tuators is easily achieved on the aircraft; choosing these to have different dynamics than
the current servos would yield additional insight into the oscillation. It would also aid
discussions on this topic if such oscillations could be identified in other small UAVs, as
this might be a new and unexplored problem unique to this class of aircraft.

It was shown that the notch filter, when appropriately designed, was able to reduce
the oscillation effect sufficiently for normal flight to resume. This solution was a good fit
for the problem at hand, within the given time scale. There are many more options in
this area. A more detailed investigation should be conducted into the performance effects
of the notch filter. Comparison with some different methods of oscillation suppression
would be very beneficial. On the design of the notch filter itself, there is potential for
additional work. The filter used in this work was only implemented after numerous flight
tests to identify the oscillation frequency. Given the simplicity in tuning the filter, it is
very feasible that an active method could be developed to automatically tune this filter.
This would allow the method to be deployed widely, only being activated and tuned when
an aircraft requires it. This could improve flight safety of small UAVs in general.

Due to time constraints, it was not possible to conduct flight testing of the over actu-
ated disturbance observer designed for the DLC configuration. The method demonstrated
very favourable performance in simulation; other chapters demonstrated that the simula-
tion results translated very well to flight test performance. However, as with the structural
oscillation, it has been demonstrated herein that the numerical simulations cannot account
for all dynamics. Flight testing of the proposed method would greatly improve the strength
of the conclusions.

With more time, a flight test program would have been conducted to investigate the
performance in landing scenarios. It is hoped that these flight tests would clearly demon-
strate the performance benefit of DLC methods for small UAVs. Ideally, an improvement
in landing accuracy and consistency would be demonstrated. Of arguably greater im-
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portance, it might be possible to demonstrate a wider range of suitable flight conditions.
Given the additional disturbance rejection capability and improved rejection performance,
this is a reasonable outcome to expect. This could have benefits in many areas of UAV
operations. Particularly, the safe deployment of search and rescue UAVs, which often
operate in poor conditions, could be more easily obtained. Given the prevalence of servo
actuated flaps on small UAVs, this method could see wide adoption if it was shown to
yield tangible benefits.

An additional topic worthy of future consideration is the weighted pseudoinverse con-
trol allocation method used for the DLC controller. The chosen allocation method is one
of the simpler methods, only allowing for control allocation which is precomputed. There
exists a plethora of more advanced allocation methods for this topic. One of the most in-
teresting options involve online optimisation methods which consider actuator saturation.
It was shown many times in Chapter 8 that the additional DLC surface allows for the
rejection of much larger disturbances without control saturation. It is therefore implied
that through proper design of the allocation method, control saturation effects could be
alleviated by the additional DLC flap. For example, if the control saturation term could
be recomputed to act as a disturbance on the system, a control allocation method which
alleviates this disturbance may be available. This would have wide implications for general
small UAV flight control, as saturation is an ever present risk.

Some additional problems must also be overcome before this system is ready for flight
testing. The most obvious of these is the sensory requirements of the DLC method. A
means of measuring or observing the angle of attack is needed to obtain all states used
in the current controller. An alternative for initial studies would be the development of
a simpler model and control system, using only currently available sensors. Making use
of the accelerometers aboard the aircraft would allow for a simpler implementation of the
DLC method for vertical disturbance rejection. However this design would be more suited
to rejection of gust accelerations rather than positional errors, as studied in this work.
Such a method would still be expected to yield improved tracking performance as the
effect of disturbances are still reduced.
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