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SUMMARY

The development of intefaCtive'man—qdmpﬁter systems is a design
process wherein vgrious.aiiernatives_must be éonéideréd froﬁ
.differehf pointsiof view. iﬁ.ofder tormake design deéiéions,
information guidelines are needed, ‘Among the requiremenﬁs are

thosé for different inputrmethbds of computeréﬂ.- .Thié. |
thesis has the objéctive.of providing infprmation and.guidelinés
| on how differeht inpuf méthods affécf man—-computer interaction.
. fhe oﬁjective is reached'through a numbef of stages: a review of
literature; the development of a framework_for in#estigation;
deriving and tésting experimenta1 hypothe;es, ahd discﬁséing.and

presenting information for future researchers and designers.

The literature review shows_that, déspite a 1arge variety in
the number of-input éevices andrhpw they are used, information‘is
lf:agmented and incomplete and cannot be easily generalised. 1In
particular, no studies were found of compariséné between different
input methods when used in problem sol#ing; The tﬁesis préposes-

a descriptive modei.of interactive man;computer problem solving which
was based on four models. These were: éemiqtics (the theory of
signs), how peoplé use a keyboard, human'prﬁblem solving and

computer érocesses. The complete model eﬁphasises the rolelof

iﬁput methods and was used to produce general'hypotheses.

Pragmatic considerations resulted in a series of testable.
ekperimental hypotheses wﬁicﬁ were not syStématiéally related to
the general hypoiheses. Fivé.experiments are described which are‘_
indepéndéntly reported and discussed in‘relation to the deséribtive!
model; Ali the experiments were 1ébo;a£ory rather fhan fiei&
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experiments and used the same basic designs. A range of input.

devices waes. used including light pen, special function

o keys, joystick and standard keyboatd. The first two.experiments

used non—-problem solv1ng simple input tasks, the others used

problem solving tasks. Apart from the 1nput method

 wvariables exdmined were different for each experiment. They

" included the personality, general and specific experience of people

and the effects of sub-optimum computer system characteristics such

as unreliable long response times and.lack of feedback.

The results are discussed in relation to.the general hypotheses-
and to each other and the model is rev15ed accordlngly. .The main
conc1u31ons are that: (i) human problem solving processes are affected
by the method of puttlng 1nformat10n into the computer, (11) the . 1nput

method affects the information transfer from man to computer dependlng on

complex interactions between the characteristics of computers,

.+ *

'people and problems, (iii) the acceptability of different input

methods is based on user judgements of the fastest then least
error~prone ioﬁutlthat is ﬁossiﬁle in the patticulaf.conditions o%
computer and task characteristies, (iv) the:degree of effect

of different factors on the input.times of a.user of a.particular input
method is of the same ordertas the effect‘due to different

lnput methods, ‘Cv) the.balance between centra1 cognitive and
peripheral sensory/motor processes plays a maJor ‘role in explalnlng many

of the affects found, and (vi) the approach taken in the the31s is useful

in that it leads to a way of generalising and comparing résults.




Recommendations are provided for human factofs reséarchers
rby listing both general and testable resaarch hypotheses.
Recommendations are also prov1ded for systems de51gners as to
how to use and 1nterpret the results.. This is attempted by

exploring the deéign process and by using an example.
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_Introduction"

The development of sophisticated information proceSSing

machines that has taken place over the last 30 or so years

'has been punctuated by major conceptual mllestones. Among

: these are the concepts of programmable machlnes, time sharing

and distributed intelligence. The advance of technology has

kept pace with and partly inspired these developments by

the diversity and number of appllcatlons has 1ncreased untll

-presently there are very few aspects of 11v1ng unaffected by

~ computer lnformatlon proceSSLng. There are many consequences

of this. Forlexample, people who use such machines can.no
longer be considered as a minor part of tne‘population with
particular characteristics. Thisrmakes it difficult for the
designers of complex computer systems to predict the

consequences of their design in terms of both performance

and acceptability. The realisation of the visionary dream

of Licklider in 1960 of man-computer SYmblOSlS (wherein

' computers do routine work to free people for more creative

‘thinking) is dependent on such predictivity.

-

'De51gners have long recognlsed that the main problems of

arriving at a rellable model for Such predlctlons arise’
because of the non-determlnlstlc and adaptive behaviour of

people. Such problems are particularly'important in time

sharlng systems where the characterlstlc behaviour of

individuals offsets total system performance (Wllkes (1970))

"prov1d1ng cheap, reliable and efficient hardware. Correspondingly,-;



More generally, the problems are important in the design and
operation of real-time systems and are likely to be of even
. greater importance to the future according to a Department of

‘Industry Report (1975) on the future of reélntime.technology.

The definition of a real=time system in‘fhat report has been used
to specify the scope of this thesis. The definition applies to

‘systems in which the computer forms an essential part, receiving

stimuli from other parts andrresponding'within the time constraint

" of the overall system. Thus, in order to deéignzsuch a system,
the time constraints need to be known. One of these is the

limits of response of people at a terminal, But people adapt

to the system, therefore the establishment of such limits is non- -

_ trivial and in the realm of the behavioural rather than the

computer scientist .

In recent years, man& différént types‘of behavioural scientists
have recognised‘the problems-and héve taken up';hg challenge of
carrying on reséarch into various éépects; (See, fbr examplé,'
Human Choice and Computers by E. Mumford and ﬁ. Sackman (1970).).
Onelparticulér group, the hﬁman factér; sﬁecialists, have a histoi&
of research into man-machine systems‘(of which man—computer systems

-are a special class) and their role in systems development has been

defined'(Meistef (1973))9




Human factors researcheré:have.recognised their.role from the
early days of‘time sharing (e.g.'ﬁicklider (1960), Simon (1966),
Sackman (1979Q). But this majof challenge for humén factors
fesearch,‘diséuséed by Nickerson (1969) has yet to bé-

adeqﬁately met. -Thié was pointed out and ‘some reaéons for it
made clear by Prof. Shackel in his opening address to a conférence

on Humén‘Factors in Mﬂn—Computef Intéraction'(e.g. Shackel (1976)).

A main criticism was that many reported huﬁaﬁ factors studies
deal,‘not with the total realFfiﬁe sysﬁem 5u€ the sub=systems of
-it on thé assumption that the:results &pply ?n the -

total sysfem. Baker (19765 has made this

criticism with resﬁect to the desigﬁ of miiitary syétems..
Despite the fact that Nickersbn (1969) and Carbonell (1967)

have pointed a way towards imﬁro#ing the situation by focussing
.oﬁ tﬁe mén and modelling his.behaviouf;pfogress haé.been siow.
Shackel (1969) laid the foundations for the contipuation of
Carbonells' attempt in 1967.to model man—computér interaction
by suggesting a taxonomy wherein various aspects of impoftance k
could be recognised and focussed ﬁpon. The ideas generated
from tﬁat work were developed into a.pﬁilosophy leading to an
approach for research into ﬁanecomputer interaction (MCI).

The work of this thesis grew di;ectly out of this approacﬁ
which is described in Shackel (19@1).. Many.studieé have been
.aﬁd'are being_éarried out into differént aspects of MCI using |
the same approach (é.g. Stewarf (1974, Eason (19f6)). " Of the
many aspects involﬁed, this thesis déals with the investigafion

of the usage of input devices for real-time problem solving by

indiViduals .
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The objective is-to providé information.of the time conStraiﬁts
imposed by input devices.énd Eehavioural consequences to enable
thé relative importance'of the input sub-system to be made
explicit in relation to -the total man-computer system. Thel
means of achiéving this end:is in a number of stages} These

are:

“(1) to review pertiment literature;
(ii) to propose and develop a framework for investigatiom,
(iii) to describe and discuss investigations in that framework,

(iv) to provide guidelines for system'designers and future

researchers,

Literature Review

The scope of the review 1is confined to those papers reborping
quantitative data collected in a systematic way about the use
of different input devices used with computers, The scope was
ﬁide in thé sensé ﬁhat Eask,.systgm,.ﬁséf'and environmental
differénces were.allowedg :'Even 50, the number of pabers found
was small in relation.to those differences. Most éﬁudies were

carried out in the laboratory rather than the field and were

_comparing different input devices for some simple task. As

Siebel (1972) has said, there iérno data on data input tasks in
problem solving. The review is presented according to a

scheme based on simple data entry tasks, These are:—




(i) "Marker' tasks:
These involve control of a referemce mark on a visual display

by means of an input device,

(i1) "Pointer' tasks:
These involve specification of one of a small number

displayed options by means of an input device,

(iii) Alphanumeric data 'g-d’r» tasks:
- . . . . ! -
These involve transferring information to the computer by

means of alphanumeric data enbey devices.,

(iv) Numeric data entry tasks:

As (iii) but restricted to numeric data,

(v) Graphic data and symbol entry tasks.
(vi) Voice input tasks.

Within these tasks, general 1itg;aturg_;ather than reﬁofted
studies has been referred to in order to identify commonly used
devicese In common use the single tasks are not indepéndent;
‘That is, pointer taéks can include marker tasks and alphanumeric -
data entry tasks can be part of béinter tasks. ﬁqwéver, the;
classification scheme suits the reported literature rather than

different user tasks in man—computer interaction.




‘2,1 Marker Tasks

Commonly used marker devices are:
(i) Joy-stick:
.The'Basiclpringiple.is, that movement of a verticai 1éver
is used to prﬁducé the mark controlling.signal.; - The
defice may be operated by hand or knee and.hefstiff and‘

thick,or thin and easily moved levers.

(ii) Rolling ball:
" ! .
This is a hemispherical device such that the marker position

can be altered according to the angular rotation of the

|
|
|
|
|
|
|
¢ accort | ?
hemisphere about its centre controlled by hand. ' .
(iii) Mousé:
The mouée is moved by hand across‘a working plane., = At
any time, 1its pdsition'on the working plane is used to
- determine the'position of the marker.
|
'(iv) Light pen: ‘
- Light pens interéct directly with a céthode ray tube
_ display so that -the position of the mark follows:the pen

on the display;_

The above devices are commonly used in this way because of their
 ability to provide sufficiently accurate information to control

the marker.




However, there is no reason wh& other devices such as.keyboérds
should not be used as marker devices. The main factors
influencing the speed and-accuracy of use are the control/
display relationship. Operator preferences are also

important in the choice'éf a particular device as well as the
task requirements for flexibility of inputf No comparative

study has been carried out on all these aspects and devices.

Jenkiﬁs and Kerr (1954) studied the variousJaépects‘of joysticks
using a‘simulatéd'visual.disblaf with discre#e farggts (0.25"°
wide) and a cursor mark (0.15" ﬁide). ‘They.found that the .
optimﬁm coﬁtrpl/display movemént ratio was 2.5 (or greatef);
méa3ured at the top of the stick and at the‘d15pléy.. The

stick length and starting‘positionwererun:important. Typical
times and error rates for marking a target were:

Joystick entry times

Mean time - Standard

(seconds) ‘Deviation Z Errors
Experienced Subjects. 1.58 0.25 4.7
Inexperienced Subjects 1.68 - 0.30 . 7.2

| Baker (1960, 1961) réferfed.;o by Spéfrandio and Bisseret_(1968)
compared therjoystick, rolling ball,and.ligﬁt pen fo; blotting
data points on a screen witﬁ the greatest accuracy. The light
pen was fastest allqwing 0.80 seconds per plot; the joystick
next with 2.4 seconds/plot and finally the rolling ball.with

2.9 seconds/plot. _Accofding to Thornton {(1954) subjects who

used the rolling ball before a 'joystick' prefer the rolling

ball and vice-versa. Al]l these studies emphasised the
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importance of control/display compatébility in that joystick.
movement towards the operator must draw the marker down the display

" and left/right movement must mean lefr/right on the display.

. In some marker tasks_tﬂe mark may bg a cursbr to indicate a

text area or character, Such a task was used by English,

Englebart and Bremman (1967) to compare tﬁe joystick, mousgf-grafacon
and light peﬁ.  Their results ére difficult to iﬁterpret since
their énalysis of the data did not include statistical tests. A

selected summary of_thgir‘findings is asg follows;

" Mouse Light Pen - Grafacon Joystick
All subjects, i.e. ' '
Experienced - 1.93s 2.13s 2.43s 2.87s ) Characters
Subjects and . - - ' ") select time

Inexperienced l T | c ) (seconds)
Subjects S : - ‘ ) :
Experienced 0,93 0.201 0.208 0.278 ) Error rates

Subjects only

Subjects found the mouse was not as tiring as the light pen.(whose
accuracy was a function of screen luminosity). However, thé‘light
pen was easier to learn to use than the ﬁouée. The-expefiment
involved giving é penalty for error which slowed subjects down

on the grafacon and joystick by f'9Z;_iight pen By 4% and on

“the mouse by ~27.

The accuracy required by the task was also varied by requiring
characters rather than words (of 5 characters) to be Selected.

This again slowed down the subjects between by 20-40% depending

~ on the device type.
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Goodwin (1975) compared light pen, 1ight‘gun (similar.to light
ﬁen) and kéyboard fpr mafking different places in a texf
display. | Three tasks were used; arbifrary cursor positioning,
sequential cursor positioning and cheék feading? For each of

. these tasks the subject moved thé CULSOr. to a térget character
then overtyped it in the_'arbitrary' tésk,_lO targets ﬁere
randoml& placed on the screen,-énd these éould be ove:typed in a.
random orxder; iﬁ the sequenﬁial task, the order had to be from'l
top to bottom of the scrgén; in thélcheck reading task, 10
substitutey errors‘in.%nutzhad to be Eorrecteé. A sﬁmmary_of

their results was as follows:

Mean time to reach a target (seconds) in the arbitrary task
Light Pen  Light Gun Keyboard

2:.59s . ' 3.21s - 13.48s

The reason for long keyboard time was that the marker had to be
moved along rows of the display by tabs or Spaces and carriage

return used to shift down the display; -cursor keys were not used..

In a study of the effects of different éursor forms used for
indicafing the marked position and moved by cursor keys, |
Vértabedian (1970) found the cursor movement time achieved by
subjects depended on‘the_curéof type (box,.underline, Cross,
channel) and its blink rate. The average times for opérating
the cursor keys are not given. These may bé inferre& if it is

assumed that each subject took the shortest route (50 keypresses
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on average) and the movement time was about 0.25s (optimum)
to 0.35s (sub—bptimum). From Goodwin's work, we can infer

that about 20-30 cursor keypresses were neceésary to reach a

| target, The corresponding key-in time would be about 4-9

seconds. This is slower than the light pen or light gun.

Earl and Goff (1965) compared performances of the standard
keyboard and the light peﬁ used for entering words of 3 to 7

letters. Each letter had to be typed or'pofnted-at. There

‘was no significant difference in speed but the error rate of

selection in pointing {(~0.75%) was less than in typing (5;12)..

Pointer Tasks

Ppinter tasks are used ﬁ§ provide the computer.with oné of a
small number of options which are displayed during interaction.
The di3p1ay may be fqrmatted in such a way that the options are
pfesented as a vertical 1list (a "menu'), hofizontal lines or

according to the relationships between the functions represented

' by the symbols. Symbols may change during interaction ('soft’

symbols) or remain fixed ('hard' symbols).

Commonly used devices for pointer tasks using 'soft' symbols

on a cathode ray tube display are:

1) Light pens {(see description and discussion on marker tasks).
(ii) Touch displays:

The display is modified by placing seﬁsprs.on it which

detect when a finger (ox wand) is in contact and indicates
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" to the. computer which sensor has been activated. Symbols '
are allocated and displayed next to the pdsitions qf.the
‘sensors on the diSplay by-the computer. Johnson (1967)

describes the use of this device in detail for air traffic

control tasks, On the basis of experiments comparing touch

displays with conﬁentional keyboérds{ he concluded fhat
.touch.disﬁlays were faster and more accurate than keyboards
(no supportive data_was suppliéd). : Howevér, there was a
difference in_coding sﬁth that one touch'wasueqﬁivaleﬁt to

several keypresses, Hence the result is not unexpected.

Devices used for pointer tasks for hard symbéls ares

(i) Touch boards or pads:

These_consist of a number of small sensors mounted in some

" way and operated by touching with a finger (or wand). The o

sensor maf be pesitioned accofding ﬁo.the relationshibs '
between the symbols they represent, .'Overiays or masks

may be used to change. the ﬁeaning of each éensor;‘ Uéua11y
operation of the device gives-no proximal feedbaﬁk although
‘_in some'types, touéh pad.sensofé areas 1ight.up én

activation.

No comparative data exists on the devices used in pointer tasks
although the results of work on marker devices and keyboards have

some relevance.

(ii) Special function keyboards:

These are similar to touch boards and pads but use keys as

sensors which normally have printed.symbols on them.
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(iii) Chord Keyboards :

A chord keyboard allows simultaneous operation of 2 or.more
keys to which can be allocated symbols. Selbel (1972) |
discusses the histqry-and characteristics of‘use of chord
kéyboards at length. Among his flndlngs were (a) that

- practised subgects can strike chords w1th1n 0.3 and 0. 4
seconds after being shown which chord to strike; (b) there
are relative @ifferenceé in speed and accuracy of the -
bhords of one hand; (c) that '31mu1taneously can mean
-less than 30 mS and that the number of dlfferent chords _
has 1itt1e or no effect on speed of response for practised
subjects. In essence chord keyboérds,may ﬁe.used in a
similar way to'special-function keyboards. There are many
studies by Seibel (1962, 196&5 which show the advantages,
practicé curves and so on of chord keyboards, compargd with
QWEﬁTY standard keybéards. _ Most of these diffefences

arise because of the allocations of the symbols to the

chords (i.e. coding).

2.3 Alphanumeric Data Entry Tasks

The most commoﬁly used_device is the standard keyboard such as
that presently used on office typewriters and sometimes referred
to as 'QWERTY'o. A great deal of research has been conducted -
into the characteristiés of standard keyboards which effect their

acceptability and performance in simple data entry tasks. . The

research has been organised around three main and complementary
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variables. TheSe are the layout and.physical characteristics

_ of the keys, the key coding and. the training of operators.

The effects of these are rev1ewed by, for example, Stewart
(1974), Sperrandio'and Bisseret (1968), and Seibel (1972).

It is not intended to provide a full review in this thesis, since

most of this work has been carried out outside of the'eontext‘of

man—computer interactive problem solving.
A short summary is given as follows.

_(1) Phy51ca1 Characteristics and Layout'

_oThe physical characteristics are such thlngs as the size,

_ shape, key dlsplacement, spac1ng between keys, and prov151oo of
prox1mal feedback. These characteristics are discussed and
rev1ewed by Stewart (1974) and the main conclusion was: that
most current llght—ectlon computer term1nal keyboards have
characteristics within the recommended range. ?roximal
feedback (e.g. key clicks on activation) did not affect the
performance of experienced typists but affected the rate of

learning by typists.

Kevboard layout is discussed by-Seibei (1972) who points out

that 'despite demonstrated adranteges for-other arrangements,

the overall economics aed re—training aspects strongly suggest

" that the QWERTY errangeoent‘is_the standard'. 'Other.keyboard
arrangements have been designed and eraluated (e.g. Drorak (1943),
Gr1ff1th (1949)) and their relatlve efflclency is a function of |
.

learning of the operator. Stewart (1974) p01nts out that,

although the 35 standard alphabetic characters have been
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accepted,'the location of tbe.other keys is_still disputed, and
'computer terminals can have'differen: stan&ards.'. In such cases

tﬁéré'may'be negativé transfef of training effécts when_differeﬁt

layouts Are used and this could effect the evaluatibn of such
layouﬁs. .This is particularly true when such evaiuations take
into accoﬁnt (a) the case of self-detected error correctioﬁs,

(b) verification procedures, (c) ability to insert or delete
'pafts of a messagé. VSeibel (1972) again says thereare no data .
for gui&ance in estimating the trade off fﬁncfions inv§ived.

i:“ .

{ii) Coding of keys: |
With a standard keyboard, the dataare input one character at a
time. Coding is an attempt to increase the quantity of-
information input per elementary input (i.e. keypress). This
may be échieved by either extracting the detefmiﬁiﬁg characters
from the words in the data (éxtraction coding) or by replacing
the wbrdsrby other shorter words which can be easily memorised

(memonic coding). The effect of coding on the rate.of_
information tramsfer is therefore very substantial as shown by
tﬁé comparative studies of Seibel (196@).' The éeﬁformance and .
. aéceptability of use of a particular device cdmpafed with anothef
should thgrefore take coding differences into account. The rate
‘of data entry decreases és the amount of information per entry
iﬁcreases. But.with sufficient practice the effect disappears
untii the fastest rate is again reached (Coﬁfad, (1962)). The

slope of the learning curve dependé on the codiﬁg compatability.
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(iii) Training of Operators:

. Operators almost always encode some data into 'chunks' (Miller

{1956)) which are stored in short term memory; Whenever short

' term memory is.inVOlved some form of encoding is used and the
~ chunk size increases with the training of the operator in that

‘particular task. Effectively, this makes the task of data entry

easier. Leonard and Newman (196%) have demonstrated this with
typing tasks.'_ This therefore affects performance measures of

rates of input of information.

1

!

Operators must also be trained to use keyboards whose keys are

. encoded in a particular way. This involves learning the coding

system and the special motor responses that go with it.

The effects of.training are large and dependent on particular

aspects such as the coding of keys, their layout and encoding

of source data.

Numeric Data Entry Tasks

The most common form of numeric data entry is through keyboards.
Though many different digit layouts have been investigated, there

are four basic layouts:

(1) "1 2 3" or telephome layout
Iﬁ’this layout, thé digits.are arrahged in.rows with 1 2 3
on the top and 7 8 9 on the bottom, |
(ii) "7 8 9" or add listing layout |

Opposite to 1 2 3




18

..(iii)‘Typewriter iayout:.
ATﬁe digité appéar"in ascending order left to right above ‘_7
the top row of the alphabetic keys.
(iv) Addipg Machine layout:
The digits are:feplicated in a ﬁatrix such that roﬁs have
particular sigﬁifiéaﬁce (e.8. x:lO) and_columns.;-mﬁltiplying

factor.

Coﬁrad and Hull (1968)7compared'123 and 789 layouts ﬁith naive
SUbjeéts and found that the 123 conformed more to sﬁbjeétive
expectations and wés used significantly more.accuratebthaﬁ the
789 layout. Entry fates were about 1 digit/second with an errér
rate of‘.s'lz. Other studies such as Conrad (1967) tepo;t 0.67
secon&s per digit with an érror rate of 0;55% for 123 #s 6pposed,

to 0.74 secs/digit with 1.16% error for 789,

No comparative data exists for the typewriter or adding machine

layouts, although some research is currently being undertaken.

Other deﬁices used for numeric data entry ére:.
(i)_levérs for each digi;
(ii) rotary knobs for each digit

(iii)rthumb wheel switch-

(iv) rotary telephone dial

Deininger (1967) compared the rotary dial and thumb wheel devices
and found that, although error rates were similar (~ 2%Z) there was
a difference in entry rates such that the thumb wheel took 20—602_

longer than the rotary dial for entering Successively'different 10 -
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digit numbers. (3.3 Seés/digit vs 108 secs/digitf) -Plath .

and Kolesnlck (1967) found that the average time per digit with
a thumb wheel dev1ce was about 2.74s (error f—ZZ), .the number of
digits was 8, Hence, it may be that'the devices are comparable

in rates of digit input and errors for numbers of 5 or less digits.

" Conrad (1958) found the rotary telephone dial less accurate than

2.5

a ten—key pushbutton set when the number had to be held in'memdry

during the operation,

Minor and Revesmén (1962) coﬁpared a L10 key keybﬁard, a lever
deviée,la matrix keyboard (10 x 10 digits) aﬁé a rotary knob device.
They found the ten by ten keyboard was best i; texrms of accuracyrand
préferenceo. It was faster to enter 5'10 digit number with a
keyboard and the matrix dévice_(;‘l.B seconds/digit) than with the
lever or rotary knob device (-11§8 seconds/digit).  The median
error rate fof the 10 key device was oﬁly O.GZ.coﬁpared ﬁith 1-2%

for the other devices.

Graphic Data and Symbol Input Tasks

Graphic data may consist of the co-ordinates of geometric

information or geometric symbols; Systems have been developed

‘which allow direct inﬁut of symbols traced on a pad or_other

v1sua1 dlsplay. For example, symbols may be flow-chart boxes,

Roman capital letters etc., (Ellls and Sibley (196,)). Commonly -

used devices are those descrlbed in the "Marker Task" section of

the chapter. No comparatlve studies have been found Whlch allow :

the devices to be judged at this 1eve1°
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2.6 Voice Input Tasks

_General purpose computer systems controlled by human voice haver
recently become widely available (e.g. Cbx.:n andrhrhn(l975)) In
these systems,_the operator normally uses a previously established

' set of about 30-50 multl—syllable words but this can be easily
extended. The operator trains the system by repeatlng each word
a number of times and error rates of < 27 have been reported by
Martin and Cox for such vocabular}es over a range of appllcatlonso
The advantages of voice data entr& are that operators can be u31ng

their hands and/or eyes for manlpulatlng/monltorlng other aspects
’ |

of their environment,

A comparison of voice recognition with kepboards for inputting
digital data was carried out by Braunstein and dnderSOn (1959)0.
The‘voice recognition system used was that of the experimenter who
ﬁeasured the speed and accuracy of naive subjects reading digits.
aloed. SubJects spoke digits at about twice the speed at which
they could type them but the typlng task was preferred and Judged
to be easier than speaking the digits. - The .rnference of thrs is
that preferences are not simply associated'wirhlrhe performance
aspects of input methods, but with ease of use. Since volce
input was not‘preferred, it may be assumed rhat tﬁe underlying -
processes of ooice commmication are,-in tﬁersrruation being
dlscussed, srgnrflcantly different from those of keyboard input.
The talking rate was about 2.5-3 dlglts per Sec0nd and the typlng
 rate about 1.5,digits/secondr ~ For experienced typists the typing
rate reached 2.8 digits per sec. Since error rates were -
comparable, the autﬁors concluded that voice input_offers-advantaée

over typing in this task. .However, if alphabetic words rather
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than digits had been used, the conclusion may be that voice data

entry also has speed and accuracy advantages over keyboard. But

no comparative data has been published.

Conclusion -

The attention given to the study of the effective use of input

devices is negligible compared with the variety between and within

devices, tasks, users and Working environments. Most attention

has been glven to the use of keyboards by typlsts and not by

Toccasional' users solvrng problems.' Furthermore, there 15 no

clear framework within Whlch to carry on 1nvest1gatlons of the

solvinge.

' effects of uslng dlfferent input dev1ces in manﬂcomputer problem

The implicit assumption behind general recomnendations based on

this experimental work is that the performance characteristics

of

the input sub-system do mot depend on what it is used for. This is

an important assumption since there are many different systems

in

Whlch the same 1nput sub—system can be used. For example, Martin

-(1973) describes twenty*three technlques of u51ng alpha—numerlc

keyboards combined with a visual display;. Newman and Sproull (1973)

describe ten techniques for 1nteract1ve graphlcs. ' There are no

data presently available to test the generality of results comparing

input devices usrng'51mp1e laboratory tasks. Some indication of

lack of generallty is prov1ded by statistics on time-sharing

and Yule (1972). Boies points out that the time taken to input a
command to a computer 1s a functlon of the command complexlty and

that this time is also related to the system response time (SRT).

As SRT increases from 1 to 10_seconds, the user's time to inpurlffu

~

.computer use such as those dlscussed by, for examole, Boies (1972)

b e e A,




a message using a telet&pe keyboard increases from 15 to 24
secoﬁdsf' 'the (1972) collected stétistics on the use of a mixed
input device systém and there is a wide range of the user's time
to input a comman&. - Other studies have been concerned with |
aspects of interactive problémrsolv;ng, particularly response time
(Groséberg et al. (1976)) and keyboard lock—dut effects (Boehm é*d
(19?1))¢ The role of different input déviceé.in these tasks was
-not a majdr aspect of investigation, but itrwas assumed that the

;input sub-system had a constant effects

In order to proceed with the fruitful investigation of the area,
a systematic approach is required which establishes a suitable

. framework for the development of an experimental strategy.
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Introducfion « The General Aim of Research

The previous chapter has stated the scope of the thesis to be
about the performance and acceptability of alternative input

devices used for man/computer interaction. - The literature review,

‘which was based on a simple task taxonomy, showed that there were

very few reported studies in rélation to thé variety of inﬁut
devices and how they are‘used. " The purpose of this thesis is-

to extend the range of knowledge within this séope by cén#idering
the use of input devices for problem solving. 'This objective may
be reached in é number qf.ways? . This chapter déscribes the

strategy of the thesis and lists the specific objectives of the

‘research in the form of testable experimental hypotheses..

The Research Strategy'

The need for a research strategy arises because of the large

number of different input devices, that can exist in a variety of

"man-cpmputer systems, and how they are used. . For example,

measurements may bé made of.the'use of a light pen by a pracfising
designer with a sophisticated multi-input computer;aided design‘
system. Without a suitablerframework derived from a feseafch
strategy, such measurements maj.nbt be usefully comparable with

measuresments about, for example, the use of a graphic tablet in

" different circumstances, A first step in the development of a

strategy is the identification and naming of the critical parameters

within a framework. This requires two conditions: the existence
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of a suitable language for description, and a descriptive

model of the processes involved which allows parameters of

importance and their relationships to be identified.

Once such a language and a model have been derived, this
chapter continues by deﬁeloping the tactics of the thesis.

That is, how the specific research described in this thesis

-is related to the general strategy.

!

The literature review was organised around a taxonomy of input

tasks. A main basis of the taxonomy was the different types

of information being input to the computer, i.e. graphic symbols,

‘numeric data, etc. The information being referred to is the

source information for input to the computer; this will be

‘referred to, therefore, as sburce information to distinguish

it from information which is operated on by the computer.. The

“latter is referred to as receiver information and may be different
~ from source information depending on the input device and its
- coding. Both source and receiver information are at different

levels and there are corresponding differences in the processes

which may operate on them.

Many authors ( e.g. Cherry (19510), have examined the concept

of different levels of receiver information and processing.

" Table 1 shows the names being given_to'theSe levels which ‘

derive from semiotics (the study of signs and systems). The
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processes are briefly described as follows:.

¥ ‘.(i)_Syntéctic pf0cessing_ac£sﬁon primitivesiwhich ﬁéy
be marks, alphabet;c, humetié or'othéf forms of
infbfmatién.: 'They are deéoded_according t6 somé'-
.épecified rulés but no further interpfetatioﬁ of the -

nessage (string of primitives) is allowed.

- (ii) Semantic processing acts om the‘totalfmessage checking
© it for consistency with respect to some pre-defined
grammar, This process may act on individual primitives

'aﬁd/or groups of primitives(wordé)..'

(iii) Pragmatic processing is where the message is interpreted
in terms of the internal state and goals of the régeivér;

Level of - |Information _ |
Processing Type S - Examples
1 Syntactic |Primitives : ;- ] Marks, characters -
2 Semantic Groﬁps of primitives "ealculate"
(words) ' S
3 Pragmatic Strings of words and | "caleulate phi"
primitives (messages) ' '

Table 1: Leﬁels and Type of‘Receivér Informatidn '
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Thé infofmation type described refers to that which is
operated on during the appropriate proceséingf . " This is
referred to as descriptivé information. Another class of
information types may be called "prescriptive' and refers
to that information which céuses the différent levels of
processing tﬁ be carried out.. This idea derives.from the
work of Stamper (1973). | Prescriptive informa;ion for the
receiver may also bé'of the three different types shown in
Table 1. |

i

The use of the above definition is not restricted to the man

i

being the source information and computexs being receivers.

Coriéy and Qllan (19?6) have used the languagefﬁo deséribelan
approach which treats the computef as the inforﬁatioﬁ sdurce
and the maﬁ’as the.ieceiver. In inferactive man-computer:
dialogue, both man and computer are alternately soufces énd
receivers of information from eachlother. Hence the

language should be appropriate for describing a model of

‘man—-computer interaction.

The Development of a Model of Man-Computer Interactiom

The situation to be described in a model is that of a man

interacting with a computer through a terminal of some kind

in order to solve a problem. Such a situation has been

'modeiled.by J.R. Carbonell (1967) with the same intent as

that here namely for the purpose of deriving a framework

28 -

for talking, thinking and carrying on investigations. However,




29

Carbonell'’s model was constfucted by cpﬁsidering the man as

.a decisioﬁ maker and:taking an information theory_point of
| Qiew which did not emphaéise the role of input devices.

The development of a model of the man as'anrinteractive

problem solver, emphasising the role of input devicés-iﬁ

man-computer interaction, is the goal of this section.
The assumptions are:-—

(1) The model is descriptive: - N

The model is not intended to be a normative or rigorous

formulation of man—computer interaction. It is
developed as far as necessary for the purpose of the

thesis (Chapanis (1961)).

(ii) Manwcomputer inteﬁaction coqsists of goal—direéted
.transactions: |
This is.based on Miller's (1969) oBserﬁqtioniof
archetypal tasks iﬁ man—computeﬁ interaétion. A
transaction consists of exchanges of information
between man and éomputer until a particulér state is

reached.

(iii) There are different levels of information and
processings

as implied by the semiotic approach.
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Figute 1 shows a simplé'descriptivé modél of mén—computér
inte;action; it is not original‘butwasimplie& iﬁ discussion
by Corley ardAMea(974)It is the starting point for the
development of a more detailed model, and usés the language
~of semiotics described in the previoué Seétidn. A Brief

description_bf‘the operation of the model is as follows:—

(i) The human problem’solvéf develops a sélution involving'
 man-computer transéctipns.

 (ii) Each description of-a'transaétion congists of ﬁhe

| specifiéation.of opéraﬁion(s) to be pérformed by the
Eomputer and expected result(s)g :‘Thé.operations must
be transformed into a suitable language for the computer,
(Qessage generation), and then inﬁﬁt to thé computer as
a string of primitives (string generation).

(1ii) The computer carries out appropriate sfntactic and
semantic processing on received primitives ﬁhicﬁ‘reéults
in a verified message to be acted uﬁon." This'action is
taken'(computer pragmatic processing) and the results
presented to the man after suitable message and string
geﬁeration by the_coﬁputer.

- (iv) The human problem éolvér car:ies'out syntactic and
semantic processing on computer displayed information,
resuitiﬁg in a verified meésaée which may corxrrespond

to an expected result of a tramsaction,

v

U
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{v) The cycle (ii)-(iv) repeats until all transactions are
accomplished, If the solution is acceptable, the process

is complete. Otherwise, the complete process is re-entered.

MAN INTERFACE COMPUTER

A —nMG —{> SG s INPUT ——l3SP' {5 SEP' |
| DEVICE
PP PP’

B ¢—SEP &4~ SP ¢i— OUTPUT <«—{~SG'" &f— MG' f—
DEVICE ' :

KEY#I ——> signifies normal informatioﬁ flow
A_=3B .signifieé artransaC£ion_
MG signifies meésage genératioﬁ
SG, signifies sﬁriﬁg géneration. _
SP éignifies syntactic information processing oﬁ symbol
SEP signifies semantic informatidn processing on message

PP signifies pragmatic inforation processing on
verified messages

signifies that process and primitives etc.. are
different from those of the man

Figure 1: A Simplified Model of Man-Computer Interaction
Showing Basic Processes
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It is apparent, even in this simple description that human
interactive problem solving cannot easily be described as
sequential information processes. ' The total process
consists of a hierarchy of sub-processes whose structure is
complex. Miller, Gallanter and Pribram (1960) in.their
book "Plans and the Structure of Behaviouf" pfovide a means
for the deécription of complex procéssés és‘unité of "Iést—
gperaté—zgst-ggit".or TOTE processesf. Any given'behéviour_
can be represented by a'hieraréhy.qf.TOTE'processes. _ it is
assumed that such a repfesentation is éuitaﬁle-for man—~computer
?roblém solving. The approach taken is to consider TOTE
models of component procésseé and fabficate a compleﬁe model
from thesef The componenf processes have been chosen so as
fo emphasise the role of iﬁput devices and information f£low
through them. The critical factbrs affecting the latter are:—
(i) the rate and quantity at which source primitiveé can
'be generated and put into.tﬁe'input device ﬁy problem
solvers (string genération and coding).
(ii) the rate and quantity of messages generated by human
problem solvers (pragmatic processing). |
(iii) the rate and type of informationlprovided by the

computer in transactions about input of information

by problem solvers (all computer processes);
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Therefore, the component processes to be modelled in greater
detail are:~ the human output process corresponding to (i)
above; human problem solving for (ii) above; all computer

processes for (iii) above .

A Model of Human Input to a Computer

Hillix and Coburn (1961) derived the model shown in Figure 2

33

of information flow for people operating a keyboard inputting

simple messages to a computer., It is assumed that it is
valid, in the context of this chapter, for all input devices
andnmessage sources. The operation is briefly described as

follows:~

'(i) The recebtor-énables the person to perceiﬁe vhat
message is tolbe input and'tﬁis is held‘in the iﬁput
store. ]

(ii) The connector associates fhe étored infofmatioﬁ with
“the responses to be made by the;effector.. These
associa£i0n§ are‘held in a ébhnection store. |

{(iii) The connet;ion store is interrogéted and updated by 7

the connector a;cording to a learning prdcess.

'(iv) Thg output store‘keeps orders feady for the effectors

"which control movement of the computer.input devices.

(v) The checker and re-arranger check that the information

has been effectiveiy input in the right order. If not,

the output store is appropriately modified and

information is put in again,




RECEPTOR

CHECKER AND

INPUT

_I_*‘igure 2: A Model of Human Information Processes in Simple Input

STORE

REARRANGER

&

CONNECTOR

L

CONNECTOR
STORE

OUTPUT

STORE

h

(From Hillix and Coburn (1961))

EFFECTOR -

Ve
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As in similar models (e.g. Van ‘gtffenl(1966)); the
exploration of this level of detail has exposed some of
the main factors affecting tﬁe réte and quantity of
information that is trénsmitte& By'the input device.
Seibel (1972) and Sperandio and Bisseret(196%) point out
that a most important factor is the parailel processing
Which is afforded by effector éﬁd.central processing,

'~ Thus, short term memory may act as a "buffer! stbfe between
the ceﬁtral and effectof procéssés, This store may be
under- or\oﬁer—ipaded dépendiﬁg on ﬁhe rateﬁ of input to-
and output from itf The consequencés of o%er-loading may
- be loss of information at most,rand‘;incréa;ed error rates

at least.

The quantity of and rate at whiéh inﬁormation‘is put into
the oufput store depends on the compatability between the
form of the mess&ge in the input store and the reqﬁired
form at the output store. If the syntaﬁtic and semantic
rules for the meséage in the output store (defined by ther
‘computer 1anguage) are --incompatible with ﬁhose of the
input store, then the conmection and checking procésses may

be slow énd complex (Carlisle (1974)).

The quantity and rate at which information may be emptied

from the output store depends, amongst other things, on

the input device and how it is used.
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It is apparent from this model that, ideally, language
compatability and the computer input characteristics
(input device and how it is used) should be such that

there is optimal use of the human input and'odtpu; stores
for a given level of.knoﬁlédge (connector store content)..
This implies a balanced view_bf man-computef dialogue
design which takes into account the context of man—computer

interaction, and the level and type of information transferred.

4,2 A Model of Human Problem Solving -

| o
The particular view of problem solving being taken is

sumnarised by the foliowingfconditions: :

i)y A wellldéfined set of initial conditions exists and
may be described.
(i1) A well defined goal may be specified.
(iii) A sef.of rules wﬁich must be followed in reaching
the goal may be specified. |
(iv) For the problem solver,_there exists some me;ns of

manipulating or expressing himself in an environment.

Figure 3 shpws'a model of human problem solving based on‘the ‘
work of Newell and Simon (1972), Maier (19:1) and Guetzkeod
(1951). Af the level of description used here, théré is no
disagreement betﬁeen these workefs on the problem solving

process,
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NEW
PROBLEM
ENCOUNTERED

L}

PREPARATTION:
PERCEPTION
OF CUES

A 4

ORGANTSATION :
N REASONING
INDUCTIVE
DEDUCTIVE

7

PERGEPTION
OF SOLUTION

b

TEST OF
SOLUTION .

SOLUTION .
ACCEPTED

Figure 3: A Simplified Model of Human Problem Solving

(Based on Newell and Simon (1972)
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The operation of the model is that:~

(i) the man receives instructioﬁs.and directions and
perceives cues to help in the organisation of a solution.
A possiblelsolution is arrived at after reasoning.

(ii) The possible solution is then tested either using an
"internal” model (i.e. one held in the mind of the
problem solver) or in the real "external" world.

(iii) If the tried solution fails the test, another possible
solution is arrived at by going back to fhé orgénisation.
stage (stage (i)). |

{iv) Solutibns are tested until either an'égceptable one ié

found or the problem solver gives up trying.

If a proBlem solver has.a computer, thén this may aid him in
testiﬁg solutions. The pfoblem in the real world may be
rmodelled in the‘computer and it may be such that manipﬁlating
this is more convenient than manipulating the real world;
However, the price to be paid is that the mechanism for
manipulating this model has to be learned. | Assuming fhat
ﬁhis price (which depends on many factors) is worthwhile,

consider the human problem solving process with computer aid.

The proéess-starts with the problem'sdlver génerating a set
~of solution steps. This solution is tested bj méané of“
inputting a string of méssages in sequence to‘the computer.

If the computer feedback is ﬁot pragmatic, thén:ﬁhe input maf
be quick. If it is pragmatic, then the inpﬁtlis délayed untii

the result of the previous solution step has been processed.
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The degree éfrdelay.willrdepend on; for example,.whethér _
théré'has been aﬁ unexpe&ted resuI;:SO that é.minor‘adjuétment
to the'soiutionblan.is.ﬁécessary,or.Whethef tﬁe sélutiAnﬂ
plan is totall&_inappropriate and'mustlbe.completély re-

created.

.Inlsome clasées of pfobléms, such #s thqsg.reQuiiing_-'
hierarchical forms of sqlution; Hayes (191@)'has f0und that
 thelfast:rate of input increaseé és the sﬁlution'goal.was
.being"attained.;.LIn‘tHeéé cases we would expect a poﬁitive—
skew én the.distributioﬂ of measured fates éf £low of 

i

.'information..:
. As iﬁ.the previdus model of huﬁan.processes.inpﬁtfing:to?hé
-éompﬁtér, ﬁﬁe ﬁddel_of‘prdﬁlem éblving'with'§6mputer aid
éllows'pérallel processingy this time.ﬁetwéen man'and:comﬁuter.
The degree tq:which.it is possiblé.fof the man to, for example,
.review his strategy whiie wailting forza computer_reSPOnse'ié
difficdlt.to assess because this‘paftially depends'onrﬁhe

. ldadiné of his shdrt«term mémory.' This, in turn,‘dependsﬁbn
the processes described_iﬁ the model of huﬁan inputlﬁo a
computer as_wéli as the ﬁeéd.to remember the current state

of his'solution. Other factors are the expécteé cémpﬁtef._
respoﬁge time for the current transaction, the éxténﬁ*to -
whiéh.a s01utioﬂ is_"remembefed"‘by 6ther meaﬁs_(e.g. cqmputer),”
aﬁd the motivation for solving ﬁhé problem. .ﬁone'of theée';

have been explored in the context of this thesié, although.”




4.3

40

some have been discussed in relation to other areas, e.g.

response time, Miller (1968).

A Model of Computer Processes

It is suggested that, where people interact with_computefs, short~
term memory is used to store information ready to be input to the
computer for processing and that the rate at which the store is

filled varies according to the rates of processing at different

“information levels. Some of the factors which affect the rate '

at which short-term memory may be emptied‘areidetermined by
computer processes. A particular factor is the information

'feedback! by the computer to the man during transactions.

Two types of feedback are identified: proximél (i.e. fast and

direct) and distal (slow and indirect). . Proximal feedback is

 generally non-specific Whgreas distal feedback ?rovides

‘information specific to the transactions being processed. This .

information may be at a syntactic, semantic or pragmatic level
and may have particular dynamic characteristics. For example,
syntactic input (e.g; ietters) may be‘typed in, but oniy when
the message is complete will the received input be displayed to

the operator. - In other systems, priority is given to providing

'syntactic feedback of every input and the user is then "Locked

out' by the system until it can respond again at a syntactic level.
The lock out time or system response times at the syntactic,
seamantic and pragmatic levels are the dynamic characteristics

of distal feedback, which also affects short term Memory.
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Figure 4 shows a general mode; of the computer processes involvedr
in providing proximal and distal feedback at different levels.
While proximal feédbaék is valuable itlis of iimited use in
determining the rate at which the short-term memory is emptiéd,
" since it is non—-specific. ~ The main factors determining this rate
are the distal feedback and the error proneness of the input'device-

in its conditions of use.

In this model, the information processes have beeﬁ"emphasiéed in

a general rather than a detailed way ﬁhicﬁ attéﬁpfs to, for
example, define ﬁhat is stored at what point by the computér;

The siméle model emphasises interface‘characteristics of.a system,
-(i.e. hardware interface; software processing and peripherals)f

TA hypotheticai system has been.examined | in_the following
description_of how the model'operates; The system has particular
characteristics related to when and how information may be received,

‘processed and fed back to the human problem solver.

Humap activity (usually speech or motor) cauéeé the input device
to operate and pass primitive information to the computer for-
syntactic proceséingf  The input.device méy provide proximal. -
feedback information about the fact that it has been activated by
visual (e.g. lit-up keys),'auditory (e;g. mechgnical noise) or
proprioceptive (e.g. alteration of impedance to the activator)
means. The‘capacity of the input device for carrying information
depends on the-number of discriminable states it has (c.g. keyé).
Each state (e.g. key) may be. allocated to a primitive permanently -

or dynamically by a computer process.
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Figure 4: A Simplified Model of Computer Processes
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On ieceipt of the frimitives, the syntactic Processor passes
information to the ﬁessage presentation procesé for display to the
man in visual, aﬁditory or other modes. The primitives are stored
in a list corresponding to the order in which they are received.
Particular primitives may have syntactic significance, e.g. a
primitive may signify (i) delete last primitive in the list,
(i1) delete total.input received, or (iii) this is the end of the
string,-etcé On receipt of these, apbropriate action is taken

and messages displayed.

On ?egeiﬁt of pafﬁiculéf primitives signifying‘the end.of a message;
" the semantic,progesg-checks the legélity of the'combiﬁatibné of
primitives and words. R errors are.found, these are displayéd'

to the usér. 'If not, then the verified input message is sent to

the pragmatic proceSSO: where.it is decoded and tfanslatéd into

computer instructions and opérated on. If errors are found in

this process, appropfiate ﬁeséages are displayed; otherwise normal

actions are resumed until ﬁhe initiative is again given to the man

via a special message.

As an example of how this model works; consider the‘caée where a

man wishes the computer to set two numbers, A and B, equal to each.
other. The computer language determines the form of ﬁhe message’ f
to be inpﬁt is 'set A=B'. Assume that there are -two alternative

.. systems; one where a standard keyboard is used_fdr input énd'the
other where a light pen is used wiﬁh a set of displayed options.'
Table 2.shows an analysis of the inforﬁation received in the two

hypothetical systems,
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Information Type
being Processed

Table 2%
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KEY: p = prescriptive information for the computer
d = descriptive information for the computer
J = signifies end of input to the computer
V = signifies space typed
Anéiysis of Hypotheticél Input Characteristics

v
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The analysis is eﬁpléined as follows:—

(a) Typewriter Input

On typing each key the cﬁmputer automatically cﬁecks that the
receiveé primitives (S, E, T etcf) are legal. This operation

of the computef.is equivalent to impliciﬁ prescriptiﬁe'syntactié
information with each primitive. The space symbol signifies the
end of the word 'SET' and éemantic procéssing is initiated (i.e.

ty? is prescriptive at the semantic level); The combination of
letters '"SET' is checked as a legal wor& in the languagé; The rest
of the characters are received until the symbol for end—of~the input -
! ié encountered. This ﬁrescribes more semantic processing
which checks whether A and B exiét, 1f they are suitable types for
equating and whe;her.the prescribed operatién 'SET' is legal in
tefms of fhe equating operation;."lf all conditions are met, then
pragmatic processing is carried out using the legal construct,.A=B

and the value of B is given to A inside the computer,

(b) Light Pen Input

In this case, all the igput is made by pointing at one item of a
'menu' or list of items on a display. .Each lisf consists of
primitives which are, by définit{on, legal. That is, the syntax

- processing is implicit and does not néed prescriﬁing at that level.
On picking'the word "SET', the next menu is displayed whiéh contains
a 1ist of declared variables and an alphabét (for new declaratioﬁs)n
Cn poiﬁting at A, a new menu appeérs with the same information as
before plus a numeric pad and the previously declared variabie A,
Pick 3 is of B from the new menu. fihally, pick 4 causes the three
previous items t§ berchecked at the semantic level ('='.is implicit) 
and, if acceptaﬁle, the legal construct A=B is.processed at the

pragmatic level by the computer as in (a).
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These two examples are fictitious and have been chosen to

show how the computer processes may affect particular

 characteristics of man-computer interaction.

Tﬁe inferences of fhe operation of ;his model are that the
rate and quantity of information emptied from short-term
memdry depends on:- |

(1) the human meéhanical.process of operating the input device

(ii)'tﬁe.relationéhip between primitives held in meﬁorj and

- the ﬁrimitives carried by the input déyice (céding) '
(iii) ﬁhe characterisfics of proﬁimél feedbéék for (1)
_ . f

(iv) the characteristics of the distal feedback at the

syntactic, semantic and pragmatic information levels,

The characteristics of the input device are particularly

important in (i), (ii) and (1ii). The degree of importance

~is discussed in the following section which describes the

composite model of man—computer problem solving.

A Model of Man—Computet Problem Solving Emphasising

Input Devices

Three models have-been_described; Human'input to a compufer;
human problem solving'and computer processes, The common
linkAbetwéénithese processes is the transfer of information
from the man to thercompﬁter. In forming a composite model
of man-cbmputer problem solving, however, it 1s also necessary
to consider the characteristics of the information transfer

between computer and man. This thesis emphasises the role
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of input devices to the computer. Thus a simple view of
the procésses inVOived in computer-man information transfer
is being adopted. . The ﬁiew béing‘taken is that information
from the computer:(other than direct proximal féedback) is
sensed and perceived, then checked at.the syntactic and

semantic level and finally used at a pragmatic level.

Of the five levels of distal feedback‘bonsidered by referencé
to the model of computer processes, three are concerned with
the corfection of errors reported. by the'coﬁpQ£er; one with
the éolution of the.préblem, and one with‘tﬁeltransfer of
primitives. ~The correction of errors and tﬁe transfer of
primitives has been_accommodated within the structure of the
model of human input to a computer by introducing'simple-
error correctibn processes,‘e.g. "modify coﬁnector stofe and
input store.' The processlng.of disfal prégﬁétic féedbéck

is more complex. In order to devélop the model to aécommodate
this Aspect, reference was made to Ca?bonell'et éi. (1968) who
provided the concept of utility or cost functions. These
provide a meaﬁs by which the interactive problem solver
decides during the solution process whether or not to change -
different processes. = Carbonell's (oplcit) Wofk shows that
such functions are probably complex in that there are many
variables involved and many rules of combinétion in

describing these functions. In this ;hesis'and the model

no attempt is made to elaborate such a function except in.

relation to the use of input devices.
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Four evaluation decisions are proposed; oné éoncérﬁed with
a global ériterion of continuation cost ana the others with
local progress towards a solution. - The continuation cost
includes such factoré as the problem solvers need to do other
wﬁrk;‘eat, sleep, and so onm, in felatioﬁ to his estimate of

time and effort required to solve the problem at that time. .

It is the continuation cost function which is likely to be

complex. The other evaluation decisions have been separated

on the basis of a much simpler criterion: whether they are

directly related to the current pfoblem being solved with the

current input device. The composite modei‘ﬁay now be fully

built.

The structure of the model in Figure 5 represents a.
collection of hypotheseé about the effect of input-devices
on man—computer.prbbleg solving. In éssence, the framework
for thinking, talking and caﬁrying on investigations is

embodied in that model. It is therefore necessary that the

operation of the model 1s reasonably well undexrstood. The

following section describes an example of the operation of

the model and discusses the role of input devices within it.

An Example of On-Line Problem Solving in the Model

In this example it is assumed that the cost of solution testing
using the computer is sufficiently competitive with
al;efnatives for the computer to be used. Further, it is an

example of error—free problem solving using a particular language.




Stage 1.

Stage 2.

‘Stage 3.

Stage 4.

Stage 5.
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New Problem Encountered:
The example problem is that a discrepancy has arisen

between an expected experimental result (from theory)

and an obtained experimental result (from observation).

‘The problem goal is to explain the difference.

Perception of Cues:

- The observed and expected results are compared to

see where the difference arises in relation to how

~the results were obtained,  Assume the difference

arises when factors A and B are high.'r
Organisation:
Different hypotheses are generated to account for
the differences which may involve strategic breakdown
of the problém.into‘parté, e.g. look fofrcorrelations5
then check theory. |
Perception of Soi;tion;
The generated hypotheses are possible solutions and
collectivély may be perceived as 'a solution' when the
hypotheses are interdependent. _Hypothéses may bé
expressed in a.problem méta—language;7 2o ge factofs
A and B are correlated.
Test of Solution:
(a) Some of'the hypotheses may be tested without
recourse to any computer aid; this'example.
deals with a édmputér;aidéd.test; Algorithms
are available (e.g. Siééel (1970)):for the |

statistical testing of hypotheses. Some of




(b)

the processes of these algorithms involve

laborious and error-prone calculation when done

manually. Hence, a freely available computer is

a low cost (money, time and error judgeﬁent)

alternative to manual processes, provided the
probiem solver knows how to use it, The test
algorithm may be expressed in a solution meta-

language. It is this which is encoded by the

problem solver into the computer language, e.g.

the corfelatiog aigorithm parts amenable to
cdmputer aid - (i) caicuiaﬁeztﬁe sums, Sums of
squares and cross produéts of‘the dgta, (i1)
calculate tﬁe éofrelation coefﬁicient giﬁen the

formula.

The distinet logical steps in the solution meta-

language are encoded step~by—step by the receptor

" into an appropriate form for enmcoding into the

computer language, e.g. 'calculate coefficient'

is encoded iﬁto {i) put data into computer
| (ii) calculate sums, etc.
(iii) print cogfficient '
The connector store thén may encode (i} into 2 -
message to be input in terms of human.primitives.
' FOR 1 =.l to N; GET DATA(I) ;-
This is stored in shoft—term memory and input by

the effector to the computer. Depending on the

input device and its way of use, the command may .

51 .
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be input a letter at a time, or more than one

letter at a time (as in Table 2 example). For

‘each input, direct feedback to the checker is

received from the effector.

On receipt of the whole message, the computer

checks it to see if the syntax rules have been

violated. For example, if a colon had been

used instead of a semi-célon, an error would be
Areporte& and the whole message'wqﬁld have to be
repeated.."If no syntax errors are found, the

message is checked égéinst semantic rules. For

example, if '"WHILE' replaced 'FOR' in the message,

. the message becomes meaningless.

Thus, for inmput of words (WHILE, FOR, etc.) a

syntax error {mis—input in this case) can lead

to a semantic error. Depending on the computer

system programs, other semantic checks may be

made such as whether N has been set to a value

or DATA({ ) has been declared. As with syntax

-errors, semantic errors cause an error message

and the need for the user to re¥input'the message.

If there are no syn;ax.of semantic erroxs, the
message 18 converted_(compile&) into a suiﬁable
form for computer operations and the compﬁﬁér 7
starts to carry out ﬁhe command. ‘Iﬁ the course

of the_’pragmatic' processing (where .the goal of
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the computer is to store data for the user),
various errors may Qccur. For example, N may

be too large for the computer. However, if

there are no pragmatic errors, then the computer

" requests each data point from the user.

If the user is typing each data point in turn,

then it is possible that more syntax errors

(e.g. 12.A instead of 12.1) and semantic errors

(121 instead of a number less than 100) may occur.
If so, then the consequence of these errors may
bhe such that the whole command'may have to be

re~typed.

If no errors occur, then all the data are input

and the next step in the solution ('calculate

‘sums’, etc.) is encoded into the computer language.

The testing cycle repeats until the coefficient
is printed. Then the hypothesis testing algorithm
is re~entered and the significance of the

calculated correlation coefficient obtained.

Solution testing continues in this way; 1i.e.

in a hierarchy of processés, until an acceptable

" solution is obtained.
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In the foregoing example, the role of input devices and their

way of use is clear; it is also clear that there are a

number of human processes involved in on—-line problem solving

which may be in parallel and which rely on short-term memory.

Thus, the consequences of an error—prone or slow 1nput dev1ce
nay be as little as a change in way of use of the deV1ce
(adaptation) or as 1arge as a change in problem solving

strategy so as to minimise the use of the computer. Nothing

_is‘known about the extent of these effects or, how, for example,

they relate to effects of leng system re3ponse times. A
difficulty in prescrlblno such effects is that, unllke the foregoing
example, on—line problem solv1ng'perf0rmance is not deterministic.’
Thus, any quantitative descristion of.the effects of different

input devices must take into account differences between people.

Similarly, differences may 'arise because the problems
collectively making up a task may vary, The following
section describes the strategy designed to cope'with some

individual and task differences.

Experimental Strategy

Having derived the language and model of man—computer problem

- solving which emphasises the role of input devices, the

development of a strategy continues'by classifying the factors
of interest and stating general forms of hypotheses. This
leads onto the spec1f1c hypotheses tested in this theSls and the

approach’ taken in testing them.
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6.1 Classification of Parameters of Interest in this Thesis

6.1.1 Methods of Iﬁputting Information to the Computer

There are two main components of interest in this thesis.  These
are the input device and its way of use (coding). The combination
of these components are referred to in the thesis as the input

method for any particular system,

(a) Type of Input Devices

A device may or may not provide'éroximal feedback (otﬁer than
proprioceptivej on its operation; Devices.hévefa number of
separate"states' which are available to be q;ed for coﬁveying '
primitive information., For example, iﬁpu; devices may produce
a binary code.on‘bpefatioﬁ (e.g. keyboard). In_thié case,

the maximum number of states corresponds to the maximum_nﬁmber
of different codes produced by the.device. Alternatively,
inpﬁt devices,may.produce voitages which are proportional to the
position.of the ac;ivator (.8, joystick)‘and this is conﬁertéd
into a compatible form for the digital éomputerf. The number.oﬁ
poésible positions for the type of device is generally larger by

orders of magnitude than for the discrete type of input device.

Ali.the dévices in the literature review may be éncompagsed by
this simple point of view. lBut'this is of little wvalue unless
the way in ﬁhich the primitives are related to fﬁe states of an
input device are ﬁaken iﬁto account., This is determined by

coding.
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(b).Classification of Ways of Use

The way in which an input device is used depends on hbw‘and.
vhen primitives are allocated to the states of the input
device. Primitives may be allocated to states of the device
either dynaﬁically during interaction (e.g..changeable menus)’
or staﬁicallj before interaction (e.g. QUWERTY keyboard). Im
eithér case, primitives may be allocated by the computer

{e.g. words in menu lists on a CRT) or by other méans (e.g.
an overlay of a keyboard put on by the user).' Einally, the
coding of com@uter primiﬁives (és.déscribed{in‘Chapter.lg
section 2.3) may be at different levels (e.g.'Table 2).

t

6.1.2 Characteristics of the Computer

Although there are many of tﬁese, the most pertinent to the
study of the role of input devices are; (1) the provision of.
adéquate disﬁal feedback about information input to fhe
coﬁputer, and (ii) the provision for input_error correction
and recovery,.and (iii) computer ianguage comﬁatébility with

solution.

6.1.3 Characteristics of People

The model implies that the characteristics opreople which .
would mostraffect how input devices are used are short—term
rmemory, motor skill, language kﬁowledge, probiem solving
ability apd_the type of 'cost' functions used to evaluate

performance.
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6.1.4 Characteristics.of Tasks (Problemsi

Task difficulty would be expected to affect the rate of infdrmation
transfer across the man-computer intérface and hence ﬁust be
-coﬁsideredliﬁ relation to the role of input devices. The model

infers that solution structure,.prcblem representation and

information content are relevant in determining'task difficulty. -

6.2 Hypotheses

The model of human interactive problem solving represents a

collection of general hypotheséso_ : E.-

H

. .6.2,1 General Hypothesés

The research hypotheses which are conéentrated oﬁ in this theéié

are: | |

1. Hl : Problem éolving ﬁrocesses are affected by tﬁe input
method required by the cémpﬁter.

,2..- HZI:.The input method determines the'traﬁsfer of information
between man and computér depending on the interactions
between the characteristics of computers; people and
problems,

3. H3 : The acceptability of different input methodé is based
on an individual's judgement of a combination of factors

affecting information transfer., These factors are the

characteristics of input devices, computers and problems.
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6.2.2 Experimental Hypotheses

The derivation of more specific experimentally testable research
hypotheses was.ﬁased,on both the need to be selective and
practicalities.such as availability of research facilities.
Within these constraints, laboratory rathér than fiéld iﬁvestig-
ations were carried out, using particular facilities. These are

described in the appropriate chapters.

In planning the experiments, a degree of freedom existed in the

choice of experimental hypotheses. In the work‘of_this thesis,

the input method -and the type of task used were the main variables.

The choice of input method was festricﬁed‘by the aﬁailability of
particular input devices and associated softwé:e. The tyﬁe of

taék was chosen to be either problem solving of non—probleﬁ solving.
Because of thesé practical limitations and the chronology of
development, the experimentai hypotheses were nét systematically
related to the general hypotheses by using the framework of the

descriptive model.
Table 3 summarises:the experimental hypotheses. which have been
tested in this thesis and provides subsidiary information on the

structure of the thesis.

Hypothesis Testing

The approach taken in this thesis is t§ develop each éxperimantal o
hypothesis in the chapter which'deécribes how it Was‘tested.. fhe-.
chapters are self contained Witﬁ a summary at the beginning of

each which allows the reader to.glean the rélevant information..

Experimental details and data are contained within each chapter




Relates to
General .
Hypotheses ‘ Experiment Independent Dependent
No. Experimental Hypotheses (EH) " No. Variables Variables - Chapter
2; 3 EH1 The rate at which information 1 Input device Information 3
is transferred by an input S flow rates
device does not depend on the
input device
2, 3 EH2 The rate at which information 2 Way of Use Information 4
is transferred by an input flow rates
device does not depend on its . :
way of use Acceptability
1, 2, 3 EH3 (i) Problem solving does not 3 InputlDevice . Information -5
‘ depend on the way of use of ' flow rates
* an input device. Acceptability
{(ii) Problem solving does not Way of Use .
depend on the input method,’ Problem solving
‘ . performance
1,:2, 3 EH4 Problem golving does not depend 4 'Input Method Information 6
on the combinations of input . ‘ flow rates :
method, and the characteristics._ Distal feedback A ¢ b'l;t
of people and systems. - User Personality fcceptabiiity
' : L ' Problem solving
pexrformance
1, 2, 3 EHS5 Problem solving does not depend 5 Input Method Information 7
on the combinations of input - cpps ' flow rates '
method and system characteristics Task Difficulty A rabilit
Distal feedback ccep ey
Problem solving
performance
TABLE 3: Experimental Hypotheses under Test in this Thesis

6%
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except where it is appropriate to put data into Appendices. In

general, the approach in problem solving experiments is to keep
pragmatic and semantic information similar and examine alternative

methods for inputting‘syn;actic information.

Summary

This chapter has described the experimental strategy which is

proposed for investigating the role of input devices in man-

computer problem solving in real time systems.

|

The approach taken was_to use the language of semioties in the

’

derivation of a descriptive model of man~computer interaction.

- The model emphasised the role of input devices and used models

derived by other workers,

The model was used as a basis for classifying factors of interest

which were in turn used for deriving experimental hypotheses from

_general hypotheses. The particular hypotheses under test in this

thesis are a consequence of circumstances which are deseribed
rather than being a systematic balanced approach to testing the
general hypothesis, The thesis continues by detailed descriptions

of the testing of the hypotheses and finishes-by sﬁmmarising‘them

and recommending future work.
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CHAPTER 3

| EXPERIMENT 1




62 -

SUMMARY

The 1nvest1gatlon described in this Chapter concerns one main
variable - the input’ dev1ce usad to select words from a

dlsplayed 1ist, (Experlmental Hypothesis 1). Two devicgs

were used; a light pen and a keyboard (QWERTY) The
experimental design included_four variables which ﬁére‘the
number, brightness and separation‘of words iﬁ the list and the
method of using the devices. The number of words was arbitrarily
fixed at nine ﬁhile the other screen variables ﬁere controlled
,withiﬁ two levels of brightﬁess and three levels of word
sepafation. The method of choice of a word for the keyboard
was t§ type the character (A-H) which identified,thé required
word in the list.,  The method of.using'the light pen waé merely |

to point at that word. The light pen had no switch attached.

Two measures were taken. These were the mean time taken for
the subject to select a given word and the number of selection

errors made for a number of selections.

The éxperiment_waé run using ten Subjécts eacﬁ‘beiﬁg reqﬁired
to_select ten words in succession for each of the COmbinatioﬁs
“of the variables. Practice with each device was allowed, and
all conditions were presented in a balanced way. Emphasis was

placed on speed rather than accuracy.

The results showed that the light pen was faster in use but
more error-prone than the kevboard. However, w1th the 11ght
pen, subjects traded off speed for accuracy in accordance with

the menu characteristics of item separation and brightness.

With higher brightness levels, the selection time decreased -
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as separation increased. With lower brightness levels, the
opposite was trué., Increases in brightness and.decreéses.in
"separation both inecreased the light pen seleétidn error rate.
The effects of individual differences ﬁere importaﬁﬁ in these

selection time results.

The conclusion is that the rate at_wﬁich Syntactic descriptive
information is.transfefred by an input device depends on the input
methéd, i.ef Experimental Hypothesis 1 is rejectedf ~The relevance
of this is not és great as the fact that iﬁ compéring input SQb—
systems even in simple tasks, some input metﬁods may be optimised

independently. Thus, the approach whereby'two.aiternativeé are

compared must be taken with caution.
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3.

3.1

Introduction

This Chapter deals with testing the experimental hypotheéis

‘that the rate at which information is transferred by an input

device does not depend on the input device. The level of

information chosen for the test was descriptive syntactic.

- The hypothesis was tested at the hon—problem solving level

using two available alternmative input devices; 1light pen and

kevboard. ' The use of the kéyboard was such that 3 letter words

(source primitives) were coded into single alphabetic characters

(receiver primitives). The use of the light pen was to point

‘at the word to be transferred.

'Objectives

The objective was to compare the use of a light pen to a
keyboard when used for selection of a word from a displaye& '

menu list., A secondary objective was to provide information

~on the factors affecting this comparison.

"Constraints

The hardware and software constraints are described in detail in
this experiment, since the constraints of experiments 2, 4 and

5 are similar.

Hardwatre

The hardware used was a DEG PDP 11 GT42 intelligenf graphics
térﬁinal which had 16K of 16 bit words, paper tape input and
output facilities, but no other storage ﬁedium. - There were

three input devices; a 100 character/sec. paper tape reader; . _ |
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an. ASR 33 telefype and an unswitched 1ight pen (l.e. always_
sensitive to screen items). The 6ut§ut devicés were an ASR

33 telet?pe and the standard VR17 display of the GT42. Tﬁe _
 _ VR17 display Had its own processor and character generafion
hardware; .Data‘and vectors could be dfawn.in thé addressable
area but thefe‘was no hardware circle drawing facilities. 1Te#t
could be either graphic (i.ef based on.a graphic dot matrix)

or non-graphic (restricted to fixed areas of the screen).

Table 1 gives soﬁe brief:details about the'di%play; in éaﬁticular
thatrthere are eight software controlled brightness levelé, and
that_the'charaéters are 6 # 8 dot matrices. There is élso é
hardware'cdntrol on the VRL7 display itself which is analogue
adjustaﬁle'through all 8 levels. The problem of light ﬁen

sensitivity was that the combination of hardware setting and

*

software level affected the response of thé light pen.

Graph 1 was dravn as an attempt to calibrate the brightness
levels. The light units were réad off a standard Wéston light
meter held against the screen which contained a centraliéed

5 cm? of either vectb:s or full matrix‘characﬁers. Thrée
arbitrafy marked hardware settings were used (1 (full on), 2

( 2/3 on);.3 (1/30n)). At poéition 1, only three of the 7
non-zero software brightnessllevelslwere effectiva\with the
vectors and only 2 forscharacters. , Af.the other extreme,

(position 3), only 5 levels wére effective for vectors and 3

for characters. - Position 2 represents the hardware setting
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3.2

vhere 6 levels are effective, and at this setting, software
level 1 is not light pen sensitive for all the character set.
At a slightly lower knob setting all levels would be effective

but only levels above 4 will be light pen semsitive.

Software _
The GT42 was used by programming in FOCAL-GT which is a real
time command language developed by DEC.  FOCAL-GT normally

operates in 8K and the GT42 had 16K, therefore some minor

" changes were patched into core which allowed FOCAL to use the

top 8K for display files. This allowed a larger program to

be developed for the purpose of this investigatiom.

All terminal hardware characteristics were controllable through

FOCAL althbugh a constraint was that the input buffer for the

teletype was limited to two characters. If this was exceeded,

FOCAL reported an error and interrupted the main program.

This also occurred for such events as arithmetic overflow,
stack overflow, etc. Since FOCAL had no facility to resume at
break points, care had to be taken to minimise the chance of

stack overflow by appropriate'experimental designe.

A Further constraint was that the text displayed through FOCAL

as graphic text (i.e. in any screen position) was italic and

upper case only. Non—graphic text was upper case non~italic

and subject to the constraints of Table 1,

3



DISPLAY PROCESSCR:
Drawing Times:

Character. .
_Vectdrs
Character font
Intensity level
CORCT.
Light pen
Tube size
Viewing ares
Phosphor

Characters/Line
) Lines/Frame

"26us

v18us for 0,5"
6 x 8 matrix

8 (including @)

Non-switched solid state
17 in. di@gonal

8.25 in. x 11 in.

P39 doped with IR

T2

31

Table 1

Some details of the Computer Display

.70

T e g S i




3.3

71

Subjects

"-At'the time of the experiment, the number of available subjects

4.

4ol

was limited to ten.

Experimental Details

'Design

The objective concerns the comparison of two. input devices (light

pen or keyboard). - The constraints show that this_must be examined

i

in relation to the brightness, separation and number of the'wads

in the list on -the display? It was decided to use two brightness
ievels; the lowest level representing the pgsition wﬁere small
changes in software level was not significanﬁ in determining the
sensitivity of the-light pen; the highest level where small'changés

were significant to the sensitivity of the pen.

Ihree wordféeparation distances were chosen; the smallest allowed
each word to just be perceived.sepafétely at normal viewing &istance;
the middle value was the 'normal' FOCAL separation and the largest
vaiue was aﬂout twice the 'uor:hal'f The variable of the number of
wofds in the list was not included in the design, but was fixed at

nine.

Tﬁe-design chosen was to'present each subject with all conditions of
brightness and separation conditions for the light pen but with only
a particular subset of conditions for the keyboard. This was arrange
because the keybﬁard did not have the same Senéitivity to the
bfightness and separation as the light pen and the overall time.of
the axperiment could be reduced for each subject by elimiﬁa;ing
redundant éonditions? This was%importance because.oﬁ thé 1imits on.

the available time of subjects.




Condition Meaning

S1 Menu Item Separation level 1-

82 Menu Item Separstion level 2

s3 'Menu Item Separation level 3 ;

‘Bl Item 5rightness level 1 l

B2 Ttem brightness level 2 . ‘ ,

PL Practice condition with light pen s2,(Bl+B2)/2

PK " Practice c_or;diti’on with KEYBOARD . 82,(Bf+B2) /2

A . Experimental condition S1, Bl with light pen .

B - Experimeﬁ%al_condition 81, B2 with liéht pen

c Experimenta;icoﬁhitiég4S2, Bl with:light.pen T
D | : Exg'fﬁ;nt?d cdsnditlon 2, B2 with 1ight pen. |

E " Experimental con@ition 83, Bl with light pen

_ﬁ E}ﬁerimental condition.SQ, B2 with light pen

G Experimental condition S2,(Bl+B2)/2 with keyboard

B .

" Experimentel condition §3,(B1#B2)/2 with keyboard

Table 2

Experinental Conditions

-

72
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Tablé 2 shows the experimental conditions and Table 3 shows

the order of presentation of these conditions for ten subjects.
. Table 3 was constfu;téd bf reversing the order of présenﬁétion

of each condition within each input device. For éxample,

subject‘l carried out the keyboard conditions beforerﬁhe

light pen conditions in order GH., But subject 2 had the light

pen conditions before the keyboard conditions and the keyboard

conditions are reversed to H,G. This procedure was carried
out in an effort to reduce any effects of the order of

' presentation of conditions.

4,2 Sessions
Fach subject ﬁas fequiréd ﬁo carry out all the conditions in
one session. Table 4 shows the procedu?e for.each.subjept.
The experimenter staye& in the same room all through the session
but subjects were not allowed to talk while interacting with the

computer.

Each condition consisted of ten trials with the appropriate
variables set. - One practice trial was used for training the
subject. A trial was the selection of a list item after the

target had been presented.

All subjéctsVWere'alléweé.to see fheir trial and condition.resulfs‘
"as a way of improving motivation during a-seséion. No=-one was -
allowed to see " other subjects' results which were confidential.
Where éppropriate,-subjects' comments and experimenters'

observations were noted during a session.
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TABLE 4  FLOWCHAPT OF PROCEDURE FOR
- ' EACH SUBJECT )

Besgion Starts

i
5. Reads Exptl.
Descriptions and
Instructions

|

% Demonstrates
S Questions

8 Praﬁtice i o -~ Pime and Error
One Completef - '

. — = — — 7}  Bcores
Session -

\,___,a""‘__'- 

- 1
30 mins ' S Completes.a .
: Block of Conditions | e — — "

With 1st Input . ‘\-__”ﬂ"’*_

E Loads-New I/P-- -} . -
E Demonstrates
S Questions

S Practice _

One Complete } — — «— — - .
. . . i _

© Session . . .

S Completes last

Block of Conditions p— = -— — ¥
with second input -~

N ‘ ' ~ Session
' ends -

‘Key: S means Subject

g "  Experiaenter ' ,
I/p Program input to compute
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4.3 Task
The basic task was concerned with 51mple selection of an item

from a llst of graphlcally dlsplayed items (menu) as quickly

‘as possible.

The menu list shown in Table 5 was deliberately made up of

nonsense letter groups to discourage'memorisation'by phonetic
rehearsal. A consequence of this was that the.groups‘were not
perceived as words and had to ﬁé read letter bi letterT This may
be equivalent'to reading three full WO#&S.'. Each menu item was
three letters; again, thls was delibérate, since 1ength
information is helpful to fast location of an item. - The llSt
écﬁsisted of items positioned down the'iighé-hand'sidé of the
sereen (see Plate 1).
Two further task variables vere éonsidered; ithe presentation of
the target and knowlédge of results. In such a simple task as this
the latter was neéeésary to increase motivation. It ﬁés alsd
_ne;eséary‘thaf thé subject could‘anticipate the'appearance of a.
 target. Two ﬁethods were used to enﬁance this_anticipation;
first when a new target Wasrbeing prepared by the computer, a
telock' would show the stage reached (see Plate 2). = Second,

when the new target was displayed, the teletype would print

a space, thus providing an auditory cue.
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TIST OF MENU ITEMS | ' c SR 1

X
XBQ S |
YQZ o
zyp
RPQ
waM

|
|
|

. R |

Pable 5

) Menu Iten List
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Knowledge of results (distal feedback) was given to the éubject

iﬁ audio—visuél modes. On selec;ion of a menu item, firstrthe
menu disappéared,'the cloek started, a neﬁ target number
appeared,_énd the chosen item appeared ﬁnder the farget;. secondly,
if the selection was correct, the teletype bell rang,'otherwise a
space was brinted, Thus, ;he inherent qharacteristics of thé-
task reinforced accuracy while'thé experimenter emphasised speed

of response.

' Finally, for every new target of the ten trials, the menu item

4.4

4.5

order was randomised, so that the subject could not benefit by
learning the list order. Targets were also randomised within
the constraint that it may appear only once unless it was target

1, which could appear twice. -

Subject Information .

Apart from simple training instructions given verbally during

demonstrations, Tables 6 and 7 show the instructions for the
light pen trials. Similar instructions were given for the

keyboard trials with appropriate wording altered.

Subject Population and Context

In the simple task used in the experiment, few specific details

were taken. = Each subject was asked'whéther he/she had used a

.similar light pen'or keyboard before for a similaf task. . If so,

they were excluded. Left handed subjects were also excluded.
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SUBJECT INFORMATION

The experlment you are about to- take part in 1s concerned with
evaluatlng the use of the computer graphics light pen. You are asked to
read the attached sheet of instructions carefully before proceedlng.
Any querles you have should be ralsed at thls time.. )

Please note that youridentity and the 1nformat1on collected are
_confldentlal to the experimenter.

Thank You. .

T&ﬁle‘g
SUBJECT INSTRUCTIONS
1. | You w1ll be asked to place the llght pen 1n.your rlght hand
© .. and look at the gvaphlcs screen,
2. When ‘the "elock™ (belng d1splayed) reaches. zero, a target word

of 3 letters will appear in the rectangular bOA on the sereen,

3. ' At the same time' a llst of s;mllar 3 letter words will appear
at the top right hand-side of the screen, and the printer will.
operate briefly to remind you of this.

L. ' Your task is to point et the target word in the list on the o
SLrEEH as quickly as possible with the light pen. -
5. - If you choose the rlght_word, the teletype bell will ring, -
' otherwise it will not. Once a selection has-been made, you
' cannot change it. . A
6. The word you choose will be displayed to you on the screen.

T " There are ten targets per se351on which will only take. you
) sbout five minutes. :

8. The first session is for you to practice and ask questions
and start as socn as you indicate that you have read and 4
tnderstand these instructicns. - . o ' S

 Table 7T
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Independent Variables and Measures

5.1 Input Method

(a) Input Device

(b)

Two levels of this variable were used: (1) an unswitched
light pen and (ii) the standard QWERTY keyboard of an ASR33
teletype. Because of the nature of the light pen, levels

of display variables were considered as part of the

independent variables (Section 5.2).

Way of Use

- The way of selecting the word was at two levels for each

(e}

level of input device. Theéé”were-using the‘light pen to
point at the wofd.directly, and using the.teletypg QWERTY
keyboard to type a qud-aSSOCiated alphabetic (A'*H)
charéctef. | In the latter case, the menu was diéplayed
together with this list ‘as shown in Plate 1. With the
light pen, the.letters A~*H were not displayed. Subjects
were not allowed to correct errors. The first letter

typed or the first item picked was final.

Formal Description

Receiver Source Primitives
Information "Salect a Menu Item"
Level.
Light Pen Keybbard
Pick 1 ﬁ
|
Syntactic (p)d (p)d
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£ means typing any alphabetic chafécter..

d is descriptive information.

(p) means implicit prescriptive informafioﬁ bécause input
of 1t causes decoding of the input and chécking of tﬁe

result against syntactic rules,

5.2 - Display Variables

6.

6.1

These were the brightness and separation of menu list items.
Table 8 shows the levels of separation and brightﬁess chosen
to meet the experimental design conditions given the constraints

imposed by the hardware.:

Dependent Variables and Measures

Information Rates

The main measure is the speed and accuracy of input of

descriptive syntactic information. The speed of selection of

‘an item and the number of items correctly selected were the

two main dependent variables,

The speed of selection (selection time) was measured for esach
selection by the elapsed time between the presentation of a new
target and the first light pen pick or keyboard kej_struck

thereafter, An error was tallied whenever the selected word

~ did not correspond to the target. Thus, for each subject and

each condiﬁion, there were ten pairs of selection time and error
counts., Thgse were reduced to mean Selectiﬁn fime for correct
selections aﬁd error frequency for each condition and‘éubjecté.‘
The standard deviation or other measure of disPérsion was not

taken for each condition within subjects.
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Label - Value s Software condition
s1 0.125 x cheracter height (0.16 in.) 20 Units *

52 - | 0.505 x character height (0.16 'in.) 25 Units

83 : 0.68 x character height {0.16 in.) 30 Units B
Bl 3.5 - 5.5 erbitrary light units . = Level 2 ¥*
R2 _ 5.5 - 7.5 arbitrary lightvunits' : ‘  Level 6

* . Vertical screen size is 1024 programmable points one unit‘épé}ﬁ

.'*% - Software levels from one to seven.. One set at just Iight pen detectable:
brightness using hardware control. : S

S means separation
B ® brighiness.

Table 8

Independant_Task Variables and Values
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7.1
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Analysis and Discussion of Results

Tables 9 and 10 show the data collected on information rates

in the experiment.

For the light pen data, a 2 x 3 ANOVA was carried out on the
data for correct selections. The model used was a mixed

effects related sample model. The results in Table 11 show

~that there was an effect of brightness level and subject

variation on the mean select time for correct responses. Non— -

'parametric tests were used for further within-subjects analysis

of effects between conditions.

Table 12 shows the results.of paired t-tests on the data

which is presented in Graph 3,

Ordexr Effects

Graph 2 shows_the'selection time and error rates avéraged over

subjects for each order of presentation. The design was such

‘that the two keyboard conditions were either after or before the

light pen conditions. The lower errors and larger selection

times for the first 3 and last 3 conditions presented Cdmpafed.
to -the overall means éfe nof statistically significant (t-test_
batween meané. The statistical‘fIUCtuations-are'largé, partly

because of the small sample size, but the conclusion is that

order effects are not statistically significant.




Light Pen

Meaw  Setietiod Ting fop CCoprpser fﬁ,_ﬁcno,“ (SEmNiD'S) o

Practice . " " Keyboard Practice
S Mean ) : . : A - ' _ _I. o " Mean
u Brightness | -~ Prightness Level 1 Brightness Level . Mean~Brightness Level | Brightness
J ‘Level . - C ' C S : a ‘ Level |
g Separation | Separation Sepafatidn Separation | Separation Separation. Separation Sepﬁration Separation [Separation
T 2 1 2 3 1 2 3 2 3 . b
1 1,87 1.9% - 2.5 2,96 206 | 3.0 1.97 3.89 3.16 3.5
2% 1.71 2,11 2,30 2,51 2,30 | 2.04 - 1.93 3,46 3.36 2,89
3 2.89 3.79 4.6 5.16 3,20 2,71 3.16 3.73 3.36 3.53
} 1.95 2.33 2.00 - 1.56 17k 2.36 2.03 - 3.44 2.91 2.k9
5% 2.28 2.35 - 3.30 3.14 2,280 - 3.58° | 2.37 5.k . 5.08 4,05
6 1.66. 1,66 1.69 1.87 1.76 | 1.4 | 1.60 2,32 2,33 2.36
T 3.17 2.29 3.7 '3.25 1.92.i 2.68 - 2.3k - k.20 4,28 L.57
g 1.79 e |19, | 10 161 | 1.5 1.51. 2,53 2.66 3.08
g% 2.93 2,69 © 2,72 3,70 2,12 | | 2.5 1.89. 349 1 3.1 3.83
100 155 |7 a8 2.05 | 2.06 | 1.9 CLwee | 189 321 | e 2,91
* Means used peﬁ stroke technigue. L fe
| T TABLE_ 9




| Practice " Light Pen Keyboard Practice .
g . Mean . ' : E S _ - Mean-
' 1 Brightness Brightness Level 1 . Brightness Level 2 Mean-Brightness Level | Brightness
3 |- I:;e_vel ‘ : - o _ N ‘ Level -
g Separation|. Separation Separation | Separation| Separation| Separation{ Separation| Separestion | Separation { Separation

. 2 R 2 3 1 2 3 2 3

1 L 7. 9 9. 10 " T 9 10 10

ol T 6 6 6 Lo T 9 10 10 10

3 L 8 2 T (i 8 5 10 10 10

b 6 6 8 10 T T 6 0 10 10

sl - 9 9 T 10 b .10 10 10 10 10

6 6 T 8 6 5 5 1 T 10 10 10

7#{. 10 6 10 10 7 8 10 10 110 10

B* 8 5 10 8 5 T 5 10 10 10

g* b 5 6 8 5 | T 8 | w0 10 10
0} 6 9 8 9 © 5 "5 R 10 9 10

. et ' - '
e g : S o ! :
¥ SLLLJQCL Strehed' fan ., L
Tagr 40
FREQuéNsY o  commrer .RES‘PONFIES o1 QF - io

'8
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CORRECT RESPONSE RATES ' MEAN INPUT TIMES
EFFECT DF 85Q MSS F SSQ MSS F
Brightness - B 1 2,554 2,551 L.63% 12.15 12.15.| 3.49
Separation - S| 2 - 0.75h 0.377 - 18.3 -9.15 2,62
Bx 8 2 0.676 0.338 - 0.90 o.ks | - -
Residual - 55 .{ 30.h1 0.552 191.5 3.48
Total 59 | 34.39 | 0.58 | 222.85 37T
ANOVA - Random Effects Model '
MEASURE : BRIGHTNESS B(1) | BRIGHINESS B(2) KEYBOARD
s1 s2 | s3 s1 | s2 53 82 53
Times Mean 2.37. | 2.63 | 2.79 | 2.11 | 2.37 | 2.07 || 3.53 | 3.37
(Seconds) SD " 0.59 ['0.86 | 1.03 | 0.43 | 0.67 | 0.4k || O0.76 | 0.76
Rates Mean 6.8 | 7.4 183 | 5.9 | 6.8 [7.1 9.0 | 9.9
‘ Sh 1.h 2.24 J1.48 | 1.75 | 1.66 | 2.02 |{ 0.3 | 0.3
CORRECT RESPONSE RATES MEAN INPUT TIMES
EFFECT DF 8sQ MSS F $5Q MSS F
Random | Subjects 8' 9 | 39.68 | 4.kl | ge07 | 21.9% o.bl | 13-
| Pixed Brightness B 1| 12.15 12.15 -~ 3.77 2.554 2.55h 8.8#
Fixed Separation S 2| 18.2 9.1 *ﬁ13.35 0.754 0.338 2.13
' S' x B 9 | 29.00 |  3.22 —l - 2.65 0.29
S' x S 18 | 48.77 2.71 -¢ - 2.6k 0.15
Bx S 2| 0.9 0.49 - - 0.676 0.338
Error 18 | 7h.13 4.12 3.179 0.17T
Total 59 |222.85 3.77 34,39 0.58

© ANOVA - Allowing for Subjects Variation (Mixed Model)

KEY: * means significant at 5% level using conservative F-test.

NOTE: Assumptions :-—
{a) Independance - no significant treatment x subject effects.

(b) Normality - skewed distribution of response times. Cut—off of rates
: at 10 _ : ‘ '

(c) Populations have similar variance (F-test between variances).
(d) All measures in interval scale.
(e} It is assumed that a linear model applies :-

i.e. Y = A(T) + BtJ)‘+ c(x) + AB(IJ)'+ AC(JK) + Bc(JK)'+ ABc(iJK) + E

TABLE 11
Light Pen ANOVA Results
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L'ls Ly Pan

Keyboard
31 B2 (B1482) /7
S1 | S2 S3 $1 | S2 S3 52 S3
s1 —'0f61 -2.62 1.17 | 0,00 | -0.67 ~6.43% | -6.40%
Bl sell _ ~1.30 1,69 | 0,57 | 0.1 | -3,20% | -3,2¢
83 - - 3.77%] 2,36 | 1.k6 § -3.07% | -3.06%
L .
F s - | - - -0.94 | -1.50 [ -6.00% | -6.00%
% B2 sof| - - - - .81 | -6.15% | -6.14%
errors ’ .
s3|| - - - - - | -h.33% ~h.21%
seff - - - - - - 1,00
Mean
vl T, |
B 53 - - - B h " )
TABLE 12

Paired ¢ values

= 4 .Sglu'n,‘.'lcc.ni- ® S% el (2. toed) .




Light Pen

' Paired + Unh¢us': S . - | S

Keyboard
Brightness' 1 Brightness 2 | BL+B2
S1 g2 S3 Bl s2 83 g2 83 -
S1 -| -1.60} -1.78 1.95 . { 0.00 '2.65- ~4.30 -3.59%
o Bl s2 {| - -1.27 | 2.88% | 1.19 | 3.68% || =3.82% | -3,00%
O .
R _ _ I R :
R 1 83 11 - - - 2.94* 1 1.53 | 3.02% ~2.37% | -1.85
_{ﬁ‘ P . =
T S1 - - - - | 0.00 2.65 -1.97 -2, 70%
T : . _
I B2 52 - - - - - 1.53 ~12,13% -6.908%
M : i
‘E .
8 S3 - - - - - - - ~7.18% -5, 86¥
. = - - - - - - .."8
K| pme | 52 1.5
Y 2 ‘
. 83 - - - - - - - -
Table 12 (  continued)
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7.2 Errors and Input Method

The top mdst half of Graph 3 indicates thaﬁ there were
significant &ifferences (as indicatéd'bj accuracy of item
selection) between tﬁe use of a light pen and a keyboard.

' More care was_takén to choose the rigﬁf key than to point the
1ight pen accurately. - A possible explaﬁation is that the
lmethod of hunting and locatingﬂthe right key had only time
penalfy with a very small risk‘of error, whereas for the light
.pen, the device had a high risk of error, buE a small time
Vpenalty. ' The emphasis was on speed from the experimenter (E)
but on accuracy by the task. For.the light pen, the‘Conditidns
were such that the subject cpuld adapt his fegponseé. ~ One such
~econdition was that the light pen'did not force a subject to.
switch his attention from Ehé-display.so he assigned a different |
peﬁalty for error than with tﬁé kéy'input, With the keyboard

such an adaptation was not apparent.
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Subject Selection Time and Input Methods

Referring to the lower half of Graph 3, keyboard input times

are around 3.5 seconds whereas light pen select times are

~around 2.5 seconds. These times are statistically different

usiﬁg the non—parametric sign-test. Thus, the time of using a
keyboard was about 1 sécond mére than‘uSing a light pen, i.e.
an extra 40% time was used for an appfoximate ZSZ.gain in
a;dur;cy. This tigé was needed for the subject to change

attention_to the keyboard from the display, hunt for the required

“key and strike it. ~ With the light pen, no such_division of

attention was necessary.

‘Although not statistically significant, the trend of inecreasing

time-to-select with item separation indicates that search time
increases with item separation. This was offset for the

brightest light pen condition by the easier and quicker light

pen hint and by using the light pen as an eye position

confirmation device. At lower brightness levels, this vas

not the case, .

Selection Times and Errors

The selection times for incorrect responses are not shown but
in general were smaller than thoSe for correct responses and
appeared to be from a different population. Hence, it was

inappropriate to use times for incorrect responses in this




94
analysis because of the diverse reasons for their differences.

8. Conclusions

" 8,1  Light Pen vs. Keyboard for Simple Menu Selection

{(a) Speed -

The unswitched light pen allowed faster selection than the

keyboard methods because no division of attention was

necessary between the display and the keyboard.

_ (b) Accuracy
The unswitched light pen resulted in more errors of selection
| than_the keyboard because of the tendency to use the light pén -

as a pointer to scan the list,

(¢) Trade—off Between Speed and Accuracy

With the light pen, subjects traded off speed against
accuracy in such a way as to suit the emphasis given by the

 context. This was not done with the keyboard.

8.2 Light Pens for Simple Menu Selection

(a) speed
The selection time depended on the brightness 1evé1 of the
display and.usually decreased as brightness ipcreaséd.
Selection time also depended on the item separation. With
higher brightﬁess levels,_sélection times decreased as item
, separaﬁion increasedl With 1oﬁer brightness levéls; the

converse was true.
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(b) Accuracy
Tnereased display brightness and decreased separation

between lines increased the error rate of item selection.

8.3 Keyboards for Simple Menu Selection

(a) Speed
The keyboard select time was independent of the brightness

and separation of menu items.,

(b) Aécuraéz |

The error rate was also inde?endent of the brightness and

separation of the menu items.

8.4 Experimental Hypothesis

The experimental hypothesis that "the rate of transfer of
descriptive syntactic informition does not depend on the input

characteristics" is rejected.

_ 8.5 Implicétions for.the Model

(i) The input characteristics of mixed input/output'déviées
affect man—computer interaction by necessitéting switches
of attention before effectbr actién. ~The need for fhis
"depends on the user's knowledge.of”the input dévicé_and
how it is used. o

(ii) Some input devices allow users to adapt to input
methods so as to arrive at a suitable ﬁalance_

between speed and accuracy of use,
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SUMMARY
‘This Chapter deals with the test of experimental hypothesis (2)
fhat the rate at which information is transferred by an input
devipe does not depen@ on its way of use. The hypothesis is
.tested using one inpﬁt device, a standard keyboard, and two
ways of use for selecting an item from a menu list. 7 The
information being measured was descriptive and prescriptive

at the syntactic level,

The first wéy of use was -to étep a cursor next to-the required'_

word to provide descriptive syntactic information then confirm

entry by providing prescriptive syntactic information; the

“second way of use was to typg in the number of thé word in the

1ist; then confirm-entry.

The experimental design was ; 3-factor 2—1evel ANOVA, . The

three faﬁtors wefe way ofluse of an input device, subject
experience,éhd order of presenfation. T&elve stbjects...

completed the experiment and the measure of time to input ﬁrescriétivél
syntactic information shcwed both main and interaéfive effects

due to all three factors.

The conclusion is  made that thé fate of iﬁpuﬁ of syntactic
information depends on the way of use of an input device.
Thé dependency was such that the way of use interacted with
task vafiables (the position of them in the list)f . The

subject's general computer experience and task specific
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experience affected the rate of information flow and the
results. supported the idea that the time needed for error—

free input is an important component in the model of man-computer

interaction.
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Introduction

This chapter deals with the expérimental test of the hypothesis
that the speéd an& aCCurécy of information transfer doéé not
depend on the way of use of the input device. The inforﬁation
type used in the test is descriptive s&ntactic information;

namely, items in a list on a display (as in Experiment 1).

The input device used was a standard keyboard.  The independent

variable is the way of using the device. A subsidiary hypothesis

is tested that the speed and accuracy of input of information does

not depend on the subject's experience.. This hypothesis was

i

-suggested by the results of the first experiment.

Objectives

These were:i~

_(a) To invegtigate the effects of two different methods of using
 the keyboérd to seiect an item from a displayed menu list on the

speed and accuracy of inputting descriptive syntactic information.

(b) To examine the effects of a subjectfs general and specific

 ability on information flow in task (a).

Constraints
These are the same as for the previous investigation (Chapter 3,

Section 2) except that more subjects were available for longer

periods.

Experimental Details

Experimental Design

The objectives of the experiment concern two main variables;
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fifst, the way of using the input device and second, the
subjects' experience.  The first variable was the selection
technique and the second was divided into two variables; general
experience'and épecific experience. In the context of the |
investigation, specific ekperienee means that acquifed‘during

the course of.the experiment. Such experience would be shown

as an oider effect if tﬁeie was a difference between the rates

of 1earﬁing due to the different ways of using the input device.

The de31gn usediln tﬁls experiment was a complete balanced 2x2
factor1a1 with each subject carrying out all the trials in a
balaneed.order (0) given by Table 1.-' ' The factors were selection
'technlques <), subJeet experience (E) and order of presantatlon
(0). The latter was included because of a possible 1earn1ng‘
effect beﬁween aﬁd‘within triais. Position of the target in

the 1list was not included in the design as a main variable.

Sessions

The purpose of the experiment was explained to each subject as

'1nVest1gat1ng technlques of menu Selectlon . Follow1ng a small
demonstration of their first experlmental conditlon, the subJect
was allowed a praetice {and questions) before being asked to under-l
go the first series of 20 frials. A trial consisted of the
presentation of a new target, its seleetion from a list of nine
items,.followed by an input signifying cqnfirmation of choice.
Eachltarget was chosen at random frqm the liet with the

proviso that, except for item 1, it could only appear twice.

Ttem 1 could appear 4 times. A similar procedure was used for -
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the second condition. Before the triéls, verbal instructions

were given. No incentives or rewards were given other than

the investigator urging subjects to perform well in the trials.

The sessions were completed by subjects giving comments and

stating preferences about techniques.

Task

The general form of the task was menu selection as described in -

the investigation of the previous chapter. However, in this

task the subject was able to re-select if a mistake had been

made. On deciding that a particular word was the desired one, -

the subject confirmed the selection.

The subject wés presented with_a target word which had to be
selected from a ﬁenu list aﬁd coniirhed as quickly.as'possible.
The target was one of the menu items.. The.size of the iisf was
limited to ieés Fhén 10 items, since selecting the ténth‘(or 
more) item required tyéiﬁg two digits and it was desired to

make results comparable with Fhose of the.previous'investigation.
Nine menu items were used in the list., Each consisted of a
three=letter nonseﬁse'syllable and were displayed as in Plate 1.
The cursor always started at é position one step above the first

item (position @) with every new target.

After a confirmation, the display was cleared and the message
"WAIT FOR BELL" displayed for 5 seconds. After that time, the

bell would ring and 0.5 seconds later, a new target appeared.

104
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Subject Information

Verbal instructions were given emphasising first accuracy and
secondly speed of selectlon and conflrmatlon.-' The procedure
was explalned and demonstrated to the Subject before ‘each trial

and a short practice was allowed (3 targets).

Subject Pdpulation.and Context

A sample oﬁ 12 people was chosen whose experience Vith coﬁputers
and faﬁiliarity with keyboardé_were known. :This is summarised
in Table 1. ‘ﬁ‘

_Thé 12 subjects were divided into tﬁo groups of 6 according to
two‘criféria;‘ thelr typing ablllty and their experlence with
computefs. Those with more experlence of computers were 1abelled
the ‘experimental group' (Table 1). It was aSSumed for the
purpose of thlS Table, that 31nce the difference 1n technlques is
concerned with switching attention from display to keyboard, the
confidence of the subject was 2 more important factor than his
familiaritf with the keyboard and tﬁat this was a function of
expérience with computeré. It may be noted that subjects 5 and

10 differ in their group allocation according to the two criteria,

Independent Variable

‘Input Method

(a) Input Device (constant)

Teletype (ASR33), keyboard (QWERTY).
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Typing Rate*(seenossien | 0:563 | 0.713| 1.051 | 0.867 | 0.208 | 0.937 | 0.166 0.305 | 0,30k 0.86k | 0.562] 0.296
Typing Group - v N _ ' E | e

(1 above median) |l v 1o-1 ] 1 |2 1 2 2 | 2 | 1 2. | 2
(2 below median} ' . ‘ _ :

"Experience" (E) - 2 2 ¢ 1 o | :¢ 3

+ Category ~ = . : ' A : ' !
Experimental : ' S o - ;
Group ' S _ 1 1 1 1 Iy 1 2 2 2 2 2 2
{Experience E2 g 3} g :
rienes. ' N |
Order (0) | 1 | 2 1 2 !

(* Mode of inter-character time distribution obtained in'g simple typing test.

( , . , .
Key (+ § = No computer experience; 1 = Data input/output only:
{2 = programs for selfj 3 = programs for others;
{ % = hands on and systems programmer.
{0 Order of presentation of techniques; 1 = step technique first.

PABLE 1 : Subject Population Details
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(b) Way of Use
' The alternatives of selecting an item were grouped eccording
to whether, or not, the seqﬁence_number of the item was used
in the procedure for selectione Two techpiquee were

considered; the first being representative of group one

(digit seleet),lthe second of group two (step select).

The subject's procedure for the digit.select technique was

to type in the number of the required ieem (select) then
confirm by typing the carriage return tor‘CR) keﬁ. | At the
eelection stage, a eursor was displayed next to the.selectee
item; if a selection error had been made,.then.another digit -

was typed and the cursor moved accordingly, (syntectic'feedback).

The sueject procedure for the step select technique consisted
of typing any key (except the carriage return (CR) 'confirm'
key) to move the cursor‘down the menu list until it was eext
to the desired item. It was not possible to move the cursor
up the list baek'to the previous item. Coefirmation ef
seleetion was by typing the CR key. If a selection error
was made, the cursor was stepped down the list until the ‘
desired item was foend.  On .stepping off the bottom of the

list, the cursor returned to its start position at the top

of the list.




5.2 Subject Variables

6.

6.1

6.2

(c) Formal Deséription

o Source Primitive
Information
Process 'Choose a menu option'
Way of Use Way of Use
1 . 9
Digit Select / Confirm | Step Cursor / Confirm
D < <4
R 1 o ;
e i
Syntactic . d P d . P

D -.meansrtyping any numeric key

«¢. means multiple (r) typing of any alphanumeric ke?

J means typing the carriage return (CR) key
d

means descriptive irformation

o

means prescriptive information

Subjects were allocated to the general computing experience -

group if they were above the group median of subject experience

as given in Table 1.

Dependent Variables and Measures

Information Flow

‘This was measured by the speed and

aceuracy of confirmation of -

input and the response time to the first input.

Acceptability

The subject's preference for technique was used as a simple

measure of relative 'acceptability' of an input technique.
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7. Analysis of Results

7.1 Raw Data
The data consists of two parts; the mean response times for .
each subject and preferences for techniqué. Table 2 shows the

mean response times for striking the first key (select time)

-and for confirming entry (confirmatioﬁ time) for each-subject
(1-12), technique (2) and order (2). Table 3 shows the

subjects' preferences for technique.

7.2 Treatment of Data

Within each teghnique, the samples are indepeﬁdent and were
subjected to a 2x2 ANOVA qsing a.mixed mpdel (technique,.order:
fixed éffects, experienté random). ‘Between teghniques,‘selectioﬁ
of the samples carrfing out tﬁe conditioﬁé for the first.time
allows a 2x2 ANOVA using a mixed model,-with independent samples.
Table Aa;shows the results of the within~technique ANOVAS for -
select and confirm.time? Table 4b.shbws thé.results of the
betweeq—techniquelANOVAS for select énd confirm time. Table. 5
shows the ﬁean selection times for those éffects whichrwere found

to be significant.

8. Discussion of Results

The small number of subjects and large variation in. results
contriﬁuté to the lack of effects fqund in Tabies 4a an& 4b.
.There was no significant difference between the confirmation.
times becausé of subjects' experience, technique, order of

presentation or interactions. This may arise because of the
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TECHNIQUE o STEP DIGIT
EXPERIENCE | EL (high) | = E2 - Bl 2
" QRDER 1st | 2nd | 1st | 2nd | 1st | 2nd | 1st | 2na
Mean %.93 1 3.00 | 6.39 | 4.28 | 2.72 | 3.91 | k.55 | n.23
Confirmation 5.67.1 6.52 | 7.2 1 6,43 | 6.61 | k.20 | 4.89 | 5.19
Time L.89. | 5.33 | 5.30 | L.05 | 5.98 j2.71 | 3.79 | 3.23
(Seconds) '
Mean 1.80 } 1.20 | 3.93 | 2.40 | 2.32 {3.17 | 3.81 | 3.34
Select - 1.95 | 2.40 | k.64 | 3,36 5,43} 2.82 | 4.1k | L.15 :
Time (Secs.) 1.85 | 2.45 | 2.51 | 1.8s | k.62 [2.30 | 3.00 | 2.76 L
- Analysis | 4 B C D | B & D c
Groups Al B’ c! _ D!

Subject Nos. - ' ‘ :
igeGroup - 18,10,12(7,9,11 {1,3,5{2,4,6 79,11 8,10,12| 2,k,6 ls3,5

TABLE 2

Mean Respcnse Times for Correct Responses

~ SUBJECT NO.

11213415167 718]|91011]12

Preference Ssts1b{8jD|DiD|{S|{D] S| 81D

~ TABLE 3
. Bubjects' Preference for Technigues

(D = aigit : S = step) .




STEP KEYBOARD
CONFIRM TIME | SELECT TIME . | CONFIRM TIME| SELECT TIMZ
EFFECT pF | Ssq |Mss | F | ssq [Mss [ F | ssq [Mss .{F |sSsq (MSs | F
Order .0 | 1 | 0.87/0.87| - | L.1kik.14]6.54%] 0.0kjo.0k|Ns | 2.9 |1.0 [2.3h
Experience E | 1 | 1.83[1.83{1.91| 0.77{0.77| Ns- | 2.18[2.18{NS | 0.02[0.02| IS -
0x E 1 | 0.96]0.96) §s | 1.30[1.30| NS | 1.23}1.23|NS|0.06{0.06| NS
Error 8 !12.03]1.50 | 4.k0j0.55 12.5h(1.57] -] 7.25}0.91
Total | 11 |15.69 10.61 ~ |15.99 10.13
TABLE ha |
2x2 ANOVA Results Within Techniques
‘ SELECT TIME | CONFIRMATION TIME
EFFECT ~ | DF ssq | MSS | F 8SQ MSS F
Techanique T 1 3.7 3.7 5.96% i 2.75 | 2.75 NS
Experience E| 1 1L 1.h 2.25 | 0.135 0.135 NS
T x E 1 3.9% | 3.9% | 6.35% | 2.58 2.58 | s
Ervor 8 b.97 | 0.62, - 16.76 2.09
Totel | 11 | 1k.02 | ) E 22.43 | 2.04
TABLE bb

ox2 ANOVA Results Betu=en Té:hniques for First_Trials Only

{fixed effects for T,0 : random for E)

El (high)| E2 | Overall Mean

S 1.86 3.

69 2.77T | ' ‘ .
]t =.2s 64, DF=10, NS,
K . b1 3.65 | 3.88 '

Interactive and QOverall Effects

in Table 4b — Mean S=zlection Times
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variations that occur because of differences in target position

Observation and subjects' comments indicated that the differences

"attention from tﬁe display to the keyboard. With the digit

112

discussed in this next section. There were interactions in the

selection time results between technique and experience.

Select Time Data

Table 5 shows that the average select time for the step technique
was faster than that for the digit technique, and that the

difference was amplified for subjects with general experierice.
between techniques arises because of different needs to change

téchniqﬁe, a pérticuiar key had‘to‘be located before striking:
this required a change of attention from the display té the
keyboard.l With the steb techniﬁue, any key could Ee préséed
and it was desirable for the subject to keep atteﬁtion on the
display. Hence, no search and locate time was neqessaﬁy for
the étep techniﬁue and one hand could be plaéed permanently over
a key on the keyboard. This was done ?articularly Ey the |

experienced subjects: hence the interactive effect between

technique and experience.

Confirmation Time Data’

Measurements of the confirmation time included the selection
time of each subject and within each technique.  However, the
effects shown in selection time were not shown in the confirmation -

time. TFor the digit select technique, this may be expected if it

is assumed that the search and strike time of the gonfirmation key
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8.4

Table 6 shows the number of errors in relation to technique,

" arror was made with one technique, the other technique was preferred.

For the step technique, the first key strike is one of a number

depending on the position of the target in the list.  Hence,

" wvariations in successive striking times may be greater than

variations in times to strike the first key. Thus, confirmation

. times would not be expected to show differences with the small

number of subjects used in this experiment.

Subject Preferences for Teéhniques

Table 3 shows that half the experienced group preferred the

'_step techniqug and the corresponding figure for the inexperienced

|
113
is constant, within the tolerance of individual differences.
|
|

group.was also 50% — i.e. no difference.

subject and preference. An interpretation of this is that the
technique perceived as requiring least division of attention was
preferred, although if an error was made with both, the technique

with least penalty foxr error for that subject was preferred. If am

The data was insufficient to perform statistical tests on this

hypothesis. There was no relationship between preference and order.

The Effects of Target Position

Graph 1 shows the results broken down accordlng to the position of

the target in the menu item list, The select time data shows
a distinctive pattern reflecting the searchlandrlocate strétegy,'
of the Subjécts. The pattern was comuon to both technlques
and indicates that the middle of the menu item llSt was N
' |

scanned first (items 4,5 6) then the items at the top of the

list (1,2) then near the bottom of the list (7,8) then,




M4

Preference Group
Step Technique Digit Technique
Step N  Mean SD |[N - Mean 8D -
Mean Technique . :
Confirmatiod = = . 119 5.074 2,117|118 5.62% - 2,137
Tize - t = 2,02%
Digit
Technique}l18 L.061 1.666|120  4.489 1.61h4
.t = 1.98%
N = Humber of responses.

#*
i

Significant at 5% level using t-test .

Mezn Confirmstion Time as a funection of Technique and Preference

.. TABLE 6
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SUBJECT RESPONSE TIMES AS A FUNCTION OF

_ TARGET POSITION
KEY: ——————~r Step Technique
Digit Technigue
NOTE: Number of samples for each point = 24 for all
8+ targets except 1 for which N= L8; SD's shown :
' for each point next to it. - (sp=) 2.17
&»
) 7 -
. - -
T+ ' vy = 0. hhx +3.33 , ) , ‘ P
Correlation Coeff= = 0.96) : 1.90 -
< -~ 1
' _ ' - N - ' :
_ ~ A (Mean = 5.35s
6+ _ — = (sp = 2.53s
- -
> .
‘ ' 1.62
% L. o~ 1.29

1,34 o
(Mean = h.3ks .
R = (8D = 1.655 .
51 L I : ) L 1 e 1
- T t { 1 L : T —t
d Ist.  2nd 3rd . U4th 5th 6th Teh Bth oth
' POSITION OF TARGET IN THE LIST o :
5__
o (Mea = 3.89s
= (sD = 1.39x 1.51
. I
. 1.21
B (Mean = 2.73s
= (8D = 1.2Ts_eq g
/.' L
~ -~
1.09 1.0 | \‘0_-6_3_”1:0“5 o -~ L3S -
2 . ! . ; L = ‘l' 1 0'.91 i
1st 2nd 3rd hth Sth - 6th 7th  B8th 9th.

POSITION OF TARGET IN THE LIST




finally, position 3 and the last position in the list. - The
pattern 15 also present in the overall select and confirm time
although it is more obvious in the digit technique than the
step technlque. The effect of target p051tion on confirm
time was strongest in the step teehnique data and a straight
line has been fitted (A) to the mean values represented by the
points. The proportion of total variation about the mean (;).
explained by the regression is .91, which indicates a good fit.
There is no relationshlp between target position and confirm
time for the digit technique.  The techniques are equivalent
iin texrms of confirm time if the target appears in position 2.33.

More reasonably, thlS means that, when the target appears 1n

POSltlonS 1 or 2 the step technique was faster overall' otherwise

the d1°1t technique was faster.

The average step select time (2.77 seconds) was less tban'the |
3.33 seconds found from the straight line intercept of A. This
indicates that the time to enter the confirmation key was.about
0.380 seconds. - The corresponding figure for the digit technique

is (4.34 - 3. 49) = 0.85 seeonds.

These figures are comparable but are_much'greater.than the 0.44
seconds per step in the step technique wherein it is assumed no

. division of attention oocurs. The tiﬁe to shift attention from
‘keyboard to dlsplay and - to locate a key is estimated by the
difference in select times between technlques to be about 0.96
Seccnds. Assuming that the location of a key takes about 0.8
seconds‘(c.f. CR key), the1time'to shift attention was aboot 0.2

seconds and the time to locate a target was about (2.77 - 0.2) =

2.5% seconds.
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9. Conclusion

The experiméntal comparison between the step technique and the

digit techﬁique showed that:i~ :

1

(ivj

The preferred technique‘depeﬁded on the subjects' general
experience as well as the specific experience on the task.
If no error had been made using either technique, then the

technique requiring least division of attention for that

_subject was preferred. If an error was made with one

technique but not the other, then the error-free technique

was preferred. The subjects' experience affected their

judgement of required division of attention and penalty

for error.

In general, the technique allowing faster selecﬁ'and
cdnfirm time depended on the position 6f thértafget in

the list, but overall was the digit select technique.

When the target was in position 1 or 2, the step technique

was best; otherwise, the digit technique was better.

The time to make the first input in the selection procedure
(select time) was lower for the step technique than for

the digit technique.

Select time was a function of both the-general computer
experience of the subject and spécific expérience‘on the
task. Subjects with mofe general computer experience
responded faster than inexperienced subjects and'thisAwas

particularly true for the step technique. The step
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‘technique required less division of attention than
the‘digit technique an& so, by doing it first, the
‘subject acquired greater confidence than if the other
technique had been used first. This, however, could
be an experimentai deﬁign artifact since sﬁch effecté.

had not been observed in the previous experiment.

Experimental Hypothesis (2)

The hypothesis that the rate at which syntactic information is
transferred does not depend on the way of use of an input device
is rejected. The rate depends interactively on the way of use,

the task and the subjects' experience.

Implications for the Model

The experimental conclusions support the view that people behave

as 1f they evaluated and adapted to alternative ipput methods

using a simple estimate of the time needed to input correct

data, The mechanisms of adaptation operate on sub—=processes

such as attention switching and motor processes. The degree
to which such adaptation is possible depends on the input device
and how it is used. The degree to which it is necessary

depends on the person's experience of using that input device.
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CHAPTER 5

EXPERIMENT 3
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SUMMARY

Ihis Chapter deals_withrtesting,the hypothésis that problem
sol#ing does not dépend on inpﬁt method aﬂd_COding of
an input device. It was tested usiﬁg a 3-factor exﬁeriment; the
factors were input method, | . problem difficulty and order of
presentation. Four different inpuﬁ methods | were used; three
used a coded keyboard, the oﬁher a joystickf Sixteen subjé;ts
completed the problem; All ﬁad.similar levels of compqﬁer experience

and were equally naive of the problem and the experiment.

Problem solving performance was measured in a number of ways;
two classes of measures are identified. These were overall measures
of time and frequency, and information flow through the interface.

Both sets of measures depended on the input method, the

problem difficulty and their interactions. The - dependency was that

the mean number of steps in an attempted solution decreased in
proportion to the time needed to input infofmation; ~ The effect was
amplified by increasing problem difficulty. These results'imply an
adaptive'element : in the mode1 of interactive problem solving
which relates the accurate input of information to thé pfobleﬁ solving

strategy used.

A verbal protocol and frequency analysis of the input rate of
information supported the model of interactive problem solving in
that three transfer rates were observed; fast (pre-progrémmed step);
medium (calleﬁ fevaluating and reqalling') and slow {called 'Planﬁing

and organising' a solution).
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The hypotheses that problem solving does not depend on (i) the input
method and (ii) coding of an input device are rejected,
A subsidiary hypothesis was tested that p?oblemrsolving does not
depend on the interaé;ion between user personality
and input method. . This hypotﬁesis ﬁaé not tejected at the
5% level of significance but.the data showed that the hypothesis may
Be rejected if it was tested in a more senéitive experiment. The
inference was thét neuroticism may interact with the input method

to affect problem solving performance,

Preference for the different input ‘methods . appeared to
be based on the subjects' assessment of them using two criteriaj
first the rate at which they could input information at an acceptable

error rate and second, the error proneness of the input method.
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Introduction

The experimental work of this thesis has shown that with

. simple tasks, the general and‘specific computer/task experience

and the input method are important in determining the
rates of information transfer across the interfaces. However,
the information transferred in each transaction in these
éxperiﬁents was independent, and not related to any overall
goal of the subjects. This chapter concerns an experiment
‘aimed at testing the experimental hypotheses th#t proﬁlem
solving doés not'depend on the input ﬁethod and Ehe coding df

an  input device.

A consequence of testing these hypotheses is that a decision

. must be takén about the form of dialogue, i.e. the provision of

feedback and thércomputer language stfucture. In general, real
time problem solviag involves the preéentation of messagesrat
the interface which define the operaﬁions to be cafried out.and
the data to be éperated on. For gxample, RUN MYPROGRAM; SET
Y=5, etc. In different dialogué§, either thg operation and/or
data may be implicit. For example, input of ¥=5 ﬁould have

the same result as SET Y=5 and RUN may cause the current

program to be executed. The exploratory experiment described

in this chapter uses a command language in which each command

defines both the operation and the operand.
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Ohjectives

The specific objectives were:—

(i) To exaﬁine‘the reiatiﬁe performance-charécteristics

(work production) and acbeptability of a joystick/special
function keyboard and a QWERTY keyboard for solving a
compﬁter based problem.

(ii) To examine the relative work production and accéptability
between different levels of.use of the keyboérd_in”the

. same task as (i); : | |

(iii) To examine the.relationships betwaen work production and

acceptability as a function of traits of.subject beh;viOur-

between and within different input methods.

Constraints

The investigation described in this chapter was carried out in

a different environment from those described in the rest of the

‘thesis. This is described as follows.

Hardware

A 163'12 bithord PDP-12C computer was'uséd'with 2 magnetic tape
devices, a general pufpose analogue—digital interface,'a VR14 |
point ﬁlot disPIayl(1024 X1024 addressable points), and a

programmable real time clock. Display characters were 2x4 dot

Amatrix and no hardware vector plot was available. Character

brightness was not software controllable. The clock was designed

for accurate timing (better than + 1 ms) and was interruptable on
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external events such as those occurring on an analogue-digital

(4/D) channel.

A Honeywell solid state keyboard was interfaced through the A/D
channel which also provided a clock intefrupt when any key was

s truck. The dec§ding'o£ the input was done by softwafe and the
keyboard was also flexiﬁle in that the positions of the keys

could be altered at will.

‘Thé joystick and its special function buttons were also inter—

faced through the A/D channels but while the function buttons
provided a digital interrppt for the clock, the énalogue joystick
output did not. For ﬁhe joystick, fhe clock interrﬁpt wag
generated by software eﬁbedded in the task. This detected

when certaip thresholds had been exceeded. The thresholds were

when the 'current position' was taken from one area of the

Screen to another through a software boundary. This is made

clear in section 4.

. Software

The PDP-12 has few constraints due to software Since ail the
devices are available through functions_embedded in the high

level language it supports, e.g. FOCAL, FORTRAN, ALGQL. The

. task software was written in the low level assembler language

to optimise the response and reliability. The analysis programs

were written in FOCAL and accessed the data through the magnetic

tapes,
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4.1

People
The experiment was carried out within a research group of
approximately 20 people, all of whom had similar knowledge and

experience'of computers.  For the majority of these people the

. time and availability for taking part in the experiment was not

a difficulty.

Experimeﬁtal Details

_Design

The general and basic form of the hypothesis to be tested was

that the input method does not affect man—computer problem -

'solving.' The design used was a 2-way (subjeéts and

treatments) ANOVA. Four levels of treatment are used.

Four different input methods were'used and the design

" was such that each subject was required to solve problems using
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all four. Each problem had to be unique (because of remembering

- the solution) and training was required at each level.

Thus, there were 4 problems, each of which was presented in a

particular order to each subject.

The order of presentation of the conditions to each subject is

shown in Table 1. The table was cohstructed by rotating the

' two variables (input method and problem difficulty). in

a balanced way so that each combination occurred once only in

' each block and in a different order in each block.




- - Order.-and Combination of Experimental . | o . '28
‘ Conditions for each Subject (§) ' o
51 : (AL, B2, C3, D4 _

s2 . A2, B3, C4, DI " Block 1
s3 A3, B4, c1, D2 \

84 A4, Bl, cC2, D3

S5 , Dl, €2, B3, A4 . ' ' e
S§¥ . | D2, C3, - B4, Al . Block 2
s7 . - D3, Cc4 Bl, A2

s§ - D4, Ci, B2, A3

$9 - .. €2, DL, A4, B3

. | : 4 R

'811-- . C4, D3, A2, Bl o
812 . Cl, D4, A3, B2

513 B2, Al, D4, €3 .

S14 - - - B3, AZ';"—‘"DI—," - Ch- : .,'Block. 5
' 815 B4, A3, D2, .cCl

S16 . Bl, A4, D3, 2

~ Table 1.

%‘. (A = I“rd) _'_.’Q}cbm‘cf.’tj-v‘?:t*[cs' ‘
iigk;§wwh1w¢&amdmk4%h% b4
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4.2 Sessions‘

A pilot experiment had indicated that the presence of the

experimenter (E) during the course of an experiment had a

significant effect on the way a subject (S) performed the task,

Therefore, the experimental procedure allowed for mlnlmal S-E

contact mainly during the training phase. The. procedure for

each S was similar and followed the following pattern:-

1

(2)

- 3)

(4)

(5)

(6) .

@

E read aloud information to the S which generally described

the aims of and his part in the experiment.

S read the Task Description.
E demonstrated the task with the first trial conditions

using a demonstration problem. S was allowed to question E.

'S was shown the pre-trial training problem and its function

was explained. '
S was presented with an on-line EPI* questionnaire and was
left alone to complete it.

S was given the four conditions in the predetermined design

order of the problem and input method with the pre~

trial problem preceding every trial. E was absent during

the problem solv1ng and § was not allowed to use anythlng

“but the computer. A trial was completed only when S had

solved the problem. No time limit was given for any trial.
Finally, S was asked to:
(a) Rank and comment on the input method.

(b) Comment on his problem solving'étrategies.

* Eysenck Personality Inventory.
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4.3 Task
The developmeﬁt'of a éuitable problem:solving task for this

investigation was based on the following assumptions:

(1) The display variables should not interfere with the

variables under investigation,
(11i) The number of steps to solution should be controllable.

(1ii) “All steps should be of equal difficulty (homegeneity).

-
_ _ _ \

A sPeclal problem SOlVlng task was deve10ped Whlch was based on .
: -

the idea of a three-dlmen51ona1 maze, {2 dlmen51onal mazes have

commonly been used in problem solving research).*_ The given
situation is a position in a room of a 'building' with 9 rooms
" on each of 4 floors, each of which is interconnected by walls.

The desired condition is to leave the exit having reached it

without having attempted to éo through solid.floors, wallsAor

ceilings in the process,

The following section describes the task in detail.

(a) Task Description

The general form of the task was a maze in three—dimensions
with a single entrance or starting point and a single exit or
finishing point. The basic structure of the maze can be

likened to a building having four floors with nine rooms on

~ each floeor.
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A pictorial represéntation is shown below. (Figure 1). Room Numbers

pd ///
A

B A /?

ANNNY

Floor 2 .e———>

Floor 1 — 5| -

Figure 1 _

The siarting point was alwéys in Room 5 on Floor 4, élthough

ﬁhe exit could be on any floér in any outward facing position. '

As In a real building, sdme rooms had interconnecting doors én& ,
" others had none. Similarly, some floors had stairgases in fooms

and others had nong.' The task, as in more conventional 2~DI'

mazes, was to find the way out of the 'building' as quickly as
_possible and to do so Withouf making errors of tffing ta go |

through brick walls or through solld floors.  If any errors

of th1s kind were made, the maze had to be attempted again until

an'error—free exit was made.




The maze does not exist iﬁ thrée—dimensions either as a real

object dr as a projection; it was presénted a§ fouf floor
 plans (eaéh being in twc.dimenéions) on the PDP—12 visual display
unit (see Plate 4). The.i&ea of using_the 'building' analogy i

was to simplify the explanation of the interconnections.between.

the plan views.

Consider floors 4 and 3 as shown below. (Figure 2).

Floor 4 _ . _ Floor 3
7 8 9
~ . A R L
~ Ve
4 5k 6
/‘\
: ’ ~
1 2 3
Figure 2

(The room numbers are shown for convenience of description;

they were mnot displayed in the real task.)
The conventions of the display were as follows:

1. The current position in the maze was always represented by

a vertical line as shown in the mormal starting position of

Floor 4 room 5, above.

132
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2. A solid llne represented a brlck wall between two rooms
i.e. one should not try to pass through itl Conversaly,

one may freely move where there are no Solld lines.

" 3. A diagonal in a room (e;gr.Floor 4, room 5) indicetes that}--nw
there was a solid floor.in that room, and one should not
attempt to go through it, Coﬁversely,.wﬁere there was no
‘diagonal in the room, oﬁé may go down to the same room of
the'next floor.. |

)
4; The exit was immediately'obvious as the oﬁlf gap in.aﬁ

;

external wall, e.g. Floor 3, room 9,

These very eimplelruies will become more readily understood by using
~ the example in Figure 2 to shoﬁ how one gets out of the exit. There

is the assumption that only 2 floors exist. Using an optimnm

goal—orlented strategy rather than the obviously less eff1c1ent

trial and error method a solution argument goes as follows:

Step (a) The exit iszin floor 3, room 9;~; Since there are solid
walls around this room, we can only get into it from
.another floor. The.only other floor is floor 4¢.

Step (b) Our problem is to get to room g from.room 5 on floor 4
given that there are.solid‘walls to be circumﬁented.

This is essentially the same as getting from room 5 to

room 6.
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Stepv(c) The essential part of the solupion is the recognition,
that wﬁile there:is no.fréedom of movemeﬁtrbetween_rddms
5 and 6 on fioor 4, there is on floor 3. ‘Thﬁs, Wwe now |
need to.get to floor 3, rdoﬁ.5. “
Step (d) The diagonalé mean we cannot gé down to floor 3 from
ourlpresént ﬁosition, but move to a éosifion when we
can, i.e. room 4 (or 8).
Step (e) Our solution is.therefore as follows:—
Start: TFloor 4 Room.S
. Move 1: Fléar 4 Réoﬁ 4 .  ‘ }
 Move 2: Floor 3 .Robm-4_
‘Mbve 33 Fladf 3 Room 5
Move 4: Floor 3 Room 6
Move.S:l Floor 4 Room 6-".
-Move 6: Floor 4 Room 9
Move 7: Floor 3 Room 9

Move 8: Out

There 1is one vexry impoftant and at‘first frequently confusing
aspect to this conventioﬁ; this can Best be illustrated by
considering the following situation. Suppose that your
posiﬁion is'floor 3 in room 5. Can jou move up to fléor 47
The answer is "no' because there is no 'hole' or 'staircase'
to.mo§e into iﬁ rdom 5 on floor 4. Errors can be made because
there was no indication in room 5 on floor 3 that this was so.
This is a very‘important point to rémeﬁbér. | If there was not’
a 'hole' or 'staircase' (indicated by a diagonal on the floor

above) one could not move up to the next floor. If this was
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attempted, an error had been made and this meant repeating
the task from the beginning. Logical errors of this kind
were fed back .to the subject by not mdving the displayed

position as requested.

There were three basic facilities to help in the solution of

this maze:—

(1) One could gd back to the entrance start position (floor 4,
room 5) at any time. All previous errors were cancelled

. on this action (Restart).

" (2) One could 'mark' the current position in any room or floor .
to remind oneself of a previous action. Using the facility

forced a restart through the maze (as in (1)).

' (3) Since only one floor was dispiayed'at any time, there was
a facility to display all four floors Simultaneoﬁsly ('aidj).
Using this also forced a restart (as in-(l)); .The display

of the floors was as shown below. -

Floor 1 Floor 2

Floor 3 ' Floor 4 -
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(b) Problem leflculty

'The problem dlfflculty was controllable by alterlng both the
number of p0551b1e routes and the‘numbe;_of dead—ends betWeen
the given posifion and fhe_desired position; This was

- achieved 5y_a1tefing the bOuﬁdaries between_each fegion and
-.flpor;‘. The expérimental design required 4 problems -at the
'Same.leVel of.fésk difficul;y, a.training prbbleﬁ at a‘lqw

1éve1 of difficulty and a practice problem.

A Z;Qiménsioﬁal reptesanfatién of;thé“34diménsioﬁal.taSk-ﬁaé .
o déveloped and used for de31gn1ng mazes.of known dlfflculty. |

-A small pllot study was carried out using 3 subjects to examlnel;
the range of dlfflculty and its sensxt1v1ty tq the variables
mentioned. Six mazes were developed and are shdwn in

- Appendixli (Figures 1-12). ‘Their.charqéteriéfics were as

shown in Table 2 below.

o : L - | No. of loops |
Maze |Minimum Number ' Number of- - Total
No. of Solution Steps Dead ends |£4 moves{ M4 Count
o e | e s 2 |y
2 o1e - e | e o2 |
3 | 20 0} 4 | 30 11|28
O 7 T T R S AT
5 {22 | o o ol 2r
6 a2 s = = e

Table 2: Problem Difficulty =
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Although the figures in Table Z give some indication of the
'pfoblem difficulty, they may be‘misleéding'in that, for example,
the problem with‘the highest total number of steps (Maze 5) héd
the lowest diffiﬁulty since the chqiée of_moves.was limitéd fo

one direction through thé maze;.‘The small pilot study (using 3
people and maze 6) showed that the task was not completely
homogeneous.since steps from;floors to the ﬁigher flooré were

more difficﬁlt {because of the need to remembe;'if it wés possible)
than sféps from floors to lower flooré. It was an assuﬁption
that the use of a mark Woulﬁ avoid this problem if it was used

to remind thé-Subjectrthat ﬁe could or could not go step up to
the'fioor ébove. ' The pilot study éhowed that the mark was not ‘.
used by all subjects in this way because of possible ambiéuity |

of interpretation.

The task was capable of manf.diffefent levels of problem

‘ difficulty from trivial (maze 5) to impossible (no route to

exit). The 4 chosen were COﬁparable with each'otﬁer in homogeneity
'énd other charécteristics within the range and therefore suited

the experimental design.

Independent Variables -

Tnput Method -

(a) Input Devices

Two types of input device were used. These weres—
(i)'a joystick with 6 special function buttons, and

(ii) a Honeywell solid state keyboard (silent in operation).

v hrmy s




(b)

Plates 1 and 2 show_the'physical characteristics of each

device.

The joystick control was éentralised by meansqu elastic

bands and had ;ittle.stiction. The full range of physical -
movement gave a signal Which matched the inputs of the

computer (+ 5 volts). The depression;pressure of the j

spécial function buttons was slightly greater than a sﬁandérd

ASR 33 teletype keyboard. The pressure needed to operate the“

S ' - t ‘ :
keyboard was less than that of an ASR 33 and the layout of keys

could be easily altered.

Ways of'Use {Coding)

The joystick signal.wés continuously sampled and cbnvertéd _
into -y co-ordinates such thét an 0,8" movement of.the top
of the stick pro&uced a displacement of the diSplayed mark by
about 1". The controi was direct and not aided in any way.
Thé x-y co~ordinates were used to detide'which areas of the
screen fhe current position was in terms of a region of a
floor. = This was handed over to the computer as a logical -
signal for a new desired position. The special function
buttons were direétiy connected ﬁo inteffupt 1ines.and

decoded into appropriate messages for the computer.

The keyboard was used with two coding levels; a single

character message {no confirmation needed) and multiple

character (two word) command messages (confirmation of entry

needed). Two codes for single characters were used;

‘mmemonics and cursors.
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Plate 2 Cursor and Special Keyboard
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Plate 4 The Display as seen by the Subject
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‘The four experimental input methods (referred

to as A, B, C and D) are as follows:—

A. Joystick Input ~

A joystick and 5 3pecia1.function ﬁush buttons marked qup>
"(go u? to next‘floér),«cdown> (go down to next floor),

< m&rk) {mark current position), <aid» (display alll'four_
floofs), and < restart> (go back to beginning aﬁd capcel ail

errors), (see Plate 1).

B. Cursor Input

A QWERTY solid state kgybdard usiné éufsor keys (1‘4r_&4rj
for screen movements. and five‘othér sPeci#lly labelled kefs-
as‘fqr the joystick assembly. The nine keys were grouped
together as 2 rows of 4 (with restart below them) on the
right hand side of.the Eejboafd'(see Plate 2). VNo |
confirmation key was used and mis—typedlchara§ters were
ignored, or if appropriate, éxecuted. for this option,

the current position was moved stepwise from region to region.

€. Alpha Input
A QWERTY solid state keyboard where the following keys were

used for memonics:i-

N - meaning move "north' on the screen
$ - meaning move 'south' on the screen
E - meaning move 'east' on the screen
W ~ meaning move 'west' on the screen

U -~ meaning go up to the next floor
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D - meaning go down to the next floor

1

meaning mark the current position

meaning displéy all four floors simultaneously

S ,'Z
i

meaning restart

(see Plate 3)

No confirmation was used for this input. - Typed keys were

either ignored or, if one .of the above, executed.

- D, Verbose Input - : _ i

A QWERTY solid state keyboard where the following-had to be

typed as separate characters without‘errSr.. - They are
_seif—exélanatoryﬁ- |

MOVE ﬁORTH; . .GO UP;

MOVE SOUTH; S GO DOWN;

MOVE EAST;

MOVE WEST;

(see Piate 4)

. Special keys were used for:

CMARK> - ' <CANCEL INPUT >(for typing errors)
CAID> . . ¢(ENTER?

¢ RESTART>
In this group, a confirmation key (enter) was needed for
‘commands hut not special keys. Command Typing errors were

corrected by deleting the whole of the input line, then

re-typing.
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The following should be noted:-

(1) For the C and D conditions, the floor was displayed
with (N; S, E; W) iﬁ the appropriaté secfions of thé.
display to remind the user of the convention.
(ii) In all cases there was no TTY or VDU 'echo' of input;
the feedback was in terms of chahgeé iq the information
display, l.e. current position in the maze.
(iii) Characters enclosed tﬁus, < >, are Single kef operations.

(iv) 'v ' means a space must be typed.

(c) Formal'Description

" (i) Source Primitive 'Change Position in the Maze to ;;"

INPUT DEVICE

Joystick with SF Buttons Keyboard

« & | N,S,E,WUD|<C0>V <)

Control- Buttons marked |V - :

! up down ' t
Syntacti(‘. (P)d (p)d (p)?. - . (p)d d...d do-aP
S 5 . ! b
Semantic (p)d {(p)d (p)d {(p)d deeed deaup

! ' b L |7
Pragmatic (p)a . . - (p)d o (Pd| - (p)d - d d...p

A | B c. D

(1i) Source Primitives ('Mark current position' denoted by M
('Display aid' denoted by A

(Put current position at beginning of maze
{ denoted by R '

("Cancel input' (D only)




INPUT DEVICE

Joystick with SF buttons

Syntactic
Semantic

Pragmatic

{
buttons

|

dfp)_
d(p)
|

p(d)-

A

MAR
grouped
" keys
de) \
dkp).
p(d)

B.

Keyboard
MAR
QUWERTY
keys

%cp) deeop

da{p) desep

d...P

1

means prescriptive

meang descriptive

means implicit processing at that level .

receiver primitives

_encloses strings of characters (d...) which are

these enclose the strings as given in the previous

description of D, i.e., UP, DOWN, GO, MOVE, etc.

is a space character. -

4 COMMANDz)mancel
©  input
- P
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VERBAL, PROTOCOL

Trying to maiorise whab
‘the floor locks 1like.-
Down quick.

Up agaln.

Trlal and error at

momant.

© Try again.

Sea exit on Floor 2.

Top floor, very good.’

' Just‘repoarina myself h

- Oh no, wonder why I am

s slow. -

| Fourth £loor agaln...;f
;Can't find direction.“

}Fatal mlstake. :
"1 have to go on the flo<

, to get out. -
" Lets get back to busine

. Now to ground floor.

Very SLIIY to thlnm,..-
Rldlculous |
Lan'’t go up.

I need these marks afte1

. all.

Hit brLck wall there -
stupid. o
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~" e, A Time History of the .Interaction. o o |
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fhat's the right T

sack to beginning.

. I've made mistakes

£F 3
off we go

" May have forgotter

I've dona

You kaow, T do be’

1 have.-

remenber it now.
Nearly ouk.




6.

6.1

Dependent Variables and Measures

Problem Solving

Problem solving has been éha:actérised by other workers uéing
various meaéures cn a variety of tasks. In order to determine
which measures to-use and their sensitiﬁity to_thé indepeﬁdent
Qariables, A number of measures were taken; : Somé were based on

the number and time of individual steps to solution and others

based on overall measures, such as the time to solve the problem.

Table 3 shoes typical data which was collected during the pilot

experiments. = The computer collected the activity and timing

information while the verbal protocols were recorded on a small

tape recorder.

The basic measure of subject's performance was the user response
time (U.R.T.) which was the elapsed time between the time when the
computer could accept information to the time when pragmatic -

processing requested by the subject, either implicitly or explicitly.

" Graph 1 shows the distribution of URT's for particular conditions

and a subject, There are three distinct peaks in the distribution

and an examination of the verbal protocel showed that the first

.peak of the distribution may be referred to as 'pre-programmed'’

error—free input; the intermediate peak as recall or evaluation
and the third peak as planning activity at a more strategic

level.
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100 -~ moves
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" U.R.T. (User Response Time in Seconds)
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fhe distributions are similar to those discussed by Bradiey

(1975) inlfhe‘operation of a push button. He showed that

skewness of the three peak distribution meant fhat parametric
testsrof.differences were not édequate and 1e& to false conclusions.
It is also interesting that he found the second peak was_forhtwd—
and more-errors, Thus an interpretation of the secondhﬁéak found
in the problem solving data is that it may be a consequenée of

input errors.

The third peak of long input times arose because subjects were
!

"~ using the aid to memorise a solution, rather than correcting

input errors.

Derived measures of problem solving were based on:-—
(i) the distribution of URT's
(ii) time and error scores for solving the problem, and

(iii) the nuﬁber of trials needed to solvé the problem..
These are labelled and listed in Table 4.

Of the 11 measures, those based on the URT distribution are
dependent on the subjects particular URT distribution in the
experimental condition. These are measures 5, 6, 7, 8 and 10 -

and were derived for each subject.

e ——



|Tdentification Name Measure 1 Meaning .
ML PRT Principle Reaction | Reaction time per
Time move through the
spiral maze 5 f‘-uC‘T.J
M2 0TS | Number of Trials . | Number of starts 2t
b ' the entrance of the |
' maze "before exiting -
- . o . . ) ’. . . “ -‘ ,'_.-l._.‘;‘_
M3 OVIM Overall Time Time' in mnutes to .
‘ ' ' : get out of the maze
‘_M!i TOTMV Total number of - '_ .Total number of moves
- Lo .MOV&S ‘bo get out of maze -
M5 | NOPLANS _Nmnber o:t’ Plans o t-Number of tlmeg,thew
A S o 2 Faid was used plus. 2
o A long stuuy of a ﬂoo__
ol M8 - -+, | /NORCES | Number of Recalls Number of 't:l.mﬂs s
NS B R - coul d be, 1nferred
' M7 - . MPT lf_!_éa.r;. Planning _’J_."ime" )
M8 M4AA | Mean number of mo;res
between one Rlen and
next planning - ~ -
act:.v:x.ty '
M9 . ERRS | Number of errors Total” nuzber of errors -
- bafore successful ex:t._t
. -~~. | is made - . =
-M10 TRM Mean time of recalls Self exolanatory
Mi1 ™M Mean time for move Self “e'@lana-to:"f
Table &
Derived Measures
- )
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‘The URT's for the spiral maze is included in the list because
it is used to correct the measures for individual differences.
For example, if subject 5 was always faster using the joystick

in the maze than subject 6, comparisons of the evaluation and

planning times for these subjects and that input would be
confounded. Therefore, the measures already descriﬁed were
corrected fof this individual difference and new measures were
derived. Simila;ly, the number of trials may confound ﬁhe
measures ;aken_such as the tofal number of moves to get out of
. the maze, because they may be correlated. Therefore, the
._'meésures sensitive to tﬁe‘number of trials were normalised into
further derived ﬁeaéurés. Table 5 éhows'the additionél derived =

measures.

Measure Identifier Treatment Meaning
M3,M4,M5,M6,M7,M8,M9 | Divide by M2 All measures per trial
M10,M11 . Subtract ML .| Gives corrected planning

and evaluation, decision
time respectively

M10,M11 Subtract M1 and { As above per trial
divide results
by M2

Table 5: Additional Derived Heasures




6.2 Acceptability

7.

8.

8.1

The meaning of acceptability in this investigation was taken

to be a preference for particular input methods. Therefore,
it was measured on completion of all the experimental conditions
by asking each subject to ramk the four input methods in order

of preference.

- Subsidiary Variables and Measures

These variables were introduced for the purpose of testing

hypotheses outside of the exper1menta1 de31gnl- The independent

variables were subJect personallty traits of 1ntrover51on and

neuroticlsm.and were measured using the Eysenck Personality

Inventory (EPi).' The dependent variables were derived measures

of performance as outlined in the previous section.

Analysis of Results.

Work Production

The raw data shown in Tables 1-11 of Appendix 1 was subjected
to a 2-way c1a551f1catlon ANOVA -~ 1nput me thod (treatments)
versus subjects (repllcatlons) . The measures which gave

51gn1f1cant results u51ng a fixed effect model are given in

the Appendix. = Table 6 shows a-summary.




Measure ‘Treatment F-value
PRT I 260
NOPLANS*+ 1 3.16
MMAA+ I ~ 3.10
TRM® I | 5..3.8A '
™M | I 79.3
TRM 0 5,05

effects

% This measure violated ANOVA assumptions
o This measure was associated with orderx -

+ This result fails Wlth conservatlve F
test; df = 1,15 but is significant using
Hotelling's ’I.‘2 test (T2 16. 3)

Significant Measures

Table 63

154

Those measures showing effects due to I were re—tested for order

effects (by casting the data in an "order" Ey "subjects" table

and repeating the ANOVA),

TMM and MMAA showed neither order effect nor effects depending
on maze dlfferences (tested by re—casting the ANOVA).

were carrled out on the significant results {excluding NOPLANS)

The results-are in Appendlx 1 (Table 15)°

Order effects were found for TRM.

t-tests
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Table 7 shows the in;er-cérrélations between the paired derived
measures across all subjeéts and conditions. It shbws that,
of the  measures which_are significant, only 2 (MPT and PRT)
are independent and the others are related. Multi-variate

-analysis was not carried out on all the measures,

8.2 Acceptability

_Table 8 shows the preferences for the inpﬁt methods for

- each:subject. The Friedman Z“ﬁay ANOVA shows that there was a
significant difference (p<:.001) between the ranks of the inpﬁt
methods. . The overall-ranking,wés B,jA, C, D fi.e. B

. preferred most, D_least preferred). -This.raﬁking‘agrées with
ﬁhe fanked perférmancé méasure M8 (MMAA) bﬁt'ndt with anj b;her

measure.

8.3 Subsidiary Variables
Thérsubsidiary variable was the personalitj trait'of thé sﬁbjecﬁs
and these were characterised by two scores (shown in TablélB of
Appendix 1). The neuroticism (N¥) and extroversion(E) scores
were ranked and the Spearman Rank coefficient calculaﬁed to be
-—0,025, This was not éignificantly different from zero, i.e.

the E and N dimensions are orthogonal.

The‘median Scores for each personélity trait were calcuia;ed and
subjects cast into two groups for éach.tfait.acéording to whether
their score was above or below the median. A similar process

was carried out on the scores for each méasure and a 2x2 contingency

table constructed.  This had the form shown in Table 9.
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Model Y = BX + A
L 2 X 4 Correlation %. -
Coefficient R A B |Veriaace
IDENTIFIER | NAME |IDENTIFIER| - namg | 0°Th S acet3or
M3 | ovmd M5  (woerans| .o0.76 | s.61)1.74| 58
' M6 - |NORCLS S 0.7T - | b.62]0.83}F 59
M2 | woms| o.7% - ] ho2li2a]| sb
M9 . | ERRS 0.55 | 8.81 o;;35 30
R | “ms [momw |  0.63 | 5.76[0.08] ko~
‘M2 | woms | ms . |woeraws| o.9b - | 1.0%|1.20] 88 .
| -} w6  |morcLs { " 0.83 0.96[0.548| 69
S b ] m . | momw |0 0.69 0 | 1.65]0.05| W7
okt TOTMY | M9 . | ERRS S 0.920 "_3'6.‘99 N8| 85
o - S M8 {mma |{"To.53 20.9&5 3.09| 28 .
ws  |woeLaws| My " |EmRS |  0.65 ° | 2.00]0.18] ko
| 6 Juomczs | -o.79 - | 0.26]0.38| 63
M9 ERRS | My |-moTs 0.65 | 1.3011.67] 42 :
110 TRM- | M1 | mm | 0.65 5,52 {1.99] . b2 -
Jal PRT | Ml | T 1 0.65 1.22{0.93] k2
KOTE: All missing pairs had coefficiepts_lesg than .i o

Table T

" Intercorrelsations Between Derived Measures .
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S. Hou. o - Conditlion
A B C D
i ] 2 3 4
2 3 2 1 &
3 - 1 3 ;
4 14 1} 3 4
5 4 2 1 3
~ 6 24 1 - 24 4
7 1 2 3 4
8 3 1 2 &
g 3 2 I 1
0 2 1 3 4
o B! 2 3 a ol
12 1 2 3 4
13 3 2 1 4
14 2 1 3 4
15 3 1} 1} A
16 3 2 1 4
Rj .| 36 26 -{ 38 60
(Rj)z 1296 + 696 + 14644 + 3600 = 7016
¥l, = 12 7016 ~ 48x5 .= 3 x 7016 - 240
o 16xb4%S ‘ : 80 - o
= 3 -x 6776 (df = 3)
.. 80. : R
2 :
¥° = 253.1 (p <.001)
. Input Condition{ A} B )
-Qverall Rank 2 1 3 4

Table B Friedmag 2-way ANOVA on Ranks of ~Presgadmes  FeX

gt CHAFOET g Ic)

H




INPUT CHARACTERISTICS
Trait A D :
" Group Nt 2 ! b
N+ - ¢ li d
¥: N = neurbticism _
+ = lowy + hlghe"" than the med:Lan I score
the number of sub,;ects with N4 and with

&owinq'thé Construction of Fischér's Exact'Pl:'obability Tables

P
W

- seores on the measure of. perfomance us:.ng W
A above the medien : :

Table 9 L o S

Measure ExT NxI
M2 . 0.4 0.49
M3 0.28 0.37
Mh  0.32. 0.30
M5 0.4t 0.16 -
M6 0.51 0.29
MT" 0.51 0.49
M8 0.1 | -o0.24
M9 R R E -
wo . . f0.35 0] 0.1
mi oo '0.36° | ~ 0.2h
warriar 0 fo.er o o.m
ML /Trial 0.38 0.36
M5/Trial 0.29 0.18
M6/Trial 0.k2 0.k42
M7 /Trial 0.k2 0.24
M8/Trial _ 0.35 0.13"
¥9/Trial 0.38 0.38
MIO corrected 0.38 0.22
MLl Corrected 0.51 0.46
M10 Corrected per Trial| 0.bh2 0.45
mi Correcﬁed per Trial| 0.k45 0.30 .
"KEY: I = Input (.,'hjara;ctém'.st_ics Table 10 N Ty
n= Heurc_ﬁ_ucz.sg - FLSCh;r;Tﬂ—:Za.c_—___t_T;rOb&bllltlﬁs for- Im:\u!.
?_: = Fj._x‘f':rauv"e_:rsn?n Characteristics A/D and P__,,oqﬂltv

. 2 R . .

Tra:Lt.: B I.

.47‘-...
- e

P
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The Fischer exact probability test was then applied to the table
~ which resulted in a probability for the distribution of the

frequencies in the Table.

Table 10 shows the re3q1ts over all the measures and for all

combinations of input characteristics and personality trait,

9. Discussion of Results

9.1 Problem Solving Performance (Work Production)

(a) Measure Sensitive to Input Methed (I)

' The. measures sensitive to input method are M8 Q(BMAA) - 'vﬁ..-’
and M10 (TRM-PRT) per trial, and the uncorrected Mil (TMM).

All are significant at, at leést, the 57 level, .

Measure ' | o Input (I)
A B c D
M8 (MMAA) 1 24.22{22.2 | 14.8 | 10.95
M10 (TRM) 9.08110.25] 11.59| 18,91
- M11 (TMM) . 2.09) 2.73| 3.08} 8.74

Table 11: Table of Measures for Input Method

Table 11 shows that there was a trade—off between the mean .
number of moves between planning and the mean'évaluation/

. recalling tiﬁe per trial. Thus, the 1oﬁger‘the evaluation
time, ﬁhe smaller was the number of moves Eetween.planning

activities. A to D are ranked 1~4 on TMM; these data show
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that the lower this rank, the greater the amount of time
spent evaluating/recalling and the smaller the number of

moves per plan.

An explanation could be made in terms of 'cost' to the subject

 of using particular input methods.. | The higher the
cost, the longer the evaluation/recéll times and the smaller
the number of moves per plan.  The 'cost'gmay simply be in
terms of.the tiﬁe.taken t§ input inforﬁation. This was
'ﬁQASured by M11 (TMﬂ) wﬁose'réﬁking.carre5ponds with the

”'ranking of A, B,'C,‘D'as 1, 2, 3, 4 (smallest time is ranked
at 1), If so, then this associaﬁion may possibly be

explained by the effort needed to sustain shoré term memory
lof the soiutioﬁ infofmation while coping with the input

characteristics.

{b) Measures Sensitive to Problem Difficulty A ;
Those measures which are task sensitive rather than input

' sensitive have been ranked in Table 12.

Tablé 12 shows ﬁhat all ﬁeasureé‘do not agree 6n the rank
order so that there was no absolute measure of difficulty.
The ranks given by M7, M8 énd M10 correspond te the rank of
the minimum number of steps to solve the problem given in
Table 2. ' Hence, the inherent task difficulty largely
determinéd_the nﬁmber of steps in the attempt fo sol%e the
problem'and‘the frequency and length of the ionger subject

response times,




Maze Label
Measures
1 2 3 4
M3 (OVIM)
M4 (TOTMV) .

M5 (NOPLANS)
M6 (NORCLS)
M8 (MAA)
Corrected M7 (MPT-PRT)
Corrected M10 (TRM-PRT)

N el e R el
LI N_w'w w w
W W w NN NN
-~ #~ £ o

'NOTE: Rank 1_= smallest value

Table 12: Table of Ranks of Maze Difficulty 6n_MEasures

(¢) Measures Sensitive to Order Effects

These were tested by recésting the ANOVA table into I x O
order and M x 0 order and carrying out a 4x4 ANOVA. There

were no significant order effects for any measure alone,

161
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‘ 9.2.'Sﬁbsidiary Measures

(a) Personality Data

The experiment was not designed to be sensitive to

'personality factors and it was not surprising that none of
the ﬁeasures were signifigant at the 57 level. However;
neuxoticism appeared to be a likely factor to bé considered'
for future research,'particularly for the measﬁxes MS; MiO0,

‘M5/Trial, M8/Trial. ‘These ﬁere the measures |
concerned with planning, evéluation and the number of steps
between each plan. Graph ?_éhows the results.for the

measures mentioned in an approximate form.
" Since these graphs are based on data which could have
occurred by chance, it would be dangerous to make many

inferences from them,

9.3 Acceptability — Preference and Performance

There are two sources of clues as to why the raﬁk of the inpuﬁ
methodé 69 (in terms of preference for maze learniﬁé)

should be B, A, C, D. First,-the comrents from each subject

and second the only performance measures whose ranking with I

agreéd was M8 (MMAA).

All subjects commented during the trials about the‘sensitivity
of the joystick and the need for méintaining its position with
one hand, After the trials, S14 also commented on cﬁntrol*
display incompatibility, becaﬁse, as a trained pilot, the
display rather than position was expected to be controlled.

While the sensitivity of the joystick was an asset for well~ -




High'  High
. fine - Frequeh
.15 - 18/t
_-15/’61 o
. \%o"W'N
Low N Iow o
ok R s B A . p
terse o ‘verbose’ o terse '!'- SR Verbos=
Input Characterlstlcs o Input Charac»erlstlcs
-Keys:s N means Leurot1013m *"fi L R B
Co High means score above group Laedl
L Low % ] helow # o
T Graph 2
_ Interactlons be»ween Input ard Fuman
: Chawacterlstlvs e
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trained subjects, it was found to be too easy to make errors

{by overshooting movements) by the experimental subjects who had

.one practice run through the spiral-Maze 5. Typically, practice

runs with Maze 5 using inputs B, C, D needed 1-3 trials before
exiting the maze whilewith A (the joystick) the range was 3-10

trials. Hence, the lower ranking of A could be partially because

of the ease of making errors By 6vershooting, i.e. purely a-

judgement on the sub—optimum‘cbntrol/display ratio.  The error

‘rates vere B-2.67%, C-0.74%, D-1.09Z% and A-3.247%. These figures

support the‘commen:s of subjects.

In the light of this explanation, the reason why M8 ranking agrees
becomes more obvious; the joystick allowed easy movement within
the maze but led to more overshoots between rooms of a floor —

thus the time cost per move was low but the risk of error was

~high. With the first ranked input (B), the time cost was

slightly higher but the risk of error was much lower than for
the joystick. . A similar argument was considered for the other

conditions which led to the inference that subjedts judged the

preference of an input method to solve a maze by two

combined criteria: the time cost per move and the risk of error,

Problem Solving Behaviour

Subject comments revealeda number of important aspects of the

way in which subjects solved the pfoblem. These were: the

.

| development of strategies; the special difficulties associated

with the learning of the task; and the use and effects of

particular input methods. "~ « The comments also indicated

the degree of acceptability of the different input methods

for learning the way through the maze.

e



-‘Strategies were placed into one of three bategorieé: first,_
;he goal oriented minimum~difference strategy (e.g. subject
number 4): second, trial-and-error {e.g. subject numﬁer 15)s -
finalily, a mixed strategy-consistiﬁg of strategies 1 and 2 (e.g.
subject number 11). | The training tended to favour a-goal- _
oriented strategy and it wgs,surprising to find that.some

_ subjecté (85, S15) did not develbp this sucéessful strategy

but relied on a simple tyiai-and-error basis.  Most subjects
(13/i6> realised the stréngtﬁ of 1earniﬁg to define sub—goals
‘so that associative Ychunks' of information were all that had

to be recalled. The variations within this strategy were few

and represent differences between remembering absolute {S4) or .

relative sequences (S11) with respect to the entrance, The
odd-man-out in terms of strategies was 56 who developed a
serial method of remembering the sequences rather than relying

on visual pattern recognition and sub-goals. Surprisingly,

this subjéct completed all the experimental tasks.

In coniunction with.the reduction of memory load in'the task
by the development of‘éoding systems, ﬁany_subjects made use of
internal visual models. = Some of these mﬁdels were said.to be
vivid and three dimensional (S2, S12, Sl4, S16) while others
were two dimensional and referred to the plan views only (S1,
sj, sS4, $7, 88, 89, S12, 513). Since training encouraged the

development of a 3-D model of a building, it was surprising

that so many subjects did not do that. All of those that used a

3-D model (4/16) developed goal-oriented strategies. With the

plan model, 2/7 did not'develop goal-oriented strategies; of

the remainder, 4/5 did not develop a goal-oriented strategy.

165
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Difficulties comented on were in three distinct areas;

task conceptualisétion'(SB, s10, 513), maze display of

staircases (82, §7), and input device compatibility (S14).

The last of these arose because S14 was_a'frained pilof.

.The abstract ﬁature of the up-down~up sequénce was responsible

for all tbé difficultiés of task conceptualisation; this was

expected, since it was the éséential consequence of using an

establisﬁéd concept and extending it.into a newldimenéion.ﬁ

Training in this respect w;s successful for mosf (13/16) subjects.
N

The problem with the displa& pf staircasés was more difficult

to explain'sinée, in é binary sitdation {i.e. staircase or no

" staircase) it was expectéd that the displﬁ& éf crosses for sélid

floors into the dispiay was the more logical ﬁhoice.. This

seemed to be a secondary idea to_the subjects in relation to the

idea of presence or absence of a "staircase' iﬁdicated by the

cféss, even though the forﬁer idea_was presented first in

training. - One subject (52) resolved the different strengths

of the ideas bf using the conéept of "1lifes! rather qhaﬁ

staircases, The reasen for this was not made cléar. Clearly,

the ambiguous nature of the preséqtation of inter-floor

paséages was responsible for pr&blems.

The problems of ambiguity in the problem solving situation were

furthér emphasised ﬁy‘the comments on.the_use_of the ‘mark'

facility.  The convention for its use was open to the subject

so that the 'staircase' problém (in that it_was.arbitrarilyr'

assigned as far as the subjects were concerned) could be avpidéd";

by using the mark, Of those subjects that used it, (Si, 84,'
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.89) all commented on the difficulty of remembering which of the

assigned meanings the mark had. This seems to indicate the

overloading of the short term memory.
Conclusions
Within the constraints of this investigation the following

conclusions are made,

Within Problem Solving

10,1.1 Information Rates _ | ' | ?

'The time taken for a subject to make a S£ep'in interé§£ive
.problemAsolving {URT or User Respons; Time) was distributed
such that there were 3 peaks. By observing subjects'
behavicur and analysinglverbal protocols, it was apparent
that the first peék was associated with previOuslyudecided
solution steps; the éecond peak was associated with
evdluation af_p;ogress towardé the solutionraﬁd the third
with planning and remembering the general form of the

solution. The following conclusions are based on this’

interpretation of the data.

As input methods varied from A to D, the mean number :

of steps in an attempted solution decreased but the time

needed to input pre-programmed steps increased ag well as ‘

the time spent during the solution evaluating stages of the

solution and recalling appropriate information.

e

TNl
Ao
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Differenceé_betwaen input methods ﬁére not reflécted
inlmeasures.of problem solving such as the overall
time to solve, the planning time or the number of
evaluations or steps in that solution. These

measures were sensitive to problem difficulty.

Acceptability

The order of preference for the inpuf'devices was
cursor input, joystick, alphé key.and'verbose_input,

The order did not correspond to the speed of iﬁput and"

the conclusion was reached that the error proneness of

a device affected the preferenée.ranking such that, if

devices were judged comparably fast, then error

proneness determined the rank.
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10.i.3 Subsidiary.Variables

} The subsidiary variable was the personality trait of the
subjects and it was concluded that the trait of
neuroticisﬁ:maj interact with the input-method.
The interéctibn was such that for.input methods
requiring long input times for pre-learnedlof obvious
éequences, neurotics made more plaﬁs, less mbvés per

| plan and téok longer to evalﬁate than stablé peoplé..
With inpﬁt " methods . . éllowing fast but error prone
input, this waslrevefsed, i,eo neurotics make less plansl
with more moves per plan and spend less time in the

evaluation of the solution than stable people. - This

‘ conclusion is tentative because the results upon which

it is based'could have occufred Ey chance with a
probability of about 0.11.

10.2 Non-Problem Solving

This refers to the situation where the solution was obvious and

no planning or attempts to build a solution were necessary.

10.2.1 Work Production
| The URT's were distributed with.one peak and sc were
: directly comparable. | The joystick and cursor inputs
were not significantly different hut both were significgntly-
" faster than the alpha key input. The alfha key input was
significantly faster than the verhose input.'- The
differences betwéen all the input methods weré

less in the task than in the problem solving task.
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The error rates were different for each device; joystick
(3.24%), cursor (2,67%Z), alpha key (0.25%) and verbose

input (1.8%Z). Thelpercentage of mis-typed commands (both

- entered and cancelled) was 11Z. (This was for the verbose

input only.)

.1003 Experimental Hypothesis 3
The hypotheses that (i) problem solving does not depend on the input
method, and (ii) that problem solviﬁg does not depend on
the way of uée (coding) of am -input device, must be réjected‘inrthe'
conditions in which they were tested. That is, the proceéses
of.problem solving are affected by.sﬁbjects adopting strategies
which cope ﬁith characteriétic performance of input devices.

~ With measures of overall problem solving performance, the
hypothesis cannot be‘fejected. ”The‘system conditions were
' opfimal; 'the distal pragmatic feedback being fast,_aﬁd_the..

system reliable,

10.4 Implications for the Model of Interactive Problem Solving

There was support for the idea of an evaluation process used
- during interaction for balancing central cognitiﬁe and periphefal
processes, The relationship was such that the greater the time
needed for accurate input of information, the iess the number of
' sfeps per trial solution, and the greater tﬂe time to evaluate
infofmation.; The basis of the relationship may be in thé |
capacity of the short tefm memory for.coping‘with soiution :

and input information.
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. CHAPTER 6

EXPERIMENT 4




- SUMMARY -

This chapter_describes the testing of the hypothesis that inter-
active prqblem solvingrdoes‘not depend on the-interactions between.the.
input method an& the characteristics of systeﬁs and people. It was |
tested By using a balanced 3—fact0r_exfefiment. Two sets of factors
were usedé Group one includéd the variables: (i) input method and
distal pragmatic feeﬂback, (il) system and task, (iii) order of

presentation. Grogp tvo'included:, (1) subject experience, (ii)
subject personality and (iii) order §f presentation. = Twenty-four

subjects completed the experiment.

Infdrmaﬁion input times wefe measured and a 3—peak distributibﬁ.
" was found for inputrof the first part of é source ﬁessagef The input
of the remainder of the message had a single peak distributionf Unliké
the 3?peak distribution, its characteristics wére affected by the
second group of factors but only For parﬁicular‘input methods which
are error prone. The characteristics of the 3-peak distribution
were affected by the first group'of_factorsT The interactions
between the factors are complex and no clear pattern can be seen,
partially because the factors are groups of variables._ However, the
results are tentétively explained and these support thermodel of
interactive problem.solving-described in Chapter 2. The hypothesis
that problem solving dogs not &epend on the interactions betweéﬁ the
input method and the characterisﬁics of systems and people is
rejecﬁed. The relative importance of thé input sub—éysteﬁ is
ihdicated.in the results of this experiment. A complementary
experiment is described in the‘néxt Chapter which examines the

importance in greater detail.
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1.

Introduction

v

This Chapter describes testing the experimental hypothesié that

problem solving does nof depend on the relationships between the

charagteristics of people and systems and the method of input:

The prgvioﬁs Chapter described an experiment to test one aspect
of this hypothesis and it was rejected within the
conditions of that experiment. This Chapter describes an

experimental test in different conditions which are intended to

be nearer to those existing in 'field' experiments.

The conditions are so contrived that the major aspects of real

time computer—aided problem solving are represented. These are

- system reliability and the’éharacteristics_of distal feedback at

all levels. (syntactic, semantic, pragmatic).

Previous experimental work in the thesis has shown computer
experience and the personality traits-of neuroticism may affect
the use of the input sub—system in interactive problemssolving. The

hypothesis is tested with these two main factors.

'_Thé investigation of this Chapter is'iargely exploratory in the .

sense that the overall purpose is to investigate a very complex
situation rather than the simple well behaved conditions of the

previous experiments,
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Objectives

These are based on the experimental hypothesis described in the

previous section. Specifically, they are to:-

(i) compare the use and acceptability of two alternative input
methods when combined with two:systems used for problem
solving.

(ii) examine the effects of individual differences.oﬁ the.

results of the comparison in (1),

Constraints

. These were as for the menu selection experiments in Chapters 3

4o
4.1

and 4 (desafibed fully in Chapter 3). The most pertinent constraint

is that the two available input devices were light pen and keyboard.

Experimental Details

Design, . . ) . )
2 ign chosen for examining the hypotheses i1is considered in

three parts; that concerned with (i) system characteristics and
input method, (ii) subject characteristics within (1), and (iii)

subject characteristics between (1).

(a) System Characteristics and Input Method

A 3-factor factorial design was chpsen for the experiment.
The factors were groups éf variébles cambiﬁed.in 0

ways. The first factor called_'iﬁputs' (D) incluﬁed the
input méthod and the distal.pragmatic.feedback

characteristics. The second factor called "systems' (S)

included the variable of system reliability, system response
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times and task difficulty. The third factor called 'order'
(0) gives the order of presentation of each of the : .

experimental conditions to each subject.

Two levels of each faétor were used in the de31gn which was
balanced over a11 subjects, but not for order effects within
factor one. Thls was done because, unllke in the previous
expefiment, the problem - did not have flexibility in
difficulty levels.. That is, each problem had a unique

difficulty level.

The factors and design are shown in Table 1. - Suﬁjects
were allocated to conditions in a balanced way depending on

their characteristics of personality and experience.

The levels of the factors were as follows:—

T -1 (light pen with distal feedback ~ called 'LP'
2 {(keyboard without distal feedback - called 'KYB’

S =l(reliable system with fast, consistent response times -
(called 'OPTIMUM'
2 (unreliable system with slow, 1ncon315tent response tlmes -
. {called 'SUB-OPTIMUM'

0 -1 (LP conditions presented first to the subject
2 (KYB conditions presented first to the subject

Subject Variables within System Variables

The two main subject variables under considerétion.are (ij

the personality trait of neuroticism and_(ii) experience of
computers and systems. Experience may be further'considered

as specific éﬁd general experience. Sﬁecific experieﬁce refers

to the experience gained on a particular system, which in this |

case is the system used in the experiment. In the design
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Input Character-|| Light Peﬁ ' Keyboard
_ ' istich
- _ : _ Sub- Sub-
Independant Syster and Task |{0ptinum |Ootimun Optimun. |Optimuwm.
o and _ and and and
Variables - ' Easy Difficult Fasvy |difficulls
‘ 1 -
Crder of Presentd Lst 2nd{lstlond{lstiond [lst (2nd
~ation :
Brperimen tal Set 1. - pAlLy iAo f_ | m}_ |=2
fConditions _ ‘ - _ .
: : S5et 2 - Bl - B2 Al{| - A2 | -
TR - ) |
‘ ] |

_Key; # means not used in the'experiment
A's and B's were paired together,The order :
within pairs is given by the 1 (lst) or 2\2nd;

vabhle 1

sxperimenial Lesign
Systen Variables
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there are tﬁo levels of the main system variable and each
subject is reQuired to sol#e the problem ,(using both
levels.  The spécific expefienee gained on the first
trial (with level. 1) may be usefui in trial 2 (level 2).

This may be termed an order effect and attributed to an

order (0) factor described in the previous section.

The design chosen was a 3-factor ANOVA shown in Table 2.

! Personality Trait Neuroticism level 1{ Neuroticism level 2

General Experience - El E2 El E2

Specific Experience
(Order of .
- Presentation) 01:02 01102 0102 0102

! Design Cell Number | 11 2 3| 4 5| 6 7} 8

Key: E = Experience

0 Qrder

Table 2: Experimental Design — Subject Variables

Each subject was allocated to a particular cell according to
(1) general experience; (ii) personality, and (iii) order
such that equal nuﬁberslof subjects are in each cell (i.e.

balanced).




4.2

182

(c) Subject Variables between System Variables

Provided that certain conditions are met concerning the
balance of experimenfal &esign, the effects of subject
variables'may be examined between system factors using the
factorial analysis ﬁechnique. " The balaﬁce of the design
depends on the allocation of subjects to cells as they are
appropriate and an.equal number of subjeéts per cell.

How weil these.may'bé_ met deﬁends on the constraints of
the experiment, and,.in particular, the avaiiability pf :

subjects. These are discussed in section 4.5.

. Sessions

The procedure for each subject in the main experimental session

was as shown in Figure 1 and was based on a small pilot experiment

using 2 subjects.

The subject was tola that the purpose of-the experimgnt was "to
investigate the relative merits of light pen ana kéyboérd for
solving a simple.problem'. He' was alsc informed that there
was noltimé limit and that he may wiﬁhdraw at any time for any

reason which he was not required to give.

The details of the procedure within each experimental condition

are shown in Figure 2,




; Explanation
1 of
| Purpose

:-._.._..l..... - ..__.......__._[
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" Collection of

Subsidiary data
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l

Allocation of Subjeet to Expefimental Conditien

i - A
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)

oo 2 trials with keyboard/lignt pen

!
I
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Collection of” |
Subsidiary data
on Subject

.

Ccmpletion

Procedure of a Subject's Main Session

Figure 4
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error”
and gives appropriate
instruction sheets
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Subject Procedure within Exnerimeﬁtal Condition .

in the system - .-
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The subjects were unpaced in that they had as much time as
necessary to solve the problem,  Verbal directions were
"Please complete the task if you can. There is no time limit,

1f, for any redson, you feel you cannot complete the problem,

please quit and inform the experimenter. Thank You".

4.3 Task

4.3.1 Choice and Characteristics

" The choice of a suitable task for this investigation was

based on the following criteriaz

(i) A graphic representation is desirable for reliable
comparison with the results of the previous experiment.
(ii) The number of steps to a solution be controllable.

(1ii) All steps should be of equal difficulty (homogeneity).

In a review of complex tasks for problehrsolving research,
Ray (1955) suggests that tasks may be.dividgd into three
“parts {(a) the givén situation, (b) the desired situation,

and (ec) the method of'procéeding_from.one to the other.

A task proposed b& Ray (op cit) is called the '"Disc Transfer'
task and is altérnatively known as the Towers of Hanoi
problem. The basic materials are three iaenﬁiéél regs

and a number of discs, each of 2 different diametef and

with a central hole. The given situation is that all the
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discs are placed dn one ﬁeg (the left‘most) in aescending
order of size, - The desired situaﬁion is all the discs

on the right most peg in the same order. The rules for
proceeding from one to the other are that'only one disc

‘may be moved at a time from one peg to another and a

larger disc must never be moved onto a smaller one.
The'characteristics ofutheltask'afe thaﬁ the number'of steps
to a solution (degree of dlfflculty) are (2 ~-1) where n is
the number of dlSCSf chklegren (19720 has shown how the
solutioﬁ may be broken down 1nto the solution of (n=2) sub- |

problems each being a subﬂgoal of the overall problem, -

-This mayrbe.understood by considering the solution of the
4-disc problem as follows.  The overall objective is to
place a11 the 4 discs on the right~most peg,' The fﬁies
state that'th?s must be achieved by moving one disc 3t'a'
time. Therefore, the fifst objective must be to put.the
largest disc onto peg 3. This may only be achieved by
remDVLnO all the discs above it and putting them onto

peg 2. This is the first sub-goal. | The next obJectlve
is to place the 2nd largest disc onto peg 3, which means
mqving the two discs above it'onto peg L. This is thé
second sub—-goal. Havihé reached. :the position above,
the 2 largest discs are correctly pdsitioned on peg 3,
and the two smallest are on peg 1 and peg 2 is empty. The
solution is now trivial, :i..ef for n=2,.there‘aré ﬁo Sub-

‘goals., Therefore, there are two sub-goals for the n=4 problém.




~ therefore the general solution consists of a repeated

4.3.2

The usual form of the task is in blocks of wood or similar

"materiel.:: Dufing_a solﬁtion, a person may deliberately

:Each sub~goal has the same basic form of solution and

' (Wicklegren (1972)).
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hierarchical (recﬁrsiﬁe)‘uee of the sub-goal method

Description ef.Cemputetébased Task -

discard his previous efforts By”placing all the'&iecs

'-back in the startxng p031t10n (called restartlng Y.

: Alternatlvely, he may dec1de to give up altogether ( qult ) .
".Thus any computer—based version must allow these functlons.."

as Well as provide a means of symbollslng the dlSCS and R

pegs of the task and a way of mov1ng them, Because of the

nature of the solution it was also possible to program the =~

computer to solve the problem itself and thus aid the

‘problem 501Ver'by showing the solution. There was an

additional function which was not usually possible in the -
wooden peg task which_mayrbe called 'policing'. - If the
disc rule was broken the computer informed the problem

solver that the move was illegel..

- The computer based task used in this experiment stbolised

the dlscs and pegs by means of rectangles and vectors

respectlvely. These were dlsplayed graphlcally together

- with the optlons avaxlable as shown in Plates. 1 and 2.

Each peg was identified by a_label 'stack' number 1, 2 or

3, so that the tdpmost disc on it could be selected by ‘



The disc| . .
on top of Stack 1.1----=- . Plocing a large bfockl
hos been selected B >==,_onto a smaller one

breaks the game ru_fesl

__c_mfirm s‘e’ecﬁ_op b_fock;"""
© LIGHT PEN HANOI TOWERS

- PraTE 4

 Blinking message
indicating'Show me'[~-~- &3

has been selecl‘ed] :

LIGHT PEN ANDKEYBOARD DISPLAY OF HANO.I TOWERS}

WHEN USER HAS ASKED TO BE SHOWN THE SOLUTION |

Punve 2




bod

4.5

189.

identifying the stack. The means of moving discs and
selecting options to quit , restart or ask for computer aid

were different for each input device.

Subject Information

The subjects were allowed the use of the information sheets shown

" in Figures 3 and 4. These could be placed where required for

" ‘reference.

Subject Population and Context
A1l éubjects were mature adults who had been well educated._

These details are summarised in Table 3. The number; type and

. time of availability of the subjects in the experimental situation

5.

5.1

limited the number to 24..

Independent Variables and Measures

Input Method

5.1.1 Input Device

- Two devices were used; the light pen of the GT42 and the

QWERTY keyboard of an ASR 33 teletypé.

5.1.2 Way of Use
| {a) Light Pen
The’method of selecting an option and méving é disc was
to point at the oftion or sgack label wheréqpon it
blinked. A ‘'block’ then_appeared to the left of the

label (see Plate 1) which, if pointed at,.éonfirmed.'




Problem by Yeyboard Comnanrl ' .‘-'l_‘_]Q:-'

When the symbol ">" is printed the computer is ready to freceive

instructions or cammands from the keyboard. Commands are single
letters which are typed and entered = by typing the ret{xrn kev. "‘_ ‘
Mistyped letters which are not valid commands are ignored. The |
valid commands, their function and the action you should _carry'

out after issuing the command are listed below:

Command |  Meaning - | Cozputer Resvonse : Your Action
{Letter) ' . -
M Move 2 Disz l. Types "OF" " and waits. Type the peg number

of vhere you wvant to
L - take the disc off.
2. Types "OI:" and waits. Type the peg number
= S of where you want '
o . to put the disc on.
3. If a legal move, a space : L
is typed. If illegal,
MILLEGAL" is typed. In.
both cases move is done,

D Drew the _ Peg display is updated ‘ None
current for every disc.’ 2
stacks n

R - Restart Discs are all placed back Hone

in order on. the leftmost

- peg and the display

updated acceordingly

8. |.. Bhow ne how {- Computer dls'o’ ays the ‘ . Hone

it is done . solution by moving one B o

, : disc at a time slowly. ‘
When finished you are = . i
restarted. (When there are b

b or more dises, the solution

» will not show for.some .

. time. You will see a message
"YASYNC OPSY to remind you ‘
that the computer will .~ .~ -
interrupt you with the =
solution — until then you ‘
" shollé proceed to try and solve

_ 11.: wvourself). o

Q 1 BQuit isplay vanishes and C ' Please inform me.

' an approprlate message is ) . e R §

printed. . ‘ ' o o

~ If vou succeed in solving the problem, nlease inform me.

Note: When there are b or more discs, there are

(i) Program errors and (ii) system delays.
PLEASE BC MOT TYPEZ A COMMAND OR STACK NUMBEER WIILESS THE APPROPRIATE PROMPT

HLS BEET 2¥PD

FIGURE 3
- KEYBOARD IUF ORMATION SHEET




"FIGURE é:

LIG‘IT PEN INFORMATTON SHEET

et

G

(1)

-(2)
(3)

Ly

. the block with the light pen.

___Th:.s completes the disc moving procedure.

Subject Information

Your task is to" transfer all the dises from the leftmost peg
4o the rightmost peg in the shortest time possible.

You mey move only one disc at a time and it can only be moved

. onto & larger disc or an empty peg.

The procedure to mmr_e a disc is as follows: =

Point the light pen at the 1a'bel of the peg where you want. to
move the disc from.
the computer has recogm.sed your selectlon.

Confirm your selection (or select another peg) by hitting e
The word "from" will appear next to gt
the peg label you ho.ve selected. ' C S

- 1
—e aeman Tl

Point at 'bhe label of the peg. where you-want to move the dlsc

to.
recognised your selectlon.

A solid bloek will appear. 1nd:x.ca‘t1ng the computer has.

Conflm your select:.on (or select another sta.ck) ’oy hlttlng the
blook. with the light pen.
a few moments, the topmost disc on the peg first p:l.cked. will

The block will dlsappear and, after

be maved to the topmost free pos:t.t:.on of the second peg selected. ,

Note that the cOmputer w.ll carry out a move even though you
have asked for a move of a disc onto a smaller disc. In that

event, the message 'illegal' will flash on the screen.

If you are experiencing difficulty in solving the probleﬁ you
have three options which may be selected by pointing and

confirming with the light pen. These are as follows:-

A sol:Ld. block. will appear to the 1eft 1nd1ca.t1ng




lc2)

(1)

(3)

-‘Show me' On selectlng thls optlon, the computer w111 automatlcally

and slowly show you the solutlon by 601ng the approprlate moveg S

on the screen. On completion, it puts all the discs back on the 7

leftmost peg. i.e. in the starting position. If there are.more

than four discs, there may be a'delgy from the time you reQﬁest
to be shovm the solution to the time the computer presents it to
you. In that time you may continue to try and solve the problem

and the fact that the computer is working for you at the same time ~§

'7 is indicated by a blinking messege which says ‘asynec op_ which

stands for ‘aéynchrqnous operations'. Thet message will disappear

‘and the computer will show the solution as previously described

after a shortAtime,

'Restart‘ will place all the dlscs on the 1eftmost peg no -
matter how they appear when the optlon was selected.

1T Quit' is an escape route if you feel you cannot solve the.

problem. Selectlng thls termlnates the experlment

N.B. When there ave five or more discs there is 8 possible
program error whereby the 'message' 'illegal' is blinked

onto the screen. Also, ‘the computef may respond quite

slowly because it is working harder. - i




Subject Sex Age Education { Project Member (P) i
Humber (M=Hale) -decade Level#* D
' {F=Female) S 192 .
1 F 20 - A P
2 M. 30 u |
3 F 30 U N
Y M 20 U P
5 - F 20 U~ P -
6 M ko A P
T F 20 U N
8 M 130 R P
9 M- - 20 9) P
10 . M 20 U - P
11 M Lo A P
12 M .20 U P
i3 M - 20 U . N R
14 F 20 A N
15 M 20 U N
16 M 30 A p
T F 20 U . P
18 M 30 . U P
19 G 20 U P
20 G 20 0 P
21 M. 20 . U . P
22 - M - 30 U P
23 M 20 U P
2k M © 30 g P
% U - up to University level
" A - up to A-level ot o
0 - up to O-level
+ P — member of He ' project (5s95) greovp. (fepree D opnpelhing)
N - not a member of SSDS project. . | :
Table 3 - : Ao

 Details of Subject Population and Context
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that selection. Alternatively, the light pen may be
- pointed at any other option which then blinked aqd caused
éhy other.optibn_to stop blinking, and the block appeared
to the left of the new selection. This procedure was
désigned to offset the problem of using an-'unswitched'. 

light pen.

On confirmaﬁion.of a sfack laﬁel, the wor& 'from'.
' appeared’and feplaceé the block. This signified thét
the topmost disé on thaf‘étack hés.been.seieéted fof
moving, The probiém sdlvér now selects aﬁd.confirms'
another opfion or stack. If a stack, the previously
selected disc is mofed to the fopmost free position
on it. If the option to quit or festart is selgcted
and confirmed at aﬁy time, it is executed immediately.
If 'show me' is selected and confirmed the computer shows
- the solﬁtion immediately or at\éomé'late; tiﬁe._ If at
some 1ater.time, thermessage YASYNCH OPS'_ﬁas displayed
" from the time of request‘until.the solﬁtion was present.
No other‘acfion was taken by the syéteﬁ.énd the problem
solver could ﬁrbceed. On showing thg sdlution, the
discs were méved, one move at a fime; eacﬁ move beiﬁg

displayed for 2 seconds,  After completion, all discs

" were placed on the lefr-most Peg.
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(b} Keyboard
The light pen version of the task was typical of

interactive graphics systems in that the display file -

 ¢35 actiﬁely_updated qﬁringrthe.interaetioe by.the
system aed heﬁce sﬁe disc mosed oﬁ the”screen‘(i.e,' .
distal pragmstic'feedback). | |

’in'many systems_with eeietype‘interactioe and a gfaphie
-display;.the System does'not-eutsmaticaliy epdate the'

:dlsplay £ile durlng some 1nteract10ns and the probleml”l
solver needs a.cpmmand to eeable thls. In the keyboasd

.:-version_this.coﬁmand ﬁas fDRAW'. ‘Alijother options were"'

similar to the light pen version.

' The form.of iﬁteracfioﬁ.was that the teletype.sfinﬁed
e prompt ('7') when ready for 1nput and any command
1etter could be typed . If a mlstake was made, the g;

s'delete key erased that charecter and another could be :

" entered. ~ Action was taken by the system when a command
was conflrmed by typlng the carrlage return key. The
actlon depended on the command glven..  The command 'M" u

" was used to move a dlsc, and the system typed 'OFF' ;”'

| Thlsl51gn1f1ed a computer request for ;he stack number'l
of the'disc reQuifedl;o be moved. ‘_Aéain, a mis-typed -
;stack number.eoeld be‘deleted and she system.waisee for .
a confirmed.number.i _On receipt of sueh a number, she

- word TON' was typed by'the'systemQ‘ The number of thé_
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stack where the disc was to be moved to was then typed

and confirmed by the subject. The system then recorded

that such a move had been made (but did not update the

,display) and typed the prompt for the next command.

On receiving the draw command (D), each of the stored

moves was carried out and the display was. updated.

(¢) Formal Description

The input

as follows:—

methods

may be more formally described

Source
Primitives | Move a Disc from Stack x to Stack y
Receiver _ :
Primitives | Pick 1 Piclé 2 Pick 3 Pi%l.c 4
Light Pen | Syntactic ° d. P dr P
_ i _ I
Semantic d ‘ d
*.f,["_ LR ) 5 A ‘ R
Pragmatic d - . d(p)
Source : :
{ Primitives | Move a Disc from Stack x to Stack y
. 2 1 ‘ L] ‘
Keyboard | Receiver M J x ) D),
Input ' .
d
Syntactic Tr p ?rp D
Semantic d d d
S ! §
d d d{p)

Pragmatic
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For the other source primitives, (draw, restart, show

me, quit) the analysis is as follows:-

Light Pen Keyboard
Pick 1  Pick 2 D,R,Q,5 &
®QS =w | N
Syntactic dr P d P
| P
Semantic d ‘ d .
. . \._,_,_t,. et A ] \—“_"‘. -
Pragmatic Cd(p) ' d(p)
KEY: d = descriptive informatidn (multiple inputs

subscripted ).

p = Prescriptive information

B ord= end of input

5.2 Task Variable - Difficulty

A small pilotrgxperiment was carried out using 3 sabje;ts (who

' weré thereby eliminated for conéideration'in-fhe ﬁain experiment).
Each was required to solve the problem using 3 and 5 discs (subject'
1)Y; & and 6 discs (subject_i) and 5 and 7 discs (subject 3)._,Noné
of theISubjécﬁs learned a general strategy of solution in the.two :

'trials_and a retest of subject 1 showed that the solution had not .

been memorised to the extent that performance measured by overall - '

time of solution had improved. The pilot experiment showed that
the 3 discs problem was too trivial, and a 6 or 7 disc problem
needed too many steps in its solution for motivation to be

maintained. This meant that the 'easy' task was chosen to be
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4 discs (reﬁuiring 15 steps and 2 sub-goals to solution) and
the 'difficult' task wduld be 5‘discs {needing 31 steps and 3

sub-goals).

5.3 Computer Task and System Variables

_ The two variables considered are the response time and reliability

of the system. These are defined as foilows:-_"

(a) System Response Time (SRT)

SRT is defined here from the subjécts point of view, as the.
*dead'utime in which the system does nét have the abili;y to

be aware of (and therefore feSpoﬁd to) his éctions; Every
éction.of the subject of the inpuﬁ device had an.associatéd

SRT. Without any control of the SRT, the mean and standard
deviatién (SQ) of the SRT for the 'optimum' of the experimental 1
task was: mean 0.2 seéonds; SDb <¢,05 éeconds.- Thg uncontrolled%
SRT wés'thereforg used as the fasﬁ and coﬁsistént condition of |

the experimental design;

The slow and inconsistent condition was generated by controlling
the SRT using a continuously running clock in the software.
There were few constraints on the contxol. Therefore, the

choice was based on the following assumptions:-—

(1) In‘conversation, people expect a response within 4

seconds (Millef (1969))Q  Any time outside this-will be

Lttt

called 'slow' in relation to conversational rates.
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(ii) Expefience of 3 successive similar events leads to a
" high expectation that the fourth will be similar. If-
it is not, then there is a high possibility that events

will be construed as being 'inconsistent'.

Figure & shows the SRT sequence ¢hoéen for the sub-optimum
system. Provided the number of such sequeﬁces is large (>20)

‘the mean SRT_is 2.5 seconds with an SD of 2 seconds,

Exceptions to this sequence Werersubject'inputs not'concerned
wifh.moving discs, such as requesting a restart (immediate
response), ;équestiﬁg the computer to showltﬁé splution
(delayed byja variable amount (TF)), and indicatiﬁg thaf the
Sﬁbject wished to stop timmediate response}. | TF was zero in
the optimuﬁ systeﬁ and was given a value in the sub—optimum'

" system such that a solution test would continue in the time

- after the request;
If the estimated total time of solution for the subject and
N-disc task was TL, then TF = TL/ (8=2) for (N-~2) sdb—goals,j

The method used for calculating TL is given in Appendix 2.1.

(b) System Reliability

The sub—optimum system was made unreliable in two ways;
rfifst? the subject wasérroniously informed by fhe system that
he had.broken éhg game rﬁles and secondly, the system would
“inform of a 'crash' and force a restart, The first case
occurred wherever the system"note&.that a disc waslbeing

moved onto an empty peg.  In an ideal solution of an N disc -
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N-2+2) times. Crashes occurred

problem this occurred (2
after the estimaﬁéd time of solution for that subject and
N discs as given by TL (see Appendix 2.1y, The optimum

system was reliable in that these two conditions dld not

arise.- The number and time of crashes were logged by the

system,

5,4 Subject Variables and Measures

The subject variables were personality tréit and éxperiénce.
The persbnality ﬁraiﬁ in the design was néuroticism (stability)
(trait N). This was ﬁeasﬁred using an Eysenck personélity |
Inventory (EPI) which consiéts of 57 binéry”choice questions.
The results were 3 scores; I-score (07(introﬁerted) - 24
(extroverted));' N-score, (0 (stablé) - 24 (neurotic)) and a
lie frequency (0-9). The EPI was implemented om an interactivé
computer system and the experimenter was notipresent Whén thé
subject completed it. _ After collection of personality'trait
data, the subjects were assigﬁed to groupsraccording to whéther
their score was ébove or beiow thg gfoup medién for the

neuroticism trait...

Subject experlence was measured by means of a Semlwstructured
interview using questlons related to the‘use, context of use

and period of use of computers by the subject. On ‘this basis
the subject was assigqed to oné of 5 categories of experiencef -
These were: 1 - ﬁo experiende; 2 - data iﬁpﬁ:/outpﬁt only;

3 ~ programs for self only as necessary; & — programs for
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‘others as required; 5 -~ systems programmer. For the purpose

of the experimental design, group 1 included categories 1 and

2 and group .2 included the rest.
Table 4 shows the subject data and' experimental group allocations.

Dependent Variables and Measures

Work Production (Problem Solving Performance)

The system collected data on the number and time for user entry
of pragmatic information according to whether it was a disc move,

request to_restart,'request to be shown the solution or a request

to stop., Since the way of use is different for each device,

the detailed procedure of-using each mﬁst be considered in
describing the measures that were used for the basis of comparison.
The approach in deciding the measures of information flow is to
assume that the firsﬁ receiﬁér primitives corresponding to é new
source message have a different distribution from.those which
follow., The approach is based_on-”inferences'ﬁadé from tﬂe
previous experiments. 'Némely,_that (i) the three peak
distribution can be.éxpected when conditions are similar to

those of the previous experimént, and tii)rthe single peak.

distribution may be expected when conditions are similar to.

those of the first two experiments.
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(a) Light Pen Data

In order to move a dise, the light pen was pointed at the
label under the peg holding the disc {action 1); -a block
' appeared next to the label and the label blinked (action 2);

the light pen was pointed at this block to confirm.ihat the -

right peg has been selectéd (acti6n 3); the word 'FROM'
replaceaAthe block and the label stopped biinking (action 4);
the subject then pointed at the label  0£ the disc destination
peg (action 5); _ﬁhe laﬁel blinked.and a block appeared next to
it (aqtion‘é); action 3 was'repeated (action 7) and the disc
moved. The elapsed time between the system being abie to
respond té tﬁe_liéht pen and'action_B ié called the fifst
subject-response~time (R1). The time between the system

being able to respond_aftef action 4 and action 7 is the

second subject-response-time (R2).

(b) Keyboard Data --.

In order to mbve a disc, the command"Mf was typeﬁ {action rj;‘
action l'_was.confirmed by typing the éarriage return ke&
(action 2'); the system printed 'OFF’ the subject then typed
the number of the peg with the disc on (action 3'); action 4°'
was confirmed by typing cafriage return (action 5') — the
system typed 'ON:'; the subject typed'the number of the
destination peg (aétion 6') and.repeéted action 4' (action'?')..
In.this‘éése, R1' (the subjeéﬁ's'response tiﬁe) is‘the elapsed '
time between the syétém prompt being'ﬁyped ('t - indicaﬁiﬁg
ready for input) and action 2'; R2' is the elapsed time between

the system printing 'ON:' or 'OFF:' and action 5' or 7'.
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In a small pilot experiment, R1, R2, and R1', RZ?iwere

typically distributed as shown iﬁ'Graph 1. R2 is a single
positively skewed distribution while Rl is a distribution witﬁ
3 peaks, oply the first of whiéﬁ is positively skewed. These
dataweretypiéai of that collected by the optimum system for 
all subjects and formed the basis of calculaﬁing the boundaries

Bl and B2 for the Sub-oﬁtimum‘system described in Appendix 2.1,

For ease of reference, Rl will be called ‘command' entry
time and R2 'data' entry time.  These words suggest themselves
by considering the relationship between the basis of - the

measures and the pragmatics of the source message.

Exrors

Apart from failure to solve the problem?:errqrs were
classified as 'logical érroré' in which the task rule was
broken or 'interface errors', in which typing errors (or
mis-picks) occurre@T All logical errors were logged but
only typing errors (for both Rl and R2) and not.mis-picks

were logged.

6.2 Acceptability

(a) Relative Acceptability

In this experiment, each subject was required to rank the
experimental trials differentiating between the optimum.

and sub—optimum systems as well as the input characteristics..
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(b) Acceptability of a System

A questionnaire was designed (shown in Table 5) fer assessing_
the acceptability of the sub-optimum systems used. The same

‘questionnaire was used for both input methods in the

experiment and each subject was required to £ill it in after

completion of each experimental condition.

- On the basis of the results of this quest1onnalre, the
relatlonshlp between the SubJectlve and obJectlve measures
of response time and reliability could be made. ~ Within the

' context of this work, the system ﬁas censidered_acceptable
if it is fast (Qu.6), feliable (Qu.2);'easy te use (Qu.4)

and helped the subject solve the problem' (Qu.1,9).

The derived measure of acceptaﬁility (@) used here is‘defined
as the scores of the questions 6, 2, 4 and 1 added together,
‘It is a33umed that all factors represented by these scores
are of equal 1mportance to aceeptablllty and that thel‘
measurement categorles of each question are on an,equal'
interval scele.‘ With these assumptions and using the score

values shown in Table 6, the acceptability score ranges

between O (Acceptable) and 13 (Unacceptable).
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Subsidiary Variables and Measures

. The purpose of using subsidiary variables was to allow testing

of hypotheses in addition to those for which the experimental

design was specifically chosen.

Independent Variables

These were the pefsonality traits of anﬁiety ana‘the bccupatibn
and typing ability of the subject., Anxiety trait refers to the
emotional disposition of the pe:sdn and was measured by using
a.standard_questionnaire developed bf C.D..Spielbergef and his -
asgociates and called the 'STAI'., The s&ore of the STAIL lies on
a range of 20 tnot prone to anxiety) to 80 (anxiety pfone).‘.
Appendix 2.2 describes.the technique for colie;ting the data.
The subjects' occupation was cafegorised i;tﬁ fou;téfoups:
draughtsman (D), Naval Architects (N), Computer Programmers (F)
and the rest (0). '0' was ﬁade.up of typists and secretarieé.
The typing ability was assessed by means of a program which
measured.the inter-character typing time for a subject typing

his/her own name and address on a teletype. The first and

‘last characters were excluded from the assessment. The mean of

_the log transformed inter—character tirce was used to characterise

typing ability. The transformed data was highly positively
skewed and unsuitable for characterising typing 2bility.  Table
6 shows the values of the subsidiary variables for the sample

used in this experiment.

Dependent Variables.

‘These-were the same as for the previous.Section (6).-




Typing Abilifya

Subject No. Anxiety Trait Score® Occup".ation+ Assigned Rank

1 L8 P 1

2 L6 P 1
3 49 0 L
y 45 D -3
5 32 P 2
6 S D -3
T L9 0 L
8 -39 N . 2
-9 - 35 D 3
10 T - 3h P L
11 - 35 D 3
12 31 N 2
13 - 3h P 1
1k 30 0. L
15 . b3 P 1
16 o 58 D 3
17 . 3h N 2 .
18 . b9 D -3
19 ' 45 P 1
20 37 0 b
21 3k P 1
22 38 P 1

- 23 37 N 2
24 ' 3k N 2

SNVWOWVINOWV AN RVIW AR WV 20 0000w~ W W

» » »
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WWVIWW MR WV W AU W =1 N

*

Koy ¢
# Measured by Questionnaire — see Appendix 2.2
+ P = Programmer; D = Draughtsmanj N = Naval Architect; O = Other

(secretzrial; admin.)} -
¥ lean of log-transformed distribution of inter—character times.

Table b

Details of Subsidiary Subject Variables




Treatment of Data
The raw data on which the folldwing‘analyses are based is given in
Appendix 2.3. .Readers not wishing to study details of the treat—

‘ment and analysis may go to section 10 without penalty of mis—

tnderstanding the discussion therein. In the following analysis
- and that of the following chapter, all tests between means are

two—tailed,

8.1 Work Production (W?)‘

8.1.1 Information Entry Time R

Two measures were taken of eacﬁ of the fhree peaks_(fl,PZ;PS)‘.
of the Rl and R2 distribﬁtions: these were the freﬁugncy‘(n)' 
'.and mean {t). The number in Pl Plus'the ﬁumber in P2 were
added together to give the total number 0£ logical éolution-
steps used in solving the problem, -
The mean times of the second and third peaks of Rl and R2 were
corrected for each subject by subtracting the mean time of the
appropriate peak 1. This was so that the values of beak 2 and
3 coﬁld be examined independently of peak 1. Peék 2 ‘may then
be labelled as mean time pér 'recall’ (evaluation)-and peak 3
as the mean 'planning' time in:accofdance with the ébnveﬁtion

of the previous experiment (Chépter 5).

The eleven measures were cast into 2x2x2x24'tab1es'and-the
- paired t test was used to test for differences between mean
values due to the system (S) and the input methods (1.

The results are given in Table A26 of Appendix 2.
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8.1.2

. censored data in comparing the overall times using Cox's

~'data for the sub-optimum system, the failure-to—solve times

8.1.3

to solve with the light pen whereas 18 out of 24 failed

212

Overall Time to Solve

For the optimum system there is a sigﬁificant difference
(t = 2.91 with df = 22) between the means of the overall

times to solve the problem using the light pen and keyboard.
In the sub-optimum system, six out of 24 subjeﬁts_faiied

with the keyboard. The failure times were treated as

N
test Cox (1972)). B

The resulting value of Z (3.39) shows that, ét the 5% 1éve1;
there is a difference between the‘meanIOVera11 times to solve"

the problem using the light pen and keyboard.

The overall-time-to-solve datawere analysed for each optimum

system condition between people using the t—test. In the
were taken to be the time-to-solve.

Failure to Solve

The McNemar test for related samples was used to test for

differences due to input methods on the sub—optimum

systems data.
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for ﬁithin_the sub-optimum systems data, ﬁhe‘Fisher exact -
probability_tést.fér 2 independent samples was used to test
the hypothesis that user characteristics influenced the
failure ratgs.. For- the optimum systems, 2x2-contingency
tables were constructed for user experience, neuroticism,
and order of presentation within input methods.

Interactions between the variables were not examined.

The level of significance chosen was pg .05 (i.e. 5%).

'8.1.4 Logicéi'and Tﬁping Errors - - j
‘The frequencies of these errors were cast into apprbpriate 
‘tables fér the ANOVA technique. The typing errors:onlyr
applied for_tﬁe kejboard‘input{ The resulting data werg'.

subjected to a paired t-test.

8.2.1 Rank of Acceﬁtability

The Table of Ranks was subjected to a 2-way Friédman ANbVA.
The Table was split into groups according to imput, or&er

and system characteristics and the sign test used to test
for differences between ranks. ~ The within systems gréups
were tésted by Sélecting fromlthe rank table aﬁcordiné to'fhe
charéctefistics of the subjects'and again applying the.éign

. test.
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8.2.2 Score of Acceptability

The score was treated as meeting the requirements of the
t technique (i.e. equal intexval data) and analysed

in the same way as the work production entry time data.

8.3 Relationships between Acceptability and Work Production

8.3.1 Work Production Data {Excluding Errors) and Acceptability Scores

Subjects were ranked in order of the number of responses and

mean information éntry time for Peaks 1 and 2 and for R1.and

RZ;. Peak 3 was not used because of the low number of

responses. The subjects were ranked on acceptability score.

The Spearman rank correlation coefficient was calculated for
each paif of measures within systems (S) and input
method (I). Correlations between systems and inputs were

-

calculated for those measures which showed significant

" differences for I and S.

8-302

Work Production Errors and Acceptability

The subjects were grouped according to whether they were

above or below the median acceptability score for each system.

2x2 contingency tables were constructed using error/no~error

groups for solution and logical errors with each system and

input type. The Fisher exact probability was calculated

- for each tabie.
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' Foi the typing errors, the squects were ranked on
acceptability for the keyboard only and the Spearman

rank correlation coefficient calculated.

8.4 Relationshipé Within Work Production Measures

Subjects were ranked according to their response for Peaks 1, 2

and 3 of Rl and R2 for each input type and system.  The Spearman
rank correlation coefficient was calculated for each pair and

tested for significance using the t-test.’

- 8.5 Effects of Subsidiary Variables

8.5.1 Work Production

For each input coﬁdition,.subjecté were fanked on the
measures of work production (Rl, R2, peaks 1 and 2, ovérall '
time aﬁd typing errors). The Spearman rank correlation
coefficient was calcul;ted between each R1, R2 rank set éﬁd
each rank Seﬁ corresponding to tﬁe 4 subsidiary variables.
Table 6 gives the assigﬁea rank of the decﬁpatibn groups used
- in this énaiysis. The failure-to~s§1ve and logical errors .
data were treated as binary'data-aﬁd subjects-were grouped
according to whether they were above or below the group |
median séoré, (except Occupation groups which were

"programmers' and 'non-programmers'). 2x2 contingency

tables were constructed and the Fisher exact probability

calculated.




216

8.5.2 Acceptability
Subjects were ranked on acceptability scores and the
correlation coefficients calculated as for the entry

time data.

9. Analysis of Results

‘The data presented in Appéndix 2.3 were appropriately analysed and
Table 8 shows a summary of the results. The 5% level of
significénce'was-the criterion used for inclusion of factors in
‘this Table. : “ ‘-.A} | |
[ .
The general deséription "system' (S) refers to the combination'of
tésk difficulty and system characteristics (i.e. fast énd-reliable
.o¥ slow and unreliable).l 'Input'(I) .refers to tﬁe input |
method and assdciated pragmatic feedback. - ‘Fo; simpiicity, 1evei§

of this variable are referred to as light pen and keyboard.

9.1 Work Production

9.1.1 Between Systems and Inputs
Tables 9 and 10 show the measures sensitive to I,S and inter-

actions between them.

9,1.2 Within Systems and Inputs

Tables 11 and 12 show those measures sensitive to differences

between people within both system and input conditions.




B¢

Summary of Significant Measures

(5% level)

Between Systems Within Systems (Between FPecple).
=75 Input(I), System(S) Orazr(0), Experience(E), Neuroticism (W)
(Ref. TABLE A25 (Appendix 2)) Light Pen Keyhoard
Measure Optimum Syslew) Sub-opt.| Optimum SysEM]Sub:_qpt.
; L N Ny , o _ , | _
o n i8,{logical moves used)le,corre;te\d for n,P2¢11Pof NSD WSD NSD Insp
‘_E I 8 3 t 1" 1 1
RL¥ n {I.8 ] " it 1" 1
. -1 ] : :
e t, I (correctea by subtrzrctln,q + of RL JPL) b " 5 I
n 'I S ) ) i t " n
VP P3 i s , " " N o 1" 1 1 "o "
n NT 1" " " L1
Pl P ] " WXE " 3
® | v n .5, _ o . : o NSD " NSD
REK .t)2 - . ) 1
T, 8 (corrected by subtracting t of R2 P1) EXO E "
pa n 8 | L . EXO NSD n "
: E“‘ ds . . n n n 1t t-m EXO n .
OVTMHT. S NSD E . i HSD NSD
| Failure : -
aepl to (L within § HT(all solved)! E,0 NT(all solved @
\rs solve o :
“*“LogicalX NSD \ N 0 NSD NSD
Typing® $ within I I NT NSD NT NSD
o Ranks™ I8 NT NXE NT ‘ NSD
Score® | HSD betveen I within S NT HXE ur flSD -
{(NSDh. ~ No Significant dlfferenc=s at 5% level for any vs.rlablns and that measwre. |
Ky (6 - Acceptability - :
—=' (WP '~ Work Production
~ (NT ~. Not tested
(%

- Sac rr\'-'l\'f (.9,- ('é':(!;ten.‘\ni';ﬂ;

FE o



TAPLE 9

System Measures Sensitive to I,S O

tieasure Systen/Task ' l Light Pen { . Keyboard
: Iil,Pl,.E éOpﬁimwn/easy (0) i_ .80 . ; .65 _ 1,8, ..
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] Q 0. N .
R2,P2,n - s Qg s
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TABLE 31

Work Production Measures Botweern Pceople

Light Pen Kgy Ibtf-‘r“(
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Measure " Optimum Sub-optimum Optimum ' Sub-optimum Tor
B B S b
01} 02) 01| o2
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TABLE 13

Leceptability and Overall Work Production

‘Measures bétween Péople.

g 1Y : . Ili o ".t en . re_‘ T . . . . . ..
Meacure ght P Kevboard Significant g
Optimum | Sub-optimum Optimum | Sub—optimun for -
Overall time ' _ E +12.85 S . R E
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- : N 40 02 0 SR | .
Score of . | o o om N\ , |
Acceptibility - ESTER JEY[ET i B S NXE
(O = acceptable i - ™ : . .
3 = unacceptable % - p-0j6.3[7.015.83
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9,2 Acceptability (0)

9.2.1 Between Systems and Inputs

Table 10 shows the relative écceptability of the different

system and inputs across all subjects,

9.2.2 Within Systems and Inputs

‘Table 12 shows the differences in acceptability acores

due to individuai differences between the subjects;"

]

- 10. Discussion of Results
This section makes reference to Tables in Section 9 and Tables
in the Appendices containing analysis data. (Téble numbers in -

Appendix 2.2 are preceded by AY).

10.1 Work Production

- 10.1,1 Between Systems (S) and Inputs (I)

Differences dué to T are shown in_the measures associated

with.the first (Rl) information input rather than the
~second (RZ) input. The converse is true for differences =
_ between people. Differences between systems appeafs in

: most measures.

Graph 2 shows that subjects took longer to make a command
response with the light pen (~ 4;92) thén tﬁe keyboard

(~ 4.80) and that thié différence was amplified in the sub-
optimum system. An explanation of this may be made if it

is assumed that the subjects' attention remained mainly on

the keyboard and single letters of commands wéreltyped
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before a computer prompt had been received. = The
analogous situation (of queueing a command) was not

possible with the light pen input.

Suﬁjects carfied out more than two discrmbves befqre
réquiring:a screen update.' Hence it.may be assﬁmed that
their command seduence was constructed at a particular‘:
time. The input'method.affeéted the-rate of.input éf-
this séquence_acﬁordiué to its error proﬁenéss.. The
keyboard was less error prone‘than ﬁhe.light pen.

This is ﬁa:ticularly true iq.

the sub-éptimum.system ~ hence the amplificaﬁiﬁn'of the

éffect.

Graphs 3 and 4 show how the number of and mean time per
‘recall/evaluation' vary as a function of the input
method.- Graph 3 shows that less recalls were.

made using the light pen than‘using the keyboard.

Graph 4 shows that the mean tiﬁe per recall ﬁ;s less with .
.the light pen than the keyboard. An explanaﬁioﬁ of this

is as follows.. With the light peﬁ, every disc move was
confirmed by'pragmétic fgedback wiihout ﬁhé suﬁject needing
to change attention from the disﬁlay. "With the keyboardi
the subject could c;rry out as many moves as wanted, then

request pragmatic feedback. On such a request, the

subject would check that the computer had carried out his




225

requests. At particular points in the solution process,
this activity could compete with others for ﬁhe use of
short~term memory resulting in an increase both in the
number of recalls and-thé_time per recall. Thus the
cost of the less constrained inﬁut without pfagmaﬁic
feedback'to‘the user was an increase in the number of
recalls and possible interference with the solution

process. ' : . o - R

On the basis of this explanation,‘ﬁhe difference shown

on Graph 3 between the systems may.be expected.  Task
difficulty is directly related to the number of moves aﬁdr
Sub—éoals to gsolution and (fﬁr the keyboard) the number of
requests to update the screen. The longer the computers
speed of response, the greater.the possibility of
forgetting a solution goai ér sequence and hence more

recalls are needed.,

More subjects failed to solve the problem with the keyboard
than with the light pen and each failure resulted in a
planning activity before quitting, More plans would be

expected with the keyboard than with the light pen.

Graph 5 shows this.
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Grephs 6-8 are of those measures Which show.differences

due to the‘systems'variablese :;Graph é shows'the

difference in the number of ﬁoyes‘to.solvezwhich is

_‘mainly due to the tesk_diffioulty rather than the speed

of system response or system feliebility.h 'Differences
shown in Graph 7 may not be attributed to any partlcularr_.-
system varlable, but to the combination of task dlfflculty,

system rellablllty and system speed of response.

In draph.S the ﬁeasure'is concerned with deta:(Ré
dlstrlbutlon) rather than command (Rl dlstrlbutlon) lnpot._
The plannlng act1v1ty is a major break in data entry Whlch S
‘dcould be caused by system unrellablllty, rather than the

task dlfflculty or slow speed of response.

The overall time to Solve using the keyboard was longer
_‘_than‘for the light pen for both the ‘optimum and'SUb-optimum .
systems.. This may be attrlhuted to the extra tlme needed

to request pragmatlc feedback w1th the keyboard 1nput.

With the keyboard the typihg errors in Table'lo show.that
E more mis-— typed 1nputs occurred on the optlmum system than

the-sub—optlmum system. ThlS may be interpreted as a’

strong learning effect of the input commands.
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10.1.2 Within Systems and Inputs

(a) Light Pen Optimum System

. ‘ Graphs 10, 11 and 12 all show that there is an inter-
active effect between the subjects general and specific

“coﬁputer experience. Generally experienced subjects

made less plans but longer thought out plans and took
less time evaluating their solution than generally
inexperienced subjects when first presented with the

problem.

The converse is true once spécific experience has been_
gained on the problem using the keyboard.' A possible
explanétion is that, having jusf:completed fhe sub-qptimdﬁ
difficult keyboard task, experienced subjects modified
their behavioﬁr accoFding to a new criterion of penalty—.‘
for-error (input errors) such that thej were more |
cautious. Hence, the larger number of plans (but-less
time per plan) and longer evaluation.tiﬁes during
solution than the inexperienced subjeéts who did not -
adapt but merely used their speéifié experieﬁce in a more

positive but reckless way.

Generally, experienced subjects took less time recalling
or evaluating their solutions than inexperienced subjects,

regardless of the specific experience gained in this

_experiment.
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Finally, the frequency of logilcal input errors (illegal
moves) depended on the neuroticism of the subjects such
that unstable subjects made more errors than stable.

pecple.

(b) Light Pen - Sub—Optimum Syétem

Graph 10 shows that the advantage afforded by general '

7_ experience mentioned in the previous section was éustained
when thé sub~optimum system is considered. Graph 9 Shows
that the tréit of neuroticism interacts with generél
experience, Stable experienced subjedté took about 2.7
_seconds to input the data (R2, Pl) whereas stable |
‘inexperieﬁced subjécts took about 4 sééonds;. This ﬁfend '
is revérsed for the unstable (neurotie) subjects éo that
experienced unstable subjects took ionger than
inexperienced unsta%le subjects. " An explanation is that
unstable inexperienced subjects'proceeded recklessly‘
‘compared with stable inexperienced subjects, . After
 .gaining experience in which the‘conSequenceslof this
recklessness betéme apparent, unstable subjects adaﬁted'.
their behaviour to be slower. This happened tb a much
lesser extent with sfable subjects ﬁhd therefore were

able to pfoceed quickly with confidence.. Differeﬁt

personality traits did not show differences in the

numbers who solved the problem (Table Al5).




232

More generally experienced subjects took significantly
less time to solve therproblem, and more of the generally .
experienced subjects solved the.problem than inexpefienced
eubjects.‘ The_effects of epecifie experience were
_gimilar in.that thoSe Wﬁo‘had already used the keyhoard
nmade less logical errors in eoiution and more of them

solved it,

{¢) Keyboard — Optimum System

Measures on this were not significant for any of the

inter~personal factors.

_(&) Keyboard ~ Sub=Optimum sttem

' Graeh 9 shows thet general computer experience was f
associeted with higher rates.of typing data into the
terminais. This did not, however, mean that more
experienced subjects solved the problem (Table Al5).

'Observa;ion showed that fast rates were mainly. due fo
anticipation of the computer output of a prompt an&
premature input, (i.e.‘typing before‘the prompt had

been printed)f

Tablen11+shows that specific experience gainedlon the
problem due to the order of presentation was important
in that more subjects solved the problem after having

tried before (using the light pen).
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10,2 Acceptability

10.2.1 Between Systems and Inputs

Table 10 shows the overall ranking of the conditions and
_that the system characteristics were more important than

_the types of input device. Within both the optimum and

sub—optimum s.ystems the light pen was preferred.  The
acceptabilitj.scofes.were‘not significantly different

- (Table Al19) for the sub-0p£imum sys;eﬁsc' The rank order
of the.conditidns agrees:with‘the rank order of the number

- .of plans (R1, P3) showﬁ in Graph 5.

10,2.2 Within Systems and Inputs

Table 12 shows that the acceptability écore.for the
light pen éub-optimuﬁ-system.was a funétion of the inter—
action between general éomputer experieﬁce and the
neuroticism of.the éubject.' Stable experienﬁed subjécﬁé
found the sub-optimum conditions less acceptable than
étable'inexperienced subjects. -Thié was reveréed fbf
unstable subjects. ~ Graph 9 shows that this would be
expected if‘the basis for the acceptability judgement

was the mean time to input data (R2, Pl mean).

10.3 Reiationships.Between Measures

- 10.3.1 Work Production

(a) Within Systemé and Inputs

The 8 measures which were found significant (Table 8)
were those of RZ;‘dverall time to solve, and errors.
Some of these'have weak correlations (Tables A20, A21)

with Rl measures and, for the light pen input on the
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opti@um system (R1- P2*mean); correlaﬁes with overéll
.time to solve.” Hence, the ﬁore evalﬁations needed
while entering commaﬁdé,'the longer the time taken to
solve the problem.  Other interpretations of these

correlations are also possible.

(g) Betweéﬁ.Systems énd Inﬁufs
* The 11 significanf measures.of Table 8§ ére some.of .
.Rl, R2, overall tiﬁes and errors. Table A22 showg
- that with the same input.conditions, the measures of
: Rl—Pl;mean and R2-Pl-mean are related Befwéén systems.
‘That is, these ﬁeasures of performance may be used in
a predictive.way across éystéms provided the input
characteristics, feedback and task are similar.
In optimum systems, the predictive valﬁe is also
preserved.acroé§ light pen and keyboard for-RlﬂPl;mean
i.e. the time for entry of a command may be predicted

_from one set of input characteristics to another.

10.3.2 Acceptability and Work Production

Tables A20 and A21 show that there is no simple correlation
between acceptability score and the R1, R2 or overall time
- to solve measures of work production for the sub—optimum

. system.




11.-

to 1nteract1ve problem solv1ng resultlng in more and faster
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Effects of Subsidiary Variables

Table A23 shows the results of the tests between the four
variables} _angiety treit score (A), extraversion score (E),
occupation (0) and typing ability (T); and the measures of

work ﬁroduction and acceppabiiity. rTyping_ability (as measured
by rate of typing) appears mostroften as being significantly |
related to othef measures., "A fasﬁ'rate of typing outside of a

problem solving context is a skill carried over appropriately

inputs. However, this Sklll is not 51gn1f1cantly related to

the overall time-to-solve. For the sub~optimum keyboard

~ system, typing ability relates ;d the failure to solve such

that more skilled typists solved the problem than unskilled

typlsts. An explanation is that for the unskilled typists,

the capac1ty to cope with the 31tuat10n was exceeded because
of the need to perform more 'search and locate keys' tasks.

This was not true for the skilled typists.

The explanation of other relationehips betweean and the other
measures is less obvious. For example, it is reasooable to
expact that on the optimum system a higher typing rate results
in more typing errors, but the reasoo why T is related to
freqoency of light pen picks (in plans and recells).and overall
solution time with the optimum system is no;'cleaf. In the
table there are 128 correlation coeff1c1ents of Whlch 6 would be E

expected to occur by chance at the 5Z 1eve1 of 31gn1f1cance.

‘Perhaps these may be in that category.
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Table A24 shows that of the 6 subsidiary measures only two are
related across subjects. These are occupation and experience.

This is as expected since a system programmer obviously has a

general computer experience compared with a draughtsman.

Personality traits, typing skills and occupation were not

“expected to be related within the small sample size of this

experiment.

Conclusions

Work Production and Problem Solving

A number of measures of work production were taken. Depending

on the measurements, particular factors and their interactions.

were significant. Two groups of measures were identified; one
at a command level (first input of infprmation) and the other at
a data input levelu(a following sequence). Within each level,

three further sub-divisions were identified according to whether
the subject was following a solution plan, evaluating (or
recalling) a solution plan or planning a solution. The

frequency and time of each activity in each group was used as

| a measure.

' in general, the command group did not:show differences between

people but did show differences due to input methods and

systems, | Conversely, the data group showed differences between

. people rather than systems and inputs.
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Measures of problem solving performance showed differences
between systems, inputs and people. . There was little
correlation between the measures. However, Some measures

~could be used to predict results between systems with the

same input methods. . In optimum systems, some
measures could be used to predict results that would be

obtained with different systems and input methods.

The differences between light pen and keyboard are summarised

as follows:—

(i) less récalls and pléns were made wiﬁh the 1ightApen.
(ii) the recali time was lesé.with the ligh; pen.,
(iii) the solution step time was greater with the light feﬁ
and waé increaéed bf poor system characteristics,
(iv) the overall time té éolve was less with the light pen.
(v) more people solved ihe problem with the liéﬁt pen.
(vi) the 1ighf pen was pfeferred to the keyboard at the same

system level,

An explanation was suggested'that these differences arose because
of the differences in input method and associlated
pragmatic feedback. These led to a difference in ease of

learning between the two conditions,

The differences between systems are summarised as follows:—




{i) more soiution steps were taken with fhe sub=optimum
systeﬁ (difficult task). | |
(ii) more time was needed for pianning withithe sub;optimum
system (difficuit task).
(iii) less typing errors were made with the sub;Optimum
keyboard system,
(iv) systém differences increased the effect of differences

between the input characteristics.

The main explanation for these differences was that task

difficulty increased in the sub-optimum system, altﬁough poor

system reliability influenced (ii)q" Speed of response inter-— -

.acted with the light pen'inpuﬁ device which was fesponsiblé
for (iv) aqd éaée of learning was re3poﬁsib1e-f§r'(iii).

The differences between people were mainly shown in the time
for light pen data iﬁput. An explanation is.tpat

thé light pen was error prone whereas this.was.not;the

case with the keyboard inputs; hence indivi&uai differences
were ﬁot as apparent in the keyboard data. The iata showed’
tﬁat this difference became more important when the system

was sub—optimal and the task was more difficult.
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The differences between people méy be summarised as follows.

(2) Light Pen Optimum System ..

(i) With no specific experience, generally experienced
subjects made less plans and took longer to do so than
inexperienced subjects. Alsd, they took less time

evaluating their input. . This was reversed when

'specific experieﬁce had béén.gainéd.
(i1) Regérdless of spécific expefience, experienced
subjects took 1esé.time récalling or evaluating
their input ~ than generally inexperienced subjects.
(iii) Uﬁstablé (neurotic) subjects.made more logical errors

" than stable subjects.

{b) Light Pen Sub-Optimum System

" (i) The advantages 6£ general ekpérience are as for.(a)
above.

(ii) Stable experienced subjects were faster to input
@escriptive data with the light pen than stable
inexperienéed subjects. This was revérsed'for
unstable (neurotic) SubSects.

(iii) Mofe of the generally'e%perienced subjects solved
the problem and in a fasfer time than iﬁexperieﬁcedH
subjects. |

(iv) Less logical errors were made after specific

- experience on the task,




{c) Keyboard Sub-Optimum Syétem

Subjects with general experience had confidence to
.anticipate the computer prompt and so input information '

faster than inexperienced subjects.

12.2 . Acceptability

' Preferences for the light pen were dominant at a particular

12.3

12 .4

system level, but the keyboard optimum system condition was
preferred to the light pen sub—optimum'system,' ‘Hence,__ the
differences between input = methods ' were subjéctively '

less important than task and system differences.

The acceptability scores of particular sub-optimum system
conditions did not reveal differences between input
methods. Differences between people were apparent in the

scores for the light pen characteristics. Stable experienced

- subjects judged the sub—optimum conditions to be less

acceptable than stable inexperienced subjects. The opposite
was true for unstable subjects. This is what would be -
expected 1f the basis of the judgementlwas the time taken to

input data rather than commands.

Work Production and Acceptability

Apart from the relationships mentioned in_iZ.Z; no simple

relationships were found.

Subgidiary Variables

. These related to differences between people and the most

significant was typing.abiiity. Typing skill allowed more and
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faster input and, with the sub-optimum system was helpful in .
that it did not interfere with coping with the pfoBlem. No

variables (except occupation and experience) were related.

12.5 Experimental Hypothesis

- The hypothesis thét problen SOIVing.does not depen& on the _

. relationships bétweén the characteristics of people, systems
and input method is rejected. The dependency is~éomp1ex and need#
further invéstigation, parﬁicularly the relatiounship betwgen )

input method and distal-pragmatic-feedback.

12.6 Implications for the Model

The distribution of the input tiﬁes for the differént types
of information supports the hypothetically pr@poéed operation
of the model described in Chapter 2. Namely, that logical
solution steps are derived ;nd converted inte source messaées
held in memofy which are progressively_transferred to the
computer, The first part of the message'transferred Eaéra.:
frequency distribufion that is expected from the mﬁdel of
human problem solﬁing; the remainder bf the message is

transferred as a simple sequence and therefore has a single

peak distribution.

The results support the view that people adapt to different
sets of circumstances dynamically through evaluative decisions

as suggested in the model.
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CHAPTER 7

EXPERIMENT 5




SUMMARY

. This experiment was designed td test hypotheses concerning the
effects of dialogue differences in relatién to the effects of
different input'methods; Two dialogues were examined; -
onélwithout automatic aistal pragmatic feedback and the other wifh.
Individual differences were ﬁot designed to be examined but taken
into account iﬁ the selection process for allocation to design cells.
Sixteen subjects carried out the trials with each dialbgue/input
~method “combination solving the 4 disc‘proBlem as defined in

‘the previous Chapter.

A 3-factor ANOVA was carried out on the results using a random
effects model. Problem solving performance was measured by the
overall time to solve and the various measures of information quantity

and rates of input defined in the previous Chapter.

The results showed that input = method . interacted with

dialogue type to affect the input rates of pre-programmed command

information, the frequency of plans, and the frequency.of evaluations. -

The results were compared with the results of the previous Chapter.
Hypothetical explanations are preséﬁted for the effects and related

to the model of interactive problem solving.

The main conclusion is that the effect of not providing adequate
distal feedback on performance depends on the input method

according to how cognitive processes are loaded.
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Introduction

In the previous.experiment, the form of the dialogue (particularly
provision of pragmatic feedback) ﬁas different for each type of |
input method.' ‘ :This was deliberate in the context of
that experiment in that eéch.dialogue was chosén to be typical
for those input méthods; o However,-it may be argued

that_dialogue differences are also important in relation to the

‘measures taken. This Chapter. describes an experiment based on

the previous one to examine the effects of dialogue differences

in relation to different iﬁput methods., . The
experimental hypothesis is that problem solving does not depend

. on input and dialogue differences.

6bjectives

The objective i§ to cﬁmpare the.effecﬁs of different dialogues
(implicit vs explicit pragmatic distal feedback) and

input me;hod (as described in-fhe previous Chap;er) on inter;
active‘pfobleﬁ solving. This_ié_ﬁo be achieved wiﬁh the same

problem as the previous Chapter with the optimum conditions as

described in that Chapter.

Experimental Details

- The following description assumes that the relevant sections of

the previous Chapter desctibing'the task and input method
have been read. The experiment described in this Chapter used

the same task and input method - of the previous experiment.
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3.1 Design
A 2—factér design was used whérein féctor one was the
input methodl "~ (light pen or keyboard), factbf two waé the form
of dialogue (D #ype 1 and 2). The order of presentation was .

systematically controlled. D type 1 was the form of dialogue not

needing an explicit command to move a disc and not needing a draw

command for. pragmatic feedback.

D type 2 needed.both commandsf D type.1l witﬁ tﬁe.light pen
_involved putting menu choices on the dispiay (see Diagram.l)i

for moving and drawing. '_Tﬁe;dialogue then proceeded by pointing’
ét MOVE; this would blink and a confirmation blockrappear nexﬁ

to it; On confirmatioa of selection, e replacéé the block anQI
a stack léﬁél can be poinﬁed'at; On éelecting é'stack, the

word "FROM' appeared in piace of the block. Then, the destination

stack was pointed at.

On selecﬁioﬁ, the system noted thé mové but did not update the
'diéplay accordingly. Pointing at énd‘confirming the.'DRAW' option
caused the screen to be updated. Measures of input times‘ofrthe
commands, {(move, draw, restart, show me and quit) were grouped
together (Rl); Measufeé df‘timg of other inférmation.input'

(stack label choices) were grouped together for analysis (R2).

"D type 2 with the keyboard was such that input of the number of |
a disc to be moved caused an '"F' to be printed together with a
prompt. On entry of another stack number, the disc was

transferred on the display. No 'draw' command was necessary.




R STACK 1 | STACK 2 .+ - STACK 3 - SR
DRAW MOVE - - . B
: . SHOW ME ... . RESTART . . . T.QUIT .. ... { . =
-:'.'Dia;g;_am'l__ S - R 7.:'_
." Format of Screen for Light Pen Dialdgue Type IT " '
R At S e R L e i e R S
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Measures of response time to the first entry of a stack number:
(implicit move), R for restart, S for show me and Q for quit
Were_grduped together in Ri. Meésures of time for the entry
of the second stack number were.grbuped togéther in R2 for

analysis.

" Measures of Rl anleé for Di'ﬁith the 1ighﬁ pen were therefore. 
directly ‘comparable Witﬁ Rl and kZ for D2Iwith the kefboard.
.jSimilarly, Rl and R2 for‘Dl on thelkéyboard were &irectly |
compargble with the light.pen, D2 version. Cross comparisons
were assumed to be valid on the same basis as described in the
previous experiment, i.e. the first entry of a new goalﬂdireéted
ltransaction has a dharacteristic'tiﬁe distribution. éystem
@ifferences were not examined; An optimum system was used,
(fast, reliable.and consistept). Sixfeen subjects were

selected from the same group of twenty-four subjects used in the

previous experiment. The subjects were selected such that they

formed a balanced group on personality (neuroticism), ekperience

and order of presentation of the conditions.

. Table 1 shows the allocation . of subjects to design cellsﬂ
Coﬁplete replication of all comﬁinations of input method

and dialogue type was not necessary sincg the assigned order of
presentation of input conditions for.each'subject cduld Se

used which wés opposite to that received by the subject in the
previous.experiment. In order to do this; the task difficulty '

was similar (L.e. 4 discs) for each condition.
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Sessions

Each subject had one session wherein two trials were completed;-

each trial consisted of solving the 4 disc probiem with the
appropriate dialogué/iﬁput characteristics combination following
training with 3 discs. ihe order of trials was determined b§
the experimental design.. On completion of the session; the

subject was asked which version was preferred.

The sessions were carried out approximately. 1 year after those

of the previous experiment. All subjects commented thatithéy '

did not remember their previous sessions.

Other Details

The task was as described in the previous experiment and subject
instructions were modified to take account of the dialogue

differences.

The dependent variabiérwas work production aé defined and
measured in the prévious experiment. Similarly, treétment and
analysis of the data was as for tﬁe previous experiment, éxcepﬁ.
that not all the measures were tested for sensitivity to .
individuélzdifferences.' - Only those foun& to be sensitive'in
the previbus expériment were tested;‘ Furthermore, inter—

correlations between different measures of work production were

not examined.
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Results
Table 2 shows those measures which were found to be sensitive

to different factors at the 57 level uéing the F test on the

Table 8 of the previocus chapter, there are more effects

related to the measures of data information input, An

|
- ANOVA results presented in Appendix 3. In Cbmparison.with

inspection of the raw data shows that in this experiment the
number of plans and recalls was very low and their distribution

. . . |
non-normal. . Therefore, confidence in the results of this experiment

_particularly for comparison with previous results, is not great.

This is a consequence of the small sample size arising from a low tasl

difficulty and a small number of subjecté.

Diécussion.of Results. : “_7 o . B | o
The results have been plotted on graphs which also include (where
appropriate) comparative reéuits from the previous gxpefiment.

The results are grouped into two categories; those which are

affected by input methods (I) and diaiogue differencés o,

and those to D only.

Measures Sensitive to D x 1

Graphs 1 to 3 show that of the measures, the mean time fbr
inputting pre-programmed cormands, the mean time for evaluatioﬁ
aﬁd the number of plans are sensitivé to I x D. In all fhese |
measures_the;grwas no significant difference (t ~ test between
means aﬁ the 5% level) between the means obtaiped bﬁ'using

sixteen rather than all twenty-four data points of the last

experiment.
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. Chapter 6
Sensitive For Table 8
Measwure Input x Dialogue Neuroticism x Experience In.ut x Syste
P = x Order P ysten
n | NT . " NT - 5
le J1xp | T | |1
_.n | D | NT S : 1,8
P, [ TxD NT _ I
n IxD NT I
P3¢, | wsp NT , 8
PI n NT i : NS NT
te{ IxD Ns || wsD
n | I,0,D%1I | ms . s
py @ | 18D o o Ns S
t, | NSD o : N x E (Light Pen) S
Overall time| D, I x D A1l subjects preferred
to solve | Keyboard because of , 1,5
dlaloguﬂ

Key D - Dialogue type

I - Input Method

0 - Order

N.— Neuroticism .

E - Experience

n - frequency of responses
t - mean time per response
ta
r1,2,3 ~ Pesks 1,2,3 of response time distribution

= corrected t for pesk 1

Rl - response distribution of first user input after last
pragmatic process

R2 ~ response distribution of other user inputs after RL
NT - Not tested in design
WS - No Significant Difference found at 5% level with F — test in de51gn

I x D - 1nteract1ve effects found

Note: Individual differences tests were carried out on light pen data only.

Table 2

Significant Measures at 5% level in Dialogue Experiment

(See Tables 15 and 16 of Appendix 3)
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All the graphs show that the interactive effecﬁ between D énd I
was such that a pafticuiar combinafion altered the input times.
Graph 2 shows that for D1 (implicit commapds) the light pen was
slower than the kéybﬁard. The maiﬁ'explanation for this effect
is fhat the movement time of the subject to activate the light
'peﬁ was longer than for the.keyboard. In gomparisén wifh the
movement time difference, other diffe:eﬁces (such as fime tﬁ
switch attention from display ﬁb keyboard) wefe insignificant
overall. Qbservatioﬁ of behaviour showed that most subjects
(14/16) maintained both hands on the_keybbard,With-fingers!over
the numbered_keys (i to.3) and the confifmatioﬁ kéy during pre-
lprogrammed inputs. The amount of'étténtion sﬁitchiﬁg was minor.
. With dialogue typerz (éxplicit commands) the.light pen was faster
than the keyboard. Thié was because attention had to be SWitchEd.
for every typed command from the display to the keyboard, £hen |
the' command key located'and.typed. With the liéht-pen, no change
of attention.was ﬁecessary and location and movemegt times Wefe
.small {(because of .the display.formatting of énly.S command |

options) compared with the keyboard (normal keyboard layout),

There was no overall difference in command input tiﬁes due to
Dor 1 independeﬁtly. ' Howaver,'a t*fest was used to ekamine
differences between the mean command time for each input
charactgristic within dialogue. There was a signifiéant (5%)
difference between Fhe means for bofh thellight pen (t = 2.15)
and.keyboard (t = 2.13). Fot the light pen;'ﬁhe mean command
response time was about 1s féster for explicit cqﬁmands than

for implicit commands. For the keyboard, the converse was the

case,




The interactive gffect is also found in the data input times
shown in Graph 7. With the implicit dialogue and the keyboar&,
itrwas possible for subjects to minimise movement and attention
shifts by keeping one hagd ovet the data input keysf Hence,
input times are faster than fhose for the light pen which
required movement across the‘scrgen." With ﬁﬁe implicit
dialqgue, time had to be taken wigh the keyboard to change -
atteﬁfion to the keyboard, 1oéétérénd move towards the. key.

This time was longer than that required to simpiy mo%e‘the

light pen to pick the explicit command,
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The Yevaluation' times (shown in Graph 2) indicate a similar trend
to the 'pte;programmed' command entry time, and the differences in
tlmes are amplified. ﬂith explicit commands, the mean evaluation
time is con51derab1y greater for the keyboard than the llght pen
but the converse is true when implicit commands are used. An
overjsimplified explanation is that tee evaluation time is an
.error correction of input of messagesf o The trends are
similar to those in Graph 1. - Thus, with the keyboard and explicit
commands, the time to carry out a solution step is greater than
for the light pen. Hence; in evaiuating_ptogress and working .
out the next series of moves, more time may be spent ensuring |
that an attempted solutlon is correct w1th the keyboard than with
_the light pen. Graph 5 shows that the number of evaluatlons
 (rather than.the time.per.evaluation)‘depends on the dialogue

type as suggested in the previous Chapter. This may arise
because of the extra cognltlve strain 1mposed by the need for

updating the screen contents so. that it shows the current state.

of the problem. . o

Graph 3 shows that dialogue differences need to be taken into
account when the input methods " are compared (as in the -
previous Chapter) since they affect the planning frequency

measured in command input times.
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With explicit commands the number of plans was greater for the

light pen .than the keyboard; with implicit commands, the

- converse was true., This implies that the frequency of planning

varies inversely as a function of the time taken to externally

test solutions.

Measures Sensitive to Dialogue Differences

Graphs 4, 5, 7, 8 and 9 show measures sensitive to dialogue

differences. Graphs 5.and_7 have been discugsed in the ﬁrevious '
sections. Conclusions drawn in the followiné discussion coﬁcérning
Graphs 8 and 9 should be tfééted with éaution:sincé the sample size
ﬁaé small and extreme valﬁes afe involved. 

Graphs 8 and 9 concern the number of and time of evéluétions as
measured in daéa {nput. Graph 8 shows that the number of
evaluations with explicit coémands was greater fhan for implicit
commands and Graph 9.shows that the mean time per evaluation also’
increased., The number of evaluétions_increased because of the
light pén interaction with_dialogue. 'Observation of subjects .' .
indicatéd that a main reason for.this was.thét-érroré were made |
in using tﬁé light pen for selecting thie second (destination)

label. Because thé light pen was unswitched, ;purious hits

on other option labels for explicit commands caused them to blink
and so grab the subjects attention. In particular instances,

the confirmétion block would also be spuriously hit and so cause

the subject to not only have to recall the move currently being
carried out, But to draw thé current state of the problem as Weli.'

Both extra actions increased the number of evaluations above that
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to be expected from, for example, the less error-prone keyboard.
This did not occur with the implicit command dialogue because the

extra command menu options were not displayed and so did not

contribute to error proneness of the light pen (cf. Expt. 1).

The longer time for evaluation arises because, in the light pen
error case, the time to work out what action to take added to an

interfered with the time taken to correct input errors,

Graph 4 shows that differences in the ovefall;time to solve the
problem depended on the interaction between tﬁe input methods and the’
ﬁype of‘dialoguef The provision of implicitjcommands reduced the
solution time from-9_to‘~5_minutes on average. The fast input times
which Graphs 7 and 1 sﬁow for data and command input are reflécted7 

in the overall times for solution.

Other Measures
Graph 6 shows the interactive effects of neuroticism and experience

on the mean planning time as measured in the data entry times.

However, it would be misleading to base a discussion on this graph:

since the number of samples per cell is oniy two.

Therefore, it is presented here as a possible item for further

research.

Grapﬁ 10 shéws thé interaﬁtiﬁe effectsiof dialogue and order of
presentatiﬁﬁ.on the number of stepsrtaken'to solve the problem, It
shows that there is a difference in the eas&“of use of the dialogué;:'
such that more solution stebs were taken when the expiici;

dialogue was used first then after the problem had been
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attemptéd using the implicit command dialogue. A possible
reason for this is tﬁat, ﬁith explicit_cogmands, subjects
.madé,‘on average, 2 1ogiéél moves before updating the screen.
When meeting the problem for the firét time with this dialogue,

subjects had to learn to do this with such a frequency. In the

course of this.learning, errors were méde and 1ogical:éolution
steps had to be repeated. After having.solved the problém using
the implicit command dialogue, the effect of learning the strategy
Qith the explicit'comﬁand dialogue_was not sq'great.

‘ . !
When the implicit comman& dialogue was used after the e#plicit
dialogue, the relative ease of use was.sﬁch tﬁat_rédundant testing

of solutions was attempted compared with when the‘implicit

dialogue was used first.

Finally, all subjects preferred the keyboard Version.ana_when
“asked for reasons; said that they found the dialogue for thg
‘light pen (explicit cémmands) cumbefsome. The preference order

agrees with the rank order of the number of plans (rank 1= lowest)

as measured in the command response time data. This is as

observed in the previous experiment.

6. Conclusions
Within the consfrainfs'of this investipgation the conclusion is
that provision of.distal pragmatic.feédback at éaéh step
considerably relieves the cognitiveustrain of .the problem.solvef.‘The.
effects of not providing this to the pfoblém_solvér depends on the

input method according to how it loads cognitive processes.
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Input methods with implicit input relieves
cognitive strainbut the effects of this on problem solving
behaviour is not as great as that due to sub-optimal distal

feedback.

Experimental Hypothesis

The hypothesis that problem solving does not depend on input and

system differences is rejected.

Implications for the Model
The .provision of adequate distal feedback is essential to the

model. The model should be extended ‘to include thé effects of

timing and control of distal feedback.
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. CHAPTER 8

. PURTHER ANALYSIS OF EXPERIMENTAL DATA
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Introduction

The purpose of this chapter is to present and briefly discuss
further analyses of the experimental results. These are ﬁsed
and referred to in the discussion chapters which follow. Two

sets of analyses are presented, = The first set is directed

 towards comparative analysis of the results in the thesis so as

to aid their interpretation; the second analysis is an example

of the use of the results by system designers,

Comparative Analyses

The selection of the particular comparative analysis is based
on the similarity of both the input method and the task beiﬂg
carried out. Two task levels have been used in this thesis:

simple menu selection and problem solving.

Experiments 1 and 2 were comparative studies of alternative

input methods for menu selection. Comparisons between the

results across these experiments may be carried out using the

time—to-select an item as the measure for comparisons. The

selection time is the time to strike the first key or point at

an item following a cue.

Table 1 shows the comparative results which indicate that for
both speed and accuracy there was no significant difference
between the keyboard techniques, but that there was a difference

between light pen and keyboard. The light pen was considerably.
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_ Technique = | A Numeric B Alpha ID | C Light Pen
C U} Taenmtiri- |7 (A1) o

Measyrg ‘cation (1-9)

No of correct respeonses | = 118 99 e ‘ i: T3
Mean time to select - 3.h87;"_- _73,531' S 2,069
" (Seconds) : : ay SRR R :
Standard deviation of | - ‘1.389'.1_‘- 0,760 '3  o .\O;988H
time to Select (S) ' T L - : '

| Brror Rate (#) - [ 0.67 | 167 [ . 27.00

TABLp la

Comparatlve Data for nght Pen and Keyboard Technlques

Trneur A \::S:E; 0_297' 6.96T% \. } . - -
M THOD AN S o
) E-values 7
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more error prone (possibly because it was unswitched) but.was esed
faster than the keyboard regardless of the keyboard 1nput method.
'Although the differences between the keyboard 1nput methods was
not significant,'it is proposed that when the number of items in a
menu 113t is greater than 9 this would not be the case.. This is
because after 9 but up to 26 items, 2 keys must be pressed to
' _1dent1fy a menu item (eog. '25 ) Whereas only one is necessary w1th
the alphabetic identifier (e.g. 'Y‘)f‘ Thus even in this simple
task, the generality of results is limited, altheugh this may be

extended by identifying and accounting for the sources of variations

-~

in the data.

Table 2 shows the estimated relative.contributione to rhe.variabilify
between and within the results of experimeets 1 and 2. = These ere
given in eeconds and as percenragee of the average maximum select,
and confirm time.. Inspection of Table 2 shows that in the simple
menu selection task the time teken for list searcﬁing is relatively_
independent of differences between input methodsf Also; for rhe
keyboard input methods, other 'constants' may be‘identified such

as the average rime to select an item and the time to chenge-
attention from the keyboard to the display and vice-versa. Hence,
‘performance of particular component proeesses within perticular

constraints may be generalisable.

The conclusion of this section is that in simple menu selection
tasks the range of variation in performance due to different input

methods is large and depends on a number of contributory factors.
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These afe to do with the interactions between éomponent proceéses_
which make up the task and depend on the input method. The
component processes may be placed into task and subject
caﬁegoriés. Task components are list searching and device
activation; subject components.ére experience and division of
éttention;.‘ For the partiéular experiments of this thesis,

relatively constant times were assumed for particular processes.

These were list searching, striking the entry key, changing

attention from'display to keyboard and vice=-versa. These are
postulated to be generalisable results for similar menu selection
tasks and input methods. ' However, different tasks and different

input methods affect the gemeralisation of the results.

Problem Solving and Input Method

Experiments 3, 4 and 5 investigated alternative input methods
used for problem solving. . They used a wide range of tasks and
input methods and, consequently, there is little that is

generalisable from experiment to experiment.

The main general observation is that the distribution of input

times for messages in each experiment had 3 peaks.

The first peak was inferred to be due to 'pre-programmed' or

obvious sequences of input; the second was called 'evaluation/

recall' and the third called 'planning'. While.the first and

third peaks were reliably interpreted using verbal protocol,

there is some ambiguity about Peak 2.
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Graph 1 shows the relationship between evaluaﬁion/récall:times
{peak 2) and meséage input timé (at the fastesﬁ.rate) across
expefimeﬁts 3, 4 and 5. An interpretétion of the assumed simple
linear reiationship isAthat the delay in input time called
Tevaluation/recall’ maf arise froﬁ time needed for errox correction

during message input with that input method (as suggested in

discussion of experiment 3),  Thué; if no error is made‘on message
input, no 'evaluation)recall' time is necessary; hence the liﬁe
is assumed to pass through the origin. Thé_élope of the line is
slightly larger than 1 which may indicaﬁe-th%frmore effort is A
needed to-correct input errors with inpuﬁ methods. which need
longer times for meséége input.than for input hethods'which do
.notf This effor# may hypothetically be'ﬁéed for.making sure
information is not forgotten during error correction of input
messages. Tﬁe hypothesis is_sugggsted by the observation that
the interaction'df dialogue‘(distal feedback and redundancy:of
input) and input methoa strongly:affected the amount of

information that was held in short~term memory for imput in

experiment 4.

The conclusion is that the second peak (called 'Evaluation/Recall’
times) should be interpreted in discussion as being due to error

correction of input.
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3. An Analysis of Some Results for Real Time Systems Development

There are a number of possible ways for the results of this thesis
to be used by systems designers.'  The purpose of this section is
 to describe one partlcular way which is aimed at aiding the

de31gner of a real time multi-user command system, In these

systems the users and computer are co-operating in sharing
resources, The designer has the general problem of deciding how
“resources should be shared at any time.

3.1 | Sharing Resources Between Users

How resources should be shared depends on mény factoré and
_these have been dlscussed 1n ‘many places (e.g. Nickerson et al,
(1968)). Among the most important resources suggested by
Carbonelletg}969 is the time available to ﬁsers? Hence the
general problem is to obtain.dynamic characferistics that are
accepfable'and convenient to users.
However, user behaviour and cbmputer system performance are
interdepéndenﬁ. That is, system response time depends on the
number of users and the bperations they are carrying out and,
.possibly, vice-versa. _ The use of particular-hardware
configurations (e.g. intelligent terminals) maﬁ allow the

- optimisation of dynamic charécteristics withiﬁ a band defined

by the overall systeﬁ, but the main constraints apply.

In central computer time_shafing systems, research was.suggested
by Simon (1968 for the design of time schedhling algorithms
based on the users poiﬁt of view. In ﬁhaﬁ'paper seven classes
of user were identified based on tasks carried out with éys:eﬁs.

The class to which the research of this thesis is pertiment is
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" real time operation at human coﬁversational.rates. Simon's
early suggestion was reinforced by Sackman (1970) in a proposed
stuﬁy on human engineered scheduling algorithms. | The basic

idea is that these algorithms take into account the dynamic

" behaviour of users of the system'in some way. This behaviour.is
partially defermined by the input method as indicated in this

thesis, and is characterised by the distribution of input times

- for messages sent to the system by a user(s).

'Grafh 2 shows data whiéhlwas collected on'mgséage input times in
the.CERN interactive graphics systeﬁ, (Yﬁle‘(1972)) using a light
pen and keyboard for problem solving. . It.is_typical of data
found in many systems (see Sackman (1970)) and there is no |
discrimination in the data betwéeﬁ users, task or other

characteristics. The research of this thesis has made such

discriminations and collected data on message input times,

A typical distribution of input times for messages in this thesis

is shown in-Graph 3. The three peaks may be used in a scheduling
'algori;hm, for example, in the following way. - The times betweeﬁ

_tl and t,, and ty and t,, may ﬁe takeﬁ as 'dead' user times |

wherein the system does work for other users. In order to do

this, the system needs to be aware of particular users and usage.
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Howevér, the d&ét of identifying every user and adapting to his
béhaviqur may_be prohibitive where there are many users and wide
variety in task and input éharacteristicsf Tﬁerefore a compromise_
may be to gfoup data together (asrshown in Graph 4)'56 as to minimise.
.the cost yét retain some édaptive flexibiliﬁy which can be used to

enhance system performance. In this case, grouping users to obtain

grduped data may only be achieved after checking that different users

input times and type of usage are statistically compatable rather
_than interfere with each other. This process may be far less

éostly than maintaining active profiles of eaeh user's data.

As one example of how human engineering may aid_ﬁotairsystem
performance in this way, the results of éxperiment 3 (maze. problem .
‘golving) were used in a method defined by Yule (1972). (I am
indeﬁted to ﬁr. Yule for giving permission to use ﬁis results and

method 1n this thesis.) .

3.2 .Yules.Methéd aﬁd the Maze.Experiment

In an interéctive graphic‘system; a program ﬁées a small amount

of central prbcessing tiﬁe in cqmparison to the feal timelthat the
job remains in the computer.  All the fime the program is runming
it uées some central memory and affects éystem throughput,
Therefore, the job is 'rolled out' into back up store_untii an'.
input meséage is received from the user, However, if this is done
“too soon, and a message comes in just as the prograﬁ has been folled
out, the ﬁrogram must be rpiled back in immediately; this implies
higher-system cost because core use and some;channel usage has

been lost. The question arises therefore, '"What is the best time .

to wait before rolling out a program?".
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Yule attempts to answer the questioq by calculating a quaﬂtity,
Cs’ which is the reduced throughput of jobs per second because
of a program:being in core. To simplify Ehe theory, Cs'is
assumed to be‘independent of progran size. Let Cd be thé
reduction in. throughput per second caused by taking a channel

away from _the, system an‘d assumé. that when a program is being .

rolled, the cost is G, + Cd, (only if C_ and Cd are mot near to

“1).

In developing a cost function, € (T), various cases arise according
to whether the best waiting time (T) before a job is rolled out is

less or greater than a user's input time (t).

. If t <T then the job will not be rolled out and the cost Cl will

=Cst +Cs

be C.1

t

If TLtsT .+.q (vhere q is the time required to roll out the
program) then the program will be rolled out only to find an
input message is causing it to be rolled back in., The cost for

this conditionlC2 is c, = (C5 T+ 2 (Cd + Cs).q)/(T + 2q).

If T + q <tyT + 2q, then the message arrives when a new program

is just being rolled in and the cost C3 is

Cy = (C, . T+4 (Cd+ €. /(T + 4q)
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Finally, if t>T + 2q, the cost C4 is
c4 = (CS.TV+ é (Cd +.Cs)7q)/(F +l2q)
Thus the total cost C(T) in terms of the probability function |
@ (t) that an input message will be present at time t is
' T T+q _ - T+2q 8w .
C(T) = f €8 (£) dt + . J Couf(t)de + [ Cauf(t)de + J C,.@(e)dt

0 . T : T+q. _ T+q

° CERN values for the constants are Cs = 002, Cd == 0.25 for 25 K

word programs.and, for this, ¢ =1 second,

‘Thﬁs,‘Yule has derived an analytical funétion which takes into
account the dynamic behaviour of users in.orde;-to optimise the
use.éf_the computers resﬁurces. In using this function with
fixe& values in this way, the underlying assumption is that the
* dynamic Behaviouf (as reflected by ¢(t5)'does not change with
waiﬁing time. This is 1ike1Ylto Ee true only within cerfaiﬁ
limits, Assuming that this is so, Yule has answered.the
question of.'best waiting time' byr plotting the cosﬁ function
against waiting time for his @(t) data. One éﬁrve on Gréph 5 shows
thé results.and that the reduced throughput of jbbs‘pe; sééond
incfgases dramatically with a wait time of about 7 or less
seconds. Since the wait time affects the users response time,
then 7 seconds is an acceptable minimuh which must bé weighed

against user acceptability.
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In order to see how the human engineered algorithm may aid user
and system together, the message probability distribution of the
maze ekperiment'was taken for-éach input méthod averéged-acrdés
all‘subjects. With the assumption that the CERN values are
appropriéte, the rgsulting cost functions are shown in four éﬁfves
rof Graph 5. For all the inputs the minimum waiﬁ time beforé the

cost increases dramatically is about 4~10 seconds.  But there is

less penalty for reducing this time in a trade—off with other

factors (e.g. acceptability) with A than with D. Thus, not only

did subjects find A a more acceptable input method than D, but, in

a time~sharing system like CERN, this may be reinforced by an

associated improvement in system response time and system’

_ throughput, This is a question for future research.

This chapter has présented further analyses of the results to
review the generality of some of the results and also their

relevance to the design of real_fime systems. The chapter

. concentrated on a small number of analyses which are pertinent

to the following discussion chapters and which complement'the

analyses in previous chapters.
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. CHAPTER 9

DISCUSSION OF GENERAL HYPOTHESES




1.

2,

4o

283 -

CONTENTS
Page No.
Introduction ' _ o - 284
General Hypothe31s-1 : E 285
| General Hypothesis .2 | _ 285'

3.1 Input Method in Relation to Difference between People,
‘Tasks and Computer Characteristics 286

3,2 Input Method in Relation to Task Characteristics 293

3.3 .Input Method in Relation to Computér" W 295
3.4 -Summary for General Hypothesis 2 . 300
General, Hypothesis 3 : '1 o 30i .

Conclusion - o , o '303




1.

284

Introduction

The purpose of this chapter is to review the experimental results

in relation to the general hypotheses preéented in Chapter 2,

Some general qualifications should first be noted.

(i)

(iv)

The particular nomenclature is as defined in Chapter 2.

Terms such as 'problem solving' and "input method' are used |

-for particular meanings and should not be interpreted

otherwise,

In general, the reader shﬁﬁld refer to the summary or main
body of the chapter deSCribing a particular experiment'for
quantitativé.validation of statemenﬁs made in this chapter
concerning experimgntal résultsf

The generality of the reSulfs.is of limited scope.
Chapanis (1967) emphasises that caution is necessary in
generalising‘resulté f;Om laborato;y experiments. - lSincé
the experiments in this thesis'are largely‘exploratory aﬁd
deéi with a wide range of ﬁariables,.this.is particularly
true of the present results. Therefore, the reéder should
consider generalisation and proposed explanations aé

tentative rather than conclusive.

Where the discussion refers to comparisons of results from

different experiments and no supporting data are given, the

“_previous_chapter on further anaiyéis should be referred to..

)

In the following discussion, each general hypothesis is considered

as if it were independent of the others.

Unless otherwise stated, references to input times for
information applies (in appropriate circumstances) to pragmﬁtic§

information and so the times are for inputting full messages.
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2. General Hypothesis 1

"Problem solving processes. are affected by the input method

‘required by the computer'.

Experimental hypothesis 3 (Chapter 5) was directly concerned with

this general hypothesis. The hypothesis that probiem solving
does not depend on the input method was rejected (in the Maze

experiment).

. In the experiment threé rates of transfer of information froﬁ_ o
. ) : |
man to computer WErg_identified: a fast rate wherein a predefined |
sequence was being followed; a slower rate {referred to as o -
evaluation or recall) wherein transfer was deléyed; a very_slbw‘
rate called plamnning., - It was found that the number of stepé in

an attempted solution decreased as the time needed to input

. information increased.

This was true despite general differences between people and
differenées between theif sélution strétegies (e.g. means;eﬁd
versus goal oriented strategy). The time to ﬁake a step iﬁ
Experiment 3 was the same as the time to.input a single message
to the computer at therfastest rate. Therefofe, the result may

generalise into 'the number of steps in an attempted solution
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decreases as the time needed to make a step increases'.  This

is a question for future research.

To summarise it is tentatively concluded that:; regardless of
"differences between people and between problem solving strategies

in a problem used in this thesis, problem solving processes were

affected by the input method for the computer such that the number
of steps in an attempted solutiun decreased as the time needed to
make a Step increased. The input method determined the time

needed to make a step.

3,. General Hypothesis 2

"The input method determines the transfer of informationlbetween

man and combuter depending on-the interacﬁions befween the

charaéteriétics of ébmputers; people and problems’.

Unlike the firsf genéral hypothesis, this one was not directly B
--tested ﬁia a éingle exparimental hypothesis. - All the eiperimeutal

‘results contribute.to the following discussion. For ease of

rgférence, the experiments will be referred to as experiments 1 to

5, i.e. in their order of appearance in. the thesis.

3.1 Input Method in Relation to_Différences Between People,
Tasks and Computer Characteristics

Expgriment 1 showed that the range of variaﬁién in speed and
éccuracy of information transfer which‘arose from différénces
between input devices is comparable with that due to the
differences betwsen people._-'Further, the variation in speed of

information transfer for a light pen due to changes in display
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characteristics were comparable with the variation due to the
differences between people, although this was not true for

_accuracy. " The general conclusidn‘waé that subjecté accepted fhe"..
érror—pfoneness of ﬁhe inpué méthdd because the'eﬁphasis of the
experiment was on speed ratherrthan accuracy. That is, the light
pen was used as fast as possible for selection and the consequent
error rate was accepted by the subject who did ﬁot adapt his

behaviour since there was no penalty for error.

The resulté showed th;t;'if thé need to adaptlﬁasipresant, thén
the characteristics of the light pén allowe& a wider_rangg than
the keyboard. -.The-re5g1ts agree with those of English et al,
'(1967)lwho foﬁnd that adaptation to input charécteristics eccurred
only with paréicular input devices which exhibitéd'lérge error_:

rates when used quickly.

In the problem solving of Experiment 4, the info;mation input
Jtimes”with:the light pen were a fun¢tion of in&ividual differences§
this was.not true for thé‘keyboardf Thét.is, the éffects df
individual differences in.input tates were showﬁlesPECially with
particular input methods and devices which weré amenable to a time/

error trade off.

Experiment 1 showed that large individual differences existed in
information input times, even in a simple task,  Experiment 2
attempted to take some of these into account by postulating that

a mixture of general computer experience and specific experience
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with the task was important. It‘waslsuggested from the resulfsl
that, on a simple'menu selection task,rexperience was used to
-generate motor plan 'subroutines' (see Newell and Sunon(1972),
p.803), which used an internalised process for 1ocat1ng keys

rather than using visual scanning. This allowed subjects to

maximise their input rates by 'overlapping' processes (Long,
(1976)). The degree to which such plans were made was found
E by Long to be a function of the input method which affected the

compatability between the stimulus and the required respdnse.-

_.In'Ekperiment Z,Vthe'input device remained'the same and two ways
of using it Wefereompared.'l Ihe effects of experience-oh;
:information input timeé weremuch less thee.tﬁe effects dee to

__differencee'between ways of using the input deviee for selecting
and entering a menu item. Thie was because the techniques

differed largely in terms of, for example, penalty for error and

the number of keypresses needed_to select an item.

3;1.1 Indifidual ﬁifferences
| Although Experiment 3 was designed to examine the effects
‘of different input methods and problem solving; data from
-that experiment was used to test hypotheses related fo ,l

individual differences based on work by Eysenck,

Eysenck (1952) suggested that the pe:sonalitydimensions of
neuroticismrstabiliey and extraversion-intreeersion may be
31gn1f1cant parameters in understandlng individual d1fferences.
In his book, Eysenck presents many hypotheses predlctlng

general behavxour patterns of people. For example, he.
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‘provides evidence for the view that neurotics undér
emotionﬁl stress éxhibit disorganised motor responses. Iﬂ
a réport of studies made with pilots, Eysenck fefers to two
types of error dﬁe to motof disorganisa;ion. ‘These were -
errors of overaction and errors of inertia, ‘.Overaction 
refers to larger control-movementé.than required and inerﬁia
refers to-under-activity. Taking Eysenck's view, it may be
.expeéted that neurotics under stress in_ﬁroblem solving from
uéing error pro#e input methoés would tend to make
iefrors thfough motor disorganisétion. ?Tﬁis ﬁypothésishwas

tested in Experiment 3 as a Subsidiéry hypothesis.
: . o

The results were inconclusive but did support the view that
the personality trait of neuroticism may be a factor in some
-'way related to the variety. in input times. that can arise from -

 differences between people.

‘With this in mind, Experiment 4 was designed to take into
‘account the personality trait of neuroticism as well as the

general and specific experience of individuals.

The results of.E%periment 4 showed that neuroticism.and_:
general computer experience interactively affected the rate
at which information was input to the computer using the
.1ight pen with an unreliable and slow system on a. difficult

task., That is, the effect of personality was only brought
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- out under stress conditions which were exacerbated by an

error prone input device,.

Further, these_effects were shown only for 'data' eﬁtry;
.that is, for entry of the 1as£ part of a message-rather than
the first pért. - (The firéﬁ part being.'command' entry.
Together, command and data make.up-a messége which defines

a problem solving step.)

‘The effects were such thét stable, exﬁérienced subjects
were inputtiﬁg data faster than stable inexperienced subjects,
but neurotic ( unstable) expérienced Subjects were slower |
than neurotic inexperienced subjects, These effects may be
'J.hypotheticaily explained if an.interpretétion of Texperience'
is taken as the ability quicklj to form and use a motor plan
for inputting information, as.previously suggested. It would
be expected that stable ekﬁerienced subjéctS‘would input
information more quickly than'inexpérienced.étﬁble sﬁbjécts.'

- Witﬁ neurotic experienced subjects under stress, the plan
should break down (motor disorganisation) and over—compensatory
action result in a longer input timé than that achiefed by

inexperienced neurotic subjects under the same stress.

The results of Experiment 4 further support the assumption

in the foregoing explanation that general experience may be

 interpreted to mean the ability quickly to develop and use
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a motor plan and‘tﬁ use an already.existing planf- Subjects
with typing ability (mg#sufed in a simple. task) input'
informatioﬁ faster on fhe problém so;viﬁg tasks thap

subjects with iower typing ability. Secondly, thé
advantages afforded by genéral expérienée were amplified
when using error prone input devices compared with less error

prone devices,

However, general experience interacted wifh ordef-of present-—
ation‘(specific experience) and other factors in a compléx
ﬁay. In general, it was concluded that eiperienéed subjects
took less time cofrectiﬁg‘errors than inexperienced subjects.
The &egree of effect depended on the subjecté' specific
- experience and whether there was any'stress on the subjectf
' Under the stress of using an érror~pr6ne inpuﬁ device with

an unreliable slow sys;em to sblve a difficult problem,
subjects' correction times were longef than when not under
stress. The difference was greater for inexperienced
subjects than experiénced suﬁjects. ‘This:imﬁlies that
generally experienced subjects had less need of time fo
correct errors com@ared with.iﬁexperienced subjects. On
_gaining'specific'experience, generally inexperienced |
subjects were able-to perform as well as fhe experienée@_

subjects on their first trial.
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The conclusion that internalised processes are developed
through both general and specific experience is also

supported by the results of Experiment 2.

The following summarises the effects of individual

differences on the time for information inmput due to

differences between input methods, systems and tasks:i— .

(i) The range of variations‘in input timés due to f
differeﬁéés between peoplé and iq%uf methods.éan‘ﬁe of
' the same order. | :

(ii) Some input.deviéeé allow people‘more eaéily.to trade—
off speed for accuracy according to how they are'uséd,'
Differences in input times due to differences between
people are shown in these circumstances.

{iii) The usefulness o% general computer expgrience depends
on the input method and task characterisﬁics; In"
simple t&sks,_i; is tentatively assumed that general
experience enables individuals quickly to develop
‘ﬁotor' plans (using internalised processés)_to use
the input device effectively. |

{iv) In probleﬁ:solving tasks, general expérience meant.
that individuals could quickly develob and u;é 'motor’
plans. Under.the stress of using error—prone
chéracteristics ﬁith sub-&ptiﬁum distal feedbaék to
‘solve 2 difficult problem, the advantages of gemeral

-experience were amplified,

s e
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(v) The éffect on input times of specific experience
gained using a partidular iﬁpu; method and computer
characteristics is as large as that of general
computef experience. | General and spécific ekperience

were equivalent in their effects in the experiments.

They may be-similarly‘explained as far as input
methods are concerned'to be due to the effgctive use

_ of;'motor' plans;" | | |

(vi) Thg pérsonality dimension of neuroticism-stability

interacts with general computer gxperience in its
effects on iﬁput rates Wifh.error-prone input devices.
The effects are comparable in size with the fange of
variation to be expected when comparing differept iﬁput-
methods in éimple_tasks. The effects are tentatively
explained in terms of motor responsé disorganisation N

in the more 'neurotic' people under stress exacerbated

by using error-prome input devices,

3.2 Input Methods in Relation to Task Characteristics

Experiments 1 and 2 examined the differences in information

transfer rates due to different.inﬁut methods used for a menu

selectionrtask. ' These studies were fypical of those reported in

therliterature review in tﬁat they used a simple non-problem

solving task and gave proximal and distal feedback of the result |

of each information.transfer. ' This section deals with the effeﬁts
. on the informatioﬁ:transfef where theSe.simple tasks are part of

a problem solving task.
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Experiment 3 investigated the use of four different input
methods used in interactive problem solving., . Five different
problems were used, the first of which was trivial and comsisted

‘of a predeflned sequence. Thertimes for the four input methods

in the flrst (tr1v1al) problem were 1, 32, ‘1.36, 1 54 and 7.35 |

'-seconds per 1nput respectlvely. - In the rem31nder -of the problems

.'-the average 1nput times for the same four 1nput methods were 2.08,

2 73, 3. 08 and 7.84 seconds respectlvely. - The dlfferesces between
the two sets of flgures are 51gn1f1cant (p('.05 t = 6.22'tetween

'means of the Smallest d1fference) except for the last flgure o

: 7.84_-_7.35). : In the 31mp1e task there was no 51gn1f1cant
difference between the input times for the fastest twWo dev1ees, :

' (1.327an&.1.36 seconds). ﬂowever; in the problem solving tas?"
there was a significant difference (2;08-and 2;73'sec0nd8).: Thus, -
extrapolating frem the results of simple input tasks to inpst.tasks
in ptoblem solving; eveﬁ;wﬁere the‘other conditions remain_the :

i same, wili generallj.be misleading.r_ However; in some eircumstances,'
inpet.tiﬁes say be predicted across tasks‘using the same ieput
metheds.ll These are when the'eegnitive, sensery/perceptusl'andl
feedback.conditioﬁs as well as the speed/accuracy_eﬁshasis of )

" the task are similar.

For exaumple, iﬁ Experiment 2, en item was seiected from a menu by

: typlng a digit then confirmlng entry, - intExperiment 5a similar_
technlque was used for maklng a command ch01ce. .Exaﬁination cf :_-
the data_shows that the mean menu entry time_(4.5 Seconds)'is,ﬁot‘

significantly different from the mean time to enter a command
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(4.6 seconds) in an attempted splution. " But this was the only
‘time when an explicit command letter needéd to bé typedf In the
| case where the command letter was implidif,laﬁd the entry not
needed, thelinput times of the first primitiveé wéfe significéntlyi

different.

To summarise this section on the effects of input method and task

variables on information input times:

(i) Information input times measured with igput_methods on simple
tasks are,. in general, smaller than the fime# measured with'
the éame input ﬁéthod used in more complex tasks, The extent ’

. to which times are increased dependé on the input method and:
the task. |
(iij Exceptionally, in part%cular circumstances, information.iﬁput
times measured with éimple tasks may be similar to those
found in.a proﬁlgm solving task with simiiar input methods.
The particuiar circumstances are when the cognitive,
sensory/perceptual and feedback conditions énd the sﬁeedl

accuracy emphasis of the task are similar.

3u3 Input Methods in Relation.ﬁo Computer Charactéristicé
Experiments 4 and 5 examined the differences in information input
times as a function of a combination of input'methods.and computer
characteristics. Combinationé of variables were examined.rather )
than single variables with the consequende that explanations of

the effects are both tentative and complex. . This discussion
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centres arounqrtwo main themes: (i) the effects of "dialogue'
‘differences ti.e. non-automatié, pragmatic distal feedback with
explicit commands versus automatic pragmatic distal feedback
with explicit cémmaﬁds), and (ii) the effects of.'system/task'
differences_(i;éf unreliéble 8ystems witﬁ slow, inconsistent
system response times and a difficult task éompared with a fast,

reliable system and an easy task).

3.3.1 'Dialogue' Differences

Experiment 5 was concerned with investigating the effects
of differeptldialogue combiﬁed with differeg£ input_methods._ g
Aﬁ effect'was-found Whiéh showedlthat.the range of variation
Iin cowman& input times due to dialogﬁé differences when
using a particular input device was similar to the range of
variation found between input metﬁdds within the same |

dialogue type (3.7 = 4.7 seconds).

The 1ight pég was uséd faster than.the.keyboard‘for input

of commands with the expiicit-command &ialdgue; the reverse
was true for implicit command dialogue. A hypothetical
explanation for the implicit dialogue results was that the
movement time of the light pen was greater than for the
keyboard, even though using the keyboard required shifts

of attention from the‘display. The hyﬁothetical
explanation for tﬁe explicit dialbgue results was that

movement time was greater for the keyboard than the light
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pen because it included a time to change attention and
search for and locate the required key. Analysis of the
resﬁlts supported this view in-that, for the 1igﬁt pen,
the‘average input fime of expliciﬁ commands was smaller than
the average input time of implicit commands, whereas the.

converse was true for the keyboard.

In Experiment 5, it.was foﬁnd that the explicit qomman&
~dialogue in combination with aﬁlérrﬁr prone input device,
resulted in the longest timeslfor érrqr correction. Tﬁis
is consistent with a hypotheﬁical explanation that the
cognitive faculties are involved in‘determiniﬁgrthe ldng

~ times rather than just the activation of the device.

The resﬁlts of Experiment 5 also showed that for.both iuppt

- methods, the diélogué requiring expliciﬁlreqﬁesté for distal
pragmatic feedback fesultéd.iﬁ more frequent input efrors

than dialogue with continuous'distal pragmatic feedback.

These errors are aésumed to be the result of unreliable

human informatidn brocessing rather than motor skill'defects..
On this assumption the notion that éenttél cognitive processes

are affected by the input method and dialogue is supported.

Tn Experiment 5 it was shown that there was no significant
difference between the mean command entry times of the light

pen with implicit dialogue and the mean command entry time

of the keyboard with explicit dialogue. Such a finding
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Would not be ea51iy predlcted from ‘the results of

Experlments 1 and 2 or 31m11ar simple task experlments. Thus,
the yesults of Experiment 5 on command information 1nput.
measures support tﬁe notion that dialégue differénces'

interact with input method to alter the results which would

 be préedicted from simple task evaluations.

'System/Task' Differences

fhe nomenclature of Experiment 4 was thatlan.unrelidble,

slow computer with a difficult task was called a sub-optimum'
systemf _ According to the results of Experlment 4, regardless_

of the input method and dialogue type, the speed with which =

~ commands were input was faster with the sub-optiﬁal system

than Wlth optimal system (fast, rellable computer with a
simple task). The effect was greater with the keyboard than

with the light pen.

The pfoposed ekplanation was in terms‘of thé.readiness of

the problem solver to enter a command. | The h&pothesis was
that the problem solver had a number of solution:steps to try
in séquence: the translation of these into commands was
trivial in the experlment so that the problem solver was
waiting for the system to be ready for input. ThlS condltlon
was signified on the keyboard by the printing of a prompt . |
which cued the problem solver to enter a command. -  The
éondition was not signalled by the di5p1ay fofuthé iight

pen, therefore it did not cue the problem solver to react

as quickly; but since the problem solver was prepared to
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input, the measured input time was‘smaller.than in the

optimum non-delayed system.

Strong evidence for the view is provided by the observation
that subjects often typed a command before receiving a

promp e

-_'3.373 Summary’

(i)_Regardless of variable combinations of dialogue typé
and input method used in the problem solving experiments
the :esulting variafions in timé for input §£ command
‘infofmation were comparable.  'Tﬁe tentati#é explanation
of this is in terms of differgnt dialogues requiring -
different movement and attention shifts according to.
the input metho&;

(ii) Dialogue ﬁithout automatic distal pragmatic feedback
aftef every message input affected the time taken to
correct érrofs in message input depending 6n the.input
method; The more error—prone the input metﬁod, the

longer the error correction time with the dialogue.

(iii)‘Regardless of input method, the dialogue without

_automatic pragmatic distal feedback gave more frequent

errors in input commands.
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(iv) The speed of comménd entry was increased in the sub-
§ptimum conditions of slow, inconsistent response
time and a difficult task. ‘The degrée of increase
dépeﬁded on the input method such that when a prompt
was giveﬁ, faster input ensued% The explanation is
théﬁ subjeéts were, in theAsystem delay condition,
sharing time with the computérf Thus; inlthe delay
tiﬁe,‘sﬁbjects searched for and.iocated'é key ready
for'iﬁput on receipﬁ of a prOmpf. _ The:;ight.pen
dialogue did not give-én explicit prompt Whereﬁs.the
keyboard dialogue didf Hence the smaller input time

depended on the input method.

" Summary for General Hypothesis 2

This section has discussed general hypothesis 2 and the experimental

. results from three points of view. The views were related and

overlapping and in addition to resulting iﬁ the specific summary .
of the sub-~sections, they revealed a complex but identifiéble
number of interacting processes in interactive problem solving. .
The following summary identifies the most impbrtaﬁt processeé

relating to input methods. ‘ e -

" a) Human Processes:

' (i) The development of 'internalised' motor plans in'developing
motor skill
(ii) The continuation of information processing while waiting

- for the computer,
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Experiments 2 to 5 attempted to explore the subjective preferences

menu selection tentatively concluded--that, if the error rates were
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b) Computer Processes:
- (1) Those determining the response time for distal feedback
(ii) The dialogue in relation to the Provision of pragmatic

feedback.

c) Interactive‘Pfocesses:
(1) Interference between parallei human motor (and cognitive)
activity and processing by the computer with error prone
input methods and devices at all levgls of processingf "This

results in an increase in the time taken by human processes,

Genaral Hypothesis 3

""The acceptability of different input methods is based on an

individual's judgement of a combination of factors affecting
information transfer. The factors are the chatacteristics of

input devices, computers and problems”.

for the different combinations of factors. = Experiment 2 on simple'

equally low, the preferred input method was that_which required-'A
least division of attenﬁion and so enabled fastgr input. With
higher but equal error rates, thé inpuf mgthbd with the least
penalty_for error wWas preferred.‘ With unequal .error rates, the

input method with the lower error rates was preferred.
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Experiment 3 was concerned with a problem solving task and four |
input methods. Subjecté.preferenceé'appeared‘to depend.on'ar
discriminative but unconscious judgement based on;' first, if the
error rates were equal, the time to enter a command, then, if timés
were equal, the error rates of the defices. Thé tolerance of
comparison was large and‘the faster and least errorfprone was

preferred given that the penalties for error were the same.

This supports the tentative conclusions of Experiment 2.

Experiment 4 used measures of acceptabiliﬁy which included not
" just the input method but all‘the computer an& task conditions.
It was ﬁoted_that when the only difference between conditions wés; '
the input_method,'the‘one enabling the fastest input of data was
 preferred. Thisurelationshif ﬁas also constant with resﬁecf to.
iﬁdividual differences.‘ That is, a person judged acceptabilit&
on thé basis bf his own perf;rmance with an input method.  Since
the speed of input was a variable depending on the subsects
general and Specifié experiencé as well as his personality,
acceptability judgéments varied between people depending on the

input method.

In Experiments 4 and 5, it was noted that the ordef of preference
of all the conditions {(not just.with differénces iﬁ input ﬁéthods)
_was based on a judgement of the number of 'pléns* {long commaﬁd “
input times). - The systems needing the largest number.of plaﬁs"

were least preferred.

i
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To summarise:
(i) The inpuﬁlmethods allowing the fastest input of data at an
acceptable error rate are preferred. |
(ii) People do not consclously dlscrlmlnate between the speed and
accuracy of different input methods. The assoclation betwaen

preference and performance is as observed, not as reported.

(iii) Input methods are used in dlfferent ways by different
people so that the rate of input varies. The judgement of -
acceptability varies accordingly. | |
Gv) Icput ﬁethods are used in different problems and systems.

This also varies the rate at which 1nformat10n is 1nput to
the computer and the acceptable error rate. Hence, there is
no absolute rank of pieference for input methods which can be
ascertained.from simple experiments.

(v) In making judgemente of the accepcability of total systems,'-
(i.e. different combinatiocs cf computer and input
_characteristicé) people make judgements'as if the basis for.
decision was the number of clanning activities (as‘meaeured

by long command-input times) required'to solve their'problems.

5.: Conclusion
This chapter has discussed and summarised the experimental reeplcs
in relation.tc the general hypctheSee presented.in chapter 27
Tentative conclusions were drawn and hypothetlcal expianations ﬁere
presented based on assumed underlying processes and their 1nteract10ns
between and witﬁin man and computer., These form the basis of a more

general discussion and recommendations in the following chapters.
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. CHAPTER 10 o o o

GENERAL DISCUSSION
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‘Introduction

ﬁhapter 1 outlined the area of interest and reviewed pertinent

‘literature. - The conclusion.was reached that research was needed -

which concentrated. on the role of input devices in real time inter—

active problem solving so as. (a) to identify the relative importance

of the input method to the total system,'and (b) td.examine the

validity of the assumptidﬁ that results obtained by comparing input
methods using simple tasks can be genefalised into probiem solving

tasks. Chapter 2 then developed a descriptive model of interactive

' problem solving whiéﬁ'emphasised the role of”ﬁnput devices and

présented three general hypotheses. ‘Experimental-hypotheses ﬁere.,

~ tested and the results discussed in relation to the general

hypotheses: This chapter continues by reviewing and discussing

the ﬁOdel,‘aﬁd (2) and (b) aBove, in relation to the experimental

results.

A Model of Interactive Problem Solving Emphasising the

Role of Input Devices

The purpose of this section is to reconsider the model presented

‘in Chapter 2 in relation to the generalised results of this thesis. .

- A brief review is given first of the model, and Second,'the.'

generalised experimental results. These aﬁg then integrated and .

‘a revised view is developed.
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2.1 - A Review of the Model Presented in Chapter 2

The purpose of the model presented in Chapter 2 was to provide a
:framework for 1nvestlgat10n rather than, for example, to provide a
determlnlstlc formulatlon for calculatlng performance charactexr—
istics. The framework was a model of 1nformatlon proceSSLng _ :

|
during interactive man-computer problem solving which did not attempt

‘to identify exactly how or when particular processes were carried.

out in either man or computer.

'.The.languege used for descrlblng both 1nformat10n and information
processes was that of ' semiotics'. In this language, three levels
of processing were identified; these were syntactic, sementlc and.

- pragmatic proceesing} :Syntactic and semantic processing ie

-cOncerned with communlcatlon between man and computer (and vice=
versa) whereas pragmetlc proce551ng 1s concerned with lnterpretlng

1nformat10n at the other levels in the Ilght of the goals of the

receiver.

The model has three‘Building'blocks. These describe human problem
solv1ng, human input processes and computer processes. Each was
elaborated and a comp051te model formed on the basis of aSSumptlons

concerning how the blocks were inter-—related.

The operation of this model was briefly described as a sequence

of 8 stages as follows:
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(i) The man encounters a 'problem'; that is he wants to
reéch‘an objective which cannot Be obviously achieved.
(ii).The man perceives cueé aﬁd ofgénises attemﬁts at a salution,
(iii) The mar tries out this solution in his headr(‘internai' |
testing) and either modifies it or decides to try the

solution in the 'real'! external world ('external' testing).

(iv)'Extérnalltesﬁing proceeds by taking each logical step in
" the trial internal’ solution and tramslating this into a
suitable number of steps for communication to tﬁe outside
worldf |
(v) The model of human input processes in inputting to a computer.
-takés each steﬁ fOr:comm#nicatiOn to.the outside wof1d and
translates and.operatgs on it until it is a sequence of items
.for physical transfef-across an interface to:the comwmputer.
(vi) The items are transferred into the comﬁuter by means-of
human motor éctivatioh_of the computers input devices.
Proximal feedback may be received which aids‘this process, .
(vii) The computer .arries OUt appropriate syntactic and semantic
processing of the communicated infprmation providing distal
feedback to the human input processes.
(viii) On completion of the input of a message'représeﬁting part
:of a problem solution step, the computer carries duﬁ

pragmatic processing and provides suitable feedback. -

Depending on the computer result, the current step is either repeated,
- or the next step is taken in the solution. This process continues
until the human problem solver considers his solutiom is inadequate |

or complete. If it is inadequate, then he returns to stage (ii)

above.
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In this description, each stage is considered as being independent

of the others and the prdcess'is largely sequential, The role of

input devices is clearly to enable effective communication of
syntactic and semantic information in this process between man and
computer, = The experimental results are now presented and discuss

in relation to this simple descriptive model.

The Significance of the Results of the Experiments

ed

In general terms, the stages of the descriptive model were observed

to be present in the problem solving experiments. That is, the

processes of internal and external testing and their sub-processes

could be identified., However, it was clear that there were human

activities and attributes which were not represented adequately‘.ﬁn_

in the descriptivé model.  These were described in section 3.4 of
the previous‘cﬁapter. .

In the particulaf circumsténtes of the researéh of this thesis,
the most significant fesults which affect ﬁhe.deScriptive mbéel

of human interactive problem solving are as follows.

(1) Parallel processing occurs.'_rTWO tyﬁes of parallel
processing were identified; that between man and computer
and that within the problem solver. In the former casé,

the man continues to process information and prepare for

motor activity while the computer is processing information -

for him. In the latter case there is a degree of autonomy
 between human input processes and human problem solving
processes depending on the particular individual, the task

"and computer characteristics.
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The consequence of parallel processing for the deseriptive
model is that external and internal solution testing

cannot be treated as independent stages. They interact

with each other at a level depending on the degree of

autonomy of the processes. The evidence of this thesis is

that there is a human adaptive proéess which controls this

level which should be reprééeﬁted in the déscriptive model.

Limitations of underlying human cognitive- faculties must be

considered. The particular faculty found to be of
importance in this thesis was short term memory. This
lTimited, first the number of steps that were taken in a.

solution before pragmatic distal feedback from the computer

was necessary and second, the amount of information to be

communicated between man and computer. The consequence

of this to the model is that there must be provision for

changes of solution.strategy so as to oétimiSe the use of
cognitive facu1ties depending on theif ldading at ény time
during the stages of solution tésting. This meaﬁs that
the stages of the descriptive model may be interrupted
whenever cognitive faculties are overloaded. | This is a
step'towéfds including dynamic characteristics in the |

desariptivé model and again identifies the need for more

complex control stages in the descriptive model.
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(iii) Individual differences may be more explicitly déscribed
in the modelf' Both the personality trait and_geuerai
coﬁputing experience of individuals h;d significént_effects_:
in relation .to the efficiéhdy of the communicétion éf

information to the computer.

These results are guidelines for the development of the model

which is reconsidered in the following sectiom. | : .

A Rev{sed Model

The approach taken in ﬁhié sectionuié to preséntra hypotheticai
ana cOnceptualiy simple.descriptive mﬁdel wﬁoée operation ié
similar in detail to that of Chépter 2. The revised model is
shown in Figure 1 and is‘difectly related to the descriptive model
in Chapter 2 in the following way. In figure 1,‘the central
cognitive processes (CCP) inélude t@e'human problem solving
processes of Chaptef 2 and the peripheral processes (PP) of

figuré 1 include the human input processes and motor aﬁtivity of
chapter 2. The operation of the sub—processes is identical in

both models. . Also the assumed computer processes are exactly

similar to those of chapter 2.

The links Beﬁween_the‘proceéses are.not shown in detail sincé'
the pufposé of presenting the simplified.modél is‘to'emphasise'
the points made in the previous section. Thereque paralléi
ﬁrocessing and short term memory (STM) and lohg term.memoﬁ& (ﬁTM)

are introduced and emphasised in the simplified model.
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In relatlon to the model of chapter 2, STM is used for the input
and output store whereas LTM is used as the connectlon,store and.
for holding a solution for external testing.  However, as a
conseouence of the results of this_thesis-en extra, adaptive,
process is oostulated to be necessary. This contfols.the balance
of the effort put into CCP and PP and acts so as to minimise the
mental effort of the problem solver in reachlng his goal. (ThlS
:process is assumed to be a hlgher level process which monltors

and controls the lower interactive processes, shown'ln,chapter 2.)

The postulate is based on lef's work (1949) whereby it is assumed
‘that people behave as 1f they have a general goal of m1n1m151ng

. mental effort within thelr working constralnts.

If Zipf's law is assumed to be valid, then the operatiou of_the
model is such tﬁat.the degree of solution.development through
internal testing by using CCP in parallel uith PP &epends‘on an
adaptive process. The adaptive process 1is hypothesised to be
dependent.upon STM characteristies, since it is the main‘link'

~ (output store) between CCP and PP when information is transferred

‘to the computer.

The main characteristics of SIM are that it is of limited capacity

(Murdock (1965)) and that information decays through time dependeut

" or interference processes (Newell and Simon (1972) discuss these

asPects). These are 1nter-re1ated in that overloadlng and decay

of STM has similar reSults; i.e. loss of information from STM.
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(i)

-Limitgd Capacity: This refers to the numbexr of items of

iﬁformation that can be held in short term memory. The
informatién can be encoded into 'chﬁnké'.to enhance the
capacity Gﬁillef (1956))° However, tﬁis must ﬁe'decoded
before it_is_used bylPP° Therefﬁre; it may be.expected L

that redundancy in the information to be input'has the efféct

of using STM capacity and so leaves less capacity available

for other processes.

Time dependent processes: There are two conditions wherein -

STM is required to be sustained. These are when there are

‘long computer response times associated with the different

levels of'processing and when long times are needed for device'
activation‘by the problem solver, With respect to the use
of keyboérds, Conrad (1966) has shown that wifh iow
compatability keyb&ards, errors wefe made through memory

rather than aiming errors. These arose because of the long

" times associated with locating a particular key.

Interference processes: This refers to the situation where

. STM is required to be used for some activity other than for

PP. In this thésis an examplé was when an unex?écted event
occurred_during PP such as accidentally hitting a‘ggréen
item with the light pen. This caused the item to_blink énd
so gain the problem solvers attention. This used his SIM

and so some of the previous information in STM was lost.

' In general, the error proneness of the input method is a



particular source of any interference because of the need

of the problem solver to divert atteation to correct errors,

Given this variety in sources of loss of information from STM, the
adaptlve process Whlch controls the balance of effort between CCP

and PP had a range of flexibility via compensatory procedures which

can be adapted. The following list gives examples according to

the particular sources (1) - (iii).

(i) Limited Capacity:'.encoding informatien and using, when
possible, memory aids such as written records.

(ii) Time dependent processes: rehearsal of items in STM by
using CCP. ' |

(iii) Iﬁte;fereﬂce proaesees: these effects are minimised by

(aj learning to ‘inhibit the'response of switching attention '
given an aeceptable error rate of input, aﬁd (b) trying to
avoid interference 5y, for example,'avoiding frequent use

of error prone input methods..

" The need for adaptatlon depends on the 1nd1v1dual ﬁroblem solver.
.This theszs suggests that people develop integrated motor plans
_.through experlence with partlcular input methodst - These plans
effectively reduce the-effo:t needed by PP for inputting
information to the computer. However, they may be difficuit to
“form for error érone input methods and break down under stress,

particularly for people who are neurotic compared with more

stable people.
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experiments. - In this seﬁse, therefore, the input method is

The development of the descriptive model as a framework for
discussion and investigation is, for this thesis, complete.
Recommendations are provided in the following chapter which

are based on the revised model.

The Relevance of the Input Method to Real Time Systems

The question of relevance is addressed to both the users and
designers of real time systems., - This section has the purpose of «
discussing these questions in relation to the foregoing discussion

and experimental results., - P

The Importance of the Input Method to the User

There are two related aspects of importance to the_user. These

-are the performance characteristicsand acceptability of the input °

method, The foregoing section considered a model of interactive
problem solving which described performance aspects. The model
emphasised that input methods and their error proneness affect

problem solving processes at least in the'conditigns of the

important to the user since it affects the distribution of mental

effort needed to solve the problém.

The users' judgement of acceptaﬁility was observedAto be related‘

to the number of pians made (inferred to be due to ‘internal!
solution‘teéting witﬁout parallellprocessing) during.interactive o
problem solving. lSome iﬁput methods resulted in ﬁore ﬁlans and -
these were judged by subjects to belless éccebtablg than
others which resulted in.fewer plans. ~ In terms

of the revised hypothetical model, this may be expected
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if it is assumed that the most acceptable circumstances are
when parallel processes can take place so as to reduce mental
effort in solving the problem. This is not easily achieved

with error prone or hard to use input methods as those which

are error free and easy to use. With parallel processing,

there is continuous solution development during peripheral

processing and so there is less ffequent need for dedicated

use of CCP to develop solutions before'they can be tested.

The Importance of the Tnput Method to the System Designer -

Input methods are part of the dialogue that must be designed when

deveioping a man—compﬁtér system. In his book on the design of

man~computer dialogue, Martin (1973) suggests a design methodology

consisting of a possible 21 iqter—relatéd stéps. It is very much
a 'toﬁ—downf design view point starting with user requifements and
working toﬁards a computer péégram specifiéatioﬁ; Many of the
steps are explored in detail in the book, such as assessing the
capabilities of the operators of terminals, and ;elating the

dialogue and response time requirements to the computer configuration

and control program. - This is done by descriptive case studies

"and by making reference to fragmented literature on experimental

work.

The pattern is reinforced by Rouse (1975) who attempted to

integrate pertinent literature into a conceptual framework for the .

design of man—computer interfaces. There is an evident gap

between the way in which such information is presented (piecemeal .
and not related) and the way in which systems designers require

it (related so that trade-offs can be seen). This gap is very
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large and requires Sustainéd.efforts by hhmaﬁ.factorsland_
computer SclEﬂtlStS before it may be fllled.  An indicatioﬁ of
_the trend towards f1111ng the gap in relatlon to dlalogue de31gn
" is the recent research_carrled out by Carlisle (1974).'.'Thls
~thesis is énﬁther‘eﬁample. _'Tﬂe furfher énalysishdf.the data for
': réal time syétems deﬁelopmenﬁ tpresentéd_iﬁ Cﬂaﬁfer 8) éhowad how
the data in this thesis may be useful. It aiso'shéws the -
relativé impor;ance'of thé'input sub-system tb_totai'system.
dynamic behaviour.’ - - - ”
P
‘ wTwo further possiblelmechanisms are_pfopogéd;in tﬁis.thesis.:
"whefeby the communication and knowledge gap'may be‘fiiled; _The.
first is‘thé deveiopmentfof the descripﬁive.ﬁqdéllanﬁ'fhe sécaﬁd”
is the use of.fhe language of semiotiés fof deécriﬁing'dialogue

in a formal way.l_

The descrlptlve madel developed 1n thls th331s is 1ntended to

be a convenlent and common framework for talklng about 1ssues and
may belJused, in a general way, to discuss userl behaviour given

a particﬁlar set of.conditionsf _ Thus,'in deéigning that part of
_the dialdgue concefnéd.with the input methbd,treference nust be1 :
made, first to the modei? énd fﬂen to'appropriate 1itefaturé‘such
as that quoted-in this thesis. | By déveldpiﬁg é range of

models Whlch have the same ba51é form, but vary in their empha81s,
the de51gner may form a balanced v1ew of the system.‘ .Thls can be
é sound basis for design decisions. This thesis.has.shéwn‘that_'.
there is a meed to use such a model.becauseIOE the lack Qf' |
‘generalisation of results of comparétive experiments using simpié SR

tasks with those using problem solving tasks.
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The language of semiotics is suitable for such a:general.view

as desc;ibed in this thesis. It has also been used in a more
formal way in each chapter which deécribes an eﬁperiment to
specify the input method. . The main aim of thié was to provide

a terse description of ﬁhe input method with neither redundanﬁiés

nor omissions.

This can then be used in many ways; for example, to prepéré

quickly and compare two alternatives and yet provide a reasonable -

specification to a programmer who must implement it. It would

normally be accompanied by a similar description of the output .

 characteristics for the latter purpose. More research is needed ;

into this aspeet from the'designers point of view.

Conclusion

This chapﬁei has briefly diseussed geﬁetgl issues in relation to
the results obtained in this thesis?' The issues coﬁcerned the
review.bf the descriptive model presented in chapter 2:and the
identfficétién of the‘impdrtance‘of the role of input devicesktéi
the user and systém designer. .The thesis continues by presenting
recormendations for researchers.and deéigners ﬁased on the

discussion chapters.
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Introduction .

The purpose of this chapter is to provide recomnmendations.
They are given within the range of generality implied by the
research. That is, within a particular range of types of problem

solving and real time command systems.

The usefulnésé of the research depends an the way the'fesults
ére,used. Iﬁ_the introduction to the thesis, two main groups of
useré were identified., These weré (i) researchers who ﬁish to
éontinue to explore thelafea qf'reséarch and kii)'éystems désiguers";

(and their like) who require to know how the results presented here

and elsewhere may be used, Therefore, recommendations are -

provided for each group.

Recommendations for Human Factors Researchers in Man—Computer

Interaction .

The following recommendations are made for future research:

In genefal, |

.'(i) Testable research hypothesés_sﬁoﬁld, if.possible,lbe
develope& from general hypothesés in alsyStematic‘way which
takes into account a balanced view of man-computer problem—
solving. ‘While desirable, the procedure ﬁas'not deveioped:
far in the iesearch reporteﬁ here which was largély an -
empirical approééh. Further research shoulﬁ‘aim to test
the generality of the results found here both by 'laboratory'

and field experimentation. The purpose of this would be to
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clarify further the picture of the main processes and

effects in a descriptive model such as that given in this thesi:

Other views which emphasise the characteristics of computers,

'péople or procblems Shoﬁld.also be taken and lead to a similar

research objective, i.e., providing a  clear view of the main

processes and effects in a descriptive model.

Where pqssible, models should focus on invariant aspects;

i.,e. they should not be depeﬁdent on technological change. |
This implies a more systematic development which allows the

explicit role of particular cognitive faculties like, for

example, short term memory, to be examined.

Specifically, during discussion in this thesis a2 number of points

were raised for further research. These were:—

(a)

()

Is the result’ that input methods affect the number of steps

per solution trial an artifact or is it a general finding?

Was the absence of the effects of individual differences on
tertain measures because of a small sample size or because

‘the effect is not significant in the tast conditions?
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Hﬁw does a different construction ofrindividual differepcgs-
changé‘the view of man"computérVprobiéursolving? (If "level
of aspiration' rather than 'neuroticism' had been postulated
would this lead to gfeatey insight into fhe underlying

processes?)

How does a penalty—for-error affect the time to input.
information with different input methods? Can this be used

to predict the time to input in problem solving?

How does the break up of semantic information into groups
for input affect the conclusions on information transfer

times?

Are differences in input times with different'input methods

always mainly shown in measures using the first prescriptive

primitive of a message?

Are differences between people in information input times
always or mainly shown in other than the first entry of a

message?

Recommendations for System Designers

General Recommendations

The following recommendations apply to the design of many élasses

of real time command systems,
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(1) The cognitive strain on 1nexper1enced operators shOuld be
minimised by de51gn1ng and testlng dlalogues for real time
problem solving systems. This may be achieved by various

_means as outlined in, for éxample, Martin'(1973) or Spence
(1976). A major way is to develop compatible'input methods

(as defined in this‘thesis) and evaluate them according to

the recommendations given for human factors researchers.

(ii) In devéloPing-compatible inbut ﬁethodslallow fbf twdimain
aspects which, though interactive, may }nitially be |
1optimised iﬁdepen&en;ly..  Thesé are the device and_thé.way

it is used. Some deﬁices havé.hardware charécteristiés

which make fhem more error prdne.than others, but there may
be some'optimisation possible thfough variations in
associated variables (for examélé, light pené and fhe
display variaﬁles as outlined in this thesis). -All inpuﬁ -
devicés have performance éharacteriétics which ﬁay be

optimise& by using a suitabie coding scheme which.minimiseé

the operator's cognitive.strainf ‘The coding:schéme should .

be based oﬁ how thellanguage is uséd during problem'solving'

so that frequently f0und sequences of information to be input -

are coded into oﬁe device operation, ‘Thus, it is essential

to evaluate input methods in the context of their use, since

this determines the overall cognitive strain.

§ e e an ey —




(iid)

Inadequate provision (siow and incomprehensible) of distal

feedback at the syntactic, semantic and pragmatic levels
progressively increases cognitive strain. In conjunction

with poor input methods, inadequate feedback may strain‘the

problem solver’s cognitive ability so much that serious

(i)

impairment of performance results. This may be as large

‘as inability to solve the problem or simply a change of the

ﬁroblem'éolvgr's stratégy in solution so as to minimise his
cognitive_effqrtf' The change in user behaviour affects
both comunication and uses of the compﬁter resources.

Hendé this is one way ;ﬁat may be ﬁsed;to optimise the cost
6f solving probléms‘with man—computer systems. in general,

the greater the cognitive strain imposed by the computer

system the less it is ﬁsed.. Thus, in principle, the cost

of a man may be balanced with that of‘the system by altering

system characteristics to achieve an optimal problem solving

man—computer systems,

People judge the relative acceptability of different input

methods according to how fast they can input information in

the context of their use, not in different situations. The

rates are uSuallj significantly different, Therefore make

sure any evaluation of alternatives is done in as realistic

a context as possiblae.
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(v) The rate at which peopie input information depends on the
peréon and not just the input method and the context. Hence
their judgeﬁent of acceptability-méy<vary as much dug to
personality as to the differences in input methods. This
is true mainly wheré.input methods allow users to‘trade;off
speed for éccuracy. Make suré aﬁy evaluations use a sample

of people who in their characteristics are representative

of the eventual operators.

3.2 Recommendations for the Designers of Time—-Sharing Multi-User
" Systems :

So far, what has been said has been general to many classes of

man—-computer systems designed for real-time problem—~solving.

The general recommendations for system designers of multi-user

time-sharing systems are as follows.

(1) Take into account the fact that input methods affect the
rate at which messages are received by the processing computer
and therefore'both the rate at which resources are used and

the rate at which users can be serviced.

(ii) If possible, design the schéduiing of time and resdurces to.
ltake into account any pétterns in the input_message
distribution time. Such patterns are spégific to tasks
and users and‘terminalsf Therefore, the cost of recbgnising__
patterns sﬁould be borne in mind. Howevar; fhe beﬁefiﬁs
are in improving the acceptability of the system for users by

reducing their cognitive strain, and increasing the amount’

of work done by the computer in a given time.
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(iii) The rate at which messages can be input is the basis for

a user's judgement of the acéeptability'of a -real time
system. This partially depends on the input method.

Therefore optimise the inputlmethodf

(iv) Central computer sYStem performance can be enhanced by

optimising the input method for particular circumstances. -

“Conclusion

This chapter has summarised a number of recommendatlons grouped
accordlug to the intended audience and based on the dlscu581on
chapters. The thesis concludes by_summarlslng the main 901nts

and reviewing the research as a whole,
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Introduction

This final chapter surmarises the 1ogicai approach of the thesis,
lists the main findings and then concludes the thesis with a
bfief'appréisal..

Summary .

The Logical Development of the Thesis

At the beginning of this thesis it was stated that the objective

‘was to provide information on the constraints.imposed by different

input devices and how they are used. This was to be done so as

]

to enéble the relative importaﬁée of the inpgt subfsysﬁem of a
‘computer systém to be assessed. . The means of reaching this
objective was tﬁrough four stages: a review Qf'literature; the
development of a desariptivé model; deriving and testing

experimental hypothéses, and finally, providing guidelines for

*

. present and future researchers and system designers.

‘The literature review showed that, despite a large variety in

the number of input devices and how they are used, there was no
clear framework within which to carry on investigations; nor
were there any evaluations of different altermatives for inter-—

active problem solving.

The thesis continued by proposing a descriptive model which was -

-the framework for developing general hypotheses. The bases of

the model were: the language and concepts of semiotics (the

theory of signs); a model of how people use a keyboard; a model
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of human problem solving and a model of computer processes.
These were put together in such a way that the role of input
devices was emphasised. It was accomplished by'borrowing'from

previous work on modelling man-computer interaction,

Thé general‘hypotheses were related to testable experimentél
hypothéses. Practicalities and the exploratory”nature of the
research were reflected in the non-systematic relationships |
between the testable research hypotheses aﬁd.the géneral
hypotheses. ' : :." - ' l
Five experiments were then described which tested the expetimental
.hypotheses and developed operational definitions of the variabies.
Tﬁe results were briefly discussed and tentatively'explained in
terms of the deécriptive model. |

The_descriptive model was revised and hypothetical processes
generated to account for the experimental results., Some analysis

" and discussion was presented which examined the relative importance

of input method to the user and the system designer.

Finally, recommendations were made for human factors researchers

and systems designers. The next sectiom lists the'general

results found.in this research,
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Ceneralised Research Conclusions

Within the limits of generality set by the scope and the-

experimental contexts of the research the following general

conclusions are drawn.

(1)

Interactive'man-computer_problem solving processes are
affected by the input method of the computeff The éffect.
is such that the number of steps made in an.attemptéd
solutionrdecreases és_the time needed to input information .

to take that step increases., The degree of effect is

context dependent; it has most effect in systems where all.

other characteristics are optimal,

Thé variations to Be expected in the time to input
information due to differences between input methods are
large and similar in size to the differences duelto
variations due to differences between people. The
differences due to people are generally shpwn_with input

devices which are error prome.

By being familiar with the input progedurés and concepts,
experienced people, in problem solving, have less cognitive

strain than inexperienced people. The differences between

people (due to experience) in input times is amplified by poor

system characteristics.
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(v)

(vi)
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The advantages of general computing experience and specific
experience of particular input methods are similar and of

the same order of éffect.

The personality trait of neuroticism interacts with
general experience in its effects on input time for input

methods which are error prone. " The sizes of the effects

are less than those due to using different input methods.

The effect 1s mainly that neuroticism degrades the advantage

of general experience by'slowing down input time.

In general, the time taken to input pragmatic information

depends on the task so that input time is increased on a

difficult problen solving task compared with a simple ..

(vii)

problém Solving task. The degtee of increasé partially

depends on the particular input methods. = Only exceptionally o

are results directly comparable in different tasks.

The time needed to input informatioh depends on the
interaction between-fhe input method and the computer
characteristics. The time'needed to input information
with poof input methods.éﬁd adequate.computef feedback of
information.was comparable with_thé time taken using good

input methods with inadequate feedback. . The effect is

‘explained in terms of user movement time and attention shifts

differentially affected by the cognitive loading according

to the input method.
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1

Computer characteristics with inadequate feedback

- causes cognitive strain which increases the number of
input errors. This effect is increased by poor input
methods,
If people are locked out by the computer, they use the
lock—out time to prepare for input when the lock-out time
is comparable with the time needed to input without a -
lock—-out.
Those input methods allowing the fastest input time are

(xi)

preferredhﬁy a particular individual working in a -
particular context. If‘times:are comﬁarable.fof different
iﬁput methods, the least error proﬁe is preferred. People
do not consciously report the basis of these judgeﬁents.
Tﬁgre is no absolute measure of acéeptability. In making
judgements of acceptability people take into éccount all

the characteristics of tasks and computers and input methods.

A comparison made between two conditions of one aspect is

only valid if all other conditions are exactly similar.
In making a judgement of combinations of characteristics,
people base decisions on the number of long times needed to

organise and plan solutions using these characteristics.

The more of these times, the less acceptable the conditions.
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The.thesisrﬁhen developed an approach to the study. of this topic

which attempted to integrate relevant concepts into a descriptive

335

(xii)-DésPite a wide fariety in possible views, the observed
| ~behaviour can be réadily described.using'a small number of
. convenient conéepts.-. ihe language of description'and the
general relafionships between the concepts have commonalities
_which should enable system'designérs, human factor researchers
. and others to communicate and so develop a model o£ inteﬁ-
_ active problem solving; TheﬁuSe and development of a model
in this thesis indicates that models may be possible at an
adeduate 1eve1.f6r use by systems.deéigners who wish to
compare different designs oﬁ the basis of consequénces on
human and éystem behaviour, But a great deal éf_resea;ch is-

needed which focusses on various aspects of man—computer

problem solving.

Conclusion

In the introduction to this thesis, the need for research in man-

computer interaction was briefly discussed and the topic of research

for this thesis was presented. . The topic 1is the‘study of the role ‘

‘of input methods in interactive problem solving with real time

. ’ . |
command systems, The literature review concluded that there was ‘

a need for studies of input methods in interactive problem solving.

model. This was used to derive a range of hypotheses. These
were discussed in relation to the results of five experiments,
and the descriptive model was revised. A number of recommendations

are made for human factors researchers who wish to develop further
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this research and for systems‘designers who wish to use the

results for evaluating or designing systems,

The general findings of this research are as follows,

)

(iii)

The generalisation of the results of inveStigations of
input methods usiﬁg simple input tasks (asrréviewed in the
literature) into situations where the input method is used
in problem solving is not valid.' The resﬁlts of time
measurements.are particularly affected; However, such
investigétions are u‘seful. for examiniﬁg the érror Pron.eness
of différenﬁ input methods and identifying the réasons for

their difference.

A descriptive model of the information processing in inter-

active man-computer problem solving is-a convenient framework

for discussing the processes affected by alternative input

methods. = This can be_used.for‘developing investigations

‘and for understanding the implications of the results of

other investigations, which focus on similar and related

aspects (e.g. system response time),

The input method used for ?ealltime interactive problem
solving does affect how the problem is $olved énd, in multi—.
usér.sfstems, the dynamic éhafacterfstics.of tﬁe System;' The
user acceptability of a real time sysfem partially dépends'
on the input method. For these reaséns, the investigation

of the role of input methods is considered to be important

for the design of real time systems,
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It should be mentioned that the research is multi-disciplina;y
and was intended to be practicelly end theoretically relefant'to'
the apbropriate group., Consequently, it-may be that.from the |
particular viewpoint of a single discipline (e.g?lpsychology or
computer scieece), this thesis has scope for both deeelopment and
eriticism. The view presented in the thesis is a personal one
which has oeen formed with-two.aims. These were; (1) the need
to make a éeneral contribution to tﬁe'study of human factors in
men-computer interaction,‘and (i) the need to provide a |
practically sound basis for the development of research and -
gystems development. It is . intended to contlnue with these aims
in the context of research and development of a large scale CAD
system. In particular, field studies will be planmed and under-=
.taken on the basis of this resear.cho It is hoped'thatrit maybe
equally useful for the general reader and that other workers will

continue the research.

In 1969, Professor Shackel talked’of ﬁhe cohtribution of.the ﬁuman
sciences and this work grew out of that approach. Compared with
the rate of growth of computlng and developments w1th1n it over the
last eight years, the rate at which work like this is produced is
very small, The reeognieion by systeme designefs of the need for
such work has started to generate more research into this afee (e.g.
' Spence, R. and Goodman, T. (1977)).  Therefore, it may be
appropriate to be optimistic about more intensive development of

this and similar research in the immediate future.
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13... GLOSSARY

The following terms are provided for reference in alphabetical
‘order. = While most terms are not used in any special way, the reader who
is uwnfamiliar with them may find it more convenient to refer to this

. section than to.where the te:m.is first used, -

- Term o ' Meaning
 Acceptability o In thisfthesis; it may generally be interpreted

as the preference for.one.sef of condiﬁiéns‘over
'anoﬁher. B |
ANOVA ; L ' . An ébbréviation-for ana1y§is of:varianée. The:
téchnique most-frequentlﬁ used in this'fhesiglfof_
anaiysing'therreSULés of facforial designs. |
Command Input | . To do with.the inﬁutrof the first primitives of:
a message. | |
Computer Character-
iétics . : " In this thesis are details of distal feedback
| .and input error recovery.
Data Inpﬁt ~ To do with input other.than the fi£st primitive
of a'mességeo |
Distal Feedbéck - rThis referé to feedback from fhe-compﬁter to the
| man which is-3pecific andlindirect (see Proximal).
Evaluation Time _ ' This réfers to the time when tﬁe user delays his
input of a message becaﬁse_of error correction at
arsyntactic level.

Information Signals carried by primitives, words or messages.




Inqu“Method

Input Time

 Menu

Mgssage

Plans-

Pragmatic Processipg
Primitives

Proximal Feedback
st

Rl

Semantic Processing

Semiotics

The combination of an input device and how it is

used for conveying messages to the computer.,

The time for the user to enter information

_from the time when the computer can accept it.
A list of words or symbols displayed on a

computer output device.

Strings of words.

The activity of planning is assumed to be -

‘responsible for a delay of the user input
while he works out his next sequence of moves,

- Wherein messages are interpreted in terms of

the internal state and goals of the receiver.
That which is transmitted between man and
computer as a minimum unit (see syntax).

Feedback from the input device which is non-—

specific but direct and fast.

The abbreviation for the standard typewriter

LTI RPN

keyboérd layout.

To do with the input of the first p_riruitivas
cf a message.

To do with primitivesrother than the first"
primitives df a message.

Wherein messages are checked against some

grammar rules.

The theory of signs which leads the ideas of

syntax, semantic and pragmatic processing.
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\
|
Symbol . That which may represent a ﬁrimitive. '
Syntax Processing That whiéh_decodes primitives.
System Response Time The time in which the.system appears ;dead'_
| t§ the user thrbugh processing or lock-out
of input. | |

Taék_CharacteristicS' This refefs té taék difficulty as defined

| " by fhe information coﬁtent_and the number of

steps to solve a problem. o ‘ ' - ‘ 1

TOTE S Abbréviatioﬁ'for Iﬁét-gpefator—zgét—ggit ~-a - |
unit of behavidur; | | |
Trans#étion ' -t exchaﬁge of pragmatic information‘ﬁetween.'
man and‘compﬁter and back again,
User Characteristiés_ These are personality, cognitive faculties, ﬁotbr

|
skill and knowledge of the computer 1aﬁguage.
URT Abbreviation for User Response Time. In this

thesis it is used as input time.

Words ‘ : Groups of primitives which are for semantic .
processing.
Work Production The amount of work done in a particular time.

In this thesis, input time is one measure of
work production} overall times to solve a

problem and number of errors are others. o
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Table 1 - Spiral Maze Results
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KEY: Colum Contents g : 117 |
1 No, of Moves through splral to get out
2  Mean time per move through splral (Maze 5} in seconds for buCCQSSfUl trial.
3 S.D, assoclated with 2,
b No. of exrors in trials/No, of typing errors detected before inmput entered.
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Subject

- Cormments

No. -

1. Uégd the mark facility to mark path and to mark,thé.rogm
| usé. Also used the aid and forgoet errors on verbose in
2 Used aid to locate exit theq worﬁed back about 3 woves;

developed a vivid visual model of a building; wused ide
- 1ifts rather than staircases. ' e .'_ .
3 Used aid to plan then relied on VLSual—spatlal memory.
' 4'7 . No marks bﬂcause of dlfflculty of remcmberlng the meanin]
- ~Worked back from EYlt then forxwards from entrance.f;"j
5 No ' internal model" 1gnored flqors_of llttle:cholce, but,
.remembered floors of maay, iffefrpr, immédiatﬁ festaft;
saw a digital space._f _ - o .‘ _r . __'-'
6 Remembered mnemonics from the aid; no 3-D ﬁodellr _
7 Memorised each floor;- cues from spatial recognition;
' staircases confusing - used a plaﬁ mode, no 3-D.
8 Memorised first fivé or six moves then forgnt'first step
‘ no 3-D model. ' . | |
) Found down-up-down idea difficult. f C
9 Mark could be ambiguously used; = visual model; forward
' and back strategy; didn't restart after errors ro getl
S .feedback on current path. o ."
f' 10“ CConceptually dlffﬁhult' gaal orlented straLegy, 'ﬂo_mér
T . “or 3-D model. - o j:}. o '“¥3'9'5“3.J?ﬁ]:'v L;JEQ%:;
- 11 EUsed relative position in the maze to remember path byJ
L “-learning only short. steps within floors. o
"Fii ;Trled to remember’ only the entrance and exit pOLnts of
- -floors*- developed cube model. S '
13 Had problems with up- down—up‘ldea}'"-ff'f;«';. .
14 ‘Mazes all spiral varlants-"uSed trial and éftor on maze
: goal strategy on others; 3-D model; jéyétick‘incompac~
" ibility with motion on dlspla;. _. _ L '
15 No use of aid, look through floors by going qdwn through
all; trial and error learning; mno mentail model. A
16

3-D model developed; wused aid for multiple choice

situations.

Table ' .12 ’ o | o -. fuiety
CUBTECT COMMEATS '




S. No.

1 2 3 45 6 7 8 91011 1213

14 15 16

N~Score
E-Score

Lies

§1611135 3 1 8 0 6 129 2.2 510
14 8 7
4 5 1

616 712 7: 16 15 18 13 9 18 8 12
3 4 0 0 0 221321125

Table 13. Esyenck Personality Inventory (EPI)
ra9iE -2

Measures. for all Subjects.
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t values et ween
Mean No. of -
Moves

Between ke of Aid
(MMAA)

t values YTetween
Mean times of
recalling

(TRM)

t values Tetween
Mean time per move
in pro ﬁhem s olving
(T™)

t values et ween

~ Mean time per move
in spiral maze
(PRT)
df = 30

A B c D
i *
\\o.oh 1.22 2,15
~ 1.5 2,50%

\ 1.45°

B C .D
‘ L . .
\\0 8 0.8 | 3.35%
*
\\0.6& 3.17

B C D
T~ 2.3k | L.30% | g.57#
\‘&09 8.31*
\ﬁh*

B c D
. 0-32 1.39 -] 9.32%
S 1.50 | 0,36
\ng*

TABLE 16

t-values of Significant Measures (57 )
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"APPENDIX 2.4

Procedure for calculating the Reliability time (T

TL mey be estimated in the following way:

TL

[}

time to meke all moves (TH) + tlme to get up all
subgoals (TS) -

i.e. TL = ™+ TS .. _ @

Now

TM =(number of moves)x %ime per move)

Assuming N discs and 2 mistaken moves and corrective moves,

the number of moves = Zal 3

,S M = (EN + 3)_x(time per mové‘:.

The time to move a disc depends on the mean S.R.T., the
number of subject actions, and the time per action. If
these are assumed to be'2.5 seconds, a minimum of 2 actions

and a maximum Bl seconds per action, then the time per move
= 2Bl + 2,5,

‘Then M £ (2Y + 3) x (2B + 2.5) seconds .- (2)
. - —r

T8 -Cnumber of sub- goals)x(tlme per submgoaI\
= (¥-2) x(time per sub-goal,

If B2 is an estimate of the maximum time for 2 move ineluding

‘ settlng up a sub-goal then TS is estimated arbitrarily as

“follows _ .
= (N-2) x{BY +B2) ——— @

V2.

If the keyboard task was used, the time of solution must

" inelude another term to allow for (i) printing "illegal'! and

(i1) drawing the current status.. "Illegal" is printed,
(2N-2 + 2) times in the courscof an optimum solution (refer to

section 5.2.6) and each print is assumed to take 0.7 seconds.




Drawing the current status is assumed to occur every third move
and involve a time of 3 seconds. Therefore the extra term for

keyboard task is

N--2

(2"°° + 2) x 0.7 + 36 seconds.

The estlmated times of solution are therefore,

(1) for Light pen(LP)" (2" + 3)&(251 + 2.5) + (N-2)x(BL+82) seconds

(2) for Keyboard(hy) 1P + (2 +2) x 0.7 + 36

The -yalses of Bl and B2 are further discussed in Section 6.1 chepter )




APPENDIX 2. 2

Technigues for Collecting Personality Data

The data described in this report was collected by.using two
nediuus; paper questionnaires and by using a eomputer video display (vDu}
 with keyboard. The actual technigues used were the State’ Anxiety _
Questionnaire (STAI) developed by Splelberger and Associates and the
Eysenck Personality Inventory (EPI),-

‘ The STAI consists of twenty questions about emotional disposition.
Fach question has a'ehoice of one of four possible answers which relate o
(aiong a continuum) directly'to emotional disﬁosition.. The questionsrare
semantlcally balanced in an attempt to avoid response preferences unrelated
~to questlon content. The difference in the nmediums (VDU and paper) is )
mainly that the VDU allows the presentation of one question at a time |
and disallows the scanniﬁg of frevious or following questions compared"

.with the paper questlonnalre. “The advantage of the VDU method is that

data is collected and processed guickly, automatlcally and therefore

reliably (with suitable error correction allowances for the respondent )

whereas paper questionnaires allow of"bothmrespoﬁdent error and5processing

error eﬁd-is time consuming. The disadvantage of VDU use is that programnes

must be written and computer resources used; both of these are time |

consuming and expensive. 'Also, if there is a long Computer response time

the respondent may be caused to change his emotional state thereby -

affecting the results. ‘ . | 7 - A
In order to test whether differences would be reflected in the

measure being taken, a simple experiment ﬁas carried out. Twenty four

subjects were asked to fill in the STAI on both mediums within one hour.

The computer version deliberately ut{iieed a slow device (VDU operating at

30 characters/sec) so that it would present a long response time.







The order of presentation of each medium was alternated for

" the subjects in the sample and s?aced by 1 hours. The results are as

follows:
- Mode VDU . Paper {15/24 were > than
Order .|. . Mean. (8.D.).|. . Mean.” . (5.D.)..
VDU 1st 39.58  (6.67) 40.17 - (5.78) NSD
Paper 1st 40,58 . (8.34) | . 40.92 A7.4) . NSD...
Total | 4o.54 (6.51) 50.08 {7.2h4)
md . |.o-mp

' STAT scores (assumed on equal interval base)
*ISD meens no significant difference (@ 5%)

- As this Table.ShOWS, there are no significanﬁ differences
{at 5% level)} between order or mode as shown in the STAI scores. .
Sinc;-thé effect of computer systems utilsing fast VDU's and bihary
choice'peréonality tests measures would be less than for the conditions
used here, the EPI was presented one question at a time on a fast VDU

rather than 6n paper.

In both'cases, the subjecfs_were self paced and left in . 'z

isolation to complete the tests.







~ APPENDIX 2.3

Raw Data







TABLE :

A Number of Logical Moves to Bolve

A2  RLPL®T
A3 Rl P2 N
Al RLP2 %
A5 RL P3 1
‘A6 Rl P3 N
AT R2 P1L N
A8 " R2PLt )
A9 VRZ P2 N
A10 P2 P2
Al R2 P3 N
At2 _.'Re_ P3 %,
A13 . Overall Time to Solve
ALL Frequenéy Tabies
A5 Frequency Taﬁles by Groups
A16 : frequency of Logical Errors
ALT Frequency,of Inpﬁts (Keyboard Only)”
A18 Acceptability Ranks |
Al9 Acceptability Score
A20 Intercorrelations within I for Optimum Systeﬁ
A2l Intercorrelations within I for Sub-Optimum System
A22 - Intercorrelations between I and S '
A23 - ‘Intercorrelations between Subsidiary Variables
A2h Intércofrelations between Subsidiary and Main Variables
AZ25 2x2x2 ANOVA Resplts |

A26 Paired t Values .

NOTE: For meaning of R1, R2, P1-3 and tc,.réfer to treatment of data

section of Chapter 6.







TABLE Al

Lp | KYB
OPT SUB-OPT | OPT SUB-OPT
st | 2nda | 1st 1st ond ). 1st 2nd
2l ¢ L | 23 | 3N
11 | 19% | 2k - 37*
17 et 46 o |
53 58 28 hot
28 32 ' 25 31%
83 50 26 | 29*
27 | 59 A N S T Lgw
38 S V- .50 ) 5% 7
150 1 0. 28 C62r |- -
17 o 28y 17 ‘ Lo#
15 : 28] 67 ' 16%
13 58% A - | 32
13 |- | S I T 3%
15 .43 Sk 1 o6 |
30 N R T e 43 ‘ ;"‘
35 , 2k | 22 o 3% |
2l 33 27 43%
93 . © 38 28 | 37*
19 56 B ) | 33% 1
18 - 29 ] a8 | 39 -
e oz @& | ger |
13 | 31 - 1 16 , ho#
2 | 62% | et , . ogw
25 k1 ' 21 | | _ 35

No. of logical-moves to.selve.problem
(* means-not solved — Nos. replaced by 100 in analysis)




R

.ggiﬁ L LP | KYB
' OPT SUB oPT sUB
Swbect Tot© | ana” | oast | oena |l c1st | 2na | st | ona
1. [ ko | k.52 - h,31 1.82
2 | v.38 |0 5,26 1 sar 3.76
31 |s.09. 1628 | ouss | 108 |
L | 5.83 7.77 - 5.40 3.68
5 2.96 , 2.7 k.70 2.33
6 ner | | k93 | 6.3u |z |
7 | 2.9 2.83 | 3.68 | 2.k
8 T.71 s.0h | 6.12 h.32
9 3,17 2.87 | 3.95 2.56
10 13091 3.50 "75h.11 1 1001
1 . ko ) ko fr5.53 F 5,37 B
12 '8.0& P 6.06 ' SEEE B ."5_,‘_26 S U 219
13 3.50 2.98 | 3.50 0.70
ot 8.97 €18 | h.72 3.98° |
15 5.97 b.37 | 7.88 2.78
16 2.87 2.87 5.13 - L,66
17 5,42 5,19 4,08 2.06
18 | 5.36 3.66 | 6.9% 2.96 |
19 4,08 5. kb hooh | - 1.80
20 | 3.61 | 4,03 | 2.6k | 1.8k -
21 |- . | 3.00 L2.30 fzee | o |
22 | 3.58 3.78 | l; - s.ez | | 2.2
23 7.28 | - 5.55 | ‘4,08 | 276
24 k.58 3.79 ' i 3.00 338 )7
N | R I ]
Bx 55.0 160,38 | 5%.72 |52.1 [ 62T 51 |36.78 | 28,63
= [281.83 [h2.08 |27h.72 [2M6.Th 346,75 [230.k6 [133.20 | 76.92
A ", o ) -
R1 P11 t ( sEconDs)




2 Lp KYB
OPT . SsuB || oer | SUB
U‘Eg‘f“ 1st ond|  1st ona 1st 2nd 1st 2nd
1 3 10 | 1 3
2 ' 1 8 3 5
3. 0 5 ,“ 3 6
4 3 6 b 8
5 1 2 1 0
6 8 _ 2 6 5
T S| 6 1 0
8 T b 18 10
9 0 1 ' 6 4
10 1 3 1 6
11 1 2 21 0
12 4 3 1 a 3 ' "
13 2 L 3 6
1h _ 1 | 8 12 x 2
15 b 0 2 3
16 : 5 T 6 1
17 1 0 7 10
18 3 0 5 5
19 0 ' 3 1 6
20 0 2 0 1
21 1 2 1 2
2 ' - 6 1 5
23 _10 ; . 9 . ) g ‘ 3 o 1Y
2l ' | N 1 2 | y oo
3x "21; : _. k1 Lk | 50 59 50 55 _ Ly :
5’3(2 -1 1311.'_"._ 203 . 280. | 292 . .|f 59T s62 |3 262"
R1 P2 N

RELEE




Rl MEAN PEAK 2 - Rl MEAN PEAK 1

Lp KYB -
L QPT SUB . 'ﬂ . OPT SUBT
Subdect 15t | 2na 1st 2nd " st | 2nd st | 2nd
1 9.25 8.59 6.19 13.45
2 8.87 1 esifl 19.33 16.99
3 0 13.06 13.59 19.1
) 16. 3k 19.13§  10.85 15.72 |
5° | T.sh| 11.39 | 9.8 - 0
6 | | 1119 | 17.35 | 22.33] 29.75 -
7| 16.591. | 10.97 { - S} 19.82 o 0
sl | 12z o as.en ates| | 188 R
: 9 1 ;L‘l(.)OT. L 8.13" - S 9.05 20.7h
10} 10.59 bt oes.ezof. T | aaase ) v
11 | 10.k B 6.68 o o | 1659 o 1§.QT:
12 | 9.96 | D161 2.2 19.06 |
13 | 8.5 otz €33 |} 1088
1k | 20.53 | 15.59 || 21.03 | 12.29 |
15 | 12.53 _' 9.3 | 18.19 |, 18,42
16 7.03 | 86T 19.87| 15.5
17 | 13.08] - 98 22.09 | 1.0k
18 o 12.81 13.63 3.906 | ds. o
19 | 081 8.66 | | 20.06 RN 13.65 .
20 : 6. 80 ._ .. 0.2 “'13“68 S ;3{5 o
21 6.5 : 8.6 . _ R T % . 11.59
22 6.92 o6 || 11.28 | 2015 | -
23 | 15.32 15.76 | 0.7 § 13.2h }
2l 15.59 | 2k,61 “ 17.0 1 o9as i
Ex 99.71{ 1bh.9h | 99.27 | 150.25 }} 180,94 |155.87 ~ | 187.87 | 132.11
" [203.09| 1075.25 [1057.68 |2370.58 {|3365.34 pu12.63  |3668.57 |2051.36

R1 pz E  (eeowms)

- TRELE Ry

18




K 3

R4 P2 N

_.
d _ ‘ o g
Nl o o= = O N — o o © M A4
- ™M on
o : —
S .
1 _, .
— T t—, o n o C H ™M NN o N b
! — - A0
e
m
5
[
i+ o - o o o o H o O < « ~ o
B
ol
1l h
— T o o o o O O O H o © g9
2 -
o =t o o oo - o O O o ) m o
: - m
th
+ . .
— | ™o - O o] O — O —H oo ® ©
_ : . - =
ol
1 -
2 _ .
ol o o} o O o o o +H o o O =+ O
B4
Ay
o : _
o o o o ~ o o o o ~ O O oo
42
* ra -
=0l H N M A N O = @ O H & M o4 N M- O A N Mt o
o = . e R i = = S B R VIR Y B A VAV W
2 . A W

TrReee A5

B L I L1 PP SEUR




R P3-RLP1

¥

Lp

SUB

. SUB

Subject
No.

1st

ond| " 1st| - ena

2ndj’

- 1st

+

O m = O E W N

T N O T i T O N T = Ry
£ W MNP O W om- O F W NP O

25.k

.es.h” :

”-:-. _h9'63 o . .
o 92,94 o

W29

ol = . Th.93 2L.8

ol 151.07 0

of 0 o

S E e S
::j71.26 N R
of b o o
RS SR B
ol | 262 o
26.63 0 0
25,14 - b5, 54
27.8 '
of 0 .0
ol

58.55.

ol u5.51 | 265

1. 1kke
- 26.46

ol | areel 0 of
- 25.h2

21.19

24,12

-0

388,34
47.6
42,62

50.20

45,92

&
x g

50.8 -

51,77 | 273.87 - 47928 87,36

128,61

883,56 -

315,98

A §

§ ot
"

1290.32

1341.17 fh205.43 h2856.91 1123.99'

R4 P3 %;; '(Sﬁcouan{)-i-

| TAse AL

2585:03

1784771

14266,85




o T

1 TABLE AT
LP KYB
OPT SUB OPT ~ SUB
pJect | st 2na 1st | end || 1st 2na 1st | 2na
1 26 47 37 60
2 15 29 k6 58
3 17 73 83 | 89
Y 46 ‘ 60 ke Th
5 29 3 , L8 _ 62
6 88 ' 51 24 51 ‘
7 27 | e 30 9
8 bk L6 91 102 .
9 16 31 50 217
10 18 30 0 34 i
1 17 29 126 58 o
[1[2 16 58 | | 36 | 63
F3 | 14 32 , 28 53
1k 16 50 93 27
15 29 31 30 86
L6 34 28 b2 58
T 2l 32 L6 81
18 96 . 39 1 ke 7h
19 - 19 59 | 37. k5
2] 17 | 30 30 _ 65
p1 | 1k B 30. b9
2 16 ' 35 30 ‘ 68
P3 39 6k 37 58
Pl 28 Ly l' 36
" 202 | W3 | 552 . | W72 || eor | wm 869 | T8
Yol 8250 23079 27432 20562 151371 -|16719 69835 52676
R2 P4




22 -
AN TABLE_AQ
PEAK 1 B
LR  KYB
* OPT SUB b opr SUB
S?EE?Ct 1t | ena | 1st | emat  1st ond | 1st |  2nd
1 2.19 - 3.16 2.28 2.49
2 2.43 h.b2 | 2,63 | 3.0hk
3 | 2,62 3.53 | 2.79 2.7
k 3.91 2,91 3.78 k.00
5 2,78 2.86 2.2k 2.h2
6 |l em : 2.64 || 1.88 |
T L83 | 391 o ps ] 280
8 ; u.27 | s 2.3t e
9 2.69 3.3 3092 4,06
- 10 2,02 T2.22°8 197 2,65
11 | 2.6 | ewe8f 39 | | was|
12 5,00 346 | | .22 | | 2.59
13 2,00 3.09 2.6L 2.02
1k 5.9h 5.881 .91 | b b2 |
15 b, T1 u.zL|| b.8T 3.52
16 1.2k 221 2.67 k.28
17 3.96 L.eill 2.48 2.26
18 , 1 2.4 O 2.69 . 2,28
19 - 1.66 3,05 | o071 | 2.92
20 c2ath 3.59 | ol a2
2 ] 1.2 | 207 1.8 | 159 |
22 2,13 | 2.21 - 2,20 2.
23 3.83 L.07 2.53 3.28
2k 2,36 2,87 2.39 1.62
Ex 32,86 | 36.25 | 39.6 | bL.ah|l 39.32 | 30.95 | 3847 | 32.94
=5 10L.1 -§ 131.82 | 134.85 | 155.01 | 143.8 83.62 | 134,01 | 9h.0L

R2 . 1 +t VCIE(@H&);)

‘ 978.22
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R2 P2 MEAN - R2 Pl MEAN

I : TABLE A10

LP KYB
| OPT SUB OPT SUB
S“ngct “1st | 2ng 1st | 2nd L lsf;;' end|  1st 2nd
1 0 113.06 9.22 12,61
2 8.25} 0 15.00
3 o o 18.2rf 16| ] 1339 |
t 17.59 27.89] - "ﬂ BTN 11.6
5 0 ol B o e 0
6 s o S 33.76 col | 26.89 L
o 16;67 - 10;89 w,.f' . o} _LO'”
8 o of | ol : 27.31] of
g 0 of  8.o1 21,3b
10 0 10.b5 0{. 12.25
11 0 12.33)  25.71 0 _
12 0 ' 1 B B ol | 0
13- 5.5 6.03 4.89 5.81.
1 0 | 23,00 8.91] - 16,04}
15 oo 18.29 0 of 0
16 R B - R B o} 20,12
17 0 21,59  21.16 0
18 . 0 0 of = 0
19 - 0 0 2.03 “11.27
20 .76 6.59 0 9.25 -
21 - 1.11 0 0 ; 8.81]
22 0 ' T.19| 0 o
23 2.83 17.72) 15.hT 0
ol ol Cof G.11-
Ex  50.35{ 20.64 | 102.33] 126.32] 108.71} 53.19| 118.8k4| 65.54
E&? 685.771 337.29 | 1789.07f 5590.55f T4lT7.0 [8007.86 [L0255.39 [11020.86 | =
| }5103.79
" Rz P2 G (seconas)
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- TABLE Al2 -

R2 P3 MEAN - R2 P1 MEAN =

Lp KYB
OPT SUB -  OPT SUB
Suﬁgfct 1st | 2na | @ 1st 2nd ‘W 1st ena | - - 1st 2r
10| z0.m S 29.9n S o o
20 o] ] 36.98 I T R N
SRS I Y B RS IETEY EEEEE NS N
el o | R St R
5 o | : 0 . N
6 : 0 33,76 o | 0
73 2767 0 : 0
8 0 0 0 0
9 0 _of o 37.8%
10 0 0 0 41.05
Fa1 | 0 0 o 0
12 21.5 33.2h S04 - 23.7
13 | 0, 0 o} | 204
1k G 0 0 48,13
15 ; .,é 0 0 ol /
16 -} 0 0 0 58.5 -
A7 | o 0 0 22, 3h
18 _ 26,56 0 © 0 0
19 | o | 0 | 38.2i
20 0 0 0 B
21 | 0 | 0 0 0
22 ! 0 37.39 0 ' N
23 ; 0 S0 . 26.97 S
2l . 0 0 Cetai| g
x| 69.48 | 26.56 | 137.55 33.76 o| sh.08f 207.86) 170.3
3" . [1640.38 | 705.43 [4766.83 | 1139.7h 0| 1462.33{ 9354.79| 6326.8
| | - 25396

R2 P3 —Ec CSEce;ims) :




- OPT

P SUB.,

B SUB.

B OPT

Ex;

Ex;

ExE

. Bx
ns not solved

TABLE Al13

OVERALL TIME TO SOLVE {rinwves)

65.45

N1 N2
El E2 El E2
.01 02 01 02. | 01 02 o1 02
5,15 k.72 | 2.38 - 2.48 2,48 " 5,38 2,64 .'B.fe ‘
11.26 1.82 bty | 11037 | 12.36 | 16.50 2.27 | 18.65
4,66 3.00 3.55 1.70 | k.31 2.58 172,11 | k.67 Ex?_
21.07  9.5% © 10.67  17.25 19.15 2h.56  7.02  32.0% 1336.2°
Nl N2
El. E2 " E1 " E2
o1 ] o2 01 02 | 01 02 | o1 | 02
22.5% | 20.98 | 11.59 9.79 | 8.78. | 8.58 | 271.8% 3 9.94
29.21% | 8.1k | 13.45 | 15.57 | 2k.5% 23.7 | 18.5 | 11.71
18.12 | 11.65 | 8.k5 6.99 | 27.18% | 29.79% | 9.56 | 10.3h4 B
. . Ng- ¥
69.83  ho.77  33.k9 32,35 55.k6 . 62.07  55.86 31.99 7345.0
N1 N2
El E2 - El . ' E2
01 o2 01 02 01"A 02 | o1 02
5.95 | 31.56 | b.ab | w73 | 275 | 13.07 | 8.6 | 7.18
{. 6.65 | 15.56 | T.29 | 2450 | 20,75 | 13.41 | h.9b | 8.76
" 4,52 | 33.90 5.29 2,40 | 4.85 15.16 | 3.53 | 6.76 |EZ”
17.12 81.02 16.72 31.63 18.35 L. 6k 16.63 22,70 L4218.6:
WL N2
E1 | E2 E1 E2
01 02 01 02 | o1 02 o1 02
1449 | 10.50% | 23.04* | 18,k0% ‘12,70 - 39.07* | 22,h2*| 22,39 S
17.61% | 38.15% | 10.78 | 36.27*[ 27.23* | 29.70* | 2L,3h*| 20.21% | 0%
2k,92¥:1 16.80% | 10.34* | 20,10%| 11.67 | 19.82* | 12.97*| 20,29* Ex}"{;
57.02 bu.16  7haTT  5T.60 88.59 62.89 12226.1



TABLE A1l -

' t
;nexp d Exp d . Oig T. Ogggr
Solved T 11 Solved T 11
ot Solved! 5° 1 Not Solvedy 5 1
p = 0.071 {Fisher Exact Probability Int);”

- Significant Freguency tables of Solubion using

"T'fﬁrLight—Pen Sub-optimum Systemffﬁﬁ"

McNemar Test.
2
- —X--=-5.8,4,=1

Lighﬁ Pen - -
Not
Solved | Sorved
K S
e -8olved | -3 - 3
Y
b
o
a : ,
- Not '
g Solved 3 ‘ 15 ;

BetwééﬁfInputhtestS'for the sub-optimum systems

p = 0.071

p =1 (0.02) <0.01 (1 tailed test)




TABLE AlS5

LP Sub Opt. KYB Sub Opt. -
Solved| | Not Solvea | Solved | Not Solved
L e L A - R B 9 -
N2 8 i Lo 3 9
B ol 7 | 5 | 9
B2 i 1 3 9
¢ 01 T > T
02 R S 1 1 11
Fisher | -PR(A) . L0.2h27 e 0.3596
Exact PR(B) £ 0,0706% . 0.359.
Prob- PR(C) : - 0:0706% _ 0.0706%
abllity : o _ -,
(1 tail) o o N L

Frequency of Solution in different groups .




~ TABLE Al6

P - KYB
| oPT- SUB OPT SUB
Sugge"t st 2na | 1st | 2na 1st ond | 1st 2nd

1 1 0.

2 o - 1
3 o 1 0 1 ‘ 0 '
5 0 o | 0
6 o b 0 0. | oo
T ) | 0 o f 0
8 0 0 0 3

9 0 0 0 0
10 0 0 0 1
‘11 0-- 0 1 0
12 0 - - 0 0
13 0. 0 0
1L 0 0 0
15 1 0 - o o
16 1 o |l .o o
A 1 0 o 1
18 2 - 0 1 o
19 0 1 0 )
20 0 o .
21 0 0 0 0 T
22 0 0 0
23 1 0
2l 0 0 o

3 6 L 0 3 2 3 2
_ Ex.2
- Frequency of logical errors




TABLE Al7

KEYBOARD

2 SulTs

FREQUEWCY ©OF

ENPWTS

1 (OPT) 2 (SUB - CPTiAem)
Swojectl \ | p R ls |t lw {p |rR s |ve
No. : .
1 23 10 3 1 2 31 1# 0 0 | 0
2 2h | 15 2 o |2 |37 |19 1 o |2
3 w23 |3 11 j1 s fi2 Jo jo Jo
L 28 1 18 1 1 6 42 31 0 1 3
25 8 3 0 3 31 8 0 o 0
6 |26 {2 |1 |2 |8 Je9. |26 |3 fo |2
7 las [ Jo Lo lo jus fue o o 1o
8 50 123 |1 2 5 |s2  |ok 1 2 {2
9 28 27 1 0 0 62 61 0 0 0
10 17 7 0 0 1 42 12 0 0 1
11 . 67 |63 |10 0 pbk 116 115 0 0 0
12 bey |19 b2 J1 j2 {3 {30 to Jo Jo
13 15 | 0 0 o |o 3 |y "o o |u
ik o5k |50 3 1 |x [16 15 0. o o
15 '18““ N A ! > fuz |15 o o lloru
16 22 {19 |1 0 2 (32 |3 1 0 3
17 lar {19 L2 |1 o fs3 f26 {1 Jo I3
18 28 | 13 2 1 3137 -le9 o --|o 0
19° | 19 a8 0 0 0 (33 {23 0 0 1
20 18 |17 1 o |2 39 {1k 2 o 0
21 21 | 5 1 1 1. |86 |16 1 0 2
22 16 11 1 0 3 k5 25 0 0 2
23 27 |11 Y 1 5 129 |2 0 0—-|0
o) 21 6 1 R 35 |5, Jo. .o, 0
Key : M — Hovars
D = DRAWS

e

P e e om

Y e O




. TABIE m8
Acceptability Renks:!
Subject P KYB
No. OPT SUB~OPT OPT ' SUB-OPT
‘Sign Test ‘.Besuits 1 1 _ E 3 | 2
.Within I_npﬁ.ts:"?' 1 2 1 b : 2; | 2%*
L.P. 3 s 2 3 B
. Opt Vs sub.opt. - b : 3 b _ 1 : %:_ 
x=3,n=2k 5 EERE b 2 3
Order lstMs . 6 1 33 - 3i*
Order 2nd _ %
x=11n =24 T 2. 4 - 3
B _ 8 1., 2 3 . L#
‘Keyboard 9 1 o 3 1%
Opt. s =ub opt. : : - S .
2=l = 23 10 Y 3 1. 2
Order lst is 11 1 L 2 3
‘Order 2nd 12 1 L# 2 3¥
x =10 N = 23 13 1 y - 3%
Between' Inputs: - | 1L 1 c2 3 ¥
Lp vs KYB 15 2 1 3 4
" (Optimum) 16 1 2 - 3 b
x = oW = 2k 17 3 o 1 Co¥
LP ys KYB (sub~ | 18 2 1 3 L
. optimum) q *
x = 11N = 23(NsD) 1_9 1 2 3 b .
LP OPT ¥s KYB sub | 20 3 4 o 2
opt;x =L N =24 {-21 1 3 3 oy
LP Sub Vs KYB opt | 22 1 2 3 L
* =10, W =20 | o3 1 b 2 L
Key x = numbers of o) 1 > 3 k
fewer signs ' o
N = no. of matched , 1 1 :
points who-showed a0 36 .712 5h3 78

differences.

¥ Falled to solve

X, = 26.56 4, = 3 (Significant af.1%)
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" TABLE A20 -~

‘TAccept— : .
abilit : X - Work Production : ——
5 R1L PL {R1 P1}{ Rl P2 |RL P2 [OUTM [R2 PL|[R2 P1 | R2 P2 | |
: 1N " MEAI N MEAN ¢ N MEAN N[
s S ~ 0.226 [ 0.171 {0,123 0.039 10.216 [0.197 [ 0.153 | 0.135
T 1:090 | 0.822] 0.580 {0.182 11.039 {0,942 10.728 | 0.639 | {
R1 P1{RS - 10,197 0.511%{0,451% 0,770 [0.217 (0,144 | 0.978
rrenr N 1T 0,9kk-] 2,116 12,371 15.658 |1.04k 10,681 |.21.84% ]
PEN Rl P1|RS _ ~ 0. BOL¥]0,656%[0.612%1 0,256 | 0.780%|~0.2k6"| =
0 | MEAN G T o e 1 2,075 [hie9813:628 [1.2L0 151965 1-12388 | -
: Rl P2{RS | T LT 10.550% )0, 7235 0,487+ 0,160 | 0,188
NolT S B - 13.089 |4.905 {2.616°10.761 | 0,899
“I'R1 P2{RS N 1 | 10.756%j0.493%[0,501¥ | .0.03L
I MEANY] T S - S - 15,516 |2.658 {2,713 | 0,146
RS ] T N 0,816*10.B71¥] 0.078 1 {
oM ' | - | I b= le.653 e.s07 t0.370 ] ¢
R2 P1{. N | | . 1 - Jo.r8 | 0.113
R2 P1|{MEAN _ - -0.181 |~(
R2 P2{ N ‘ S _ ‘ - {
R2 P2{MEAN . ' '
3 o FL P1 |RL PL ] RL P2 | R1 ) U 152 FT (R TL | 72 52
‘ ‘¥ |k MEAN N [t MEAN N - {tMean | W E,
o - RS ,_ 0.026 f0.652 10,023 0,081 {0.127 {0.026 §0.020 L0086 j
S : T § . .10.123 +0.25k4 10,108 10.382 [0.600 |- 1 -
KEYBOARY Rl P[RS _ }0.246 10,113 | 0.593% [0.327 | 1¥* 10,321 | 0.473%
- fow jT | _ 11,199 o,%§3 3.h52 J1.625 1.0 - o
RL P1|RS T _ 10.k53% 0,377 [0.30L P .
MEANE! T, |- . C 12,382 11,912 f1.boT 0.248 {0.561 f0'178 :
RT BZYHS | [ _ 10,359 jo.Eg¥ e b o ‘
N:|T o I 1.805 |p.pp7 |0+593% (0.598% | 0.4LL*} ¢
RL P2 [R5 R . 0.296 - T T
VEAN&| T . : - 7452 0.113.{0.388 |} -.188 -}~
J— Rg | T 1 | ~ 0.327 0.652* Qf?lh .c
R2 PL| W - 1 b bz oo
R2 Pl |MEAN b i o - 0261 | ¢
R2 P2| N N = q
R2 P2 |[MEANH . : _ S :
Ke * signifies that the correlation coefficient (RS) has a t—value-(T) o
22K . that it is significantly different from zero at 5% level.

RS calculated by ranking measures over subjects for each measure then
applying Spearman rank correlation procedure (Siegel (1956), p. 203

Intercorrelations between measures within input devices

for OPTIMUM SYSTEM




Inter Correlations between Measures within

TABLE A21

for Sub-optimum system

Sub—-optimum system

Input Device

ﬁccept— o ‘ !
ability Work Production i : :
o | ovms |EL PLIRL PIRI PelRL P2 [RL PL |22 Pl |Re P2|R2 . P2
Cp o N MEAN | N MEAN b N { MBAN N MEAN £
o |Bs| - {o.1sf o.062| 0.228| 0.026( 0.33 J0.064 {-0.187 | -0.097 | 0.165
T 0.67 | 0.29 | 1.0981] 0.123] 1.6k ) . . ' :
RS - 0.069|-0.194 |-0.305| 0.055 ' v .
ovIM | 7, 0.3061-0.93 . 1.5011" 0.257 [0-032 - 0.016 | -0.090 | —0.142
Rl PL | RS = | 0.5229 0.22 B2 . A _
o 2 368 | 1 07k 2_%3 0.98k%] 0.237 {-0.075 | 0.397
- ark ] -
PRl o g'gﬁg 0.503%] 0.401 | -0.161 | 0.511*
31NP2 Rz - g'gzg 0.312 | 0,041 | 0.6054 o.hat*
;éAE%E-Ri -~ -lo.625%§-0.023 | -0.026 |- 0.317
IENPl ‘Rg - 0.179  -0.046 |- 0.390
ﬁ;Aﬁl Rg ' - | 0.06k} 0.171
RgNPz Rg - 0.581%
R2 P2{ T _
MEAY Y RS
| -l-0.127] 0.155] 0.047 | 0.003] 0.206| . | o
o ~0.602| 0.738] 0.219 | 0.017| 0.986 [©-031] 0-116 | 0.269 | 0.312
RS _ |-0.04k |-0.233 F0.255| 0.002 | | _a i , .
ovIM | T, ~0.509 |-1.122 |-1.238] 0.010 o.lsh -0.315 | -0.073 | -0.167
Rl P1 ] RS : 0.358| 0.01 0.286 , . '

o - 1.?38 0.072 1 %02 '0.688f 0.239 | -0.267 | -0.107
RLELIBS - o g'$§$ 0.077{.0.550% -0.hoL | 0.061
lePQ Rg L 2'g$2' 0.29% [~0.1%0 | 0.183 | 0.097
Séﬁﬁﬁz Rg -~ lo.257f 0.221 |-0.028 | -0.309
RBNPl ~ J0.167 |-0.2k0 [-0.219
5§A§1 - 0.232 | 0.454#
Re P - 0,753
R2 P2
MEAN&J L B

Key 1 fis g Axe

Fea.




LPBUB

‘K¥B
oPT

KYB
SUB

KYB
SUB

TABLE A22

Rank Cdrreiatioﬁs Between Inputs an("i Systems for 4 Measures -

_LPOPT__
{R1 Pl RL P1 ‘R2 R R2 Pl
K  MEAN N MEAN
le‘ FLi 33y A7 U .258
{mm R : " | .
MEAN | .125 N ‘.291 L4093
R wess L8 297 176
R PL{  oee b apu PP i
ey <059 “._fsah ; ©.obé L6641
o LPOPT R o
Ry _PL | _® i3 T ®e . PL R2 P1
Iox CMEAN N MEAN
o Loz 285 060 A36% ]
- .278 AN C 36T 370
R TRl 032 285 . .060 436%
Re Pl R '
MEAN .231 16 .246 .378
. IPSUB . .
Rl Pl “RL P1 TR2 Pl Ro P1
~ N CMEAN LN MEAN
BFLl =08 1150 2098 - 1188 -
Rl Pl - , — o
- - - 1Lk /
. 7050' .1j§ 5 A kb ;
Pl Loss .086. =010 .310
R2 Pl | ~ '
CEAN =089 .160 <101 095
KYEOPT e
RL  PL R Pl Re - PL - 2RI
B N _ MEAN N MEAN
RlN FL1 308 387 .38 Lo
RL Pl 1% % s M
VEAN .50k .657 .50k N .636
e Pl 180 .139 .180 ,158
Re Pl o ;
MEAN , 249 . :327 .2h9 .610 _
Key * As rep I Q20




- Intercorrelations Between Subsidiary Vartables and Measures

Light Pen 5 KeyBoard
Optimum System . Sub-Optimum Syst<m Optimum System Sub-Optimum System
A | E 0 TA A E (o |y aAl=xm o0 | ma A E| o TA
py & F24T |.178 | .272 | .43 a2k Tous § .32 | o8 | Trto|Tie7 | .20% | .10 | oo | To36 | .us*| 278
t K201 |5331 | .1L6 | .206 § sO45 § <093 |.111 | .277 | .308 |-185 | .018 | .52x*{ 251 | .030 | .358 543
Rl ‘ : 7 —
pp B 138 [5095 | <179 | .566%§ .1h3 | +316 |.009 | <047 ! <016 | .151 | .393 | .h13*§ 010 | ~020 | +208 <112
t. k2u6 {=03h | ,235 | .223 || .308 | <197 |.316 { .06k || .107 | <197 | .027 | .036 || .230 [ =295 | .156 3T
WP j _ '
pp & P77 {87 ¢ 212 | (L58* ) (015 | 5150 {1,239 | .053 § <110 1127 | .20k | 110 } 1761 <138 | AT5 | 5225
St FULLT {5060 | .198 | .OT3 {+037 { %193 (.27 | =223 § .ou7 b .065 | .s5ho*| h6k* | ,107 | .150 | .311 L8
R2 - ; : ‘
p; 0 $251 |.0TT .080 | .088 | .219 | .181 {.206 | ~057 § +255 | <01k | .222 | ,195 | .274 | .OT1 | =oO% JL78%
t. p165 §.43W%) 121 | .092 § .096 | .138 }.396 036 ff +171 {+135 | .262 | .190 § .363 | .026 | .236 <020
Overall 1109 {008 | .315 | .530%] 178 | =059 |.189 | .o0y | .153].053 | .ho | .220 | ~2u7 | <266 | w016 | w136
o freddure tof 1 -1 - fjoantom Joss | -0 -~ )« 1 = Joas5 ]| 0.23] 005 | 0.0k
b |Logical + P.1b |o.ak | 0.3w | - Jo.k [o.ak-fo.2r | - Jo.3ko.3u | 0.20 f 0.3 {o0.34 | 0.1k | 0.37 | 0.1
g Typing *+ | - - .- - - - - - =102 |.032 | .190 | .586%{ ,303 | .18% | 5308 ,018
e - Jo89 [.322 | ,oTh | 04T [ .089 | .322 }.0o7h | .OkF d 156 [<039 | .112 175 ff L156 | 5039 | .112 | 175
: j N : .
KEY =~ A - Mnxiety - , ¥ Y!ghqitru«\.{‘ el 5'2" ...!_s-m_»l' (Rs Agearnt from 0) |
E - Extraversion ‘ . -; g Q. _‘i}. Toih b - Qrd-‘tt e |
0 - Occupation _ ' .
TA - Typing Ability

+
I

For theg mqar"urt-‘v}
Galry o = muans
i

nek %Q'S'é e,




TABLE A2l

Intercorrelations between Main and Subsidiary Independent Variables

{Renk Correlation Coefficients Acwess all Subjects)

EP | ET N A 0 T

Ep_| Experience I~ | +0.28| +0.32] +40.36 | +0.84*|  +0.32.
Er _| Extraversion \ -0.17 +0.1% | © -0.30 -0.17
N _| Neuroticism \ -0.67 | =0.12 -0.07

Anxiety ' \ -0.06 | =00k

i .
0 _[ Occupation \ - -0.63
- ' _\
o | Typing
- 7Tl Ability




single error term was used. -

used in the experiment,

*

5% level of significance

+ a number of the results are associated with extreme values.

ANOVA technique may lead to too many significant results.

This limits the generality of the results to the population

In these cases, the

Measure Source df 854 - M3S F Measure Source a, 85Q MSS F
1 3.37 “ L, Ty N 1 k,16 < 208%
1 0.0k « - B 1 0.00 < - -
Acceptab- 1 1.04 « 1.46 Light Pen 0 1 0.67 « 33, 5%
ity NxE 1 9.38 | < 13.21* || Optimum NXE 1 0.00 « -
Score Ex0 1 0.38 - Number of Ex0 1 1,50 « 75%
for NxO 1 1.04 1.46 Logical Nx0 1 0.67 « 33.5%
light Pen | pvvo | 2 0.37 « - Errors Exl0 1| 1.5 « 5%
System ERROR | 16 11.33 0.71 (for n), ERROR | 16 0.33°] 0.02
TOTAL 23 26.95 TOTAL 23 8.83
o TABLE f 2§ _
2x2x2 ANOVA TABLES FOR MEASURES SHOWING SIGNIFICANT EFFECTS
Note: Choice of error terms for calculating F was based on a fixed effects model, i.e. the




Measure Source | d - 88Q MSS F Measure Source | 4, | 85Q Ms§ F
1] 3.8 + - X 1 0.67 « -
1 66.33 - 1,09 1 100,04 *+ 1.11
_ 0 1 45.65 « - 0 1 100.0% * 1.11
Light Pen NxE | 1 19,50 « = || Light Pen NxE | 1 | 165.37 “. 1.83
Optimum EX0 1 27h,1 « b, 5h% Sub-Optimum Ex0 | 1 486,00 « 5. 38%
R2 P2 Ec Nx0 1 19.9% « o= R2 P3 Ec NxO 1 165,37 < '1.83
NxEx0 1 2,60 NS« (small n) NxEx0 1 0.667 < NS
ERROR |16 965,2 60.325 ERROR |16 | 144%.8 | 90.30 |
TOTAL |23 1418,1 TOTAL |23 2463.0
1 © 0.00 - - W 1 0.06 - -
1 0.17 - 1,36 E 1 k.82 - 13,120
Light Pen 1 0.17 « 1,36 o {1 1.27 3.46
Optimum NxE 1 0.17 - 1.36 Keyboard NxE 1 1.26 347
P2 P3 n Ex0 1 0,67 < 5.36% Sub-0Optimum Ex0 1 1.k6 - 3.97
(small Nx0 1 0.17 « 1.36 P2 P1 % Nx0 1 0.69 - 1.88
values) NxEx0 | 1. 0,00 - NS - : NxExO | 1 0.10 . NS
' ERROR |16 2,00 0.125 ERROR |16 5.88 [ 0.3675
‘TOTAL |23 - 3.33 TOTAL |23 15.53
TABLE A25 (contd.)




Source

MSS

Meas ure £ S55Q P Measure Source | 4 f 559 MSS F
N 1 0.11 - 1 0.00 <«
1 0.20 - 1 0.00 «
0 1 0.09 « - 1 1.50 “ 5.17*%
Light Pen NxE 1 6:39 - 9,83% Light Pen NxE | 1 0.17 < -
~ Sub-Optimum Ex0 1 0.37 . - Sub~Optimum EXO 1 _ C.OO «
R2 P1 % NxO 1 0.002 « - Logical errors| Nx0 1 0.00 “
NxExO 1 0.53 NS (small n) NxEx0 1 0.17 | =
ERROR | 16 | 10.kk |  0.65 ERROR | 16 k.67 | 0.29
TOTAL | 23 |  18.15 TOTAL | 23 6.50
1| 108.k2 - - 1 .89 « -
1] 970.6 « 7.82% E 1| 230.8 h,o1¥
1) 1.59 - - 0 1] 93.83 1.99
Light Pen NxE 1 0.00 “ - Light Pen NxE 1 29.48 + -
Sub-Optimum Ex0O 1 . 2,92 + - Sub-0ptimum Ex0 i 0.27 <+ -
R2 P2 Ec Nx0 1| 18,0k - - Oversll time Nx0 1 1 6.98 « -
NxEx0 1 15.57 * NS to solve NxEx0 1 1kz,11 « NS
ERROR 16 11736.2 124,06 ERROR 16 752,17 L7.01
TOTAL 23 [2853.4 TOTAL ‘| 23 | 1270,6

TABLE A25 {contd.)




BETWEEN T (LP vs KYB) [ WITHIN T (BETWEEN 8) | oo o
Measure . : 8
OPT SUB p KYB
. Pl t 0.10 ChEs* L 0.T5 5.64% I,S
P 1 1.60 - ~0.24 1.78 0.3k NSD
K £ 2,14%. 1.k 0.18 0.25 I
p3 n 1.k9 2.82% 2.85% L4,08% 1,8
t, 1.07 1.09 3.45% 2.68# S
PL [ E, 0.12 0.15 1.68 0.1k NSD
.| nt 1.0k 1.L45 2.7 0.02 8
S N X 0.73 0.27" 2,03 0.12 s
P3 n 0.87 1.76 0.79 2.h2% 1 g
‘ t 0.73 1.72 0.93 3.07# S.
Overall time to solve 2.1h% 2.h5% 5.6% L, 7% 1,8
Logical Errors+ 1.08 0.05 1.21 0 NSD
Typing Errors+ - - - 2.55 ]

¥ significant difference at 5% — 2 tailed test, 4f = 23

+ non-normal distribution

TABLE A26
) ‘paired t-values for Tables Al-Al2
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TOTE

R2 P2t -

BRL NP3 -

Ovefall.Time to Solﬁef_:'

R1PLt

RLP2 1t -
c .

ct|

R1 P3

Rl P2 N

R2 PL %

R2 P2 N

CRePRIW - e R

‘paB3T .
: ¢

Nuriber of Moves

Individual Differences for LP, D; L :
Individual Differences for I and D:
2x2 Mixed Model ANOVA Results

Paired t4Values

For meaning of R, Ezand‘té; refer to section on treatmenf'of data

in Chapter 6.
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Ly B
uIcr uIC2 o uig it
oL .| o2 oL | o2 o 02 01 02
- 0 0 B ~ 1 1 -
e 0 — } > 2 - - 0
- 0 0 - - 1 0 -
t 0 - - 1 O - - 0
-2 1 - - 0 2 .
0 - - 2 1 - - 1
- a 13 - = 2 0 -
1 - - 3 2 - - 0
- 1 5 - - 0 0 ~
0 - - 1 1 - - 1
- 1 1 - - 0] 0 -
0 - - 1l 0 - - 1
- 0 0 - - 0 O -
0 - - 3 1 - - 0
- 0 0 - - 0 0 -
0 - - 0 o - - 0
.E_E).’ : Lr - Ligur PE.N.
Kyg - Kerseagp
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A KYB
vzl UIce UTel UIC?
oL 02 oL . | 02 01 02 01 | 02
- L.61T | 12.66 | - - 3.0821 6.7h -
2,48 | - - 3.46 | hoo22| - - 2.75
- 1.82 1 h.228 % - ~ 2,44 }15.56 -
3.55 | - - 2,14 } L7} - - 5.92
- 18.65 3.35 - - 1.h49 8.76 -
2.27 | - - Jeusr) s - | - b9k
- l11.37 | 2180 | - - 3.98 | 2.5 -
2.38 - - 4.9} 3.09 - - b, 1L
- 5.38 | 16.89 - =" 72,65 | 13.07 -
2,11 - - 3.43 1 179 - - 3.53
- 3.00 | 11.13 - - 2.35 | 33.9 -
11.26 | - - 8.50 | 2.38 | - ~ | 6.65
- 8.72 | 5.86 | - - 2.12 | 7.8 -
2.64 - - .82} 78] - - 8.16
- 2.48 5.5 - - 1.22 | h.73 -
5.5 { - - 3.37| - | 5.95| 2.23] -




RLPLE

i

heLs S

P

R1PL T

(5‘;'{“(‘;.:3,-)

/

) KYB
UIcl uICc2 UICL - UIC2

01 02 01 02 01 02 01 02

- 5.42 1 3.k9 - - h,52 ) k.08 -
3.61 - - | 3125 baik | - - | 2.6
- lzar |33 - | - o lwaue | 395 | -
2,96 | - .| - | 2.687| 3.553| - - | w70

- | 5.3 | bees| - — e sen |- -
408 | = - ] 3137 3500 - | - 1 uol

- 7.71 | b.08 - - .50 | 62 -
3.58 - - 2.96 h.ej e - 5.22

- 2.87 2.72 - ~ 2.83 - 5.13 | -
3.50 - - 3,208 2,913 [ - - 3.50

- .10 | W48 | - - | 5.32 | 5.50 -
.28 | -~ - | bos {392 |- | - ] wos

- Vst | owrs| - - Yuse ) o.88 | -
4,38 | - - 4,56 | h.o2 | - - 6.17

- 3.91 h;53 - - 2,50 { h.11 -
8.0%4 - - 3.7& '3.79 - - 5126




KYB

UICL UIC2
02 01 02 01 02
S - 5.68 | 22.09 -
3.813| 8.76 - - 13.65
- - 3.18 |. 9.05 -
o |11.05 - - 9.08
- - 0 3.96 -
8.37 | .84 | - - | 13.65
- - L,50 | 17.66 -
h,26 5.68 - - 11.28
- - 6.21 | 19.87 -
3.53 | b1 - - 6.33
- - 8.hh | 16,591 -
9.68 | 6.75 - - 10.75
- - 7.60 i8.19 -
7.70 | 8.50 - =...}19.33
- - T7.80 | 25.39 -
5.1k 7.33 - - 12,24




L Thewe 5

RL
_ P3t-P1t .
?3 E(_‘.ECC*;:D_S‘)

-  KYB

Curer urce UIC1 - utee

01 02 -1 or 02 01 02 o1 02
- 0 0 - - 18.35 | 1h.u2 -
0 - - 0 0 - - 0
- 0 0 ~ - 7.00 | 2h.12 -
0 - - 12,34 | 0 - - 0
- |25,k | 1081 | - - o |e2se| -
o - - | 18.87 | e1.37 | - - | 26.46
- 0 16,64 - - 91| o -
0 - - | ar.e3 | ares | - - 0
- | 26.53 | 20.51] - - 0 0 -

0 - - j 12,2 | 21,97 | - - 17.0
- 25.4 | 2040 | - - 0 0 .-
-0 - - 20.70 | O - - 25.h2
- 0 0 - - | o 0 -

0 = - | 20.29 | 20.65 | - - 0
- 0 0 = - 0 0 -

0 - - 0 o - - 0




gee 6

RL N P2

P
UICl vICce vIC1 UIc?
oL 02 o1 02 o1 02 oL 02
- 5 11 - - 8 6 -
2. - - 5 1 - -1 o3
- 1 10 - - 2 21 -
10 - - 1 0 - - 3
- i 2 - - 2 2 -
e - - 10 5 - - 3
- 1 5 - - 1 1 -
4 - - 3 3 - - S 1
- 1 5 - AU B | T -
0 - - L 2 -~ _ 0
- 0 2 ~ - 2 6 -
1 - - o 1 - - 1
- o 0 - - ) 1 -
o - - 2 T - - 1
- T 19 - - 3 18 -
2 - - 3 3 - - 1




' 1 | | KYB |
i1 (witnaran) | PR | (eitndran)
01 02 01 02 01 o2 | o1 02
- | 3.96 | 313 -~ 2.48 | - - 2,69
2.7k | - - | 2.003f "+ | 170} 1.98 | -
-~ | 29| 338 - 392 - -~ 36T
e L O e e e A I R R BTN
__.rnﬁf-c‘ 7o) L 2.9% | 2.09 ) - | 269 | - - | 173
| 1.66 | - | - 3,18 | - 2,07 | 2.52 | -
e - bot | 322 - 237 - I P
Py £ 2,13 | - - 2.11 | - 2.20 | 2.20 | -
) SR RIS V- TUN BN T~ A 2.67 | = 1.73
| 2.00 | - - 2.41 | - 2.61 -
- 2,26 | . 3.84 - 3.79 - 2.48
.83 - | = | as7 _ - | 2.53 -
- hoof 30770 - | BT | - 2.71
2.43 1 - -} z72 | - 2.63°| 2.59 | -
- 2,22 2.76 | - Lot | - 1.31
5.00 | - - {23 | - 3.22 g.__eg-‘ -




e 5

‘P2 n

LP KYB
urcl vIC? uIcz UTCY
o1 02 01 02 01 02 o1 02
- 0 6 - 0 - - 0
1 - - 2 - 0 2 -
- 0 1 - 3 - - 0
0 ~ - 0 - 0 0 -
- 0 o - 0 - - 0
0 - - 1 - i 2 -
- 0 10 - 1 - - '3
0 - - 1 - 0 0 -
- 5 vl - o] - - 2
1 - - 1 - 2 0 -
- 0 L - 2 - - 0
1 - - 0 - 2 0 -
- 2 3 - 0 - -l o
0 - - 6 - 0 2 -
- 0 2 - | 0 - - 0
0 - ~ 2 - 0 1 -




Theee G

R2
T2 £,
(seccnns)

'7_P2 T

Lp KYB
uIcl uIc2 uICZ uICa,
o1 02 o1 02 | o | o2 o1 | o2
~ 0 8.50 - 21.16 - - | o.
7.6 | - | - 7.87 1 - o | wmrs ! -
SR IR S P T BRI - o
0 . ) - ol o -
- o 0 - 0 - - 0
0 - - 6.9 - 2.03| 5.3 -
- 0 6.9 - 27.31 - - 6.2
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2x2 Mixed Model ANOVA - Significant Results

[E: Assumes SxI, SxD SxIxD interactions are not 51gn1f1cant

Conservative F-test used for 5% 1eVel significance (related sample mixed model),
: ar = (1, 15).

Assumes also that order effects are not significant.

SURE | SOURCE| DF} ~ S5SQ MSS F MEASURE | SOURCE | DF 85Q MSS <
s .| 15 51.44 3.42 4,09 S 15 22.93 1.53 3.:
I 1 1 0.87} 0.87 - I 1] . 1.38] 1.38 | 3.
1 D 1l o.007| 0.007 - Ro D 1| 0.20 0.20 =
Y IxD 1 15.73| 15.73 18.8% | P - Ixp | 1 1.88 1.88 4.
o E 45 37.59 0.83 , = E L5 18.30 0.41
& TOTAL| 63| 105.64 : t "TOTAL | 63 4y 61
S | 15| 386.18] 2s5.7 1.k9 8 |15 [ 53.30 3.55 1.:
- I 1 0.76 0.76 -  Ro I 1 14.10 | 1hk.10 5.0
b D | 1 83.26] 83.26 4, o5% P> D 1 16.00 | 16.00 6.C
Ixp | 1 0.394 0.391 - . - IxD 1 17.25 | 17.25 6.°
g ~ E | 45| 7713.91| 17.19 1 E |45 | 118.8 2.64
TOTAL | 63| 12L4.5 : o - TOTAL | 63 | 219.8.
S 151{ 407.87| 27.19 2.51 - S |15 | 4¥69.0 31.2 -
1 I 1{ 67.81{ 67.81" - RO I 1 7.68 7.68 |
N D 1 60.87{ 60.87 - P2 D 1 {215.8 |215.8 - 5.¢
N Ixp | 1| 550.22]540.22 | k9.8 o2 Ixp | 1 | 0.1481 0.1L8 -
E E 45 | L487.81| 10.84 ot E s 1759.& 39.09
¢ TOTAL | 63 | 1564.14 € | moTAL |63 | 25k2.2
8 15 38.1 2.53 1,02 _ S 15 30.69 2.05 1.5
Lf ' I |1 12.3 12.3 - R2¢ I 11 400} k.00 2.5
b D 1] 15.03| 15.03 - P3 D 1 7.81 7T.81 5.7
IxD 1| 19.29].19.29 T.TT% IxD | 1 12.37 | 12.37 | © 9.0
8 E |45 { 111.91] 2.L48 a E |4 | 61.76| 1.37
TOTAL | 63 { 196.5 TOTAL |63 | 116.44 .
J S |15) 1585 |[105.7 1.05 7 -8 |15 | 681.9 | u5.k6 -
L I 1 0.20 |- -0.20 - R2 I 1 3.9 3.9 1.0
R D 1| 163.3 163.3 1.64 P3 D 1 15.01 | 15.01 -
"y IxD 1 113.53 1113.53 1.1h I IxD. {1 5.85 5.85 -
e E 45 § Lu78.9 1 99.53 ' ‘e E ks 2426 53.9
TOTAL | 63 6341 TOTAL | 63 3183 .
S 15 | 1610.8 | 107.% | 17.2 l N {1 31.26 0.7
I |1 2.08 2.08 .- y E .| 1 31.26 - 0.7
- D 1| 345.3 {345.3 55, 4% R2 .0 1 57.78 - 1.3
hall IxD | 1 86.02 | 86.02 | 13.7% - P3 NxE 1 Lhg - 10.7
= to E 45 | 280.7 6.23 : T Ex0 1 s, 7 - 1.0
[ve TOTAL | 63 | 232L4.9 e OxN 1 45.7 - - 1.0
' ' (Light | NxEx0 | 1 57.78 - 1.3
Pen) | ERROR | 8 | 332.7 hl 58
- TOTAL [15 | 1051.3
/: % = 5% level significance
# = non-normal distribution
TABLE 15




‘ : AP
Messure  Factor Between D's Within D's
' ip | KyB . Dl D2
RL Pl t IxD 2,67% -2,92% NT NT
RL P2 n D -2,02 ~1.31 NT NT
RL P2 %, IxD huB% | ~5.68% NT NT
Rl P3n IxD ~-1.97 0.76 T NT
R2 Pl t IxD 0,83 2.59% NT NT
R2 P2 n T -2.75% 1 -0.16 -0.33 2, 6o%
D _ : _
I xD
RRP2E | D —243% | 1,59 | NT
Overall D ~1.39 | -2.94# NT NT
Tipe I xD ’
Ni N2
El E2 i} E2
R2 P3 Ec PEN — —
I ——dead
0.84 = 1,91
TABLE 16

Paired t-values for significant results of Table 15
¥ meens significant @ 5% using 2 tailed test |
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