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ABSTRACT

This thesis presents a theoretical .and computer simulation of Electromigration.
behaviour in the Integrated Circuit (ICs”) interconnection , with a particular -
emphasm on the analysis of the Time to Fallure (TTF) produced through the Lumped

Element model .

The current and most accepted physical model for Electromigration is the Stress

Evolution Model which forms the basis for the development of the current Lumped
" Blement Model. For early failures, and ignoring transport through the grain bulk, the

problem reduces to that of solving the equations for stress evolution equation on the
complex grain boundary networks which make the cluster sections of the near-
bamboo interconnect. The present research attempts to show that the stress evolution
in a grain boundary cluster network mimics the time development of the voltage on
an equivaient, lumped C-R-C Hélectrical network. By solving the node voltage
equaticﬁ; by a Matrix approach, the Time to Failure at a particular node along any
complex grain bouﬁdaxy can be obtained when the local stress at the node reaches
some threshold value. The present work also introduces the concept of the Signal or _

Elmore delay to estimate the Electromigration Time to Failure.

The models ﬁre applied to various grain boundary configurations including the single
grain boundary, example of a complex grain boundary clusters and more realistic
grain boundary structures. The current model is validated by comparing the results to
those from exisﬁng literature. The current model enables the effect of the
.microstructural or géometn'cal properties on the Time to Failure to be analyée in
greater detail. A log-normal dlstnbution Fas. been ﬂbtamed by both the Lumped
element model and the signal delay approxmlatlon method The time-scale obtained
for the Mean Time to Failure and the Deviation™ T:me to: Fallure are within the range

-._;

of the expenmental results of existing references. . ek
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CHAPTER 1
OVERVIEW OF ELECTROMIGRATION AND AIMS OF THE STUDY
1.0 Introduction

Interconnection technology is one of the most critical areas in VLSI and ULSI
fabrication. With the - increasing complexity of VLSI and ULSI circuits,
interconnections may take up almost 65% of the chip area, are therefore there is a
growing concern that the reliability of the interconnections will bé a major factor
limiting the reliability of the chips[Ghate,1986].The predominant failure modes
limiting the reliability of interconnects are electromigration, corrosion and thg stress-

induced formation of voids.[Ghate,1986]

Electrbmigration has been the subject of scientific study for about 140 years when it
was first observed in 1861 by Geradin, the subject is still very much of interest to
researchers whose work is. often supported by major IC manufacturers.[Ho and Kwok
,1988],[Llyod,1994].The failure mechanism was identified shortly after the
production of integrated _circuifs in early 1960s, and has been a major reliability issue
with IC manufacturers ever since. The recent intérest in electromigration is closely
related to the everéprese'nt goal 6f producing more circuit functions on a single chip

where the technology has progress from small scale integration(SSI) to very large

scale integration (VLSI).The latter, consisting of more than 10° devices per chip, is at
present giving way to ultra large scale integration (ULSI).

The advancement of the IC technology is made possible by the ability to shrink the
| dimensions of some critical device features such as the interconnect size where the
width of the aluminium interconnect (line width) has shrunk from severél'mic:on's to
0.28 microns in 1998 ,currently it is 0.18 microns and by 2010, the line widths of 0.07
microns are projected[Ohring,1998],[SIA roadmap]. The continual circuit integration

and scale reduction has a negative impact on IC reliability, since current densities and

)




- device operating temperature increase which exacerbates “the problems -of .

electromi graﬁon[Mélone_ and Hummel, 1997 ].
L1 “The Eleqtromigration Process

Eléctromigration refers to the migration of metal atoms due to the impact gﬁf moving
electrons. It is also calle-d_‘ electro-transport and is essentially a phenomenon of
‘d_iffu'sion of atoms activated by the transfer of momentum from a stream of electrons

in the pfesencé of an electric field. It can also be referred as the mass transport of

- metal atoms due to the momentum exchange resulting from the c'o'llisions of the metal

atoms with the current conduction electrons. The result is a net flux of metal atoms
which generally migrate in the same direction as | the current  flux
[B_la_bk’-,1969],[Sigsbee,i973],[[Ho and Kwok,1989]. This literature refers to .thé study
conducted by Professor Huntington and co-workers in 1961 ‘which also explains the

mechanism of electromigration which are now widely used and accepted :-

A metal ion which has been thermally activated and is at its saddle point(lifted out of
its potential well and is essentially free of the metal lattice ), is acted on by two

opposing forces in an electrically conducting single.band metal. The two forces are:-

i) The electric ﬁeld applied to the conductor will exert a force on the activated ion

- in a direction opposite to the electron flow.

ii) The rate of momentum exchange between the conducting electrons colliding with
the activated metal ions will exert a force on the metal ion in the direction of the

electron flow.

The force on the ion due to the electric field is quite small due to the shielding by
electrons therefore, the dominaﬁng force is that of the ‘elcctron_wihd’. As a result,

activated metal ions which are upstream (in terms of electron flow) from a vacancy,

have a higher probability of occupying the vacancy site than do other near néighbour_




ions which surround the vacancy. Metal ions therefore, travel towards the positive end
of the conductor.. The displacement of metal ions creates vacancies which move
toward the negative end. The vacancies condense to form voids while the ions

condense at certain discontinuities to form dendrites, whiskers, or hillocks.

The formation of voids will reduce the effective cross-section of the metal lines and
increase the current density. Increase in current dehsity' gives rise to localised heating -
which then creates a temperature gradient. As a result, electromigration‘occu.rs atan’
écceleratéd rate and (;auses line to opén circuit Whereas hillocks and whiskers can

cause an electrical short circuit to the nearby 60nductors a.ndueven_ fracture the oxide

‘laye.r surrounding the conductor. Hillock is a term applied to any perturbation or

‘nass accumulation on a metal line due to electromigration or mechanical stresses. A

whisker is a growth from the surface of a single crystal aluminium.[Sabnis,1990] Fig

1,0 shows the voids and hillocks taken from the reference of [Gangulee and D’

 Heurle,1973] |

n

{a) (b

Fig 1.0 Scanning electron micrograph showing (a) the voids at the cathode end

and (b) hillocks near the anode end of Al interconnect .




1.2 History and overview of Electromigration
1.2.1 Early study on electromigration
The first observation of the atomic motion or diffusion in a metal conductor under

the influence of an applied electric field was 'reported by Geradin in 1861 where

the metals under study are molten alloys of lead-tin and mercury-sodium. It was not

until much later in. 1953 in a study on mass transport of Hume-Rothery al'loys that

Seith and Wever made the important observation relating to the nature of the driving
force for eleétromigratidn. They found that the atomic motion is not determined
solely by the electrostatic force imposéd by the applied field but also depends on the
| direction of the motion of charge carriers. Later Seith introduce the idea of °
electron wind’ to account for induced mass transport, an idea which laid the
foundation for the basic understanding of elect'romigration[Ho' and Kwok,1988).
They also introduced the ‘marker motion’ technique now known as ‘vacancy flux’
method to measure the induced mass transport which became one of the standard
measurement of electromigration. The ‘marker motion’ technique used - the
| displacement of the surface markers(scratches or inden_tétions) along the length of a
metal wire to measure the changes in the sainple dimension as a result of the creatioﬁ

and annihilation of vacancies.[Ho and Kwok,1988].

The concept of the ‘electron wind’ driving force was first formulated by Fiks in 1959
and Huntington and Grone in 1961.They employed a “ballistic’ approach to tréat the
collision of the mbving atom with the charge carriers. In their work, Huntington and
Grone showed that, beside the initial and final states of charge carﬁcrs_ to be
| considered, the spatial variation of the force experienced by the fnoving atom has

also to be considered in the collision process. This led to the idea that the ‘electron

wind’ also depend on the type of ‘defect and the atomic configuration of the

migration path. The formulation of the driving force was a major contribution to the

study of electromigration as it became possible then to probe directly the

interaction of the mobile defects and the charge carriers.[Ho and Kwok, 1988].




' '-In the 1960s, research actrvrtres basrcally focused on the mvestlgatron of bulk

: matenals The mterest in electromrgratron concentrated on self-electromrgratron in-

_ pure metals and later extended to alloys and liquid metals, work done by Huntmgton
i 1n1974 and ngney in 1977 respectlvely {Ho and Kwok 1988] |

| 122 Study of the electromigratlon transport mechaniSm in thin conductor film o

‘The interest in electrormgratron took a drastrc turn in the late 1960s when it was

o 1dent1ﬁed as causrng cracks in alummrum conductor lines in Integrated circuits (IC’s)
| It was dlscovered that the electromlgratlon was the cause of failure in the thin
alumrmum ﬁlm where the opemng up of holes or vords near the cathode ‘was

observed by usmg TEM [Blech and Mereran ,1969]. Local thmmng of the aluminium

ﬁlrn was also observed by usrng TEM which was attnbuted to the lack of adherence

- offilms to the substrate [Rosenberg and Berenbaum, 1968]

This finding resulted in many ‘morewresearch activities in studying electromigration in
. thin film conductors Most of the studies in the late 60’s and in 70’°s were armed at
the rather practrcal problem of conductor line failure, or the cracked stripe’ problem
in mlcroelectromcs mtegrated circuits. These studles were carried out rn thin films
prepared by evaporatrng metal atoms onto 1nsu1at1ng substrate and -at moderate

temperatures of about half the absolute meltrng point. These ‘studies show that

electromlgratron occurs primarily along the grain boundanes based both on the_

- observed low activation energy (E A= 0.5-0. 6eV) whrle momtorrng changes in '_

electrrcal resrstrvrty[Rosenberg and Berenbaum 1968] and also by dlrect electron

: mlcroscoprc observatrons (Ep~ 0 7+02 eV)[Blech and Melren 1969] Th1s low

value of actrvatron energy E , is the ev1dence that the electromrgratron is the process

of dlffusron- along | grain boundaries. For lattrce_ self-dlffusmn E A 1s about

- L 3eV[d’Heurle 'and' Rosenberg,1973] The above Tesults were' supported by

expenments ona smgle-crystal aluminium films whrch resulted in no mdwatlon of

electromlgratron-mduced farlure[d’Heurle and Ames 1969]




1.2.3 Study of the cause of interconnect failure -flux divérgénce

'Eléctromigration alone will not cause aluminium interconnects to fail. The failure
‘also 'rcquires flux divergence where damage (e.g. voids or hillocks) are formed.
Voids can grow and link togéther to cause electrical discontinuity in conductor lines
which leads to open-circuit failure. Hillocks can also grow and extrude out materials
to cause short-circuit failure between adjacent conductor lines. It can also break
through the passivation or protective coaﬁng layers and lead to subsequent corrosion-

induced failure.

“The “flux divergence’ refers to the imbalance of atomic flux caused by inhomogenity
of parameters controlling the diffusion process from, macroscopic design parameters,
such as length and width, to microstructural features such as grain size distribution,
film orientation and grain boundary characteristics. This aspect of electromigration
damage has shifted the focus of the investigation to that of understanding

electromigration at the level of structural defects in thin film materials.

Non-uniformity in the grain size at a junction between a fine and a coarse grained
area, is a flux divergent site where hillock formation has been observed| Attardo and
Rosenberg,1970]. The flux divergence occurs because the number of atoms migrating
to the junction through the fine-grain side exceeds that migrating out of the junction
through the coarse-grain side. Voids and hillock formation are frequently observed at
grain boundary triple pbints where .three or more grain boundaries are
joinedjBerenbaum,1970].

The present study of eleétromigration in very fine conductors derives from the
development of very large#scale integrated (VLSI) circuits, The interbonnects are not
only small in dimensions, they are also assembled into a multilayed structure with a
certain combination of conductors and insulators. The multilevel interconnect scheme
is to keep the CR delay low { as CR delay depends on the length of interconnect) to

provide the required speed performance. The linewidth of thin-film interconnects has




to be reduced to the submicron fange in order to provide the required device density.
- The impact of scaling on the electromigrétion ban give rise to two kinds of

problems. Oﬁe problem is due to increase in the guﬁcnt density and the other is from B
the reduction in device dimension. The current density will increase linearly with size

reduction for FET devices (kj) and approximately with the square of the dimensional

scaling for Bipolar' devices (k?j), where k is the scaling factor ahd j is the unscaled

current density[Dennard' et al.,1974]. In addition to the effect of the driving force due

to the increase in j, the itp iﬁcfease in the Joule 'heating can raise the conductor
temperatufe, making higher atomic diffusivity and enhanced electromigration. With
the projecte& high current density in submicron metal lines, there is increasing
concern over electromigration-induced failures. With the reduction in inferconnect
line width beyond the submicron range, the grain size has approached that of the line
width (the so called bamboo structure). This constitutes a significant change in the

microstructure of the conductor line and the behaviour of electromigration.
1.2.4 The development of electromigration failure models

A standard engineering test for electromigration is the lifetime test. This is an
accelerated test in which a group of test structures is electrically stressed until all of
the specimen ‘fail’, where the failure is identified as a complete loss of conduction or
- some critical increase in electrical resistance.The Time To Failure or TTF of
electromigration-induced failure is generdlly considered to follow a log-normal
distﬁbution.[ Agarwala et al.,1970],fAttardo and Rosemberg,1970], [ Thompson and
Cho,1986],[Attardo et al.,1971]. This result is based both on experimental findings

and by cdmputer model simulation. The median time to failure or tso is the measure

by which the electromigration reliability of a particular metallization'_scheme is

compared to another for a given set of test conditions, The commonly used empirical

model for the median time to failure ,t 505 18

R ¢ (.Q,,) |
| tso = I eXp 7 : | | 1.1

where,




t50- mean time to failure, A=a constant which contains a factor involving the cross-

sectional area of film. j= current density, Q= an activation energy, k= Boltzmann’s

contant, T= film temperature,

which is popularly known as the ‘Black’s Equation[ Black,1969]. Naturally
activation energy, Q, is of particular interest, because being in the exponential, it has

a heavy influence on t,.Clearly increasing the activation energy will increase the t,.

Should the activation energy increase by 0.1eV, t,.will increase by a factor of 55 at

room temperature and a factor of 20 at 125° C[Spitzer,1969). The activation energy is
“the measure which determines the kind of diffusion or migration mechanism is
taking place whether it is through surface, grain boundary or bulk(lattice).The
exponent n is also a much debated issue because the studies conducted on thin films

have not provided a consistent result.

Early experimental resuits[Black,1969],[d’Heurle,1971] account for values of n
between 2 and 3 while there is some theoretical argument to support
n=1[Sigsbee,1973] and n=2[[Black,1969],[Shatzkes and Lloyd,1986], [Trattles et
al.,1994] .The most widely use value for n is 2 [Malone and Hummel,1997]

The model by Black is purely empirical and the accuracy lies in the fitting of |
parameters such as the value for n and Q. Lloyd argued that if there is no physical
model, any values for the fitted parameters can be chosen and if there are changes in
the failure mechanism between the stress conditions and use conditions,
extrapolations will be invalid[Shatzkes and Lloyd,1986],[Lloyd,1994].

As a result [Lloyd et al., 1986,1994])developed a physical model which described the
electromigration by a drift-diffusion mechanism of atoms or vacancies. In the Drift-
diffusion model, the transportation of metal atoms may be alternatively be viewed as

a drift-diffusion of vacancies ¢ in a direction opposite to that of the atomic flux. The

general drift-diffusion equation is given below is :-




dc DZ*epjc
T=D &t
where J is the vacancy flux

D is the diffusion coefficient
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¢ is the vacancy concentration
Z*e is the effective charge
p is the material resistivity

j is the current density

k is the Boltzmann’s constant

T is the operating temperature( °x )

The first term represents the concentration gradient-driven backflux diffusion and the
second term the current-driven (drift) or the electromigration flux. Combining this
with the continuity equation, the drift-diffusion equation can be transformed to the so-

called ‘electromigration equation’ of the form:-

2 A
ac_D[ac Z epjacJ 13

ot \ax? kT &x
The failure time of an interconnect is determined by employing some boundary
conditions to the above equation and it is based on the time to reach a critical vacancy

supersaturation.

An alternative physical model was proposed by [Korhonen et al.,1993(1)] to describe
the mechanical stress o arising under electromigration. A one-dimensional equation

which describes this model is given below:-

% _ 3| DBR(2c Zlep; 14
& x| kT \(&x = Q '

where o = stress

B= coefficient depends on the elastic properties

Q = atomic volume




The equation describes the evolution of the stress and was derived in the case of
. vacancy equilibﬁuin with the stress. Interconnect failure was associated with the
build-up of the critical level of stress[Korhonen et al.,1993]. At present Korhonen’s
- model is widely used to analyse the electromigration-induced failures in near-bamboo
lines[Sarychev et al.,1999] .The models differ only in the treatment of the continuity

equation. A detail comparison between the two model will be discussed chapter 2 .
125 The study of structural effects on the Mean Time to Failure '

It is clear that the structural characteristics of the interconnect (macro and

microstructure) are related to the mean time to failure t5,. These may be split -

between microstructural effects and macrostructural.
i) Micfostructure

A number of early studies’ were carried out to investigate the effects .of the
microstructure of thin films or interconnect oh the electromigration mean time to
| féilure_t so- The increase of electromigration t5, with increasing grain size has been
reported for aluminjum conductors with a width exceeding several
microns[Learn,1971]. In particular [Attardo and Rosenberg,1970}, sﬁowed a linear
relationship between grain size and the mean time rto failure tSO.The number of grain
boundaries that are found in a given width of interconnect is inversely related to the
average size of its grains. The bigger the size of grain ,the smaller the number of

grain boundaries available for atomic migration, therefore tz, will increase. Non-

uniformity in the grain size causes a different number of atoms migrating from the

fine-grained side to the coarSe-gfaincd side. With a mixture of grain sizés, there are .

bound to be some regions where the number of grain boundaries is different from the
number in adjoining regions. The transitional zone between each region is similar to a

* grain boundary triple junctions, therefore damage will tend to occur at this points.

The mean time to failure ¢, 1s found to decrease with an 1ncrcase in the standard

deviation of the grain 51ze[Aganvala etal. 1972]




When an interconnect is patterned from a film ‘whose grain size is Jarger than the |
- intended interconnect width, the result will likely look similar to a chain of single-
grained segments. Such an arrangement is called a ‘bamboo’ structure. In a perfect
" bamboo structure there are no triple junctions and there is no continuous pathway

proVided down the interconnect by the few grain bqunda;rigs. 'The angle at which they -
 transverse this span is ﬂnpoﬁant. - .

If the transversing boundary is inclined at any angle other than 90° with respect to the
downwind direction, then there will likely be some migration at the boundary. A void
may form on the edge of the interconnect at the upwind end of thai grain boundary
segment. In any case, the absence or near absence of triple junctions and the lack of

continuous network pathways should lead to a larger t,, . This observation has been

confirmed by experimént. [Pierce and Thomas,1981],[Gangulee and d’Heurle,1973]. '
i) Macrostructure

The macrostructure of an interconnect includes such factors as size and shapé, as well
as the composite structure and composition of the entire metallization scheme. The
grain boundary network that happens to be captured when an interconnect is patterned
depends on the length and width of the pattern taken. A large number of unfavourable -
structural features, such as triple jﬁnctions, is c_:dptured along the length of a pattemgd :

interconnect as the length is increased.

It has been found that tg, decreases with increasing- interconnect line length

[ Agarwala et al.,1970],[English et al.,1974). Experiment conducted by Agarwala et

al. has also shown that t, increases with linewidth, where lifetime is observed to

increase linearly with an increase in the stripe width. An empiric'al relationship was
constructed for t,, versus line Iength and line width [Agarwala et al.,1970].

/




t”=A.w.exp(a(gv)) | ' _ ' L5
where |
A is a constant
wis the line width
ois a constant that depends on w
¢ 1is the line length

However, there are also studies that show that tmincreéses due to decreasing
linewidth. [Kinsbron,1980],[Iyer and Ting,1984],Vaidya et al.,1980]. They found out
that t,, start to increases below 2 microns. This relates to a bamboo structure where

the linewidth is smaller than the average grain size.

1.2.6 Techniques for extending the Mean Time to Failure
\ | '

It is a standard procedure to ‘passivate’ chips, that is to encapsulate them with a
. protective coating. Coating of aluminium interconnects has been reported to impr'ové '
its electromigration lifetime. The effect of coating of aluminium film of large grains
~with SiO, glass has shown an increased activation energy from E, =084eV to
E ,=12eV i.e the activation energy for self-diffusion of aluminium in bulk or lattice
(higher lifetime) [ Black,1969].0ther experiment involving coating with alumina? .
silicate glass also shows an improvement in lifetime[Spitzer, 1969] Both of these :

references conclude that the coating will inhibit surface dlffusmn

However {here is another theory by [Ainslie et al.,1971] which proposes that the
coanng actually impedes the growth of hillocks and whiskers, which reduces the

- formation of cracks. It was also proposed that ‘the coating wﬂl be effective only for

very thin films applied with relatively thick coatmg




Another material which is also used as coating of aluminium film is silicon

nitride[Blech,1976] which appears to slow down the surface diffusion. Overcoating

‘of SiO, glass and silicon nitride are at present commonly used as passivation layers.

In addition to retarding electromigration through surface transport, these overcoat -

layers enhance electromigration resistance of aluminium by causing grain size growth

duiing the overcoat deposition and reflow process .[Sabnis,1990].Interconnect
' claddingr layers of Ti,TiN,W,and TiW ar¢ also used to prevént interdiffusion
[Malone,19_97]: Another way of extending the interconnect lifetime is by adding small
amounts of metallic impurities into the aluminium. Common impurities include

'copper, chromium, nickel,magnesium , and titanium.[Sabnis,1990]. Copper is the

most widely used element for alloying with aluminium producing higher activation

~ energy and larger t,, than pure aluminium.[Sabnis,1990). At present, many studies

are also geared towards the research on the effect of Cu on the microstructure of Al

and the eiectromigration lifetime of interconnect] Domenicucci, et al., 1996]
1.3 Lifetime Reliability Issues of Electromigration

The reduction in scale has driven interconnects into the ‘bamboo’ region, where
interconnect widths are the order of a single grain diameter. In such structures one

- expects that the median-time-to-failure or t,, for electromigration will be greatly

increased due to the lack of grain boundaries available to carry metal atoms and there

is now vplenty of experimental data [Agarwala et al.,1970] [Attardo.

et al.,1971),[Kinsbron,1980],[Cho and Thompéon,l989] to support this. However, the
t,, is not the most important feature from a reliabilty point of view, and ,importantly,

the same experiments show that in bamboo structures, the standard deviation or the

shape factor o4y is also greatly increased as shown in Fig 1.1.
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Figl.1 Median time to Failure (MTTF) and Deviation time to Failure(DTTF)
vs linewidth/grain size ratio. Figure taken from [ Cho and Thompson,1989]

Based on the assumption of log-normal statistics, extrapolation of data regarding the
time-to-failure (TTF) at say 0.01% cumulative failure is strongly dependent on the

shape factor, as a result 6gy is much more important from the point of view of

- reliabilty analysis where early failures occurs (an IC might have 10 6 interconnects, s0

0.01% would mean 100 failures). Indeed, since for lognormal t,,= exp(c)t,,, a small
increase in 654 will be enough to nullify, or even reverse, any increase in MTF gain -

from the bamboo grain structure. Therefore greater knowledge of the full statistics of a
TTF is needed before we can sure of the validity of standard reliability analysis.

Another aspect of reliability concem regards the actual probability distribution of the
interconnect lifetime due to electromigration -induced failure. Electromigration |
failure is traditionally believed to folliow a ldgnonnal ldistribution as mentioned in
_section.1.2.4. However, the lognormal distribution cannot be scaled with length. The
failure of a fulI interconnect is usually described by the well-known weakest link
model[A.g'aJwala et al.l,l9;70],[Cho and Thomp'son,1989],[Vaidya'et al.,1980]. If F(t) is
the probability that the lifetime of a failure unit is smaller than t, then the




- corresponding probability for the entire interconnect line, assuming n identical

~ independent failure units is,

In

F.(f)=1-(1-F®)* T

genérai the form of distribution F, (t)should also exhibit the lognormal

distn'butibﬁ, but it does not (if the lognormal distribution is used for F(t)). Therefore

the assumption that the failure distribution lognormal is questionable[Lloyd and

- Kitchin,1991].

1.4  Aims of the Study _

1.4.1 Study Objectives

3.

To develop an equivalent electrical model by replacing the stress evolution
equation (eqh 2.33) with a time developlhent of a pseudo-voltage on an equivalent

lumped CR network.

To develop the electromigration failure statistics for a realistic representation of

complex grain boundary networks of near bamboo interconnects,
To investigate and analyse the statistics that been developed specifically whether
it exhibits the lognormality and is if so what is the standard deviation(or the

shape factor) ogy.

To develop the ‘Elmore delay’ method of approximating the TTF and then make

_ a comparison analysis to the model under study. This will verify the validity of

5.

the model and allow rapid estimates of TTF for a given structure enabling

statistics to be obtained rapidly.

To investigate the factors that affect the TTF and its distribution.
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1.4.2 Study Methodology

In order to achieve the objectivés specified above, the study will be organised as

follows:-

1. First it is needed to develbp a lumped CR network which will replace the drift-
dlffusmn model for descnbmg the stress build-up in a single grain, Later on the -
model w1]1 be ana]ysed and verified by comparmg the simulation results with

other existing work found in the 11terature

2. Ttis then necessary to calculate the statistics and the distribution for the time to ,
failure (TTF) (including ¢¢4 and lognormality) for the equivalent lumped CR
. network of an example of a complex grain boundary network. The work will

involve:-

i) Establishing a CR circuit network which models the complex grain
boundary structures in terms of the grain boundary lengths, their
orientations and vacancy diffusion coefficients. The statistics of these

parameters are presurhed to be known from existing literature,

ii) The equivalent network is then simulated to obtained the long-time stress
build-up.

iii} The TTF and its statlstxcs are created by assummg a failure threshold for

each network.

~ 3. Theequivalent CR network is always made from parallel caﬁacitors to ground and
series resistors. The electromigration problem becomes identical to calculating the
sigrlal delay in a general CR networks with stored charge. Such networks have
been studied in detail for digital CMOS timing problems. The ‘Elmore delay’
gives a very good approximation to the dellay time. An analysis will be made using




this method to obtain the TTF which will then be compared to the ‘exact
solution” for both a single grain boundary and complex grain boundary structures.

4. A single intemoﬁnect_may be considered to.'be made from a number of grain-
| boundary networks connected in series. If each of these acts as an independent
link, failﬁre should oécui' at the Weakest link model. Using the model above the
effect of the links may also be investigated. To achieve this , a Voronoi network
~ which represents the realistic grain structure of an interconniect will be created
and the statistics of the TTF will be developed .

1.5 Thesis Qutline

In Chapter 1, a brief overview of the technological importance of Electromigration
studies on the VLSI and ULSI are discussed. Also the term electromigration is defined
and its historical background, and an overview of the studies based on experimental
and theoretical models, are briefly described. Further brief descriptions of important
factors (su:ch as the microstructure and ~macrostructure) on Electromigration
behaﬁour and lifetime are given. Techniques for extending the lifetime under
Electromig:rétion and reljabi]ity issues affecting the interconnection technology are
also discussed. Finally the objectives of the current study and its methodology are

outlined.

A detailed literature survey on the research deVeiopment on Electromigration are
discussed in Chapter 2. These includes the overview -of the ‘state-of the art’
| specifications of the interconnect technology. The literature on the expérimental
aspects and their results are mﬁeﬁed in detail. Next the development of the physical
model of electromigration, which relate to the lifetiﬂ;e, are discussed. These range
from the first electromigration model by James R. Black , the classical theory . of

Huntington and Grone, 1(to the continuum models which inc!udes the drift-diffusion
”mode.l and the current and most accepted stress evolution model. The miain

differences, advantages and disadvantages between the drifi-diffusion model and
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stress evolution model are also discussed.

Chapter 3 discusses the deVelopment of the lumped element model and the signal.
detay method for producing the Time to Failure. A detailed description of both |
methods is presented. The Chapter also includés some of the initial results to
demonstrate the 'va]‘idity of the lumped element model and that of the signal delay
method.

Chapter 4 discusses in dgfailed the develdpment of the program codes to ?erfonn the
“various task of the lumped element m.odel. These are basically to i) demonstraté the
validity of the model ( as in the single grain boundary case),ii) simulate the
stress/vacancy cbncentration profile and iii) simulate a realistic representation of
interconnects by employing the Voronoi technique and most importantly iv) to
simulate the Time to Failure of the interconnect so as to produce its statistical

distribution pattern,

Chapter 5 discusses the various simulations undertaken , their results, anzilysis and
meaning. There are three main categories of experiment simulated i) single grain
boundary mterconnect ii) a more complex grain boundary network and 111) the more

- realistic representatlon of the complex grain boundaries.
Chapter 6 summarises all the important- observations results and analysis and the

conclusions. Some recommendations for improvement and further work are also

included. Chapter 7 provides the list of all references used in the thesis.

18




CHAPTER 2

A REVIEW OF LITERATURE ON ELECTROMIGRATION

2.0 Introduction

Recent technological developments and advancement in. computer-aided . circuit

design have ushered in an era of very-large scale integrated circuit (VLSI) with a |

million or more devices integrated on a single chip. However adVanced or
complicated the technology is, metal film stripes or interconnections are used to
comect this large number of devices to form a complete VLSI circuit, The

interconnect technology was initiated by the independent work of Jack S. Kilby, an

engineer at Texas Instruments and Robert N. Noyce, a scientist at Fairchild, who then

patented their ideas on how to interconnect transistors, capacitors and other active
‘and passive components on a single piece of silicon.[Ghate,1986). At present, the
connections required to integrate a large number of comporients on a chip consume a
large area of the chip, and to minimise signal de]éys, multilevel interconnections

separated from each other by insulating layers are employed.

The present _frend of interconnection technology employs a few hundred meters of
0.35 microns wide interconnects per chip disﬂibuted among 4-5 metallization levels
( CMOS technology of 1995), and it is projected that by 2010 there will be 7-8
metallization levels containing 10,000 meters of interconnects that are only 0.07
microns wide[Ohring,1998]. The patterned interconnects will exhibit a strong
bamboo morphology with grain boundaries approximately perpendicular to the stripe

axis,

As the technology advances, the research activities on electromigration are also active

today because electromigration itself remains a complex phenomenon involving

many variables [Sabnis,1990][Ohring,1998]. Therefore, despite many years or




- research, there is still a lot to be: understood Modern demands such as the .
miniaturisation of IC require continuous research work on various platforms such as

the expenmental and the theoretical and also in the development of new methods of
. testmg electromigration, At present the links between the experiment and the theory

are rather weak and are sometime based on speculation] Kircheim,1991).The
knowledge of failure modes or the physics of failure is extremely 1mp011ant in

mterpretmg the data gathered under acce]erated test conditions.’

In this chapter, a review of the present or latest study on electromigration is‘
.prese.nted. The review will cover the present interconnect technology,
electromigration experiments on pulsed current, methods of testing and the -
development of - models relating to the electromigration-induced failure of IC
interconnects. The existing models will be of particular interest where comparison
can be made, based on the results it offers, the assumptions it makes and the ability to
be used in accelerated testing. Exi_sting résearch shows that the s_tudy"of

eiectromigration—induced failure in IC interconnects is at present focused on:-

a) Experiments on electromigration under pulsed currents
b) Improvements in testmg methods

¢) The development of the physics of failure or the faxlure model
2.1  Overview of the Interconnect Technology
The IC’s interconnects " serves a variety of functions on an IC. These are:

i. Contacts between the first layer of metallization and the substrate
electrodés, | ‘

ii. Gate interconnects,

il .Interconnects of the metallization layers,

iv. Vias contacts between the levels of the muiti-level metallization,.




Metallization ié the term that refers to the total sum of all appIicatidns of metal films
in the formation of silicon metal contacts and multilevel interconnections,
[Ghate,1982). The characteristics and materials for interbonnects vary to satisfy the
appropriate electrical requirements. A low ohmic resistance is a dominant criterion,

which arises from the nature of the interconnect lengths. The interconnect resistance

should be as small as possiblé to avoid I2R losses, and to minimise the interconnect |

RC time constant (per unit length) in order to obtain the fastest possible performance.

For‘FET ICs ,vabﬁwn-depoéited aluminium films are widely used for connectioﬁs
within integrated circuits because it has low resistivity of afound 3
u€Y/cm[Herbst,1996], they' are compat_ible with the fabrication process and are cost
effective. Aluiin'nium-alloy films have replaced pure aluminium films to enhance the
reliability of ICs interconnections. Examplés include the use of aluminium-silicon
alloy to minimise contact pitting, aluminium-copper alloy to improve resistance to

electromigration and aluminium-copper-silicon to resist both.

Bilayer and trilayer films with gold as the principal conductor are also used for
interconnections where considerations of reliability outweigh cost and ease of
processing. As gold films adhere poorly to silicon dioxide, refractory metals such as
Mo,Ti:W and Ti/Pt provide the necessary adhesion to the silicon dioxide and act as a

barrier layer between the silicon contact and the gold films.

Early MOS ICs used aluininimn as the gate and interconnection material, .but it is
observed that this is not compatible with high-temperature processing. Later with the
discovery that polysilicon ﬁiins produced by the chemical decomposition of silane
_ gas, is compatible w1th MOS silicon processing, was a breakthrough for producing
large-scale-integrated MOS circuit using single and double polysilicon laYers as

multilevel interconnections[Ghate,1986].
As IC te'chnology developed , it became necessary to use two or more levels of

connections to achieve higher packing densities, shorter propagation delays and

smaller chips. The basic elements of a two-level interconnection scheme are
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‘crossovers’ and ‘vias’. A crossover is a second level lead that crosses a first-level

lead and is separated from it by an insulator layer. A via is a location for a level-to-

level contact. Examples of metal-insulator combination are AUSIO,/Al,
Al/polymide/Al, TiW/Al-Cw/ SiO,/ TiW/AL - and TiW/AWT i:W/Si02/ :
Ti:W/Au.[Ghate,1986]. Aluminium and gold provide the desired low-resistancé_

interconnections, and SiO, or. polymide(an organic material applied like a paint)-

provides the necessary insulation between the layers.

The state-of -the art for Al interconnects in ICs are summarised below[Malone,

1997)-

1. “ Metal Composition : alloy of aluminium (1-4% Cu). C]addihgs may be included.
Local opel;ating temperature; approaching 100° C, '
Current density: 1x 10% A/em?,

Linewidth: 0.35 microns.

Thickness: < 1 microns.

Grain structure: near-bamboo or bamboo.

AR S

Interconnect architecture: multileveled, with tungsten plug interlevel splices. |

With this specification in relation to the grain structure, interconnects should be
resistant to e!eciromigration; but in reality the advantage of this is reducéd by the
increase in current density and operating temperature. The absence or near absen'ce
of grain boundaries does not prevent the migration of Cu and Al along other paths.
Recent studies have revealed that erosion voids‘ and slitlike voids were observed in
single-crystal lines[Joo and Thompson, 1997]. In the current sfudy, Al is considered
and not Cu because to set up a theory, we need to compare \ﬁith experiments and
many more results exist for Al than for Cu.

-

22 Electromigration study under pulsed currents

At pfesent, research is also geared towards the understanding of how electromigration

occurs under pulsed current conditions. In the past, the vast majority of both
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expeﬂluental and theoretical work on electromigration in Al and Al-alloy ﬁlms, and -
its effect on conductor lifetime in ICs, has concentrated on dc constant-current
.(reference to Chapter 1) However, many integrated circuit interconnects carry pulsed f
_ 51gnals or current , therefore 1t is important to have an understanding about the nature
of the problem so as to dssess adequately the enhancement of the electromigration
lifetime  which have been reported in the literature.[English, et al,1972],
[Schoen,lQSO].[_Gui, et al.,1998]{English and Kinsbron,1982),[Liew, et al.,1990).

It is not the intention of the present research to discussed in detail all the literature
concerning the electromigration behaviour under pulsed current, but to give some
" highlights on few results and the present focus of study, The basic difference ‘between
the dc and pulse testing is that in dc testing the atoms are under a constant influence
of electron wind, whereas in the pulse testing the damage that may occur during -

pulse-on time has an opportunity to relax during the subsequent off-time.

The first study of electromigration behaviour under pulse current was an experiment
conducted by [English et al.,1972] on thin film of titanium-gold alloy. The study was

. to compare the effects of several different sets of pulse conditions, ranging in

frequency from 10~* to 10* Hz, and in the duty cycle from 10% to 70 % of a square
| pulse train. Each pulse treatment was applied for 100 on-time hours for every test.
The final analysis was conducted ﬂuough a scanning electron microscope (SEM)
where it was observed that the samples exhibited a range of results ie. heavy‘ damage,
moderate damage and no damage. The main conclusion from the experiment was that
the electromlgratlon damage is a complex phenomenon depending on the pulse |

. frequency and the duty cycle.

The damage pattern observed was explained by the authors under the assumption that
electromigration damage is the result of a local build-up of vacancy concentration at
some point of flux divergence. The build-up of vacancy concentration takes place ~
rapidly at first, but eventually slows down when approaching some maximum level of

supersaturation. During powering, the level of supersaturation will be reached during

the time span of a sufficiently long pulse, but wiil decay during the off-time between




pulses. A study by'[Rosenberg and Ohring,1971], estimates ‘that the time to reach -

maximum supersaturation is 100 seconds for the case of al'u'minium._; The' authors

. suggested that some critical levél of SUpersatlrration had to be maintained or exceeded -
for a sufficient ]ength of time, the * incubation tlme in order for damage to nucleate ‘
- inthe forrn of vords They also suggested that voids were stable against any relaxatron' B

' _:effects assocrated wrth the time between pulses Heavy damage in the sample was ‘_

found.

' Another analysrs was done [Rosenberg and 0hrmg,197 1] in Wthh the on-pulse length o

is shorter than the ‘incubation time’, but long enough t_o produce a large' _

supersaturation of vacancies on one pulse. In this condition, no damage or void

nucleation occurs. The reason being that the unpowered intervals are long enough to

allow annealing reduction of local vacancy ‘supersaturation or in other words it
produces a considerable driving force for recovery before the next powered interval

' begins. For very short on- times and off- times, each pulse produce a relatively small

increase in the vacancy supersaturation, and each following off- time allows little

recovery, the supersaturation will then increase in small increments eventually

‘reaching the critical level after many cycles when void nucleation will occur.

- However another study to relate the_lifetifnes in very small aluminium- conductor

elements, under pulsed current at low duty cycle, and stressed with current density

~ above '1x107 Afem?, shows that the time to failure decreases rapidly with increased

current densrty above 2x10 A!cm Failure appeared to be accelerated by the

| temperature increase by Joule heatmg durmg each pulse and it was concluded that

 the failure mechamsm was complex, mvolvrng temperature—accelerated
_ electromrgratlon temperature cycling and | chermcal 1nteractlons wrth the film’s
. substrate. [Krnsbron etal, 1979]

A model was deve]oped by [Schoen 1979}, to take account of the eﬁ'ect of

a temperature cyclmg and damage relaxation upon electromlgratlon lifetime. It is

based on the fractional lifetime consumed per pulse mterval which i isa functron of

film temperature. The fractional lifetime consumed per pulse is computed assuming




the temperature in the film is_ari exponentially ihcrea_,si‘ng function of time while the

pulse is on. Damage relaxation during the pulse off- time is given by a time constant .

exhibiting the same activation energy as the dc electromigration lifetime i.e. self-

 diffusion in grain boundaries. Film temperature during the pulsed off-time is assumed

to decrease exponentially with time. The assumptions are valid only when pulse on

and pulse off- time exceeds the thermal time constant. The author claimed that the

model has been applied to the experimental conditions used by Miller ,and the results
shows a good agreement between the predicted and the measured lifetime as a

function of pulse duty cycles for a frequency of 250kHz.

A numerical simulation model was recently developed to investigate the effect of -

‘temperature cycling on electromigration behaviour under pulsed current stresses.[Gui, '

et al.,1998]. The model is based on solving two partial differential equations which
governs the physical processes. The teinperahue fluctuations ‘has been given as a
function of the pulse repetition frequency. Thej found that the temperature of the
metallization remains at an average constant value at an operating ffeciueney a_bove
10 MHz and temperature oscillations reaches a maximum amplitude when the

frequency is lower than 250 Hz.

. Anothef exp!anaﬁon[Eninsh and Kinsbron, 1983] was given for the enhancement of
lifetimes due to pulse current. They maintain that the enhancement of lifetime is not
due to the relaxation or recovery ef' damage during the pulse off time but is due to a
decrease in the mass transport rate, which decreases by a factor equal to the duty

‘ cycle. They argue that past studies have been conducted using current density at and

above 4x 10°A /cm?® and were difficult to interpret due to the presence of thermal
transients as well as the general elevation of temperature above ambient. They
observed that the rate of mass transport per unit of on time is essentially constant,

regardless of duty cycle, so long as the current density is not so high as to produce
significant Joule heating on each pulse. The frequency range used was 0.01-10° Hz

with a current density range of 1x10 * to 2x10° A/em?.
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From the few studies indicated above, it is clear that the assumptions that the damage -

can be recovered during the off -times between pulses, thus causing the enhancement

of lifetimes, is not universally accepted. Some of the literature pubiished to discussed
this issue include [Lloyd and Koch,1988},[Li, et al.,1992],[Ohfuji and Tsukada.,1995].

In an experiment using an ac bridge technique, the resistance of the line is found to
increase linearly in time during current stressing and, when the current was ‘

interrupted, the resistance was seen to decrease, The decay is not purely exponential,

- but a combination of decay modes, each with its own characteristic decay time
constantfLloyd and Koch,1988]. This behaviour is also observed in another
' ei:periment using also an ac bridge but employing different testing method i.e. by

-using an early resistance change measurement(ECRM){Niehof et al.,1993]. Lloyd and

Koch offered an explanation for this behaviour , in which the resistance increase was

due to the supersaturation of vacancies produced through structurally induced mass

flux divergence. The decrease in resistance is more compléx, where the small time
constant refers to the decay of vacancy supersaturation, and the longer time constant
due to relaxation of tensile and compressive stresses. This mechanism is also
supported by [Li et al.,1992] Meanwhile Nichof and co-worker give the same
explanation for the increase of resistance, but for the decay of resistance they

assumed that the unstable microvoids will evaporate causing the resistance to recover.

In another study, it was suggested that the resistance decay was the result of several

processes such as the decay of vacancy supersaturation, the concentration relief of

mechanical stress, the motion of dislocations and the dissociation of vacancy-
hydrogen comp]ei:es[Ohfuji and Tsukada,1995]. A study of the effect of duty cycle of
- pulsed dc currents on the critical length-current density product' was performed
[Frankovic et al., 1996], In this study, it was shown that for a pulse frequency of 100
kHz, the jl, product inérea'ses as the pulse duty cycle is decreased, meaning that fora
given current density, the Blech (1, ) length becomes larger with decreasing duty
cycle. The duty cycle dependencé of the Blech length (1;) means that
electromigration resistance could be increaséd with small duty cycle. With small duty

cycle would decrease the atomic flux but also increases the number of
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interconnections that become sub-Blech-length (less than i,) which are resistanft to

electromigration damage, , | ' |

The effect of duty cycle on lifetime of aluminium interconnect is also of interest to k
researchers. The literature concentrates on the duty cycle dependence on the mean
time to faiture ty. {Harrison,1988],[Liew, et al.,1990],[Clement,1992],[Dwyer,1996],
[Gui, et al.,1998]. Their work are basically to find the suitable exponential number m

to the modified Black’s Equation for pulsed current i.e.

A Q). L
tsp =FF'.eXp(-ﬁ") . 7 2.1

A value of m=1 is produced by the on-time model in which it is assumed that damage
only occurs during the period in which the current flows, whereas m=n=2 is called the
average current density model. Among the researchers who develop theoretical
predictions m=2 [Gui,et el.,l998],[ijer,l996], ],[Liew, et al.,1990][Clement,l992].

A larger value of m indicates a larger t50 , and in such a case the lifetime is said to be

value for m has been reported from other researchers ( m=1-7.5) in the literature by
- [Malone and Hummel, 1997} .

|
\
\
\
\
enhanced. The average current density model predicts enhanced Iifetimeé. A range of |
|
|

- m \

* At present, the main issues of interest in the study of electromigration under the ‘

pulsed current can be summarise as below:- ‘

1. The effect of the duty cycle on electromigration lifetime is not
clear. .

2, The interpretation of the enhancement of lifetimes due to the
.effects of damage recovery and the temperature cycling are not
convincing yet and are complicated. |

3. There is a large variation of values for ‘m’ of the - duty cycle

dependence in the equation of the mean time to failure.
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4. Limitation of the pulsé frequency, no higher than 1 MHz in most
- studies. '

23 Electromigration Failure Models under constant dc current

Electromigration lifetime 'expelin.a'ents are usually conducted in accelerated test
conditions where test samples are subjected to higher than usual levels of accelerating
variables such as temperéuﬁe and current density. The results are then used to make
predictions about  the lifetime during actual use conditioné using the accelératidn
factor derived from the parameters used. The validity of the whole procedure
depends on the usage of correct failure or physical models. If other failure modes are
present bﬁt not recognised in the data analysis, seriously incorrect conclusions will be
derived[Meeker and Escobar, 1998]. In \;riew of this problem, several models to
describe the electromigration failure in thin -metal conductor stripes have been
proposed over the -years which vary ‘from empirical and the semi-empirical to the
physical models. In this section, a review of these models will be made and
compared baéed on their advantages and disadvantages and their ability to produce

the statistics of the failure times and the characteristics of its distributions.
2.3.1 The first electromigration failure model
The first electromigration failure model was the empirical model of James R.

Black[Black, 1969(a)] which is the first to express a formulation of the mean time to

failure, t5, and this model was mostly accepted. The equation of the mean time to

failure introduced by Black is:-
A, S . |
‘ tSO i jn exp kT . 22

where

ts, = mean time to failure

A =a constant which contains a factor involving the cross-sectional area of the film
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j = current density

Q= an actxvatlon energy
k = Boltzman’s consta.nt( 8 62x 10'5 eV /K)

T =film temperature (Kelvin)

The pape_r by Lloyd [Lloyd, 1994“], diseuésed' the drawbacks of Black’s model based
~on the j~* dependence and the disadvantage of purely empirical models. Lioyd
_ poiﬁted out that although the model is fairly well accepted, it is in disagreemént with
solid state physics which indicate that the dr1v1ng force for electromigration should

have a current exponent of -1. He also referred to other arguments which relates the

j=2 dependence to. Joule heating. He argued that Joule Iteatirtg can produce different
and unbounded values of n (the e)rponent value of j). For failure to occur, flux
divergence must occur which may be caused by temperature gradient produce by
Jeule heating. As the current deneity is increased not only will the temperature and
the flux “increase exponentially but also the flux divergence will increese. Therefore ,

- he argued that the n would rise without bound and would be very sensitive to applied
current . Therefore it would be very difficult, -'.if not impossible, to make
extrapolations to other conditions such as a flux divergence caused by structural
defects. The disadvantage of this model as Lloyd pointed out is that when there are
charrges in the failure mechanism between the stress conditions and the use
condrtrons the extrapolatlons will be invalid because of the incorrect ﬁttmg
parameters In addltlon Black’s model does not descrlbe the statistics of the Time to -
Failure which are very important in analysmg the failure behaviour due to

electromigration.

232 The Electromigration Failure Model Based on Classical theory

In this model [ Attardo, et al.,1971], the authors atterrlpt to relate the time to failure

| t; to various structural divergences which may be present in the conductor. The

structural divergences considered in this model are due to the differences in grain |

~ size, grain-boundary mobility, and grain-boundary orientation with respect to the :
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electric field. The statistical distributions of divergences due to these attributes are

empirically determined. A computer is used to simulate both the structure of a thin-

film conductor and its time to failure. The model is then used to predict- the

dependence of the conductor reliability on the microscopic design features such as
grain size distribution, conductor length and width. However the model that is used

in the simulations is not ‘realistic’ ( where a simple and fixed structure of grain

boundaries is used) if compared to the V‘Vo'ronoi’ technique which are one of the

method used in producing realistic interconnects.

The model employé the diffusion ~mechanism of vacancies along the grain

boundaries. The derivation of the model starts by _employing‘the vacancy flux

- equation use by [Ghate, 1967], which actually originated from the classical theory by
Hﬁntington and Grone[Ho and Kwok,1989] i.e.:

N,,) . |
J"_(kT .D,Z*e¢jp | | : 2.3

where
Jy = Vacancy flux
N, =density of diffusing vacancies
k =Boltzmann’s constant
- T =absolute temperature
D, =vacancy diffusion coefficient
Z* =effective charge of ion
e =charge of clectron
= film resistivity

| j =current density

The magnitude of the vécancy flux divergence, &J, /0x which is equal to the rate of

vacancy accumulation at the divergent site is related to the failure time by :-




The failure is defined as the time it takes to accumulate a critical number of vacancies

N3, 50 fhat the Time to Failure 1, is given by the equation below:- |

2.5 -

NS
)
U

and since the number of vacancies necessary to cause an open circuit is dependent on

the width of the conductor, they derived the general equation:-

aNV)"l |

te =CW( ot

2.6

where C is a constant of proportionality and W is the uniform width of the conductor,
Therefore , failure time is directly related to the width of the conductor and inversely

related to the magnitude of the flux divergence within it.

Next Attardo and co-workers worked on the diStribution of the parameters that cause
flux divergences. For the grain boundary mobility or diffusivity they used the results -
of [Hoffman and Turnbull,1954] and also from [Li,1961] to get the value of a critical
angle © of misorientation between two adjacent grains. For the triple point

_ divergences they assume the distribution function of the angle which the ‘grain

bbundary makes with the electric field is uniform between Ooand90°. The grain size
distribution was obtained experimentally and found to follow a lognormal
distribution, while the mean grain diameter was obtained by assuming a square shape
for each grain.. The time to failure distribution was established by assuming that each
grain bouﬁdary has a unique mobility associated with it( a random angle 0 ) , oriented

at some random angle  with respect to the electric field and the magnitude of flux

divergence at each location is calculated by taking the difference in the sum of the
mobilities into and out of a given section of the conductor. The equation that does
that is:- |
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t, =CW(Z Asin
| =,

1
2

oy
9; cosy; ~ X Asin>8;cosy;) 2.7
. paths 2 ] o

out n

where A is a mobility constant

The simulation of the time to failure was performed on a IBM 360 model 50

computer and the results obtained are summarise below:-

. mean time to failure t5, decreases with increasing conductor length.

. standard deviation o of the failure distribution decreases with increasing

length _

mean time to failﬁre ts, increases linearly with increasing width in the
range from 0.2 to 1 mm:. |

mean time to failure tg;increases with mean grain size if the variance of

the grain size is kept constant.

mean time to failure t5, decreases with increasing variance of grain size

distribution if the mean grain size is kept constant.

life distribution for ‘electromigration failure approximates a lognormal

distribution.

Another study[ Schoen,1979}], employed the same model as Attardo and co-workers

and used the Monte Carlo method to simulate the dependence of electromigration

lifetime on the parafheters of linewidth, line length, and film grain size. In their work,

a computer is used to create hypothetical lines having the same grain size distribution

‘as real films. Each line is broken into sections and the grain boundary structure of

" each section is simulated statistically. The grain boundary orientation and diffusivity

are simulated and the time to failure of the section is computéd. The time to failure of .

the entire line is determined by the minimum failure time of a critical section which is

defined as the section having the greateést imbalance of vacancy flux. This procedure

is repeated on many hypothetical lines to build up the failure time distribution for the

real lines,
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- The Monte Carlo simulation results shows similar results to those obtained by Attardo

when analysing the effect on mean time to failure ts, of the various parameters. The

‘time to failure distribution was found to follow the logaﬁthmic extreme value
statistics when the gréin size is comparable or exceeds the linewidth (near bamboo
structure). In this situation, surface electromigration was assumed to play a dominant
role in determining electroni_igraﬁon lifetime. For linewidth that exceeds the grain

size, the time to failure followed a lognormal distribution.

In another study [ Marcoux, et al.,1989] , a 2D simulation quel is developed by
using a Hewlett-Packard compﬁter. The.model employed a Monte Carlo technique to
generate two-dimensional geometrical patterns that simulates the grain structure of
thin metal films by Voronoi tessellations. A Voronoi tessellation is a partitioning of _
the plane into cells bounded by polygons. These cell represents a carpet of metal
grains from which a section is cut to produce the interconnect line. The softwarer |
calculates the statistical characteristics of the grain structure and.simulate the

distribution of the parameters below:-

¢ the area distribution of grain size
¢ the diameter distribution of the grains

"o the distribution of Iengths of grain boundary segment
o the number of triple points

o the nuniber of vertices

- The common feature of Marcoux et al. model with the current work( iumped element
model), is the ability to demonstraté the distribution of the length of grain boundary
cluster. Extra features of the current work which are no_f in Marcoux et al. simulation
results are i ) number of grain boundary in a cluster é.nd ii} number of cluster in an'

interconnect which are analysed to find their effect on Time to failure.

The Marcoux et al. model uses mel:ran' prograxﬁ to approximate the steady state
behaviour of the temperature and current density j distribution. For the grain boundary
mobility or diffusivity D, eqn(2.8) is used:- |
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D=Dgexp(E 5 /KT) sm(i-) _ I , : - 28
where 9 is the mlsonentatlon (tilt angle) of adJacent grams gram
E Alsthe actwatlon energy '

Dyisthe moblhty constant

When these parameters have been worked out, they are substltuted into the atomic

ﬂux equatlon -

Ta

N, .
[kT) D Z, *ep(j-j, ) _ . : _ 29

where
p=po(1+a(T-Tp)) is the resistivity at temperature T, diAs temperature
coefficient of resistance
Zye = is the effective charge
N, =is the atom density 1n the grain boundary |
j. = is the stress-induced counter current density term which is temperature "

dependent.

In thié model, the parameters that are analysed which affect electromigration life time

are i) current density ii) temperature and iii) linewidth
The results of the study are summarise below,

1. The mean time to failure t., decreases linearly with increasing

" current density for a fixed line teﬁiperature, with Joule heating the

decrease is non-linear.
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2. The mean time to failure decreases linearly with decreasing
linewidh (grain size > linewidth),however with further decrease in
linewidth, the Mean Time to Failure and also the standard

deviation increases..
3. The time to failure exhibits a lognormal distribution

An improvement to the classical model of Huntington and Grone which includes the
“backflux’ force in the equation for electromigration atomic flux of eqn(2.3) was
.introduced byf Trattles, et al., 1994] . In this model, the electromigration damagé is
reduced to some extent by a ‘backflux’ force which is related to the build-up of a -
_ str'ess' gradient and a concentration gradient along the conductor caused by the
accumulation and depletion of metal. Therefore , the model solves the transport
equation for atomic flux along a grain boundary in the presence of an electrié filed,

stress gradient and concentration gradient.

In the model it is assumed that the main cause of the flux divergence is the grain
structure of the con&uctor _and that these divergences occur at the triple-point
junctions of the grain boundaries. Also in the model, the angle of mismatch ©
between neighbouring grainllattices and the orientation angle v of the grain boundary
with respect to the current flow are similar to that of [Attardo, et al., 1971]. When
the electric field is applied to the conductor the divergence in the ion flux at the triple
points results in the creation of a non-uniform ion concentration and a change in the
stresses at these locations. It is assumed that the change in ion concentration between
the two triple points is linear along the boundary and that there is no migration into or
out of the grains. It is also assumed that the changes in_ stress at the triple points are 5
result of the material accumulation or depletion, An increase in ion concentration will -
resultina compressive stress at the triple point while a decrease in ion concentration
- will result in a tensile stress. It is also assumed that a linear change in stress exists
along the grain boundary. The void is formed only after a critical tensile stress has

~ been reached. There is also a critical compressive stress that the conductor can

withstand before deformation takes place and hillocks grow. These critical stresses




are the cause of the incubation period where there is no observable degradation of the

conductor,

Lifetime tests and resistance measuring technique are performed on a set of five
conductors ‘with different grain structures. The time to failure analysis of the
conductor stressed with varying conditions (variation of current dehsity and
temperature) found the current density exponent of the Black Equation to be
. approximately 2.3. When stress and diffusion are not included in the model n=1 is

found. This indicates the value n~ 2 has been contributed by the localised stress and

diffusion acting against the e]ctromigfation force. The results from the simulatiohs_
suggest that the resistance measuring technique provide a more accurate estimation of |
the activation energy Q than lifetime tests and the current-density exponent n was

determined to be 2. A direct correlation between the time to failure and the rate of
- resistance changes was found when all conductors and stress conditions are

considered together gives a relationship of the form:-

t = 0223R;M! | - 2d0

where R,, = the rate of relative resistance changes

2.3.3 The Continuum Models of Electromigration Failure

At present, a number of coh_tinuum models of electromigration failure are used to
solve electromigraﬁon problems{Liu, et al.,1998]. The popular continuum models
referred to-are the vacancy drift and back diffusion model [Shazkes and leoyd, 1986] .
and the stress evolution model [Korhonen et al., 1993]. The latter model is now being
vﬁdely used and has gained wide acceptanc'e[ Clement and Thompson, 1995}, and
has been used to analyse electromigration-induced failure in near-bamboo lines.[
Sarychev, et al.,1999]. In this section, the literature that apply the drift diffusion
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model will be reviewed first and then followed by a review on _the stress evolution
model . '

2.3.3.1 The Drift Diffusion Models .

The vacancy drift and back diffusion model popularly known as the drift diffusion
model, gained early acceptance since the model deVeloped by [Shazkes and

Lloyd,1986), successfully was able to derive the j * dependence of Black’s model for
thc mean time to failure ts,. The model was developed by treating both the Fickian

diffusion (due fo a vacancy concentration gradient) and mass transport due to the
elecromigration driving force concurrently. Under an applied stress current,
momentum transfer from the conduction electrons causes maﬁér migration. As the
concentration of the metal atoms increase there is an associated back-diffusion.. The
general drift-diffusion equation derived by [Shazkes and Lloyd,1986] is :-

oc DZ*epjc
J, =D~ _HQL 211
‘where
J, = is the vacancy flux
D =is the diffusivity
. Z*e =is the effective charge
p = line resistivity
j =the current density
'k =Boltzman’s constant
T = temperature

¢ =is the vacancy concentration

The first term arises from the vacancy concentration gradient -driven backflux
diffusion and the second term represents the current-driven (drift) or electromi gration
flux, Note that, eqn(2.11) is in fact eqn{2.3) with vacancy concentration ¢ replacing

the density of diffusing vacancies N, but now with a back-diffusion term. In the

one-dimension drift-diffusion model, the failure time is considered as the time to
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reach a critical vacancy level at divergent sites i.e. the lifetime is believed td be
- determined mainly by void nucleation. In thé study, the equation (2.11) and thé
continuity equation (2.12) is applied to a boundary conditions representing a semi- |
infinite solid with a perfectly bldcking boundary. The combination of these two
equation gives rise to an equation which is normally known as the ‘electromigration

equation’ { Korhonen et al,, 1993].

The continuity equation :- .

= ==0 " | 2.12

Combining eqn(2.11) and eqn(2.12), we obtained the electromigration equation :--
& D[ d%c _ Z'epj 60)
T A KT &x

it 2.13

By taking the solution at the blocking boundary and assuming that the failure would

occur when the vacancy concentration reached a critical level, ¢, , a new equation

for time to failﬁre can be derived. The boundary conditions use in Shazkes and Lloyd

model ére -

o @)=y,
J,0.9=0,
where ¢ = vacancy concentration at equilibrium for zero stress '
This boundary condition represents a perfectly blocking boundary atx=0.
Eqn(2.13) is solved by using the Laplace transform method and the solution is given -
by eqn(2.14) |

_ Z*eij)[ {_5_] N |
c(x,.t)—co‘erfc( kT, D ' 2.14

giving a time to failure of :-
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t-_[2°cr][_k_] [1‘)2 o 215
' ThlS model can be charactensed as a nucleation dommated failure [Lloyd1994],

where the failure is determmed by the bulld-up of a critical vaca.ncy concentration

(usually at a terminal or blocking grain boundary) thch then qmckly leads to

B .fallure [Tammaro and Setlik, 1999].

- The model has been analysed for a range of boundary conditions in pamcular for the
case of a finite aluminium stnpe with blockmg contacts at both ends.[Shatzkes and
'Lloyd,1986],[Clement, 1992]. The model has also been apphed to the case where a
blocking contact at'one t:ndl‘and a.con'stant vacancy supply at the other[Dwyer, et al.,
1994]. These boundary conditions could represents the experimental situations in
which electromigration is occurring along a stripe joining a large contact pad to an
on-chip device. Thls mode! has also been applied to a ﬁnite ling to compare the
nonstationary period (nucleation model) and the stationary period{void growth model)
to explain the j - dependence[Kircheim and Kaeber, 1991]. They found that void
growth model also exhibits the j 2. Recently [Tammaro and Setlik, 1999] claim that
. n=2 is the limiting behaviour of the nucleation models. The first two of these
studies will be discussed here because of their significance towards the present work
| where their vacancy concentration time dependent equatione will be used for

comparison.

The study by [Clement,1992] involvee the assum'ption that the boundaries at x=0 and

x={ are completely blocked such that no vacancies are allowed to pass ( x indicates

the distance along the mterconnect x=0 and x= ¢ corresponds to the blocking
boundanes) thatis '

J(0,)=0 and J( £ ,t)=0
This coneéponds to a situation that vacancies are conserved which could be
maintained in a system where a thick strong passwatlon would preclude changes in

the volume of the conductor. The other assumption made is that the
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initialfbackgrqund vééancy concentration is to be uniform at the eqﬁilibrium value,
that is:- | - '
c(x,0)=¢c, _ 7
Here we define the direction of the electric field to be in the negative x direction. The .
vacancy flux is described by the dnﬁ - diffusion equation :-

dc Dc :
}= *DEX_HEZ epj | 2.16

- The vacancy concentration ¢ as a function of space and time c(x,t) can be obtained by

combining with the continuity equation below:-

—_— —=O S .
6x+6t | 21?

to give a drift-diffusion model of the Fokker-Planck type equatioh =

ac(x, t) Do? c(x, t) 6c(x, t)
= -abd
ot ox?

2,18

where
* ¢ is the vacancy concentration
D is the diffusion coefficient or diffusivity
_Z.ep j
kT

( the equation above and others from the literature have been altered to be compauble |

is the drift coefficient

with the present study in order results may be compared )

The general equation for the vacancy concentration as a function of length and time is

given as:-

c(x,t) a.f, exp(—a x). i 16kﬂa2£:[ 1?) p(a g):l

¢ 1- exp(—a £) (026 + 4k*n?)’




In steady state,

ofx,0) o.fexp(-o.x)
¢co  l-exp(-a.f)

220

and

of

 Cmax= T o an) 221

The summary of the results of the study are :-

1) Under dec stress conditions,the electromigration-induced vacancy concentration
build-up at a blocking boundary saturates with time for finite length £. The level
at which vacancy concentration build-up saturates, decreases with decreasing j
and £.

ii) A threshold value of j£ is required to cause failure base on the assumption that
the vacancy concentration at the blocking boundary must reach a critical value to

 initiate void formation. The maximum vacancy concentration ¢ .. (Eqn(2.21) is

_ Z* ,
dependent on of or jt’( k;p) .This results agrees with the result obtained by

experiment [ Blech,1976].

iii) The vacancy build-up as a function of time has a j* current density dependence
below saturation. _ | | o

Another study einploying the drifi-diffusion model was [Dwyer, et al,1994].The

study involve the assumption that vacancies are being collected at x=£ to form a

void, making a blocking boundary. The conditioﬁ on the vacancy flux J at x=¢ is:

B 07~ | ‘
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' Af the other end of the Stripe, vacancies-are supplied from fhe contact pad' in such a
way to maintain a constant vacancy concentration ¢, at x=0. The boundary condition
at x=0is |

(0, ty=¢c,
The dﬁﬁ-diﬁmion model of the Fokker-Planck type is again:-

D & o’ ox

‘ 1.6c(x,t)_6’°(&t)_af‘f°(&t) . _ 2.22

The general solution to equation 2.22 is obtained by the method of Laplacé transform,
which yields the subsidiary equation of the form:-

'c('x,s) ~ %aexp(-— 22&(3“ x)) ‘ 2 s

._.—l—+ e mxsim 2—'+—x 2_23
Co s i 4 7

al s ,azs o .. la? s + D
J4 +Dxcosh T+Bf—281m 3 +Df

The residues are found at the roots of the denominator and it is found that for a ¢ > 2

there is one real root and infinite series of imaginary roots and for of. <2 it has an..
infinite series of imaginary roots. The vacancy concentration is normally interested at

x= £, The real roots occurs at

faohn 2 224
n o.f , _
- where n= 2 +D£
The imaginary roots occurs at
tang 2 | o |
£ " af : o - 225



where

a s
ti€ = T+'f)-f

Both the roots can be found by graphical methods,
The complete solution for the vacancy concentration is rather cumbersome and it has
been found that the error in neglecting all but the first transient term is very small. A

simpler expression for the vacancy concentration is thus

For thecaseal <2

t
c(:, ) ~ explo. x) — 7 y 2.26
© « 2 ( 2_%LH_ J
y +E°1E 7 (2-c.2)
and for the caseal >2 '
2¢? Dt

c(x 1) 20. gexP[ 5 2 )] "Smh( e] xp- (a4 —"2)‘42_2 '

—* x expla.x) - — == = 227

n - —(2 -a. !.’)) ‘

In the steady-state
o(x,t > ) | - ' -
e exp(ocx) : . _ 2.28
so that the condition for sﬁpersaturation, c(x,t) = ¢* becomes
Co _ x=Lt->) _c* '
S R ) & o 229
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where ¢* or ¢_, is the critical vacancy concentration

The summary of the results form the study are:-
1. The saturation time t_, increases exponentially with current
density j. |
2. The time to feach a given critical vacancy concentration ¢* or
~ failure time  variesasj 2. |
3. The breakdown or failure time is proportional to the critical |

vacancy supersaturation concentration ¢* or ¢ or

These two models described above are based on a single grain boundary structure of
an interconnect or as treating the interconnect as a single homogenous segment-

neglecting microstructure.

There are several other studies conducted by Lloyd and co-workers with the drift-
diffusion model  of electrom-igration: failure[Lioyd and
Kitchin,1991],[Lloyd,1991],[Clement and Lloyd,1992],[Lloyd and Koch, 1992]. In
the study by Lloyd and Kitchin, a statistical model of electromig:ratioﬁ is developed
based on the extension of the failure model of Shatzkes and Lloyd which
incorporates the st{atistics of microstructure and the variations in the activation energy
for grain-boundary conditions. The boundary condition applied somewhat arbitrarily
are a ‘semi-perfect’ blocking barrier boundary , which would not completely stop the
flux but reduce to some backgrdund level. The barrier is also assumed to lower the
diffusivity in the same manner. The failure time t is defined as the time to reach an
_ arbiiraﬁly defined critical vacancy concentration ¢, .Under these conditions, the
_rﬁodel is valid for passivated interconnécts, i.e, there is a boundary condition that
| would allow a vacancy supersaturation to take place. The models assumes ?.1.
lognormal distribution. for grain size and for the activation energy for the seif-
diffusion in grain boundary. The failure distribution function F(t), for an element
{ made up of two adjoining segments separated by a barrier) are found not to be

lognormal. The cumulative density function or CDF of an interconnect which is




- composed of a number of failure elements based on the ‘links in a chain’ or * weakest

link model” is found to be approkimated by multilognormal distribution,

A mathematical model based on the drift-diffuison equation to predicts the damage -

morphologies are develop [Lloyd and Kooh, 1992]. The study is based on the concept
that an electromigration induced mass flux divergence will create a local vacancy

~ supersaturation in the grain boundaries and a steady-state vacancy concentration

profile will be established where the vacancy generation rate is balanced by the rate at

which vacancies diffuse to the surface via the boundary or through the lattice. The

damage is in the form of craok-like voids and the thinning of an area near the grain

boundary The model is use to 'predict the failure morphology, where the appearance
of the failures should vary with temperature. At low temperature, failure shouid be.

look like a crack, whereas at hlgher temperature, thinning will be experienced.

In another study conducted by [ Lloyd , 1991], the previous study of [Shatzkes and

Lloyd,1986] are reviewed and commented. The author comments that although the

model comrectly deals with the kinetics of grain boundary diffusion and predicts the

j dependence of lifetime, the geometrical effects of the grain boundary structure are
not considered. The author also argues that the earlier models can only be used to
describe the process which leads to the generation of an initial void, but does not
describe the whole failure process.- Since there must be two distinct stages to
e]ectonﬁgration—induced failure, the failure time can be expressed as the sum of the
time required to nucleate a void, and the time it takes the void to grow and form an
open circuit. Once a void is formed, the earlier model in reference of [Shatzkes and

Lloyd,1986] will be no longer valid. The veid will possesses a free surface which is

not present in a.passivated film. With this free surface acting as a sink, the high -

electromigration-induced vacancy concentration described in the earlier model of

‘[Shatzkes and Lloyd,1986] cannot be supported. The flux divergence will still be
present, but instead of building an excess vacancy concentration, the flux divergence

will feed vacancies into the void leading to c=c o model at the void end.
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2.33.2 The Stress Evolution Models

One of the first to study the mechanical stress arising due to electromigration was
Blech and co-workers [Blech,1976],[Blech and Herring, 1976] who explained the
origin of the stress gradients and introduced the concept of a threshold length-current
density product (j£) for clectromigration. The mietal atoms transported (via
e!ectrbmigration) to a blocking boundary build up a compressive stress with the
highest level at the boundary. The resulting stress gradient will contribute to the
driving force for mass transport. In the presencé of a blocking boundary, a stress \
gradiént could form which would act against the electromigration force and
eventually stop mass flow. The critical length-current density product (j£) is due to
. the limitations on the stress that the conductor metal can sustain. If a maximum or
‘yield’ stress i's reached, no further transport of atoms is ‘possible because the
electrical driving force is balanced by a compressive stress gradient which causes an“
equal but opposing driving force. Above this maximum stress, ihe stress gradient
Tequired to stop the mass flow can no longer be maintained and electromigration will
continue and the aluminium defbrms plastically vﬁhich is commonly manifested in
hillock formation. For short lines, however, the stress gradient can be maintained
without cxceeding the maximum stress. The electromigration force equation in the

presence of stress gradient is given below [Blech and Herring, 1976].

F:z*epj—sz%% | o - 230
Since the study by B‘lec-h, many more studies were carried out to produce a physical
model for stress evolution in interconhect's. These include the works by
Kircheim[Kircheim, 1992& 71993],and also the work by Korhonen and co-
workers.,[Li, et al.,1992],[Kothonen et al; 1993]. In the study [Kircheim,1992] , the
author pr;)pose's a model of electromigration in whiéh generation of tensile and
compressive stresses in grain bomidaﬁes during electromigration is caused by the
annihilation and production of vacancies. The model is based on the two coupled
partial differf:ntial equations for vacancy concentration and stress. In the development

of the stress model, Kirchheim assume that the vacancies C, are in equilibrium with

o 4
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' the stress © ie. if © changes then Cv-'aISo' changes'immediately by the following

relation:-

‘ asY | S :
C, —COVexp(kT) ' o B 231

where
Cgy is the vacancy concentration at zero pressure(stress)
Q is the atomic volume -

o is the hydrostatic stress.

The tensile -stress (c>0) increases the vacancy equilibrium concentration and
therefore the magmtude of the material flux, i.e. shorten the Ilfenme of an Al lines.
When the vacancies are in equilibrium with the stress, the vacancy flux equation of
the drift-diffusion modei will be modified by the inclusion of equation (eqn.2.31)

giving rise to:

D,C, .. . DGy |
1T eZ*pj— T Q . _ 232

Iy =

Note that by combining with eqn(2.32) and (eqn2.31), eqn(2. 32) also reduces to
eqn(2.11) of the drift-diffusion model.

- The model also assumes that the Time to Failure is defined as the time necessary to

reach a critical stress & ;. The important results from the work of | Kirchheim, 1992]

is that the Time to Failure is proportional to the current density j ™" where the current
- exponent n varies from 1 at low critical stress (£ 10 MPa ) and 2 at high critical stress -
(300Mpa). However the statistical distribution of the Time to Failure is not performéd

and the model does not include the continuity equation with a source/sink term.

~ Early work of Korhonen and co-workers proposed a model to predict the variation of

lifetimes due to temperature and current density [Li, et al.,1992]. According to the
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' model,' the failure of interconnect lines occurs through the rapid nucleation of voids

by thermal stress. Small voids are trapped and grow at grain boundaries. After .

reaching a cntlcal size, voids then begin to migrate and coalesce until the line is

severely damaged. Failure times are determined by the largest/fastest growmg void in

a line. For low current density j , an approximate j _2 'dependence of the hfetlme is
expected, and for higher currents they predict a large current dependenge because the
voids are expected to start migrating immediately upon the applicatién of ﬁigher '_
currents. They also found that for grain' sizes émaller than the linewidth, the
temperature 'dependence is characteristic of grajn. boundary diffusion , and for near
bamboo structure lines, it approaches that of the lattice diffusion. For thermal stress ‘

induced voids already large , the lifetime is determined by . current-induced

coalescence and is proportional to the surface diffusion coefficient and a i

dependence.

In a later work, Korhonen et. al., developed a model which dcspribés the méchanical.
stress arising from electromigration in a conﬁ_ned metal line which is deposited on an
oxidised silicon substrate and covered by a rigid dielectric passivatioﬁ. [Korhonen, et
al.,1993(1)]. The stress evolution mode! eq{latibn derived by Korhonen et al. is given -
below (a complete. description will be presented in Chapter 3) :-

b o[ [éo ) |
at“ax[ ax+G] - B 233

DaBQ e effective diffusivity

Z*epj
Q , oo
Eqn (2.33) is an extension of eqn(2.32) which accommodates the continuity equation

- G= is the electromigration driving force

with a'so_urce/sink term. The model shows the evolution of the stress assuming

-vacancy equilibrium with the stresses and that failure was determined by the bui]d-up'

~of a critical level of stress. In the model, the stress state is purely hydrostatic and

constant across the line cross section. It is a one-dimensional model which depicts a
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thin interconnect having a columnar grain structure where all grain boundaries are
perpendicular to the substrate. The material transport along the interconnect line is
assumed to be affected by grain boundary diffusion only. The model has been applied
for a semi-infinite and finite line with blocking boundaries and with constant
diffusion coefficient. Tt assume that the line is finite and initially has thermal-induced

voids and a diffusion coefficient dependent on vacancy concentration.

The stress evolution model ha; also beeﬁ‘applied to an interconnect line consisting of
| several clusters of grains,(with at least one grain boundary along the line) and several
. bamboo grains.[ Korhonen, et al,,1993(2)]. On the application of current; flux -
divergenceé arise due to t_he diﬁ‘erent diffusiﬁties in the bamboo and cluster grams '
The bamboo grain effectively blocks the atomic flux at the ends of the cluster section.
The electromigration flux depletes atoms from the bathode end of a cluster and
accumulates them at the anode end, thus creates a stress o which opposés the
electromigration flux. As time increases, the electromigration: flux creates an -
oscillating stress pattern, A schematic diagram of the interconnect line used in the
study and the stress distribution due to electromigration are shown in Figs 2.1 and 2.2
respectively. | '

electrons —

vo_i “cluster length (L)

~

Fig.2.1 A schematic diagram of the cluster and bamboo sections of an

interconnect line.




STRESS (a/th;)

electron current——

-0'.3 ‘ 1 H ! ! -
00 0.2 0.4 0.5 0.8 10

DISTANCE (x/Lo)

Fig2.2 The stress distribution during electromigration. Initial stress
(small dots), final stress (solid line), stress at medium times(broken lines) -

The failure distribution of the model in Fig 2.1 is found to be consist of :-

1. Early failures in interconnect line which contain clusters length L
greater than the critical length ( L>L,), because only grain
boundary diffusion needs o be involve.

2. Long term failures where short clusters are distributed among long

bamboo segments, because bulk or lattice diffusion dominates the
lifetime.

3. Medium term failures where bamboo sections are short enough for

the failure units to start interacting,

In another study [Knowlton,et al.,1997], the stress evolution model has been used to
simulate the effects of grain structure on the time to failure. Realistic continuous film
and line microstructures have been generated'by a grain growth simulator with a
llarge population of sampies of lines in order to obtain meaningful failure time

distributions for a variety of line characteristics and testing conditions. This enables

line length, critical stress, postpattern annealing time and currerit density. A log-
normal distribution of grain sizes with a value of 0.28 for the standard deviation 64

has been used for the simulation of the film. Interconnect l'ines of widths and lengths
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the prediction of the occurrence of the failure mechanism as a function of linewidth,

(relative to the median grain size dsq) are then etched from this film. The failure



criterion for a line was taken to be the time at which the maximum stress in the line
reached a predefined critical or failure stress 6., It was also assumed that the critical
stréss cc; is unifonn- along the line length, although there is evidence lines are more _
likely to fail at locations where contémination is présgnt (such that o varies with -
position). The model has been applied to the boundary rconditions such that
O'(O,t) = G(L,t) =0, or J,(0,t)=1J,(L,t) =0 which represents a line ending in two

large contact pads( constant stress) or two studs( zero atomic flux).

Thg results of the simulation shows that the time to failure, as well as the failure
mechanism, is strongly dépendent upon the critical stress. Polygf_anular mechanisms

will dominate if o, is 100Mpa or less since the line contains clusters long enough to
support stresses due to grain-bounda:y diffusion. If o, is 400Mpa , the line will
survive much longer, failure will require significant diffusion thrpugh the bamboo |

grains, and transgranular failure mechanisms will dominate.

The simulations have been carried out for 10 samples of lines with zero-stx_‘esé
bo'undary. conditions and a linewidth-to-grain-size ratio of 0.5, When G, is small, the
lines fail due to polygranular mechanism since the clusters can easily support a stress
large enough for failure. If the critical stress is large, the failure is due to transgranular
mechanism. In both cases, the failure distn'butioh is monomodal since only one
failure mechanism .is active. The failure distribution for the case of an intermediate
critical stress is bimodal since both faiiuré mechanisms are active, accounting for the .
large deviation in failure time. The standard deviation o4 for large critical stress is ,
also quite large , the authors reason that the large variation arises from the fact that
 the maximum line steady-state stress achieved is sensitive to the spatiai distribution of
polygranular clusters along the line. A line in which the clusters are distributed
relatively evénly along its length will survive longer than a line in which the clusters
are distributed unevenly along its length, For the effect of length and linewidth, shows
MTTF rises dramatically as does thé standard deviation DTTF with decréasing
linewidth/median graih size. The line length also affects the number of clusters, Since
shorter lines are less likely to contain long cluster, the MTTF is higher than the

longer lines. The standard deviation DTTF is also found to increase.The results from
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the model is consistent with éxperimental on near-bamb_bd AL-Cu lines such as
[ Cho and Thompson,1989]. The study also includes the effect of postpattern
annealing of interconnect and the results shows an improvement of lifetime for
narrow lines. Pdstpéﬁérn annealing wili results in the reduction of the number and
lengths of clusters . Not only the cluster shrink , but long clusters may also split into
two smaller clusters as large grains within a polygranular cluster can grow tb span the
width of the line. As a result the number of clu.sters which are ldngef than the cﬁtical
length is reduced. | '

The study on fhe effect of the stress dependéncé of the atomic diffusivity on the stress
evolution due to electrbmi gration was conducted by [Park and Thompson, 1997].
They modelled the time evolution of the stress along interconnects through the use of
a one-dimensional simuiatibn as a function of current density. As a source for atomic
flux divergence sites, a polygranular cluster region was introduced into the bamboo

interconnect as a region of finite length with higher diffusion coefficient. The model

~ assumes that the ends of the interconnects were at zero stress. The stress becomes .

tensile at the cathode end of the polygranular cluster and compressive at the anode
end. The results of the simulation shows that the peak tensile stress first increased to a
maximum of about 200 MPa and then decreased to a very small value, while the peak
compressive stress continuously increased to maximum of about 400 MPa. The
behaviour was explained by the effect of the stress on atomic diffusivity. The atomic
diffusivity is larger in the tensile region that in the compressive region, therefore
faster kinetics are applied in the tensile region and the peak tensile grows faster than
the peak compressive stress during the initial time period. Such fast kinetics in the
tensile region quickly leads to a quasi-steady state. At longer times, diffusion in the
bamboo regions dominates the evolution of the stress. The peak tensile stress
continues to decrease and the peak compressive stress continues to increase until a

true steady state is reached, in which a minimum flux ﬂuough the interconnect results

in a small maximum compressive stress in the true steady state. The simulation results

shows that the peak tensile atd the compressive stresses in the steady state are

dependent on the length and location of the polygranular and the current density.




A stress-evo!utxon model was used to find the steady-state of the mechanical stress in
_ mterconnect lines was developed by [ G]elxner and Nix, 1998]. The model is based in
~ two dimensions, to take account of the effects of bamboo boundaries on the
maximum stress which may develop, which the earlier stress-evolution model of
Korhoneli etal, ignored. The model assumes that the mass transport is along the
sidewalls and the grain beundaries, where diffusion along these paths is much faster
than the line bulk. The results of the simulation reveals that:the presence of bamboo
grah boundaries may 'substa:ntially increase the maximum electromigration stress,
and the simulations on bounded interconnect segments show that variations.in grain
size may lead to large standard deviation in the maximum stress as line length

decreases.

'Despite the very different underlying physics, where under the stress evolution model, |
the current-induced flux creates a stress-directed counterflux, which retards
electromigration damage, while the dﬁft—diffﬁsien or the ‘eleetromigration equatieh’
the counterflux arises due to the vacancy concentration gradient, both models have a
similar mathematical formalism. In fact a number of papers[Clement and Thompson,
1995),[Clement, 1997],[Liu, et al, 1998] has showed it is possible to transform the
Stress Evolution model into a drifi-diffusion equation with an effective diﬁ’usion'

coefficient which is proportional to the vacancy concentration.

The other main d1fference between the two models is that in the dnft-dlffuswn model
used by researchers mention in earller sectlons does not include the effect of sources
or sinks of vacancies. The study of [Clement and Thompson 1995},[Clement, 1997}
include the recombination/generation effect and use the Stress Evolution model in
terms of the drift-diffusion equation. The electromigration-induced transport of
vacancies will change the local 'vacancy concentration and the stress. Korhonen et al.
also assumes the vacancies are in equilibrium with the stress. They pointed out that

| dislocation climb is a mechanism by which the equilibrium between the stress and the

- vacancy concentration can be maintained,




The largest = portion of the transported vacancies will be taken up in
recombination/generation by climbing dislocations eit_hei‘ in the grain boundary or at
lattice dislocation, thereby changing the local stress. A very small number of
vacancies will go into changing the local vacancy concentration to maintain local
equilibrium with the stress. Since the concentration of vacancies is very small in
comparison to the concentration of étoms, dislocations must climb onl& infinitesimal
distances to restore the local vacancy concentration. With the inclusion of the
tecombination/generation effect, a drift-diffusion equation is derived once again but
with the critical difference that the diffusion term D, which is replace by D, BQ/kT.
which leads to an important differences in the time scale. [Korhonen,et al.,1993]
pointed out that the vacancy concentration gradients can be created in a matter of
seconds because of the almost negligible small mass transport and the other hand,
stress evolution in interconnect lines during electromigration can last hundreds of
hours. With the result obtained from these studies, it is shown that the analysis of the
drifi-diffusion equation in the interconnect network will cover both the current

continuum models of electromigration failures.

Finally [ Duan & Shen,2000] proposed an alternative failure criterion, that of a
critical accumulation of flux divergence instead of the critical stress. He argue that
the divergence of atomic flux , rather than ti:e stress, are more appropriate in
characterising the electromigration damage using the one-dimensional stress
evolution model. This is based on the numerical analysis of the nanoindented single- -
crystal aluminium which shows that i) duﬁng.electro;nigration, the maximum tensile |
stress and the maximum atomic flux divergence do nbt generally appear at the same:
location in a metal line and ii) the location of voiding predicted by the maximum flux
divergence criterion is more in line with expen'mentél observations [ Joo et al., 1998
and 1999] than the predicted by the maximum stress criterion. Using the critical stress
failure cn'iérion, ,voiding should occur at the cathode end of the fast-diffusion
- segment. However analysis shows that the maximum flux divergence does not occur
at the exact cathodé end of the fast diffusion segment , but instead it appears near the
cathode end but outside the fast diffusion segment. ' '
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However, the suggestion of [Duan and Shen,2000] that the voiding criterion is based
on a critical accumulated flux divergence is shown to be equivalent to the widely
accepted critical stress criterion of Korhonen based on the study by [ Dwyer and Wan
Ismail, 2001]. Solvi'ng the stress equation (eqn(2._33)),‘ Duan and Shen find thét the
two criteﬁa give different voiding points. However , it is clear that by iﬁtegrating
eqn(2.33), these two criteria are in fact identical where the stress and the atomic flux

are related by the equation below:-

iy | -
o(x,1) = BQJEAdt - | | 2.34
0 o ‘

In the study, the Dwyer and Wan Ismail (Appendix C)are able to reproduce the
figures of [Duan and Shen,2000] for stresé evolution and for the atomic flux , but are
not able to reproduce the figure for the accumulated flux divergence, which in the
study = is found to be proportional to the tensile stress and thus is in line with
eqn(2.31) Also for nanoindented single crystal aluminium line , the theoretical
position of maximum stress lies outside the indented region if standard

Electromigration models are to be assumed.

24 Summary

A survey of the literature, related to the electromigration problems in the interconnect
of Integiated Circuit has been presented in Chapter 1 and 2. The past and present
study of electromigration is reviewed with a focus on the physical and experimental

nature of electromigration- induced failures.

The literature review have given an overview of 'eleétromigration which includes a
review of the history and some salieh_t features regarding electromigration. The failure
mechanism of an interconnect is presented where the main cause is due to the
presence of a flux divergence. The effects of the microstructure and macrostructure
on the lifetihle ~are also discussed. A brief description of the models of

electromigration-induced failure are also presented. Various techniques of extending
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 the lifetime of interconnects due to electromigration are also being discussed where

" Al interconnects are being switched to Cu interconnect for next three generations of

" IC designs. The remainder of the thesis concentrates on Al for which most results are

known.

Electromigration Time to Failure statistics are normally assumed to follow a

lognormal distribution both from data produced by experimental observation and

from models simulation. However this distribution cannot be scaled with length when

. considering the ‘weakest link’ model. Also from experimental data, it is also shown

that the Median Time to Failure (MTTF) , which is used as the standard

" measurement for electromigration, increases in the near-bamboo type of interconnect,

however the standard deviation (DTTF) are also increases giving rise to reliability
concern where early failures occur minimising the advantage of the increase in the
MTTF. |

A complete review of the various models of electromigration-induced failure are

made where focus is rnade to compare the different underlymg physics of failure and
the assumptions made in deriving the models and also the results they produce. The
continuum models which comprise of the drifi-diffusion and the stress evolution
model are discussed in detail to establish their main differences , advantages and
disadvantages. The past and the current - work on the stress evolution model is

reviewed extensively.
The main points to note for the remainder of this thesis are that:-

(i) Currently, the most widely accepted model of Electromigration is Korhonen’s

stress evolution model.

(ii) Studies using this model are generally one dimensional. Thus microstructure has
been averaged across the linewidth so that interconnects are treated as having

cluster sections with fast diffusion Dg,g and bamboo sections with slow diffusion

D 1w - Aside from this the microstructure detail is washed out.
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(iii) The stress in the calculations have been assumed to be hydrostatic and uniform
across the 11new1dth which assumes passivation and substrate do not fix the

metallisation posztxon “This is unrealistic,
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CHAPTER 3
THE DEVELOPMENT OF THE LUMPED_ELEMENT MODEL

3.0 Introduction

A number of physical models now exist to describe the electromigration pfoblém o

which range from the empirical, such as Black’s originai equation[Black, 1969],and
the semi-empirica!, such as that reference of Hu and co-workers[Liew,et al.,1990], to
~ the more quantitative continuum descriptions which includes the drift-diffusion
model [Shatz.kés and  Lloyd,1986],[[Lloyd and Kitchin,l991 and
1994],[Clément,1992],[Dwyer, et al.,,1994],[Kirchheim and Kaeber,1991] and the
Stress Evolution model [Korhonen et al.,1993]. Korhonen’s model has received a

great deal of interest in the literature and must now be considered to be the currently

accepted model for Electromigration. The continuum models are more'attra_ctive as

they do not use arbitrary fitting parameters . However , these models have been

largely applied to the very simplest case of an interconnect whose properties, at

position x along the line, are averaged over its width and thus do not include the

microstructure in a realistic manner. Although the results for this special case are

encouraging ( a 2 dependence is found for the lifetime defined here as the time to

reach a critical stress o, ) it does not really provide a sufficient test for the validity of

the models. Beyond producing an inverse-square dependence on dc current, 2 second
and vital test for any model is that of its ability to predict the correct statistical
distribution of observed lifetimes, traditibnally believed to_be lognormal[ Cho and
Thompson,1989][Thompson ,1990][Liew, et al., 1992],[Joo and Thompson ,1994].

The present work largely considers the theoretical aspects of the electromigration
problefn where a new approach ié developed to investigate microstructural ¢ffects
( lengths of grain boundaries, diffusivities, and angle of orientation) on the failure
time. The development of the lumped element model will be based on the Stress

Evolution model which is now the most accepted model in describing

electromigration. Within the Stress Evolution model, the current work will attempt to




demonstrate that the equation which describes the evolution of stress within the

interconnect is 'equiValent to a slow (compared to original- drift diffusion model)

 non-linéar drift-diffusion equation description of the vacancy build-up. In the current -

. model , it is assumed that the electromxgratlon failure 1s caused when the stress'

reaches some critical yieldlng value of critical stress o OF eqmvalently a vacancy
concentratlon Cor (eqn(2.31). The current model attempts to demonstrate that a good

approximate descnp’aon of the stress evolutlon in a grain boundary network can be

obtained by cons1der1ng, instead, an equivalent electrical problem on a lumped CR'

network, Using this approxnnanon it is then possible to calculate the interconnect

lifetimes or Time to Failure using commonly available software packages such as -

PSpice or Matlab.

The CR network obtained can also be utilised to predict an approximation to the
_ failure time by involving‘Ehnore’s delay time[Elmore,1948]. Thi.s 'method is used by
CMOS circuit (designers to obtain rapid estimates of the time-delays in complex
~ circuits. Just as with the supersaturation threshold for the electromigration lifetime,
the CMOS time-delay is the time for some variable( a voltage in this case) to reacn a

given threshold. -
3.1  Some background of the stress evolution models

The microstructure of a modern interconnect is characterised by .a series of

- poiygranular cluster regions separated by a number of single grains spanning the

linewidth as shown in Fig 3 1. Such 1nterconnects are said 1o possess a “ near-

' barnboo mzcrostructure

polygranular cluster ' bamboo

Fig 3.t Schematicof typical mear bamboo-grain structure: intercommect




Atomic dif’ﬁlsion is inuch greater along the grain boundaries lthan i_t is along the
Sidewall or through the grain bulk, so that matter migrates, at least at first, along the
grain boundary networks that make up the k_;luster regions. The result is a mass
accumulation downwind of the electron current where it is deposited in the grain
boundaries at climbing dislocatibns producing a local compressive stress. Likewise,
mass is depleted upwind producing a local tensile stress[Blech and Herring , 1976].
The resulting stress gradient causes a driving force that opposes the electromigration
| force, eventually leading to a ndn-equilibrium steady state[Gléixner and Nix, 1998). It
is generally argued that interconnect failure will occur if the stress reaches some
critical value o, . This cannot occur if the grain boundary cluster length is too short ,
as insufficient stress will arise, a pheomenon known as the Blech length effect{Blech
and Herring, 1976],[Knowlton etal.1997]

In a typical interconnect, the evolution of the stress can be seen to pass thfough thrée
distinct regions[Blech,1976]. First a quasi-steady state is reached in the cluster
sections due to matter transport along the grain boundary. Second, the stress fields
within-these sections then stay roughly constant as sigrﬁﬁcant stress develops in the
single-grain bamboo sections. Finally stress coupling between the cluster sections

OocCurs.

The distribution of cluster and bamboo sections results from some stochastic process
(possibly described by the Voronoi network of Thompson and co-workers[Cho and
 Thompson,1989]. Likewise the diameter of an individual grain is generally taken to
have a lognormal distribution, graih orientation ﬁossess a roughly uniform distribution
(0-90°)[Kircheim and Kaeber,199l], while the atomic diffusion coefficient for a
given grain boundary depends upon the crystalline faces of the two grains from which
~ itis made, Fig 3.2(a) shows a dislocation model of a small-anglle gram boundary, The
line between points a ahd b corresponds to a boundary. Fig 3.2(b) shows the
relationship between the tilt angle (0) , Burgers vector of dislocation( b), and the

~ spacing between the dislocations (d).




(b)

Fig 3.2(a) The dislocation model of a small-angle grain boundary
(b) The geometrical relationship between 6,the angle of tilt,
b, the Burger vector and d, the spacing between dislocations

(a)

The distribution of the diffusion coefficient for low angle tilt grain boundary is given
by the equation derived by Turnbull and Hoffman [Kirchheim and Kaeber,1991] :-

' e )
D. sinE..' ......................... 0°(8(36°
D gb= h . 3.1
D.Sin18°%...ovveeeeeeeeseas 36° <0<120°,

where D is constant and 6 is the tilt angle of the grain boundary. In addition the

effective charge Z'e may vary between grain boundaries. As a result the Time to
Failure (TTF) for a particular metalisation process is itself a stochastic variable.

Most models for the evolution of stress are one-dimensional{ most notably reference
[Korhonen ,et al, 1993]). In this model, the microstructural effects and the

‘electromigration current are averaged over the linewidth. This leads to an effective

diffusion coefficient of :-




5 _
Deff'—'_DSB

"W 3.2

where DSB is the atomic diffusion coefficient for migration along the grain boundary
network, 3 is the width of the grain boundary and W is the linewidth. Essentially

Korhonen et al. argue that matter inclusion in the grain boundaries may be treated as
a simple, ﬁnifonn increase in the thickness of the grain boundary. The rigid
passivation and substrate layers provide a simple volume constraint, which producesa
hydrostatic pressure on the aluminium. Ignoring the traction between the grainé and
sﬁbstrate and the grains and the rigid passivation layers leads to a homogenous
hydrostatic stress again rendering the problem of one-dimensional. A more plausible
constraint was considered by Gleixner and Nix , who included the traction at the
surface, effectively treating the grain bouﬁdary as a Mode 1 crack stretching from the
f)assivation to the substrate. The constraint on free energy minimisation, in this case,
being a uniform pressure at the grain boundary interface rather than 'the uniform
interface displacement assumed by Korhonen, Finite Element calculations then show .
that the stress field is not homogenous within a cross-section of the interconnect, but
rather is localised around the grain boundary The one-dlmensmnal model can thus
only really be considered as an approxxmatlon as it cannot model for example, the

effects of a non-uniform distribution of bamboo-grains [Gleixner and Nix ,1998].

Gleixner and Nix consider the steady-state of a typical interconnect, by evaluating
the stress field on a stick-network of grain boundaries. The aim of the current work is
to look at a means of modetling the stress evolution ,on an interconnect of an arbitrary
microstructure, by considering the matter transport on the cluster networks. For early
failures, stress evolution is confined to the individual cluster sections [ Blech ,1976]
and thus the present model seeks only to study the stress evolution in an arbitrary
~ single polycrystalline cluster, represented by a stick-network.

3.2 Stages of the development of the pfesent model

The development stages of the lumped element model shall be as follows:-




i. The description of the stress evolution model under electromigration on a network
of one-dimensional grain boundaries

- ii, The development of the exact steady-state solution for a single polygranular

section of columnar grains |

- iii. The development of the distributed CR network in a single grain boundary

iv. The dcvclopment of the lumped C-R-C I network in a single grain boundary

v. 'The analysis of the accuracy of the C-R-C IT network- :

vi. The development of the Matrix representation of the C—R —C IT networks

vii, The development of the signal or Elmore delay in estimating the Time to Failure

viii. The non-linear solution for concentration dependent D{ o)

In the development of the model, the assumptions of the pseudo-one-dimensional
network and of modelllng the exact distributed CR transmission line by the lumped

elements are the only approxlmatlons made
3.3  The description of the stress evolution model
In electromigration , the total atomic flux density is generally taken to be

DACa

Jp= 1T (QVG’+Z epj_) 33

where o is the normal tensile stress on the grain boundary, C, is the atomic
concentration, D,is the atomic diffusion coefficient, Z* is the effective

electromigration charge, e is the electron charge, p is the resistivity of the film, j is the
applied current and Q is the atomic volume, k is the Boltzman’s constant, T is the

operating temperature and i is the unit vector along the interconnect

[Korhonen, et al.1993]. Electromigration occurs largely as a result of electron
scattering from the metal atoms, biasing the hopping probability in the downwind

direction. This probability is mainly limited by the concentration of vacancies C, and

consequently varies with the stress. Equivalently one may view the matter transport as
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a vacancy flux in the opposite direction. With this equivalence, the relation
1,Cy =uaCa must hold for the atom and vacancy mobilities p, and p+, and then,

. . . .... ) ) ' kT )
provided that the mobilities satisfy the Einstein relation Dy v = ZrgPAY, We

obtain

‘DVCV(U)'—'DA(G)CA . l . , 3.4

The limiting factor for vacancy diffusion is then the atomic concentration C , , which
can be taken to be constant [C A= —;—)—J , thus the vacancy diffusion coefficient Dy is

~ also constant and independent on stress . The electromigration vacancy flux may be

written as [Korhbnen et al.,1993]

__Dyacy@)(,  Z'epj.
Jy——-— KT Vo + 7o) i .. 3.5

Vacancy continuity [Korhonen,M.A.,1993] implies that

oCy '
VIy+ % +y=0 3.6

The final term on the left-hand side of eqn(3.6) describes the dynamics of the vacancy

sources and sinks.

The current model is developed by using the model of Korhonen et al. and taking
into account the decoupling of the stresses between grain boundaries [Gleixher and
Nix ,1998] and also including the effects of the microstructure on the stress evolution.
The model is developed by considering the stress evolution on the grain boundaries
( where all variables are indicated by a superscript GB). In this case the vacancy

current along a columnar grain boundary in the direction r is given by

o . | |
18 __Dyacy (5)(%1%34-—-—2 e i} r 3.7
KT o I '




and the vacancy continuity yields

GB

ac
AL +—Ev—+yGB =0 | 3.8

The term y%® describes the vacancy recombination at the grain boundary. In order to
proceed the expression for this recombination rate and also a relationship between the
normal stress on the grain boundary and the local vacancy concentration must be

obtained. It is assumed that the vacancy concentration is kept roughly in thermal

equilibrium with the normal stress[Korhonen ,et al.,1993] and is given by

0o %8
CP mc, exp(—lc:,?—] = ¢(r,t) 39

where ¢, is the vacancy concentration in stress free material
It is also assumed that the recombination of the vacancies occurs through dislocation

climb, creating a local tensile stress field o{’,B, normal fo the grain

boundary.[Korhonen , et al.,1993], Thus

GB
GB_ oA _ B B
A A :
GB
oC
where 708 = — a‘: ,

Cf(B is the atom concentration in the grain boundary ( = Q') and B is a coefficient

which depends upon the elastic properties of the metal (ranges.from 0.5 to 0.75 times
the Young’s modulus for Al )[Korhonen et al.,1993(1)]).No_te the model assumes a
linear and elastic relationship between stress and strain. The vacancy dynamics is
described by the following cycle. First, deposited atoms are overwhelmingly
incorporated at ciimbi_ng dislocations which leads to a very slow increase in the local
compressive stress, or equivalently , a slow decrease in the local tensile stress, at

downwind sites. Second, the vacancy concentration is assumed to change quickly
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with the tensile stress and thus CS2(r, t) decreases typically at downwind sites and

typically increases at upwind sites with the stress.

From eqn.(3.9)

chBJ'

GB
C _~coexp( T

8CT". ¢, Q (QcﬁB) Q
kT

_32 6B
a6 kT T kT Cv

kKT . | '
ac§,3=56§§-ac$3- | | | 31

The equation of the recombination is given by:-

GB GB
o __CA  OoN~

Y B 3 3.12
substituting eqn(3.11) into eqn (3. 12) gives
o KT CP ac? -

" TBQCS® &t

By using the values of the parameters used by Korhonen et.al,

where,

k=Botlzman’s constant= 1,38 x 10 2 JK !

T= operating temperature in Kelvin = 500K
B=50 Gpa= 50x10° Nm

Q = atomic volume =1x 10 ™% m*




acGB ach

| GB L]
=138 >
7P = 138x10", at at

The mequahty above means that the middle term in the continuity equatlon of

eqn(3 8) can be ignored. The new contmu:lty equation is given below
vIB 4y oo - 3.14

The stress evolution for a single columnar grain boundary in the direction of the

interconnect (x) is derived below :-

If the stress is hydrostatic (c(,) =0Cy,) at all points ina plane perpendicular to the
stripe length, then averaging over the width of grain boundary , gives

The average recombination
.2
=w

where 8 = width of grain boundary,
W= average grain size

from eqn(3.12) gives the average recombination by the equation bélow

=-HEHE ‘
?"(S'B'at 3.15

and sﬁbtituting vB in the continuity equation (3.14)

VIPB 4y®B =0
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ev( B0 om0 () (o

Z*em |

where G— O

Lot m.0)) ()5 50)-

rearranging gives

(WY (CS 56 N d DGB.CGB(d)Q(a. -
(B =“a:( D 2o 1))

Then
GB GB A GB(AGB 268 ]
oo 43)[ B J(D Q] cGB( 5 2.5 (60' G]+CGB(O')
& WACE N kT kT ox \ ox . ox*
0P _( B )( B)(D?,BCSB(G)Q] 2B +QG % (acGBJZ 316
- \WACE kT ox* KT ox KT\ ox ‘

%« 1 the ﬁrst term on the right

Ignoring the dependence of C%(c)on cand if = o

hand side is a diffusion term with diffusivity

(3 BQ\(C®) | - .
off aB v
I_)V _-"’(w) (o9 )[kT)(ch]_ o 317

| .. which is equivalent to the equation of {Korhonen et al.,1993]

(3 BQ | o
of
ot (Pl
DEB(GB
where DS® = ‘(’:GCBV from eqn(3.4)
A

Therefore the complete stress evolution equation over time is given below:- .




8B - azng . ,601?,3) '
[ ]— =DYy e +Z ep) 2 | 3.19

'
i’

The difference between the effective grain boundary diffusion coefficient D of

‘eqn(3.18) and the diffusion coefficient for the bulk Dp using the values of
[Korhonen,et al.,1993] and [Knowlton et al.,1997] are calculated below:-

D,=3x107" m? /s = effective defuswn coefﬁcxcnt for the entire cross section
SDSB =3x102m’ /s
& = grain boundary width =1 x 107m

and assume the grain size W= 10%m

from eqn(3.2),

DGB
D =8

=W , therefore

The atomic grain boundary diffusion coefficient

DB D,.W 3x10716x1x1076
8\; 1x10~7
from the relationship eqn(3.4) -

=3x10 3 m2s™!

5 Ca
sDY? = 8DS° -
v

C
D{P =p§E A
v Cy

The vacancy diffusion coefficient at grain boundary
DSB = 3x10‘13m2s ~1107=3x10"m?s™

9 -29 :
BQ S0x10T1077 _60/1.38=72

kKT 138x10°2 500




Therefore, the effective vacancy diffusion coefficient
. CGB
ot =(2)or(29)S5)
A/ kT/AC}

~ 1x10”°
1x10°¢

D 3x1076.72.1x1077
D =216x10"" m?s!

D, _ 3x107
200 200

The Bulk diffusivity =Dg= = 15x10 ¥ m’s™!

where 200 is the ratio of D, to Dg[ Knowlton, et al.,1997]

which means that D> Dp. Thus the effective diffusion along grain boundary is
much faster than actual diffusion through bulk,

With the early failures occuring in cluster sections acting independently,equation
(3.16) must be solved on the grain boundary network in each cluster section. Note that
a (Jy= 0)quasi steady-state is reached on the grain boundary network long before it

is reached through diffusion via the bulk because the true bulk vacancy diffusion is
much smaller than the effective grain boundary diffusion coefficient as shown above.
Early failure, though, will occur through vacancy franspoﬂ along grain boundaries
within a cluster section, as the maximum stress that arises is obtained first on the
grain boundary network. Thus, the. analysis of earlier failures in a single cluster, needs
only to consider the transport along the grain boundary network and not the later bulk
diffusion[Blech,1976). Stresses in the grain bulk, and hence vacancy congentraﬁoﬁs,
arise as a result of grain boundary stresses and not bulk vacancy diffusion.,

The equation describing the stress evolution at a grain boundary may equally be
expressed in terms of the derived variable o(r,t), defined in eqn(3.9), which is closély
related to the vacancy concentration in the grain boundary Cy(r,t). Therefore, in
terms of this variable , the vacancy concentration ¢(r,t) build-up for a single

columnar grain boundary in the direction of the interconnect (x) are derived below

.
-
.




From the Korhonen et al. equation

GB _
JV = -

D$E0c( 60 5B N z'epji
kT { & Q -

but ( in terms of variable c(r.t))

5 kT
o =550 fromegn(3.11)
DGBQc[kT dc  Z'epj )
GB _ _v .
Wemg e 0 | 3:20

the vacancy recombination rate is given by:- _
w) cGB) (kT 6c)
B _[ W]y |[X2CC
Y (6 '(B \Qc ot 321

and from the continuity equation eqn(3.14)
VIF +7® =0

substituting into the continuity equation above

2 D‘E,Bnc(k"r ac+z‘epjj +(y_) (cﬁBJ (g_ gc_) -
TTox\ KT \Qedax Q /U B J\ac a

rearranging

() [9_] ()2 Dea[zc_+ z‘em'c)
§/UB J\Qc ot/ axi VY \lex kT

-2 e (222)

(—6-9') = (i) (—B_] &JDGB (620 +Z.C1.P.j. 60)
a) " \\W/\C@/\kT/™" \ax? ~ kT ox

Therefore, the vacancy build-up equation is given below:-




2 * .
% b [Q Lol ﬁ) B!

& ovie? TRT ox

and eqn (3.20) can be replaced by

JP = DiBTQc G{ZTC g;+ Z;;pj 1) = - D%B(%—l—ac) | 3.23
eqn(3.22) is then replaced by

-gtg = Dﬁ,‘f(g;(; + Z;;pj ZCJ = D%ﬁ(§;+a%§] 3.24
where o is Zepj (fhié varizble will be used in the later section in the

kT
development of the lumped element model)

Both equation(3.22) and equation(3.19) of Korhonen et.al’s stress evolution model
are non-linear Partial Differé'ntial'Equaﬁon’s(PDE). Therefore significant progress

can only be made by linearisation. In both cases linearisation , relies on the fact that

the ratio c/c, = exp( chB /kT) does not change appreciably from unity. Setting

D~D in eqn(3.22) reduces it to a linear drifi-diffusion type, exactly equivalent to
the Electromigration Equation model of Lloyd and co-workers, except that now
o(r,t)(=C, (r,t)) varies much more slowly as a result of the recombination affecting
the diffusion coefficient as in eqn(3.17).- The difference between egn(3.22) and the
Electromigration Equation (eqn(2.12) is one of time scale. A suitable analogy is the,
eventual flooding of a region despite posSessiﬁg a very good drainage system. The
Electromigration Equation model does not allow ‘draihage’(recombination), SO

vacancy levels change very rapidly.

Eqn(3.22) must be solved on each grain boundary of a polygranular section of the
interconnection, which are represented as a stick-network of one-dimensional

columnar grain boundaries. The conditions on ¢(r,t) at the intersection of two or more




'_ grain boundaries are those of contiriuity. Integrating eqn(3.14) at an intersection of
grain boundaries ij,.... etc. yields ' o

ci(n,t)'=c3(ri,t)- - 28Ji(n,1)=0 o 325

| where i is the graiin boun&aﬁés which join at node  n and the current densities
- (| T, (n,t)|=J;(n,t) on graln i) here are defined out of the node n, 8 is thc width of
the i-th gram boundary, c; (n, t) is the ‘vacancy concentration’ at the intersect on

grain boundary i at time t and the sum is over all the grains boundaries making the

intersection.
3.4  The development of the exact ‘steady-state’ solution -

In the development of the present inodel, the steady-state solution for a single
polygranular section of columnar grains represented by a one-dimensional stick-
network is considered first. This will be useful, as it is indicative of those nodes at
which failure is likely and also leads to the well-lcnbwn_ length effect for
electromigration failure. But more importantly, the solution suggests a means of
investigating the approach to the quasi-steady state and which will lead to an

estimation of the failure time.

In the steady state both J,(r) and Dy (r) are constant along grain boundary i, and 7
are equal to J, and D respectively. An auxiliary function v( r) is introduced and is

defined éccordjng to. . _
e(r)=exp{a.r).v(r) | ' - 3.26

where o = Z*epj/ kT
From eqn(3. 23)

J (r )- -D, (——é(-r-r-)-+ac(r))

~ and after rearranged becomes




oc(r) . X ' | , .

“x +oc= D; | 3.27
and this takes in the form of a linear equation of the first order and can be solved by
froor o —ar

the integrating factor method where the Integrating factor (LF)=¢ =—€

Eqn(3.27) are now in the form of

%(:—).ef“’?' o Ji fas

o

={xr

) ey Ji
E(c(r)e )——Di .€

but from eqn(3.26) ,o{r)=e* v(r)

therefore

%(v(r)) = -—éxp(—a.r)-&- ‘ 328

¢ : :
Note that continuity of c(r,t) at a grain boundary intersection ( eqn(3.25)) also implies .
continuity of v(r,t) at those points. Integrating eqn(3.28) along the one-dimensional
grain boundary (r;,r;,1) yields

_ . Ti+i
V(ria) - v(n) = -5 [exp(~ar)dr
g -

[exxi(-a-ri)—eXp(-g-rm)] o

=J;= 329

o D;
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Eqn(3.29) has the appearance of a random résistor network with v(r,) asa (quasi)
voltage at the node at r, and J; that of current. The resistor values are distributed |

according to

R-’——_[exb(—-a’.r)dr . | o 3.30

wheré Si" is tﬁe'v&idth of the grain bdundary i, d is the tﬁiclcnéss of the ‘grain boundafy -
aséumed to be thickness of metallisation. The topology of the_ electrical network is
identical tb the 'topology'of the grain bomidary network. An equivalent electrical
* circuit is obtained by placing a .node at each edge'or'tripie point and i‘eplacing the
_grain boundary between the connected nodes by the appropriate resistor R; .The

diffusion coefﬁcieﬁt_ D, is constant along Aa grain boundary, eqn(3.30) allows for
. extra nodes to be introduced, this divides the grain boundary into two (or more)
fesistors leaving fhe total sum unchanged. The extra resistor values can be calculated
by using the same equation (3.30). To simplify the model, all the grain boundaries
have been assumed to have the same average width 8, =5 and shall take the units of

thé area such that Sd =1.

3.5The development of the distributed CR network for a single grain
boundary

~As described in the last section, the steady-state of the Sﬁeés /vacancy bliild-up result
mimicked exactly a random resistor netwérk. It is common in prt_avious (one-
dimensional) models [Korhonen M.A.et.a1,1993] to ignore the dependence of Degr on
stress, then the time development of the system mimics exactly a- distributed
inhoniogeneoué CR transmission line as derived below. At this point it is useful to

introduce the following equivalent electrical circuit identification

i) (b= é(r,t) exp(—0t. 1é)

exp(-a.r)
D(r)

i) R(D=




i)  C(r)=exp(a.r)
where v= pseudo voltage,
¢= charge/vacancy concentration,
.R=resistance per unit length,
C= capacitance per unit length.

Along a single grain boundary, the vacancy flux of equation (3.23) can be write in

Laplace- space as the pair

J:'.D[‘?—a:-ac] | | o | - 331
& - - K
.—a;+sc—c° =0 o | 3.32
and from eqn(3.28) -
0 _ Ji(n)
po (W(r,1)) = —exp(~a..r) D.(0) . | 3.33

Equations 3.32 and 3.33 may be written for an arbitrary grain boundary, in terms of

the pseudo-voltage (v(r,5)} and current (J(r,s)) in the Laplace domain as

v.J,(r,8) = —sc(r,8) + ¢, : 3.34
V.v(r,s) = —exp(-c. r)%%-sl | 3.35

After substituting the equivalent electrical circuit identification (i)-(iii) ,the equations
(3.34) and ( 3.35) becomes the transmission line pair

v.J,(r,s) = =sC(r)v(r,s) +¢, ' 3.36

-~ V.v(r,5) =R(r).J;(r,8) 3.37




Eqn5(3.36) & (3.37) represents a linear but inhomogenous transmission line system

where the * line capacitance’ increases exponentially while the line resistance

decreases exponentially with x, the distance down the line. Both these eqns ( 3.36 and.

3.37) expresses an important point, i.e. the vacancy concentration equations can be
transformed exactly into transmission line equations. This means that it is possible to
model the line exactly with a distributed CR network of series resistance and parallel
capacitance. The only approximation made in solving the prdblem will be to replace
the distributed transmission line with a finite number of lmnpéd capacitors and

resistors which will be described in the next section.
3.6  The development of the lumped CR network for a single grain boundary

By using the same approach as in section 3.5, the vacancy build-up equatibn along a

single grain boundary in Laplace space is given by the eqh(3.3l) and (3.32)

o¢ ‘ |
J= -D[ax—ow} 3.31
0
aJ+sc-co=0 7 3.32

In the literature, analytical solutions to the above problem exist in the analysis of a

single one-dimensional grain boundary of length £.[ Shatzkes and Lloyd

,1986],[Lloyd and Kifchin ,1994],[Clement, 1991],[Lloyd,and Kitchin,1994] and

[Dwyer. et al.,1994] . Two tYpical cases are considered cbrresponding to a blocking
boundary (J(£,t) = 0) at the downwind end and, at the upwind end , either Case(A);

where c(0,t) = 0 (equivalent to ¢(0,t)=c, ); or Case (B) where J(0,t)=0.

The vacancy concentration ¢(x,s) and the vacancy current J(x,s) at the boundaries x=0

and x=¢ can be related by a transfer matrix T and a U vector with appropriate

~ boundary conditions. Thus, integrating éqn(3..3 1) and eqn(3.32) |




c(,s) ¢(0,s) ' _ |
[J(f,s)] =.1{J(o,s)}+U | | 3.38

The T and U matrices ate givenby
1 [Ih exp(B,)-B. exp(B.0) | ‘exp(B,f)-—exp(B,,E)‘] 130
B, -B_|slexp(B.0)-exp(B,) p.o(B.O)~B.(B.H]
and . |
U=%(I—&)[LD] | - 340

1 0
where B, (s) = %i %‘-—+-]§— and 1 is the identity matrix=[0 ] The value of B,

is derived by [ Dwyer, et al. 1994] and is rej:roduced as shown below,

From eqn(3.24), the vacancy build-up equation

% =D(9_’g+a§_c_)
ot ox? ox

Taking the Laptace Transform of the left hand Side gives

d%  de | ,
SC-C o= D[:i—x“'2"+aa;J ‘ | _ - 341
- 2. - .
00 Ll 342

D 2 &

c
letu=c— ?0 therefore  su= sc-c,




substitute into eqn(3.42) becomes

) _
su d“u él_ 343

D- & % |
This is an ODE which has solution of the form
u= eb*
therefore eqn(3.43) becomes
Bx |
X p2ePX _ pePr | o 3.44
cancelling the common term, eqn(3.44) becomes B
=B -ap
and after rearranging >
2B o .
B*-ap 5 0 o | 3.45
~biybi-4a
Solving the eqn(3.45) by the usual method = > a a.c gives
ot 1} 2p4=
B I D;E‘..ﬂfﬁ;i | 3.46
2 2 ~27V4 D | '

The two special cases as mentioned earlier are analysed. For case A (i.e. ¢(0)=c, and

J(£)=0), the input and output matrix are shown below

ot,9)] [T, T.]/[e0,8)] [U, | a |
[J(g,s]?['r21 Tm]'I:J(o,s)]"'[Uz] | | 347

with the boundary condition, eqn(3.43) becomes




[C(Z: 3)] _ I:Tn Ty ] 'c'f' + I:Ul }
0 Tzl T22 . J(O, S) U2
By expanding the matrix eqn(3.48)

T
‘;°° +T,J(0,8)+U,

c(4,s)=

| T,c -
0 = ’; $ 4+ T,¥(0,5)+U,

and solving for J(0,s) gives

(o)

J(0,8) =— T
22

substituting eqn(3.51) into eqn(3.49), gives

(o)

T

T
o(£,5) = l:’°+T,2 - +U,

_ T _ Ty, Ty,.Co _ T,.U,
S s. T, T,

+U,

_ T Teo T Ty T,.U, + T».U,

5. T s. Ty, T, T,
. 5,.U -T,U, Co
= T, + (TzzTu " T12T21) ST,
_ 2 7

3.48

3.49

3.50

351

3.52

In this case, the time constants depend upon the zeros of T#z and these occur when

B, exp(B_£)—P_exp(B,£)=0

3.53




In case B (i.e. J(O)y=J(£)=0), the matrix eciuation is shown below

6] [T T [e09], [, | | -

By expanding the matrix eqn(3.54)

©o(£,8) = Ty;.0(0,5) + 0 +U, - 355

0 =T,.c(0,8)+0+U, ' 3.56
therefore | |
U,.T o
¢(0,8)y=-== and c(l? s) =1,y - 3.57
T21 T21

and the time constant depend upon zeros of T ;. These occur when

exp(B_£) = exp(P, £) . 358

The above matrix equations are in ténns of the input variables [ ¢(0,5),J(0,s)] and
output variables [c(2,5),J(£,5)]. For the equivalent electrical circuit in terms of the
pseudo-voltage (v)and current (J), a transfer matrix t , connecting the input variables
[v(0,5),J(0,s}] to the output vériables [ v(£,8),J(£,s)], can be obtained by manipulating
the msfer matrix T which connects | ¢(0,5),J(0,s)] and [c(£,s),J(£,s)]. Thus

tz['r,, exp(~af) 'fu exp{~ wz)] _ |:exp(- al) 0] [Tn ¥2]=
T

I, T, o 1 3.59

Referring to the easlier cases of A and B, and provided that the matrix elements

t,, =T, and t, =T, have dominant poles near s=0, the long time behaviour of

v(x,t) is determined by the small s behaviour of v(x,s).

"The t matrix (eqn 3.59) is approxxmatcd by expanding the transfer matrix T (eqn3 39)

in small s, and the final equation is shown below :-
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1+;§g(em(—d)+u€—l) _[}ﬁ%ﬁg]..bs

t 3.60

n

5 (explad) - ae-1)

- s[é(eXp(af) ~1)+bs exp(ocf)] 1+

where

e (02424 o ) |
b—azDz(e S Ho T exp(=al) . - 3.6l

The t matrix in eqn(3.60) has the identical form as that of a single IT - section

- (ty)with capacitors C;, and C, and resistor R as shown in Fig3.3, except for the two

~ terms containing b,

L+
}2

Fig 3.3 The equivalent C-R-C circuit { IT) with node 0 at x=0 and node 1 at

x=/

The transfer function of the C-R-C is derived below :- _

i) For resistor circuit in series
1, R ] 1,
v, | v,
V,=V, -1k
I,=1,

In terms of matrix equation




T R

ii) For capacitor circuit in parallel

L [ 1,
1
Vl . Sci [ Vz
Vi=V,

In fe_fms of matrix equation

v, 1/t 0] [V '363
I, | [=sC, 1]}L '

" The final transfer function of the whole circuit is obtained by multiplying the 3 -

individual transfer function i.e.

ot -RI1 0
n=losc,1]o 1 J|-sc, 1

1 0][1+sCR -
W=, 1f]-sc,

14+sCR R ] -
¢ - 3.64
7 —s(Cl +C, +sC,C,R) 1+sC,R . .

Equating eqn( 3.64) and eqn(3.60), the capacitor and resistor values are derived as

shown below
1—-exp(- o) -
R= D 3.65
Cl_exp(—a£)+a.£—1 266

"~ of1-exp(- a.8))
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| -_exp(af)—a.el—l - o | |
G —a(l—exp(—a.f)) : oo 267

* The results obtained above has justified two important points. For the first point, the
component values derived in equation 3.65-3.67 have satisfied the equation used in
the development of the transmission line consisting of distributed CR network of

series resistance and parallel capacitance i.e.

Biel lh—l
C,+C, = Iexp(a Ndr and R=— j exp(-a. r)dr | 3.68

withr;=0 and r,.=~{. The approximation used was to divide the total capacitance
of that part of the network between the nodes 0 (r; ) and #(r,,) into two lumped

capacitors C, and C, and to lump the resistance into a single component R.

The second point is that, a single TI-network used to model the medium-to-long time
behaviour of the vacancy in a single grain boundary for case A is the beéf choice
possible, However a single IT-network are unable to model case B accurately since
the matrix element T,,=t,, (eqn (3.48) & eqn(3.61)) is poorly approximated by the

occurrence of the b term.

Let us refer back to the existing literature where two typical cases were considered. A
single grain is considered to be parallel to the interconneét and thus the co-ordinate
along the grain boundary to be x. For case A , where a single grain boundary with a
constant vacancy supply at x=0 and a blocking boundary at x=¢, the vacancy build-up
has been obtained [ Dwyér,et al,,1994]. In the épproach to the steady state, the

vacancy concentration at x=¢ was approximatéd by (see Chapter 2):-

202
, 20t eXp[—(“‘i iai]—]?ta-]
L] ——= =~ exp{af) - =

2,2
Co o’f

3.69

i&,[a, (2~ ow)]




The +(-) is taken in the case ol < 2(af >2) and &, is the roots, respectively, of the

28 . .
imaginary(real) solution to tanh& = E% with the smallest roots. The time constant in

eqn (3.53) may be approximated by
- exp(ad)-alf—1

~ a’D
as proven by the ratio of the time constant between the approximation and the exact

3.70

value shown in Fig 3.4.
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0.0 1.0 2.0 3.0 4.0 5.0 6.0

af
Fig 3.4 (i)Pole values-the variation of the ratio of (exp(af)— af— 1)}/ a?¢? to

the exact time constant as a function of a.f. (ii) Residue values-the ratio of the
coefficient of the dominat time exponential to (exp(a.f) — 1)

It is also interesting to note from Fig3.4 that the coefficient of the exponential term in -

eqn(3.69) is approximately exp(al) -1 for a very wide range of values of af. Asa
result eqn(3.69) can be recast by | ' ' ‘

c(4,t)

. th '
=2 = exp(at) - (= 1+ exp(ad). exp[— — p(:;) —— J 371
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- . a’Dt
c(4,t) = Cy exp(otf) - (— Cy +Cp cxp(af)). exP[_ exp{af)—af - 1]

multiplying both side by exp(- af) gives

-- o?Dt
c(£,tyexp(—al) = ¢, - (c0 -c, exp(—aé’)).exp[— explot) — ol — 1]

| Dt |
c(£,t)exp(—af) = co.exp(-qﬂ). exp[—- o p((:;) Py l:l 3.72

As introduced earlier where v(x,f} = c(xt).exp(-ax), eqn(3.72) represents the
responsé of the series CR circuit with the initial condition c(x,t:bkco ie.
v(x, t==05=co exp(-ax). With the approximate time constant. obtained, and with the
resistor value chosen-to be the ‘steady state® value calculated as in eqn(3.65), the

component values can be calculated

from eqn(3.70) _
exp(al)-af -1

t=RC=x oD

and eqn(3.65)
1- expl{-as)

R= aD
therefore

C=-T— exp(of) — ol - 1x oD

* R a’D I-exp(ad)

gives C, = explof) —o.f-1

of1- expl~a..£))
Looking at the grain boundary from the opposite end one sees the same problem, but
with a~» —o.. This symmetry implies a second capacitor at x=0 given by

exp(—of) +a.£-1

C, =

a(l -exp(-a. £))




It should be note here, from Fig3.4 that the ﬁf to the time constant is significantly |

less good for the case a.r <0 t.e. when thc'_ electrical current is from the blocking

boundary to a vacancy sink.

In the case of a grain boundary blocked at both ends, case B, the approach to the
steady state is again dominated by a single (although different) time exponential
[ Lloyd and Kitchin , 1991]. The vacancy concentration build-up are given by the

equation below:-

. af
o(x,t)  olexp(ax) 71(1232[1+exp(——é—)]

o explof)~1 (azgz 2)2' X
+n? |
| 4
s E)+—2-71 E) e (g)xex —( 2+a2£2_12t_) " 373
sin| =~ )+~ 008 7 [xexp| p-(»+— 7 . :

The time constant in eqn(3.73) is unfortunately not well approximated by the source
free response of the I1-equivalent circuit. This arises for the same reason as for case

A when a.r < 0. Nevertheless, these results for the single grain structure suggest the

use of the equivalent CR network as a possible means of approximating the approach
to the steady state in complex grain boundary networks, and consequently a means of

estimating interconnect failure times.

As another example to illustrate the results of the lumped circuit method, we ﬁodel
the stress build-up ina line consisting of a pair of fast diffusing regions separated by a
bamboo grain as in reference[Korhonen, et al., 1993(2)]). The three regions are each

modelled as a single C-R-C II section with the bamboo allowing a small amount of
diffusion either through the grain bulk or along the stripe sidewall as in Fig3.5 below




1 D=100D ;|3 D=D, |—3—D=100D, |4

—
—————— ———

Fig3.5 The physical structure and a rather crude equivalent electrical network

The components values for each II- section are given by eqn(3.49-3.51) and for
simplicity, it is assumed that all regions have the same length. The values of af are
thus the same for all sections, the only difference being the resistor and capacitor

values. The single-grain section has a much smaller diffusion coefficient(D=D,), and
thus a much larger resistance( eqn(3.49), than the polygranular sections(D=100D,)) .

The equivalent circuit has two time scales; a short time scale over which the fast
diffusing sections reach a (quasi)-steady state and a longer time scale over which the
whole system reaches a steady state, The build-up to the quasi-steady state is shown
in Fig 3.6 Note that, at node 2, the stress is not a monotonic function of time, this
reflects the fact that the grain boundaries between the node pairs(1,2) and (3,4)
quickly, and independently, reach a quasi-steady state before moving towards the
final non-equilibrium steady-state. At node 2 and 4 it is noticed that the stress is
positive( due to tension where vacancy are building-up which leads to void formation) .

and at node 1-and 3 the stresses are negative ( due to compressive stress arising from

the accumulation of atoms).




05

Stress

-0.5

-1.0

Node Position

Fig 3.6 The stress build-up ( profile) at nodes 1,2,3and 4. The different lines indicates

the stress distribution at various time. Initial stress ,t=0(thick line)stress at - .

t=0.2(broken line) , t=0.4(dash double dot),t=0.6(dash dot),t=0.8(thin line), and
t=1.0(dash line)

3.7 Analysis on the accuracy ofthe C-R~C II eiements

The accuracy of the t; matrix can be increased by including more sections in the

transmission line. This corresponding to adding more nodes and thus more capacitor
and resistor I1-sections. It is clear that a large number of C-R-C I elements will
lead to a very accurate solution while two capacitors and a single resistor leads to a

sufficiently accurate solution for a single grain boundary in case A. Cascading two
IT-sections of length D) produces a transmission matrix of the correct form leaving

tyar and tp,, unaltered to first order in s. However the accuracy of both ty,, and
tﬁm, are increased. This is particularly important for the case B grain boundary

where it is the roots of tp,, are important.

Introducing n-1 equally spaced nodes on a grain boundary divides it into n equal
segments. The total transfer matrix for the n cascaded II- sections from x=0 to

x=n{ = L is the product of the n individual matrices i.e.
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Ty (L = nf) = [et, (O] | 374

Tp(nf) may then be obtained by first diagonalising the matrix etp(¢). If the

eigenvalues of this matrix are A ,andA_, then by induction,

(Tl'l,ll - 3\._)7\",', + (Tn,u - M))U‘_ T x:- - l?_
. | P et WOV .
Th(nd) = T " ‘ L1375
e (T =2 A2 = (T -2 02
AL, A ' A, ~A_ | |
|
|
. | - \
where the eigenvalues (A, andA _) satisfy the characteristic equation |
A2 — (exp(atl)ty sy +tyz)A +exp(ad) =0 376
Note that by s'ctting n{ = L, and taking the limit £ — 0 orn — %, one obtain
© A,(0" >exp(B,L) and A_(8)" > exp(B_L)
Tl'l - )‘"+ ‘B+
T, -% - B 377

so thatas n— o, T (L.s) > T (the T matrix of eqn(3.39)). The question now is how

few sections are needed to achieve an acceptable level of accuracy.

The improvement in accuracy obtained by including extra TI—- elements is apparent
from observing the roots of Ty (nf,s) = 0.in eqn(3.75). These occur at A} = AL

‘which, according to eqns(3.64) and (3.76), corresponds to A, and s values of

AT = ex (%g)exp(i%m) ,m=12..n 378
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or

| é; () 1+ exp(—af) -2 exp(— %) cos(%)
D 1- exp(—af)

al <0 3.79 -

where m=1,2,...n-1. The root closest to s=0, will dominate the approacﬁ to the steady

state. This corresponds to m=1, which give maximum cancellation in the numerator,

ie.
oL ~al n
D l+e Yy -2ex ~on co - D .
w ="z = ——noL = —-LTF""(aL) 3.80.
l—exp(——)
n
From eqn(3.80), as n—>» «, s,,, tends to the correct limit of “F( 2 +7:2J to .

which it is compared in Fig3.7 for various values of n. An accuracy of arbund 3% is
obtained for n=5, i.e. five II-sections, more or less independel_]tly of the projected
grain length oL . Also it is noticed fror_n Fig 3.7 that other poles (s=s,,,m= 23.,
lying further from s=0) bécome less and less well represented as m increases,
however this'is not such a problem in the approach to the quasi-steady state provided
that the residue at the first pole is correct. This residue can be cafculated in the

normal way, for example for case B, the blocked-locked case, at x=0

c(x=0,5)=~

U L9 _al,, D(Ta@9-1)|
Tu(L,s) ~ s Tu(L.9)

_ c(x=0,t-+oo)+ A
] $—§;

Fon - - 3.81
where s is given in eqn(3.80). For a grain of length L made from nII- elements each

of length ¢ = % , the residue A can be obtained by using d’Alembert’s rule as




i —8=8)Us(L,5) _ -U,(L, 31)
A= E’IE T(L,s) aTZI(L $1)
s
200a3L’(1 +exp(—alL / 2)) sin? (e / n) :
F® (aL)2(oC, +aC, — F® (oL XaC, XaC, XaDR) / (L2 )X1 - exp(—oL / n))

- G(n)( E) =

2_.

where R, C,,C, are given in eqns(3.65),(3.66)and (3.67). It is important to observe
again that, as DR is independent of D, the residue A only depends upon n and the
value of aL. Fig3.8 again indicates that five IT- sections will give an accuracy for A
better than 5% over the range al. between 0 and 5. ‘

9 L

.80 |-
70 L

60 L

Pole values

50 L

J30 -
204

00 1.0 2.0 30 4.0 50
al

Fig 3.7 Exact(solid) and approximate(dotted) positions of the first three poles as
a function of of (n=5) in the blocked-blocked case.
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Fig 3.8 Exact and approximate value of residue (coefficient) at the lowest order pole

for (i) n=3 and (if) n=5 in the blocked-blocked case

3.8 The development of the Matrix representation of {he C-R-C1II
networks N

In the last section, it has been mentioned that for better accuracy, a grain boundary
should be represented by more than 1 section of the C-R-C TIcircuit ( 5 sections will
produce a satisfactory accurate representation of the vacancy concentration). This

corresponding to having more nodes and thus more capacitor and resistor II-sections.

Fig 3.9 Example of Nodei in a network




For a network of N+1 nodes( where N= total number of resistors in the network, the
extra node is for the extra capacitors ), will yields a set of simultaneous in the node
voltages {Vi (1),i=0,,... .N} where the equation for the current flowing into node i

(example for a node i in Fig 3.9) is given as

v, L V.-V | |
o dt'-_-Z = | | 3.83

=0 MGG

Let us choose the source node to be node 0, i.e. ¢(0,t)=V,=c, and assunie that the
node 0 is only connected to node 1 so that 1/R ;,,= 0 except for the case i=1. This

merely means that the grain boundary connected to the void has at least one node
between the void end and the next triple point. Eqn(3.83) may be rewritten as

M YtV Vi-Ve 3w
1 - ' ' )
¢ SR@p R - |

where (i= 1,2,....N) and in matrix form as

cI¥ 1) = GV(t) +-2e =GV() + U 3.85
where C is the (NxN) diagonal_ matrix of node capacitances, V (t) is the (Nx1) vector
of pseudo-voltages (excluding V,), ¢ is a vector in the direction ( 1,0,0,...0) and G

is the (NxN) conductance matrix with components

Gy=mm, Gum-Y o | 386

where <i;j > = set of nodes j connected to node i.




The voltage V(t) at each node (particularly the edge and triple point) and hence its -
equivalent vacancy concentration (given by the equation c(t)=V(t)exp(ax)) can be
evaluated by integiating the éqn(3.85). The complete solution starting from the
creation of the matrices and solving the matrix equation is discussed in Chapter 4, -
Finally the Time to F_ailure is determined once the vacancy concentration c(t) reaches.
 some threshold value (failure criterion givenbyc_ = nc‘o where n is the appropriate

number).

3.9  The s ignal (Elmore) delay approximation of Time to Failure

One method to estimate the Tfme to Failure based on the vacancy Build—up to some
threshold value is to use the signal or | Elmore delay technique. The signal
(Elmore )delay technique is well known in modelling timings for CMOS circuits
[Elmore,1948]. Delay in an RC network is manifestation of the inertia of a system.
One way to quantify delay, as suggested by [Elmore,1948] , is to take the first order

- moment ( essentially the mean value) of the Impulse Response.

Consider first a system with zero initial pseudo-charge( i.e. no vacancies at t=0) In

Vi(t
this case considering Vgas the input, ;( ) is the Unit-Step Response so that
0
1dv, .
o dt -is the Impulse Response. The Unit-Step Response tends to ¢,
0 B

monotonically and consequently the Impulse Response is always positive [Lin and
dV; :
Mead ,1983]. In addition V,(t=0)=0 guarantees that -Ftl—(t: 0)=0 through

eqn(3.83). This leads to an Impulse Response at node i similar to that shown in Fig
3.10 and defines the delay ( T, )as the time between the original impulse at node 0

and the mean value of the resulting Impulse Response at node i. The Impulse

d f
Response has a unity area so "(;1“5{" may be considered a probability density
0 : :

function (pdf) and consequently the delay is simply its first-order moment. In the field




of CMOS design this is known as the signal delay at node i -[ Elmore
1948],[Rubenstein, et al., 1983] ‘

Impulse
Response

-
¥

Fig 3.10 The definition of signal delay

The notion of delay can be extended to the case of non-zero initial ‘charge’
(i.e. vacancies present initially) required here by using a normalised impulse response

(0)

Cy

as the total area is now 1~ rather than unity'.The original definition of delay

T ; by [Elmore ,1948] with no initial charge is given by

av; 1 |
Tp; = j t——;o—d 3.87

Thus the redefined delay T, with initial charge is given by

Itﬂ—l-—dt

TD1= . V(O) 3.83
Co

Integrating eqn(3.88) by parts , an equivalent vector representation is obtained
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ST V(O)
. ' ..- co E co .

where Y(s) is the Laplace transform of V(t). Although eqns(3.88) and (3.89) are

o V(t)]d 1 V(s):|
Jli-=—=l 1
oL =0

identical, eqn(3.89) are better for analysis purposes. This is because from eqn(3.89),

the large time behaviour of each of the network pseudo-voltages, and hence the

vacancy concentration at each node, may often be approximated by the steady-state

| term and the single decay term which is obtained through the first(smallest) s term. In
the approach to the quasi steady state, thel node voltages can be approximated by

[v), = co[l - [1 - y‘;m—)]exp[- 'TL]] | 390

Qo ‘
If the critical stress is c“ihen ¢ =e kT js the critical vacancy concentration, thus

the critical voltage for failure at node i is V*; = ¢*exp(~a.r;) and the time to failure

at that node can be easily calculated from eqn(3.90)

The signal delay T, for the C-R-C ITnetwork is derived below.

From eqn(3.85) the matrix equation of the pseudo voltages at all nodes is given as

00 €
(t) GV(t) + pn
Ryo

can be rewritten as
c 0 €.

(t) c?! GV(t) + = 391
0 .

and applying Laplace transform equation 3.91 becomes




5. V(s)— V(O) c-‘ G. V(s)+—--s

R, s
s V(s)- C'.G.V(s) = V(O)+-——-9-
| Ry 8
after rearranging _
Aa-ca)’ _92.2)- S
x(s)—(s; c'g) (X(O)+Rm 5 392

where] is the identity matrix, V (0)is the initial voltages.

Inserting eqn(3.92) into eqn(3.89) becomes

[1-%:—}1}_ ..1%{--——((}*‘0%(_*'_,,) +s(g ) +...). [V(O)————]]s%‘

The terms in s~'is cancel here , therefore with a slight abuse of standard vector

notation,

YOI _ 1. ( ___)
- j]ID" ¢le(vo-gt
V(0 1 a4
1-—= G LCVO+—G C
oo [P ega —-()+o— —Rw

The initial condition of the network is represented by the voltages -V (0) and the
network is driven towards a final value of ¢q 1.The fact that there is no dc path to

ground and v{ ©o)=1means that
—g;'g=§g=Rwl ' 3.94
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where -g" =R (It turns out that the matrix—G defined by eqn(3.86) is a Stieltjes

~or S-matrix-so g_“ always exists = R)

Therefore the equation above becomes

| V() o
[15%(—()(1)-]20 =_c=;-1.c=:{1-:c—0~] ) | - 3.95
or
| AR -
YO - _ — | |
[l— co D_ES[}. » ] | 3.96

The signal delay at a particular node i is derived below.
Note that as defined in previous sections , V(0)= ¢ ,exp(—ax), therefore

l: - _y_(_ol:l _1- coexp(—ox)

s . =]~exp(—0x) 3.97
Substituting eqn (3.97) into eqn(3.96), and hence

the signal delay at node i is given by the equation below

2R C;(1-exp(-0x;)) |
(1-exp(—ax;))

T, = 3.98

The calculation of the delay can be seen to derive from the inversion of the matrix G

to obtain R = —g_". In some cases, such as tree structures with a single source, the

matrix element R;; may be simply read off. This is obvious by considering a general
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tree structure with conductance matrix G and a single source at node 0. The current

flowing into the source node is the sum of the currents from each of the capacitors,

The voltage drop betweeh node 0 and node i due to the current from the capacitor at

dv;
node j is RUCJT where R is the resistance of the unique path between node i

and the source node O that is common with the unique path between node j and the

source. Thus the total voltage drop to node i is
dv, |
¢ =V;= ZR,J iy | 3.99

Many of the cluster networks making up a typical near-bamboo interconnect will have
tree structures so that it will be possible to identify the ‘(i,j) component of R = —Q_" .
In general the calculation of delay will involve a special or more complex matrix of
R. The creation of the special matrix R is discussed in the development of the
program code in Chapter 4. Finally the failure time t, or Time to Failure (’f'I'F) cah
be estimated as the first time that a node reaches its failure criterion of

V," = ¢” exp(-ax,). Thus from eqn(3.90)

(
t
V¥ =co~(co ~ ¥(0)y)exp| ~ J
\ 1Di

60 = V(0),)exp| ~——| = ¢, - V*,
(0 l) ( T ] () i
. Di

( t ) é’o -V
exp| — =
p\ Tn ¢y — V(0);

 taking logs on both sides gives

therefore




or

(1) -
t.r == mm{Tp; ln(—::_'_—f-J} o | 3.100
As an example we compare the signal delay with an exact solution below. A single
grain of length £ and supplied at x=0, with initial vacancy concentration c(x,t=0)=
Cy, which has been divided into a number of segments is a special case of the tree

network. In the limit of N—> w0, the signal delay at x along the grain is

(1~ exp(-ax))T, (x) = I R(Y)%g(l — exp(~ay))dy + R(x) (exploy) - 1)%0@
0 A x
3.101 -
ie
(C,®-Ci®RE B
Ty (x)= [r————" +(C,(OR®) - C,(NR(X))
3.102

Thus the vacancy concentration along the grain is given as

c(x,t)=c¢, exp(ax)(l -(1- exp(-ax)) exp[—- TDt(x)]

3.103
The time development of the vacancy concentration along the grain boundary, given
in eqn(3.103) is compared to the exact solution of reference[Dwyer,et al,1994] in Fig

3.11 for af=2,D=1 and reduced times of %r— 0.1,0.2,0.4,0.66,10.0. 1t is

clear ihat eqn(3.103) gives a good approximation to the exact values for large times
(>~02) and that the failure time in this case is ~ 0.66. This would correspond to a

grairi boundary length of around 8 pm giving a Time to Failure of around 7.2 hr,
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Reduced Length

Fig 3.1 1 Signal de!ay apprommatlon compared to the exact solution at all pomts

along a single grain boundary blocked at x=/ and supplied at x=0, at reduced times -

Dt/ ¢ =0.1.0.2,0.4,0.66,10.0

3.10  The non-linear solution-concentration dependent D(c)

In the previous sections, the effective diffusion coefficient has been set to a constant
value as in most previous references as mentioned earlier. In actual fact, the effective

diffusion coefficient depends upon the local stress/vacancy concentration, this arises

- from the more complicated form of the continuity equation. In this case, for the

single, one dimensional grain boundary studied here, the equivalent transmission line

equations become
Vo) = - 2RI / 3104
DV : .
v o N
Al Tl 3.105
v Ox ox
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The resistor values are identical to those of eqn(3.65). This is expected as the steady

state is independent of . On the other hand the capacitance per unit length depends

Co
v(x,t)

~ upon the local pseudo-voltage, C(x,t)= . To geta reasonably accurate approach

to the steady state , the capacitor values calculated from the steady state voltages

obtained in section 3.5 can be used. In the steady state, the node voltages are often

s ' . . C . .
equal and the value of the capacitance per unit length is -v—° . This leads to capacitor -

o

- vales for a section of length £ given 'by

cf o : o 5
C, =C, =-2—3-: o ' 3.106
~where the appropriate v,, values has to be obtained first from the random resistor

network in section 3.5. The network may be reasonably well approximated by lumped

- elements with voltage dependent capacitors. .
311 Summary

In this chapter, the stress evolution model has been discussed in greater detailed and
the equation based on the original mode! by [Korhonen, et al.,1993] has been re-

derived. Under electromigration, the equation which describes the evolution of stress’

within an interconnect, is equivalent to a non-linear slow drift-diffusion equation

description of the vacancy build-up which is the focus of the current work.

It has been shown that, provided that the vacancy flow through the grain boundary
network can be reasonably mapped on to an underlying network of one -dimensional
grain boundaries , two important points can be drawn. 'Firstly, the steady state solution
for an arbitrary grain boundary network, with arbitrary conditions, behaves exactly as
a similar network of random resistors. Secondly, by ignoring the dependence of the
diffusivity D on stress o (as also been considered in other references), the linearised

drift-diffusion eciuation can be transformed exactly into a distributed CR transmission
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line equivalent with inhomogeneous capacitance per unit length and resistance per
unit length.

These two observations combine to demonstrate the possibility of treating vacancy
build;up in a grain boundaxjr network approximately by an equivalent electrical
network of lumped elements, It has also discussed that vacancy build-up in a single
grain may' be approximated by a CR transmission line made from (typically five)
cascaded ~ C-R-C IT sections. ' B

Once the C-R-C II circuit is produced , a matrix representation approach is used
for obtaining the voltages and:hence the vacancy concentration (by the relationship
V =c.exp(- ox)) of a particular node. By making use of some threshold or critical

value of c* the Time to Failure can be obtained. The signal or Elmore delay
appfoximation method is also described as a alternative way of producing the Time to

Failure.

In this chapter also, a few examples on the vacancy concentration build-up using the
current model and the signal delay are compared to the available references 50 as to
justify some of the assumptions and the approximations used and to validate the

current model, More detailed experiments involving single grain, complex grain and

realistic grain boundary will be discussed in Chapter 5.




CHAPTER4
- SOFTWARE DEVELOPMENT
4.0  Introduction

An important aspect of the study is to develop programming codes to test and
simulate tl;e model that has been developed in Chapter 3. Choosing a suitable .
software package is very nearly as important in developing the model itself. The
criteria in choosing suitable software are basically i) that it is able to solve and
compute the mathematical eduations of the model ii) it can work with matrices iii).it
is able to handle graphics iv) it is a PC based software running on Microsoft Windows -
v) it is easy to access vi) and is user friendly i.e. easy to use and easy to check for
errors. With these criteria in mind, MAHAB@ was thought to be the most Iightﬁll"

choice over the othérs, such as PSpice, for implementing the task.

MATLAB® is a technical computing software for high-performance numeric
computation and visualisation. It integrates numerical analysis, mafrix comﬁutation,
signal processing, and graphics in an-easy-to-use environment where problems and
solutions are expressed just as they are written mathematicaily. MATLAB stands for
matrix laboratory.| MATLAB®, 1992).

Apart form the ability to work with matrices the extensive availability of built-in

functions and toolboxes will help reduce the overall programming time, These built-

in functions and toolboxés are programming codes that calculate, solve or simulate

certain algorithms that may be time consuming if developed by the user. The ’
program codes have been developed using a PC Pentium 1 with processor speéd of

166 MHz and 32Mbyte RAM and also on a mini computer system in Computer Aided

Engineering (CAE) laboratory of the Electronic & Electrical Engineering Department

in Loughborough University. '
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41  Stages of developing the programming codes

The development of the Softwére followed a systematic approach. Once a mo_dél is
developed, the programming code will be developed soon afterwards to test the .
model functionality, the results obtained are then compared to relevant results in the
literature. This is to ensure that the model developed behaved aﬁpropﬁately giving
similar or better results than those in the literature, éonﬁnm'ng that the model is valid.
This will also provide a way forward to work on more complex and demanding
models. Therefore, the development of the programming codes has been done
through a number of stages which could be identified as follows

i) development of programming codes for an interconnect w1ﬂ1 a
homogeneous microstructure .ie. a single grain boundary or an

interconnect with same kind of microstructure at all points.

ii) development of programming codes on example of cluster network with

- more complex grain boundaries microstructure.

iii) development of programming codes for realistic computer generated
interconnect samples consisting of a number of clusters each with a

complex grain boundary microstructure.

'I’hé programming structure for MATLAB® consists of main program files (script
files) and subroutine files (function files). Ore of the main advahtages in organising
the codes in this way is for ease in detecting and correcting errors. The program codes
tﬁat have been developed basically involve solving the relevant equations from the
exact theoretical model, the Lumped element model and the Signal (Elmore) delay
method. The program codes that have been developed and tested in successive stages

are as follows - -

A. Program codes for Simulating the vacancy concentration response and the Time to
Failure of a single grain boundary sample of interconnect based on the lumped

element model. The codes consist of creating files which comprise of :-
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- voltages values _
ii) function files for creating the G matrix of resistors and the C
matrix(diagonal) of capacitors |
iif) a function file for creating VIN vector of initial voltages of capacitors -
iv) a function file for creating the U vector of the boundaryllmtlal conditions

V) a scnpt file for simulating the vacancy concentration.

- B, Program codes for simulating'the vacancy c'oncentration response of a single
grain boundary based on the exact solutions ( relevant references from
 literature),

i) script file for simulating the vacancy concentration response of a single
~ grainboundary with both ends blocked ( reference from[ Clement,1992]).
if) script file for simulating the vacancy concentration response of a single
grain boundary with one end supplying vacancies and the ether'
blocked. [reference from [Dwyer, et al.,1994]). |

C. Program codes to calculate the Time to failure of a single grain boundary
interconnect based on the two cases (B(i) and B(i1)) using
i) the lumped element approximation.
if) the exact theoretical model.
iii) the Signal( Elmore ) delay approximiation.

D. Program codes for simulating the vacancy concentration response of an example
single cluster interconnect consisting of five grain boundaries using the Lumped
element model. The codes consist of the following files,

1) function files for calculating the resistors, capacitors and initial VOltages
values '

i) function files for creating the G matrix of resistors and the C
matrix(diagonal) of capacitors | |

i) function files for calculating the resistors, capacitors and its initial
|
|
\
|
|
|
|
|

iiii) a function file for creating VIN vector of initial voltages of capacitors
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iv) a function file for creating the U vector of the boundary)initial conditions
v) ascript file for simulating the vacancy concentration, Time to Failure and
other relevant data for analysis. |

E. Program codes for simulating the vacaricy concellltmtion' i'esponse of ébmputer
generated , realistic samples of interconnects which consist of a number of
clusters with complex grain boundary structure based on lumped element
model. The = codes consist of the following files |

i} function files for creating Voronoi network representing the metalisation
film. | |

ii) function files for simulating the annealing processes.

ii1) function files for creating the interconnect samples consisting of 2 number
of clusters of complex grain boundaries structure. |

iv) functlon files for calculatmg and stormg geometrical propertles of the
grain boundaries.

v) function files for labelling the nédes'and the grain boundaries. _

vi) function files to calculate the Time to Failure of the interconnect sample
based on the lumped element model and the signal delay and thus
producmg the data on the lifetime statistics.

4,2 Single grain boundary with one end blocked

A program code simalllgm has been developed to simulate ‘the vacancy
concentration response for a single grain boundary with one end supplying the
vacancy concentration and the other end being blocked, The program codes
incorporate the exact theoretical .solution based on the work by [Dwyeret
al.,1994].The main objective of the program code is to make a ‘compérative study
betweén the lumped element model with that of the exact solution. Fig 4.1 shows the
flow chart of the program code.

The program code consist of three main processes, these include i) the simulation of

vacancy concentration based on the lumped element model ii) the simulation of the
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vacancy. concentration based on the exact solution iii) the détermination of Time to -

 failure using the Lumped element model, the exact solution and the signal delay.

The vacancy éoncentration response for the lumped elemeﬁt model is produced by -
computing the matrices of conductance G, capacitance C , pseudo voltages VIN and
matrix U. Prior to producing these matrices, functions files were deve]oped to
calculate the componént values of the resistors, capacitors and the pseudo voltages.
Detailed explanation on the calculation involve will be given later, For the
theoretical model , the vacancy concentration build-up is simulated using eqn( 2.26)
for the case ais2 and eqn(2.27) for the case al=2 as described in Chapter 2,

The purpose of simalllg.m is to simulats the vacancy concentration build-up for a single grain where one end is blocked

and has a vacancy supply 6 at the other. The program will compare the results of thewmkby[Dwyer,etaI.,1§94], with
the lumped element model.and the signal delay method

User input
nosim= mumber of simulation required

user input '
x= length of grain boundary
d= vacancy diffusion coefficient
¢ g = initial vacancy concentration at zerp siress
cr = the critical vacancy concentration
theta = angle of orientation
alpha = drift component
alpha eff=alphax cos(theta) = the effective drift component

}

gmatone.m
m-file to create the resistor matrix G

L

cmatone.m
m-file to create capacitor matix C
¥

vmatone.m.
m-file to crate initia] voltage matrix VIN

. . umatohe.m
- -—m'ﬁh"mmmfh“[m_ ix
The simulation of the voltage respomse is done by the following process:-
i)  agsignment of the duration of time =t
i) diagonalisingthe matrixof Q=C'G.
iif) solving the voltage response by the equation :~
Vagl! (s VIN. exp“)+ s"(D”s.U.exp‘_")-S°‘D-’s. U

!
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the conversion of the voltage response to vacancy concentration response is
obtained by the equation :-

C,=Vxexp ™I ¢ _ s the vacancy concentration

I

the time to failure is determined by interpolating between the data points of the
vacancy concentration C , and the time t. The command of Matlab
to do the thig is :-

TTF = imerpl(C , , 1, critical vacancy concentration)

lconﬁnue

[FFtation of the exact solution | '

ne
get the real roots get the maginary To0ts
1root.m . ) froot.m
- X : E T
‘solve equation 2.22 and : o ' solve equation 2.23
simmlate the vacancy concentration responsd simulate the vacancy concentration response
1 )

the time to failure is deternmine by interpolating between the data points of the
vacancy concentration C ., and the time t. The command of Matlab
todothethisis -
TTF = interpi(C , , t, critical vacancy concentration)

|

caleulate the Time to failure by signal delay method

!

mmatone.m
ra-file for the resistance matrix RG

1

calculate the signal delay by the cquation

(1--_) (, — o{-alphset. .‘)!
TD=RG.C. TIF= TD, , Vo= cr.gl-3Peex)

(l- (—alphkﬂ'.l) * : €o-Vor

+ simmo=sirmo +1

produce the vacancy concentration response graph
and the results of Time to faiture

Fig 4.1 The program flow chart of simalllg.m




- 4.2.1 Calculation of the component values (C, R and Vin) for the Lumped
" Element Model o o

~ In the lumped element ﬂxodel,'the equation for éalclﬂating the components for. a
single section are:- ' ' ' .

1- exp(—alphaeff *x) 4 '1

re51§tor value R(1). = alphaeft *D

o _ _alphaeff. x) + alphaeff.x - 1 U
fi t = = | 42
irst capacitor C(1) | alphacft (1 — exp(—alphaett.x) Sl
second capacitor C(2)= ~ SR@precly-alphaellx-1 =y

alphaeff (1~ exp(—alphaeff.x) .’
' Vin(1) = 1, Vin(2)=exp{-alphaeff.x)*Vin(1)

where. |

alphaeff = alpha.cos(6) ,

D is the diffusion coefficient | o

9 is the grain boundary angle of orientation to the direction of electric field
x is the length of the grain boundary/number of sections used.

For example, if three sections are used to repfesent the grain boundafy, there will be a
total of 3 resistors with the values decreasing exponentially and 6 capacitors with the
values increasing exponentially. The values of these - components are calculated as
follows:- |

C(3)=explalphaeff. ) C(1), - C(@)= explalphasfx)C2)

O(5) =exp(alphacfx).C(1,  C(6)=exp(2.alphacffx).C(2)

R(2)=exp(-alphaeffx)R(1), R(3)¥eXp(-2.alphaef£x}R(2)




The values above represents values for each individual section, once connected the
actual calculation for the capaci:tors will have 1o take account the paraliel connections

between the sebtions, and thus there will be a total of 3 resistors and 4 capacitors.
4.2.2 Creating matrices for solving voltage and vacancy concentration re8ponse;

Creating the ‘matrices versi;m of the problem is based on solving Kirchoff’s voltage
and current laws by the mesh analysis technique. To describe this, consider a single
grain boundary sample of interconnect which is represented by the C-R-C I1 circuit of
2 sections as shown in Fig 4.2 below.

Vi ' V2 B

R1 I1j12 R2
O ! 2 L3
VS | T
Fig 4.2 C-R-C circuit { 2 sections)
Analysing the circuit above
V1= Vs therefore Clﬂ;—?-=0 4.4
I=12+13 - ‘ 45
Vi-V2 dv2 V2-V3 dv3
7.11— = 202~ Be——=C3—
from equation 4.5,
12=11-13
therefore by substitution
dv2. V1-V2 V2-V3
T Rl ~ R2 | 46
o 2 Ly L e L)vaa(2) |
ie. C2= .-( e V24| =5 | V3 o Vi 47
s (1) | 2) -
also C3 & —\R2 V2~ R2 V3 | 48
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These equations forms a set of simultaneous equations which may be expressed as a

linear matrix equation :-
2] [ 1 1] :
C2 01|7a | |TRi R2 R2 V2+]l§_ 49
o oflanltlL 1wl ‘
a | [R2 R2
The matrix is in the form of :-
av ' -
C—=GV+U | 410

where C is a diagonal matrix of capacitance,(excluding the first capacitor C1), G is |

the conductance matrix , 'V is the vector of pseudo voltages of the nodes and
Urepresents the vectors of the grain boundary conditions e.g. vacancy concentration

held fixed at some vacancy supply point as in the example above.

Equation 4.10 can be rewritten as :-

v _ . |
5 =C'GV+U | -4

Replacing matrix C™ G by Q matrix, equation 4.11 becomes

%y’ =QV+U 4,12
By diagonalizing the Q matrix , the above equation becomes
d

S V=SDS'V+U o 4

%(SV)':D(SV)+SI_J o 4.14

Integrating the above equation, yields

SV=Ae™-D'SU | 4.15

Solving for A by taking the initial condition at t=0, V= Yo ,therefore gives
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SV =A-D'SU
| therefore_ A= § Yo + D™'SU, hence
substituting A into equation 4.15 hence becomes _
SV =(SYO+D*’-S.I_J).expD‘—D"SI_J 4.16

Therefore the voltage equation becomes

V =88,V .exp™)+ S (DS U.exp™) - S D-ISU 417,
v v _ U

The vacancy concentration build-up C,, is obtained .by the equation below:-
C, = V. elophmez) | B 4.18

This equation will be used in the simulation of the vacanby concentration response
at any point along the interconnect line. In treating matrix problems, the arrangement
of the terms in the equation above are very important as the matrices may not
commute. This method of simulating the vacancy concentration response is

applicable to single and complex grain boundary interconnects .
4.2.3 Program codes to simulate the exact solution

Two program codes are developed to find the real and imaginary roots for the case
of al22 andal < 2 respectively. Two function files , rroof.m for finding the real
root and imroot.m for imaginary roots will be fed into the script file simalllg.m to
compute the vacancy concentr'ation- build-up of the exact solution. At first an
approximate value for the roots are determined by a  graphical method. Once
obtained, this value can be improved ﬁmﬁe_r by - applying the Newton-Raphson
method. The Newton-Raphson method is used because it converges to a solution

quickly. The Newton-Raphson formula is given by :-

f(x,)
T f(x,)

n

Xpn= Xq ~where n is the number of iterations. 4.19
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rroot.m and imroot. m are as shown in F1g4 3

4.2.4 The signal or Elmore delay method of approximating Time to Failure

The signal or Elmore delay provides a means of estimating the Time to Failure of

interconnects. This mcthdd is incorporated into the script file simalllg.m so that

direct comparison of the Time to Failure can be made between the three solutions

( lumped element model, exact solution and signal delay). The Prograrh flow chart to :

create the matrix RG will be discussed later with the more realistic model of -

interconnect in section 4.7.

The signal delay (TD) equation is shown below :-

TD=RG.C. (l 4.20

| where TD = signal delay
~  RG=a special resistance matrix
C = diagonal matrix of capacitance
VIN = initial voltages of nodes
alphaeff = effective drift component of electromlgratlon
- x=length along the grain boundary

The program will compute this equation, and later will solve for the Time to Failure’

by using the equation :-
_ o (~alphatfix)
TTF-TD.Ln| g——"—v—-—)— 421
I-—= :

Cy

These programs are used only to find the best ﬁossible values for the real and
imaginary roots. The accuracy chosen for these roots is 4 decimal places. The vacancy .
concentrations are plotied on the same graph, so direct comparison can be made-

between the exact solutlon and the lumped element model. The ﬂow charts of -



TTF = Time to Failure
. Ln= natural logarithm
Cop = iniﬁal vacancy concentration
Qoo

cr = critical vacancy = cge KT

V,=cr exp(— alphaeff. x) -
43  Single grain boundary interconnect sample with two ends blocked

A program code sg2ball.m has been developed to simulate the vacancy concentration
response for a single grain boundary with both ends being blocked. The program
codes incorporate the exact theoretical solution based on the work by
[Clement,1992].Again , the main task or objective of the program code is to make the
comparative study between the lumped element model with that of the exact

solution. Fig. 4.4 shows the flow chart of the program code.

The program code consist of three main processes which include i) the simulation of
vacancy concentration based on the lumped element model ii) the simulation of the
vacancy concentration based on the exact solution iif) the determination of Time to

Failure by the lumped element model, the exact solution and the ‘signal delay.

As in the previous section, the vacancy concentration response for the lumped
element model is produced by computing the matrices of conductance G, capacitance
C, pseudo voltages VIN and matrix U. For the exact solution , the complete vacancy

concentration build-up is based on eqn(2.19) as described in Chapter 2.
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The purposes of the programs rroot.m and imroot.m are to find the real and nnagmary roots from equation 2.20 and 2.21.
if roots are real if roots are imaginary
display graphical solution display graphical solution
of the roots of the roots
user inputs user inputs
rtoot= first approximation of root _ root = first approximation of root
decpt = accuracy of root in _ decpt = accuracy of root
* ¥
solve equation 4.4 and store in solve equation 4.5 and store in
varisblea - variable a
¥ x
solve the differential of equation 4.4 solve the differential of equation 4.4
and store in variable b and store in variable b
E 2 ¥
| divide a/b and store In vanable y I [ dvide a/b and store in vanatle y |

L

l .

N|

number of iterations has exceed limit

root]=root-y
¥
iteration = ieration +1
¥
root = root1

E.rst approximation not suitable

I compute a,by | :

. 2

display exact root and
number of iterations

—

1o0t] = root

Fig4.3 The program flow charts for calculating the real roots and imaginary roots

the correct root value is fed to the seript file simalllg.m
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The purpose of églball m is to simulate the vacency concentration butld-up for a single grain boundery where both, ends are
blocked. The program will compare the results of the work by [ Clement,1992], with the lumped element model. The Time to
Failure will be compared between the *exact solution’of Clement , signal delay and the Tumped model solution.

User input
nosim= number of simulation required

SINNO <= Nosip>

user input
= length of grain boundary
d= vacancy diffusion coefficient -
¢ ¢ = initial vacancy concentration at zero stress -
cr = the critical vacancy concentration
theta = angle of orientation
glpha= drift component
alphaeff= alpha x cos(theta) the effective drift component

!

CImatone.m
m-file to create the resistor and capacitor matrix G

cmatone,m
m-file to create capacitor matix C
x

veratwo.m.
m-file to crate initial voltage matrix VIN

|

tcone.m
m-ﬁluamlnfh:.llmaﬁx
The simulation of the voltage response is done by the following process:- -
i)y  assignment of the duration of time =t
iy diagonalising the matrix of Q=C 1 G.
iii} solving the voltage response by the equation :-
V= S_](S.VIN.exth) + S'I(D'I.S.U.eprt) -5 Ip 15y

|

- the conversion of the voltage response lo vacancy concentration response is
solve by the equation :-

C,=VxexpP*EX s the vacancy concentration

!

the time to failure is determine by interpolating between the data points of the

vacancy concentration C , and the time t. The command of Matlab

to do the this is :- .
TIF = interp1(C , , t, critical vacancy concentration)

l continue
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simulation of the exact solution
by solving - equation 2.16

l

the time to failure is determine by interpolating between the data points of the
vacancy concentration C, and the time t. The command of Matlab
to do the this is :- o '
TTF = interp1(C ,, , t, critical vacancy concentration)

caloulate the Time o failure by signal delay method
rmatone.m
m-file for the resistance matrix RG

!

calculate the signal delay by the equation

- YN _ o(-alphaetfx)
{ ” ) 1-¢ . (-aiphacttx)
TD=RG.C, W ¥ TTF= TD.Ln TV 3 V,,,=_ cr.¢
G
t
w
simno=simno +1

produce the vacancy concentration response graph
and the results of Time to failure

FIG 4.4 The program flow chart of sg2ball.m

4.3.1 Creating matrices for solving voltage and vacancy concentration

response.

The approach of simulating the voltage and vacancy concentration response is
identical to that in section 4.2.2 . The only difference is in the treatment of the

matrices, In this case the total charge in the system will be conserved.

With reference to Fig 4.2

| 3 : | ‘
Total Charge (TC) = . C(i). V(i) t=0 422

i=1.
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TC- 3:00). V(i) -
V1= =2 ~ 4.23

Cl
_VI_:r_(_:__czvz C3.V3 | o

Cl Cl Cl

Therefore the earlier equation 4.7 becomes

CEY-—%-_—( 1 1 )V2+[ )VS (IJ(TC C2.V2 C3V3) 425

dt R1 R2 Ci Cl Cl1
After rearranging |
av2_ 1 1 ( 1 c3 ( TC
2 =-(mtretria )2+ R wia) VR - 426
. Therefore the linear matrix equatioh for the whole circuit:-
dv2 1 1 C2 1 C3 TC
C2 0]["at | | R1"R2 RLCI R2 RLCI|[V?] |=+=
[o cs] w71 , i s lF (.)RI.CI 427

dt R2 - R2
The difference between equation 4.9 and 4.27 is in the G matrix and the U vector.

4.3.2 The program codes to simulate the ‘exact’ solution

This program tig2blk.m is to simulate the exact theoretical solution for a single

grain boundary with double blocking ends. The program enables the theoretical

response of the vacancy concentration at various points on the grain be monitored.

The original equations of referehce[Clement,1992] have been modified by replacing

the 'positivé sign of the ato negative sign because the original equation deals with

negative electric field. Another important term in the original equation that has been
. modified is that the solution is in the form of infinite series of summation, It is time

consuming to compute for large values of k, a reasonable value of k=20 is chosen

which would give a sufficiently accurate answer. This new equation is included in the




main program of sg2ball.m so that direct comparison can be made between

theoretical and the simulated approach.

4.4  The programs codes developed for single grain bbulidary

The programs that have been developed are shown in the Table 4.1, 4.2

Description
1 simalllg.m main program involving simulation
_ and combining with the theoretical
solution and the etmore delay
approximation.

1o develop the matrix of the
resistors derived from the sub-m-
file which calculated the values.
to develop the diagonal matrix of
capacitor derived from the sub-m-
file which calculate the values of

capacitors
to develop the initial voliage
vectors derived from the sub-m-file
which ealeulated the values.
to develop the U vectors of the
“initia} boundary condition
program to find the real roots using
Newton-Raphson method for the
caSe ox>=2
‘ptogram to find the imaginary roots
using Newton-Raphson method for
the case ax<=2

No Program title Associate m-files sub-m-files

1. gmatone.m 1. oneresm

2. croatone 1. onecap.m

3. vmatone.m 1. onevolt.m

4. umatone.m

5. moot.m

6. imroot.m

Table 4.1 Single grain boundary- Single blocking ends




No Program title Associate m-files sub-m-files Description

1 sg2ball m - main program involving simulation
and combining with the theoretical

solution.

1. crmnatone.m to develop the matrix of both the
- resistors and capacitors derived
from the sub-m-files which

calcunlated the values.

l. oneresm

2. onecapm

2. ematone 1. onecap.n to develop the diagonal matrix of
capacitor derived from the sub-m-
file which caloulate the values of

cepacitors

3. vmatwo.m 1. onevoltm to develop the initial voltage
. vectors derived from the sub-m-file
which caleulated the values.

4. tcone.m 1. onecap to calculate the total charge

2. onewolt

5. umatwo.m : to develop the U vectors of the
' initial boundary condition

tlg2blk.m . main program involving simulation -
o the theoretical solution of section
312

Table 4.2 Single grain boundary - Double blocking ends
4.5 A representative example of a complex grain boundary network

The next stage of pr;)gram code development is to apply the lumped element model
to complex grain boundaries. In reality, the metalisation film will undergo annealing
and patterning processes during which the final interconnect samples are produced.
Many clusters with complex grain boundary microstructures are formed which run
along the interconnect line. The parameters of these networks ( the vacancy diffusion
coefficients, the lengths and orientation of the various grain boundaries) are
statistically distributed making the lifetime also a stochastic parameter. It is the aim
of these program codes to study the effect of these parameters on the electromigration

‘lifetime behaviour and to produce an interim statistical analysis of Time to Failure.




The model under study is 2 simple single,though realistic, cluster made up of 5 grain
“boundaries as shown below. In fact a number of other references have also used more
or less this kind of model [Gleixner and Nix,1999],[Trattles, et.al, 1994] to sttidy

electromigration behaviour,

Fig 4.5 The complex grain boundary model

Two program codes netlball.m( one end supplying vacancies w1th the others
blocked) and néthall.m( all ends being blocked) have been developed to simulate
the vacancy concentration build-up at various nodes and to determine the Time to
Failure. Tt also incorporates the signal delay for estimating Time to Failure. The

program flow charts are as shown in Fig 4.6 ( nettball.m). and Fig4.7 (netZball.m)

. In the simulation of the lumped‘element model the: cluster case has program flow
which is identical to that of the single grain boundary interconnect.. The difference is
merely in the number of grain boundaries, which will affect the various calculations

of the components and their matrices and vectors. The flow charts describing these

calculations will be shown later for a more realistic model of a complete interconnect.




The purpose of netlballm is to simulate the vacancy concentration build-up fora complex graih bmmdary network where one

end has a supply of vacancies ©¢ and the others are blocked. The program will also compare the Time to Faxlure between the’

Tumped model solution with the signal delay approxnnauon .

: User tnput
nosim= number of simulation required

simno = 1

”

SIMNG <= nes

user input
&= number of sections per grain boundary
¢ o= sup plyvacancyconcentration
x1-x5 = length of 5 grain boundaries
d1-ds = vacancy diffusion coefficient of 5 grain boundaries
cr = the critical vacancy concentration -
thetal-thetaZ = angle of orientation for 5 grain boundaries
alphaeffl-alphaeffS = the effective drift component

h 4

m-file to create the resistor  matrix G

resmat.m

cmatnt
m-file to create capacitor matrix C -

+

matcrgm.
m-file to crate initial voltage matrix VIN

i)
ii)

iii)

The simulation of the voltage response is done by the following process:-

assignment of the duration of time =t

diagonalising the matrixof Q=C1@.

solving the voltage response by the equation :-

V= s—‘(s .er.expD‘) + s"‘(D"sU.expD') -sIp-lsy

c

v=Vxesp

the conversion of the voltage response to vacancy concentration is
obtained by the equation :-

apuaeffx ¢ is the vacancy concentration

!

1o do the thig is :-

the Time to Failure is determined by interpolating between the data points of the
vacancy concentration C , and the time t. The command of Matlab

TTF = interp}(C  , t, critical vacancy concentration)




+

calculate the Time to failure by signai delay method

!

rmatcgl.m
m-file for the resistance matrix RG

4

calculate the signal delay by the equation

a -lcm_) | — of-phacttn) A
) o . . - 3
TD=RG.C. -(_I_e(—_— : R‘.x)) ’ TIF= TD.L _X-.-_ s VgtCr.e .
]
simno=simno +1

v

produce the vecancy concentration response graph
and the data of Time to failure

FI1G 4.6 The program flow chart of netlball.m




The purpose of net2hallm is to simulate the vacancy concentration build-up for a complex grain boundary where all ends are

blocked.

User input
nosim= number of simulation required

user input
5= number of sections per grain boundary
© = sup plyvacancyconcentration
x1x5 = length of 5 grain boundaries
d1-d5 = vacancy diffusion coefficient of 5 grain boundaries
et = the eritical vacancy concentration
thetal-theta2 = angle of orientation for 5 grain boundaries
: alphaeﬁ’l—.alphaeﬁ's = the effective drift component
}

crmat.m
m-file to create the resistor and capacitor matrix G

cmat.m
m-file to create capacitor matrix C
X

vmat.m,
m-file to crate initial vollage matrix VIN

tegr.m :
m-file to create the total charge matrix TC

v

umat2.m

m-file to create fhg LI matrix

The simulation of the voltage responsc. is done by the following process:-
1)  assignment of the duration of time =1
i) diagonalising the matrixof Q=C ™1 G.
iti} solving the voltage response by the equation :-
T v s*'[s. V!N.expm) + s"(n*‘s.u. expD') -sIp-lsy

.

v

the conversion of the voltage response to Vacancy concentrauon response is
so]ve by the equation :-

c, =Vxexp"‘"‘"‘ﬂ"‘ » €y is the vacancy concentration -

|

the time to failure is determine by interpolating between the data points of the
vacancy concentration C  and the time t. The command of Matleb )

to do the this is :-
TIF =interpl(C ,, .1, critical vacancy concentration)

l

| simno = simmno 41 I

Fig 4.7 The program flow chart of net2ball.m




4.6 The programs codes devéloped for “self generﬁted’ complex grain boundary

.

_The programs that have been develoﬁed are shown in the Table 4.3, 4.4

No

Program title

Associate m-files

sub-m-files

Description

1

netlballm

main program - to sirmlate
the vacancy concentration and
calculate the TTF based on
lumped element model and
signal delay

1. resmat.m

1. newresm

to develop the matrix of the
resistors derived from the sub-
m-files which calculated the

values of resistance.

2. cmat.m

1. newcap.m

to develop the diagonal l_natrix
of capacitors derived from the
sub-m-file which calculate the

values of capacitors

3. materg.m

1. inicrgm

to develop the initial voltape

vectors derived from the sub-
m-file which calculated the

values of the initial voltages.

4, umat2.m

to develop the U vectors of the
initial boundary condition

Table 4.3 Complex grain boundary -one end has supply vacancy

No

Program title

Associate m-files

sub-m-files

Description

net2ball.m

main program to simulate
the vacancy concentration and
calculate the TTF based on
lumf)ed elemnt model

1. crmat:m

1. newres.m

2. newcap.m

to devetop the matrix of both

the resistors and capacitors

. derived from the sub-m-files

which calculated the values.

2. cmat.m

1, neweap.m

to develop the diagonal matrix
of capacitor derived from the
sub-m-file which calculate the
values of capacitors

3. vmatm

1. inicrgm

to develop the initial voltage
vectors derived from the sub-

m-file which calculated the

values.




4. tcrgm 1. inicrgm to calculate the total charge
2, ne{vcap.m consumed in the circuit
5. umatnew.m to develop the U vectors of the
' initial boundary condition

Table 4.4 Complex grain boundary -all ends blocked

4.7 The development of program codes for realistic grain boundaries

To obtain meaningful statistical data on the electromigration Time to Failure a mbre
realistic model representing the interconnect must be developed. Many studies
involving computer simulatiqns on electromigration lifetime employ Voronoi
tec\hnique to generate a realistic representation of interconnect [Joo and
Thompson,1994],[Knowlton, et al.,1989],[Marcoux, et al.,1989] |

Voronoi techniques have also been employed in this part of the softwai'g
development. MATLAB® provides a built-in function to generate a Voronoi network
consisting of straight lines joining the nodes. With this facility , a‘program code
vrooittf2,m has been developed in an attempt to produce realistic statistical data of
electromigration Tirhe to Failure. The process of obtaining the required data can be

understood better by referring to process flow chart of Figd.8 below.

Production of Al /Cu Film by Voronoi method

|

Annealing treatment of Al/Cu film

+
Production of interconnect samples

¥
Calculation of TTF of gram boundary
clusters using Iun_lped element model -

¥
Calculation of TTF of gram boundary
clusters using signal delay method

T
Determune the T1F of the interconnect
(the smallest time among the TTFs of
grain boundary clusters)

- Figure 4.8 The program flow chart of the main processes
for producing the Time to Failure for realistic interconnects




With reference to Fig.4.8, to obtain the electromigration lifetime of interconnect .

samples, the program needs to undergo several processes. The development of the
program codes starts with creating. the Voroﬁoi network. which will 'rep'resent a
conductor film , which in this study is aluminium or copper*. Once the film been
created, it will often undergo an annealiﬁg process during where the grain‘will grow

in size. The program code which simulates this process is the function file

~ annealing.m. The main processes that are involved in the anneallng treatment are i)

grain growth ii) the annihilation of unsustainable grain boundaries and iii)
recombination of gi'ain boundaries which allows for larger grains to grow-' af the
expense of smaller ones. For the simulation of the anneéling process, the algorithm
for grain growth and the rules for annihilation and recombination, are based on the
work by [Kawasaki, et.al, 1989]. |

After the annealing process, the Al film is patterned to form interconnect samples,'

- and the program code to do this is slice2.m. The program will simulate the slicing of - |

the Al film into various number of interconnect samples depending on the desired

width. Once the interconnect samples have been generated, the simulation of their
Time to Failure can be achieved, a function file vrttf.m will do the simulations based
on the lumped element model and the signal delay method. First, the Time to Failure
of each cluster of grain bdundaries will be calculated and then the minimum Time to
Failures among the cluster in the sample will be considered_ to give the Time to

Failure of the interconnect sample.

. For the whole simulation exercise, the only limitation of the program codes is in the
calculation of the Time to Failure where the maximum number of grain boundaries
per cluster is limited to eleven. A script file vrnoittf2.m has been developed to

simulate the whole process and the program flow chart is shown in Fig. 4.9.

* To be specific we have looked at Al because‘parametcr values for Al are better

known than for Cu and more experimental results exist for AL
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R

anneﬂg.m
m-file for the simulation of the annealing process
of the Veronoi network
¥

figymolm
m-file for the production of a hard copy of
. 1 l _ ’

_ geometry.m

m-file for the caleulation of the geometrical

properties of the grain boundaries i.e. length

of prain boundaries and the angle of orfentation)|
¥

fablenode.m
n-file for the making of labels for the nodes
(vertices) and the grain boundaries

v

User input
nosample =
sample= 1 ( start counter)

l‘ s

Jyes

slice2.m
m -file to produce the interconnect samples

v
[ Diewgeomelry.m
m -file to calculate the new values of the

length and angle of grain boundaries

noe

v
© nevwnode.m
m-file for making the new labels for the new
nodes and the grain boundaries
+
User Input
nocluster = , clusterno = I(start counter)
L
A
no
e clusterno<= nocluster?

yes
‘ vritf.m

m-file to calculate the exact solution and
Elmore delay of the Time to Failure of
the grain boundaries clusters and hence
the interconnect samples

+
I clusterno=clisterno+1 '

B wr
"y

I sample=sample+1 I

v

end

Figd.9 The flow chart of the simulation of the Time to Failure
for the script file vrnoittf2,
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471 The simulation of producing samples of Al films

The samples of the Al films (consisting of the grain boundary clusters) are

constructed by the Voronoi method as mentioned earlier. These grain boundaries are

produced by using the available built-in function of the MATLAB® ie.

voronoi(vx,vy). The grain boundaries are all then straight' lines connecting the vertices

in the Voronoi diagram,
4.7.2 The simulation of annealing process

The annealing treatment of the Al films is simulated by increasing the size of the
grains. A program code annealing.m has been developed to simulate this by using the
rules developed in the Vertex model for 2D grain growth[Kawasaki et.al, 1989] which
is suitable since it involves the mantpulation of the co-brdinates of the vertices. The
| annealing treatment 5imu]3tion will improve the Voronoi diagrams which are initially
produce by the built-in function of MATLAB®. The simulation will exhibit the
growth and the collision of grain boundaries processes. where grain boundaries

recombine or are annihilated when a grain boundary length is forced below a critical

value unsustainable. The program flow chart of the annealing process is as shown in’

Fig4. 10

First a Voronoi network is generated and its geometrical data is compute and stored.
This process is done through a-function file geomefry.m. The geometrical data
computed are i) lengths of the grain boundaries and ii) angles of orientation. A flow

chart showing the process is shown in Figd.11.

The initial Voronoi network genérated by the computer only provides information on
 the co-ordinates of the nodes in terms of vx and vy. It is vital to label the nodes and

* the lines ( grain boundaries) connecting these nodes, This is needed for identification

purposes for calculating the Time to Failure. A program code labgrainl.m has been .
developed to do this task and the flow chart describing the labelling process is shown-

in Fig.4.12. Although the nodes and their grain boundaries are labelled, there is not

yet any information on how they are connected to each other. A program code
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~ conmtrix.m is developed to solve this problem. All of the information 01:1 the
- . Voronoi network can then be stored, such as i} the connectivity between each node, is
stored in matrix NODMAT. ii) the grain boundary idéntiﬁcaﬁén numbers are stored
in matrix GBMAT. iii) the length of the grain boundaries are stored in LGTHMAT
and iv) the angle of orientation of the grain boundaries are stored in matrix
ANGLEMAT. These matrices will be called when computing later processes such in
the annealing and calculation of Time to Failure. Fig 4.13 shows the program flow

chart of conmtrix.m.

In the simulatioﬁ of the annealing procéss itself, there are three main processes thﬁt'
are being simulated i..e. i) grain growth ii) grain boundary annihilation and iii )} grain
boundary recombination for every time step. To simulate this processes, three
function files are developed i.e. i) grwthl.m for simulating the process of grain
' growth,l it) lamdal.m for classifying nodes which can form triangles (for annihilation)
or switches( for recombination) and iii) triswl.m for simulating the annihilation and
recombination process. Program flow charts to describe this processes.are as shown in
Figd.14 |, Fig 4.15, and Fig 4.16 for the grwthl.m , lamdal.m and triswl.m
respectively. The equation use for simulating the grain growth is obtained from |
[Kawasaki,et.al,1989] and is given below :- |

(1)

4.28

(i) = number of nearest neighbours of node i
: | .

Z is the sum of all the nearest neighbours(node j’s) of node i
j _ ,

(r;_1y) is the difference between the co-ordinates of the nearest neighbours(nodej’s)
and the co-ordinates of node i.

lri__rjl is length of the line or grain'bOu'ndary between node i and all the neighbouring

nodes j.
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:Ei- is the rate of change of co-ordinate i with time t  this will give the

new co-ordinates after some time steps dt)

For the program code lamdai.m, the nodes to be identified are those nodes which can

form triangles and switches. These are those which satisfy the following critén'a

i) the length between any two nodeé(the length of grain boundary) has become o |
shorter than the critical vertex size A. - '

ii) the test for a triangle in the connectivity matrix NODMAT has been passed.

The test for a node being part of a triangle is déscribed below, based on an example

from a Matlab book by [Biran.& Breiner, 1999]in a section on graph theory. With

reference to the Fig4.17 there is only one triangle,. '
V3

V2
V1 ' V4
Fig 4.17

The connectivity matrix A=[{ 0100
1011
0101
0110
’I"akingacube=A3 = 0311

| 324 4

1 423

1432 .
The &iang!e is one having fhe lehgth of path equals to 2 on the diagoﬁal i.e. node
V2, V3 and V4. This algorithm, i.e. first take the cube of the cdnnectivity matrix
NODMAT and ﬂle'n search for all nodes having a value equals to 2 on the diagonal
entries of the matrix NODMAT, this will provide all the possible nodés that can form

a triangle. This algorithm is applied in function files lamdal.m and triswi.m
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The program code triswlam is developed to simulate the annihilation and the
recombination process of the grain boundaries. The first step is to find all the nodes
and their neighbouring nodes (those nodes that are connected to the identified grain

boundaries). The annihilation simulation is described below:-
4.7.2.1 The recombination process

An éké;mplé of the reGombination brocess is shown in Fig 4.18(a).

- 4 ‘ 4
— 2 A
A 6 - 5T -

Fig 4.18(a) Recombination process . Here the length of grain boundary

connecting nodes 2 and 3 has become less than A, so the switch occurs

The algorithm to perform the recombination processes is:-

i) createa90° rotationa! matrix ROTMAT ‘

ii) calculate the original co-ordinates (vxo,vyo)which is half way between nodes 2

and 3

iit) calculate the newr co-ordinates of node 2 and 3 = original co-ordinates -vxo, vyo
and then multiply by the rotational matrix. This will rotate node 2 and node 3
(90° clockwise).

iv) select the appropriate neighbour nodes to node 2 and node 3 which needs to be
recombined/switched ( i.¢ node 5 and 4 only) |

v) modify the connectivity matrix NODMAT so that node 4 is now connected: to

node 2 instead of node 3, and Node 5 connected to node 3 instead of node 2
4.7.2.2 The annihilation process

An example of the annihilation process is shown in Fig 4.18(b).
1 | 1

5 A 6 Fig 4.18(b) Annihilation
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Here the area of the triangle {rz,fg,r4}has become less than A®. It is considered

unstable and vanishes.

The algorithm to perform the annihitation processes is:-
i) find the centre point of node 2,3 and 4 and label the node as node 2

ii) select the neighbours of each node of the triangle node 2,3 and 4 which are not
part of the triangle i.e. neighbournode 1, 5 and 6

ii) modify the connectivity matrix NODMAT so that node 1, 5 and 6 is connected to
node 2.

User inpu¢
number of random points to draw & voronoi diagram or network representing the Al film

‘ ¥
plot the Voronoi diagram and get information on number of vertices of the original voronoi
diagram '

-

ECoLaCHTY. 0
m-file for the calculation and storing of mformatmn on the geometrical properties of the original
grain boundaries

’

labgraml.m
m- file for making the labels for the original nodes (vertices ) and the 'grain bounderies

!

conmiriLm
m-file for making a cormectivity matrix of the nodes and for storing its information such as
NODMAT= information on the connectivity of nodes
GBMAT = information on the connectivity of the grain boundaries
LGTHMAT= information on the length of the grain boundaries
ANGLEMAT = information on the angle of crientation of the grain boundaries

+

User input
drn= number of time step needed

time step = 0 { start counter for the annealing process)
¥ <

Get new data on the number of vertices after each time step in the anmealing process

1

geometry.mm
m-file for the calculation and storing of information on the geometrical properties of the pew
grain boundaries afier each time step of annealing process

x

Iabgrain2.m
m-  file for making the labe!s for the new nodes (vertices ) and the gmm boundzaries after each
time step of annealing procesy :




conmirix.m

m-file for making a conmectivity matrix of the new nodes and storing its information such as
NODMAT= information on the connectivity of nodes

GBMAT =information on the connectivity of the grain boundaries
LGTHMAT= information on the length of the grain boundaries

ANGLEMAT = information on the angle of crientation of the grain boundaries

gmi&l.m

m-file for the simulation of the growing of the grains

lamdal.m

m-file for the detection of the grain boundaries which bave the length less than the critical value
for the grain boundaries to annihilate or o switch

+
triswl.m

m-file for the simulation of the annihilation and the switching of the grain boumdaries process
X

outputm

m-file for the plotting of new Voronoi network after each time step of the annealing process

_ | timestep=timestep +1 I

a

Fig4.10. Program flow chart of annealing. m end

geometry.m ]

!

n=number of line ( grain houndaries)
Jjoining each vertices
k=1

k <=n

ye

calculate the length and angle of the grain bounderies
Lay9= y{v2(k) - 1)’ + (3209 - wik)®
hetaraddye m_,[ (w2 -vyto:))]

{(vx2(k) = vx1(k))

k=k+1

exit

-

" Fig4.11

The program flow chart for calculating the length and angle of
orientation of the grain boundaries of m-file geometry.m




v,

|

Fig 4.12(a) The program flow chart for labelling of nodes and its grain boundaries in the labgrainl.m
This routine is for assigning a zero for redundancy vertices from the original array.

initialization _
wxori = vx, vyori=vy -n=number of lines(gh)
=1 =1
q<~n*1?

vxoi(Q) = vxon(r), vyori(q) = vyor( )
vxori(r)= 0, wyori(d) = 0
'

| =1+ 1 I

=r+1l,q=q+1
|

2
| end |
Fig 4.12(b) This routine is for eliminating the zeros. The final values of vxori and vyori are the

co-ordinates of the nodes. To label the nodes and the grain boundaries , text and int2str
commands are used,
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‘ Initialization
purpose is to find the start and end nodes in terms of their node munber
n . = total number of vx,vy co-ordinates
wstit= vxI, vystrt= vyl
vxend = vx2, vyend =vy2 : :
actnodenum = index of the nodes/ nodes number
totnode = total number of nodes _
nogb = total member of grain boundaries '
gbnum = index of the grain boundaries/ grain boundaries number

no

k <= totnode?

vxstri(T)= actnodenum(k)

vxori{actiodenum(k))y=vxend(i)

vrend(D) = actnoderum(k) =

i=i+l

Y

kekH -

-

end
vxstrt will store an array of the starting node rumber
vxend will store an amay of the ending node numbres|

Fig 4.13(a) The flow chart for the creation of the connectivity matrix in conmtrix.m file.
This is the first part of the program where the vx strt and vxend coordinates and
hence the vy co-ordinates are converted into their respective starting and
ending node numbers.




initialization
burpose {0 build the matrix which store information on )connectivity ii)grain bovndary muml
iii} length of the grain boundaries iv) angle of the grain boundaries
nomember = total number of the starting nodes{vxstrt) which is equal
to the mumber of commectivity path
comnect = 1 {if there is a conmection between two nodes, assigna 1)
noconttect = 0 (if there is no connection between two nodes, assign a 0)

l

i = 1 (therows of matrix)

l = 1 (themdexmxmberfortheconnecumypathl

1 <= nomem

NODMAT (ij)ynoconnect
—4 GBMAT(ij) =nocommect
LGTHMAT(,j) =nocomnect
ANGLEMAT(,j)=noconnect

&

"| NODMAT(,j)= connect
GBMATGj) = gnmm{l)
LGTHMATG j)= Lxy(l)

ANGLEMAT( j= Thetadeg(l)

vistril) =i & vxend(l)5

*

NODMAT( i,j)= connect
GBMAT (i,j) = gbmum(l)
LGTHMAT(,j) = Lxy(l)
ANGLEMAT(i,j)= Thetadeg(l}

»

L 4

Fig4.13(b) The second part of the program in which the matrices are built by comparing the contents
of the vxstrt and vxend with the contents of NODMAT(i,j). If equal , then connectivity
exist and a 1 is assigned to the matrix of NODMATY.,j) and if not, a 0 is assigned.
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Initialization
dt = 0.0001 the growing rate
i=1 .
) 1
1 <= totnode
yw
Store variables with data

a= find all nodes connected to node(i) using the NODMAT
z= the total number of nodes connected to node(i)

only 1 node cormected
z<=1 :

o

yes

D) = yori()) - veori(a@@)) + (wyerith) —vyori(a(z)*
6

. \ . 1 " {wori() - veori{aql)))
New co-ordinates of vax=vimew(i)y=vxori(i) + [— —-——)dt
[ 0] [J{mﬁ(n-mﬁ(aa)))' +lori(h -wori(aa)))’))]]

A similar equation holds for new co-crdinates of vy by changing vknew with vynew and vxeri with vyori

z<=2 2 nodes connected

noe

yes

D) = Joxori) = veori@@))? + Gorih) —vyora))? +y(:xori(i) ~ veoria(2)? + (vori(h) - vori(a(2)’
6 : )

New co-ordinates for vx =vnew(iy=vxori(} +

(_ R ]d, (xori(i) ~ veori(a(1))) . (vxori() - vori(a(2))
DD} | Joworith) —veoriaO)? + Gyori) - vyorita@) ) | Jvori(h) - veori(@())? +veori) - vieori(a(2))*

A similar equation holds for new co-ordinates of vy by changing vxnew with vynew and vxtori with vyori

3>

yes

Joori() = veori(a(D))? +(ori(h) —vyori(a())! +f(uxori@)) - vxori(a(2)))? + (syori(i) - vyori(a(2))®
r— = =

D(i):l

, JOmorit)— veoria(3))? + Gyorit) - vyoriCa3)?
6
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New co-ordinates of vx =vxnew(i}=vxori(i) + .

[ 1 },, {ywori(i} —viori(a(l))) . N {(vxori(i) - vori(@92)))
D) J(vmﬁ(i) = vrori(a())’ + (wyord) - vyoeria))’ N ori(E) = veori(a(2))? + vori(f) - vxori(a(2))®

+[ (v2ori) - veoriCa®)) J
Jiswori() ~veori@@)Y + Gyori®) - yori@G))

equation is same for new co-ordinates of vy by changing vxnew with vynew and vxori with vyori

i= i+

end

Fig4.14 The program flow chart for grain growth in the m-file
grwthl.m



initiazation

GTHMATG §) <A & LGTHMATGj) 20

m=m+1
Nodes1(m) = i
Nodes2(m) = j

j=j+l

v

I

i==iT+ 1 J

v,

o
*

L

end l

Fig 4.15(a) The flow chart of m-file lamdal.m. This first part of the program will list all
nodes having the grain boundaries length less than the critical vertex size A

Initialization

no_posnode = total nmumber of nodes in the list of Nodes1
Nodes = a matrix containing Nodes 1 and Nodes2

L3=NODMAT® =the commectivity matrix NODMAT is tested for the presence of triangle(first stage)

=
m={
e=0

- Do

yés

final test for prescxioerf triangle Recombination

no

e

exct]
SWINODES1(e)=Nodes(i,1)
SWINCDES2(e)= Nodes(i,2)

i odes(i,1),Nodes (3, 1)=2 & L3(Nodes(i,2),Nodes(i,2))= ~—

+
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Fig4.15(b) Program flow chart of second part lamdal.m
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The purpose of triswl.m is to identify the nodes of the voronoi network Whichmakenptﬁangl&s and potentially swith Once
identified , the program will simulate the annjhilstion and recombination processes.

lamdalm
m-file for pre identification of the triangle and switch nodes

‘

count the number of possible nodes that make up
triangles and store in varieble No_postrinodes

¥

redundant nodes in the list are removed
giving the actual nodes that can make up triangles
and store in variable TRINODES1

find the other nodes that are attached 1o the

existing nodes of TRINODES by making use
of the connectivity matrix NODMAT and store
in variable NEXTRI.

¥

the nodes in NEXTRI are checked again for any
addmmalnodubymalunguse of the connectivity
toatrix NODMAT and stor¢ in variable ADDTRINODES

¥

the redundant nodes in ADDTRINODES are
removed and new list of nodes is stored in

variable TRIAN

l

the nodes in TRIAN are tested for being part of a triangle
and the final list is stored in variable
TRIANGLE

b 4

the nodes of the TRIANGLE are labelled
nodel = TRINODE]

node2= TRINCDE2

node3=TRINODE3

L4

count the number of triangles
found in the voronoi diagram
and store in variable No TRIANGLE

calculate the centre of the triangle and
store the new coordinates of the centre

|__node in varieble vienew and vynew,

l

find the neighbours for each of the node of the triangle
and select the nodes which are not pert of the triangle.
and store in variable selobl, selnb2, selnb3

make a connection from the centre to the selnbl,selnb2
and selnb3 by using the connectivity matrix NODMAT

count the number of possible nodes that will
switch and store in variable No posswnodes

x

redundant nodes in the list are removed
giving the actual nodes that will switch
and stors in variable SWINODES1

compare the list of nodes in SWINODES] and
that of TRINODES, if same, remove the node
from the list of SWINODESI.

L 2

assign a label for the nodes of SWINODES

and store in variable swnodel and swnodej. Make
swnodei always have a higher values of vy

and store in new variable as swnodi and swnodj

mm
to another node, so as not to simulate 2 grain
boundaries at the same timse.

2

"1 swnodj and store in variable NEI and NEY

find the neighbours of each nodes of swnodi and

respectively, Create a rotational matrix ROTMAT,
which will rotats the nodes 90 % clockwise

x

modify the existing connectivity matrix NODMAT
by selecting the nodes which to be connected to
the new position , The selected nodes are stored

in variable selnei, selnej )

¥

the new coordinates of swnodi and swnodj are
calculated and are stored in variable vmew and
vynew. The process involves:-
1. caloulating the centre point between swnodi
and swodj and store in variable vxo and vyo
2. calculating the new points after making the
90 ® rotation and store in variable NEWPT1
and NEWPT2 = the original vx, vy coordinates
of swnodi and swnodj minus vxo and vyo
respectively are multiplied by ROTMAT
3. the new coordinates are calculated by:-
vxnew(swnodiy® NEWPT1 (1: 1+ wxo
vynew(swnodiy= NEWPT! (2,: Y+ vyo
vamew(swnodjy= NEWPT2 (1,: ) + wxo
vynew(swnodj)= NEWPT2(2,: )+ vyo

Fig4.16 The program flow chart of triswl.m
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473  The simulation for creating samples of interconnects

Simulation is performed by the program code slice2.m where the Voronoi network is
sliced into equal samples of interconnects. As the result of this slice, new points or
nodes have to be recalculated and also the geometrical information such as the
lengths and angles of orientation of the gfain boundaries has to be updated. The
interconnect sémples will consist of a random distributed of grain boundary clusters

each of which will have its own characteristics such as;

i) The number of grain boundaries making up the cluster

ii) The length of each grain boundaries in the cluster

iii) the length of | the cluster (the spanning of the grain boundaries in the x
direction i.e. in the direction of the moving vacancies ).

iv) The angle of orientation of each of the grain boundaries.

The algorithm for developing the program codes is:-
1) trim the Voronoi diagram into film samples by using the axis function
i) slice of film into the interconnect samples by using the axis function
iii) identify grain boundaries inside the sliced off area

iv) calculate the new co-ordinates of the nodes inside the sliced area

A program flow chart for the production of interconnect is as shown in Fig, 4,19.The
critical stage of the simulation is in the calculation of the new co-ordinates for the
nodes inside the sliced area i.e. the interconnect sample, The calculation is based on

~ the equation of straight line y =mx+c

‘where
, 2-yl
gradientm = O — xl 4.30
. : (y2.x1) - (yl.x2)
intercept ¢ = A—x0 431

Example: to calculate new co-ordinates for node 1

v2=0.5 1 2

yi=0 3 4




Node 4= x co-ordinate= (L_E(_z_‘%k_l) , and y co-ordinate =0

m(gb3

i) production of Al film

First trim the Voronoi network to produce the sample film( 1 x 1)
xlcl=0 (the start point of slicing x axis of the original Voronoi diagram)
x2¢1=1 (the end point of slicing axis of the original, Voronoi diagram)
ylcl=0 (the start point of shicing y axis of the original Voronot diagram)
y2c1=1 ( the end point of slicing y axis of the original Voronoi diagram)
To execute the slicing process = axis(fxlel x2¢1 ylcl y2el1))

. i) production of interconnect sarmple l

Second slice the Vioronoi network to produce the interconnect sample film( ((y202-y1¢2) x 1)
x1c2= 0 (the start point of slicing X axis of the original Voronei diagram)
x2c2=1 (the end point of slicing axis of the original; Voronoi diagram)
yle2= user input
y2e2=user input
to execute the slicing process = axis[(x1¢2 x2¢2 y162 y2e2])

initialise
vxstrt = wvxl
vxend =wx2
vystrt =vyl
vyend =vy2
k =1 (counter)

start and end value of grain boundary co-ordinates
with the respective co-ordinates of the slice(box), at }

e co-ordinates must lie within the sliced
{ 6 conditions)

produce the grain boundaries number

| k=k+l ]

"

FIG 4.19(a) The flow chart for the production of films and the interconnect samples.
The first part of the program slice2Z.m produces the film and the '
interconnect samples and identifies the grain boundaries that are inside

the sliced area.

|
|
Node 1= x co-ordinate = _____(yZ _ c(gbl)) andy col—ordinate =y2 | ‘ ‘
_ m(gbl) °’ ' : o




Tnitiahisation

gbinbox= all the grain boundaries in the slice area or box
nogbinbox = the total number of grain boundaries found in the bok

asgign new variables to the co-ordinates of the grain boundaries
x1(gbinboxT)= vxstrt(gbinbox (1))
*2{gbinbox(})y=vxend(ghinbox(l)) -
y1(gbinbox(Dy=vystri(gbinbox(D))
y2(gbinbox(D))= vystrt{gbinbox(D))

=]

Fig4.19(b) The program flow chart from a part of slice2,m assigns new
variables for the co-ordinates of the grain boundaries

calculate the gradient m and the y intercept ¢ of each grain
boundaries in the box using the straight line equation of y=mx +o
y2-y1 (y2.xD) ~ (yLx2)
t e R B e————
gradient m . x2-xt ¢ xl-x2

j =j+1

Fig4.19(c) The program flow chart from a part of slice2.m which
calculates the gradlent and the intercept ¢ for each of the
gram boundanes in the sliced area




j=1

le

m .
J <=nogbinbox

¥ yes

the slice arealbox)
44 conditions)

iv

calcnlate the new co-ordinates of the start

and end points of each of the grain boundaries
and hence its nodes co-ordinates which lies
inside the sliced arca by using the straight line
equation of y=mx + ¢

j=j+1

LA
v

end

Fig4.19(d) The program flow chart from a part of slice2.m calculates
the new co-ordinates of the start and end of the grain
boundaries and hence the co-ordinates of the new nodes
in the sliced area or box

After the simulation of the production of interconnect samples, the new nodes in the
sliced area will undergo the several process i) calculation of the new geometrical
properties ii) labelling of the new nodes and iii) and creating the new connectivity

matrix.

4.7.4 Simulation of the Time to Failure

The interconnect samples are now ready for experiment in which the Time to Failure

are now calculated. The program code that simulate this is vrttf.m and the program

flow chart is shown in Fig 420




The purpose of the program is to caleulate the Time to Failure of the interconnect samples.
The calculation is based on the lJumped mode! equation and the signal or Elmore delay estimation.

Assignment of variables

LG= length of grain boundaries after slicing process
AG=angle of crientation of grain boundaries after slicing process

k.

common input parameters
co=1 ~ the vacancy concentration ( stress o =0}
cr=2 the critical vacancy concentration
alpha=5 the electromigration force
Diff=5 the effective vacancy diffusion

) user nput

GB=  total number of grain boundaries in a cluster
LGB= number of grain boundaries forming the longest path
§ = number of sections of CR circuit per grain boundaries

user imput
x(q) = the length of each grain boundaries

ang{q)= random generator between 0 and 120°

Diffusion coefficient
d(q)= Diff x sin [m—gz(q)-]

-
user input
theta(q) = angle of orientation of cach grain boundaries
alphaeff{Q) = alpha x theta(q)

(e)=Diff x sin (1s°)

h

Yrmatd.m
m-file to produce the resistor or G matrix

L
vematd.m
m-file to produce the capacitor or C matrix

!

vergoaf.m - :
m-file to produce the initial charge or VIN matrix

!

vumaid.m
m-file to produce the U matrix

l continue




1

The simulation of the voltage response xs done by the following process:-
i)  assignmentof the duration of time =t
i) disgonalising the matrixof Q=C™1q,
iii} solving the voltage response by the equation :-
V= S“(svm.expn') + s“(D“s. U.expD') ~-splsu

~ the conversion of the voltage response o vacancy concentration response i$
solve by the equation :-

Ccy =VxexpM‘ ,Cy isﬂ)evacancyooncenh;aﬁon

!

the time to failure is determine by interpolating between the data points of the
vacancy concentration € and the time t. The command of Matlab

to do the this is :-

TTF = interpl(C ,, , t, critical vacancy ooneentrahon)

to calculate the Time to failure by signal or Elmore delay method

!

elmore3.m
create the resistor matrix RG

1

cotnpute the signal or Elmore delay using the equation below:-
ED~= Signal or Elmore delay, RG=resistor matrix, C=capacitor matrix
VIN= pseudo or initial voltage matrix,
x= the length of the point along the grain boundary which is to be monitored
Ver= the eritical voltage, TTFELMORE= Time to failure of signal delay

RG.C".(] —-le-)
Dt L Vomerd e

1- e(—w.x)

vﬂ'
€

TIFELMORE= ED.LN
1-

FIG 420 The program flow chart of vrttf.m for the estimation of the
Time to Failure of the grain boundary clusters/interconnect
by using the lumped element model and the signal delay
method.




The simulation of the Time to failure of the interconnect samples is done one sample

at a time by inputting the information required below:-

1) Numbér of samples needed for the experiment
ii) Number of clusters present in the sample (by inspection)
i1i) The length of the cluster{ by inputting the start and end node of the cluster
will automatically calculate the length ) |
iv) ‘The number of grain boundaries found in the cluster( by mspectlon)
v) The number of grain boundaries forming the longest path ( by inspection)
vi) The length of the grain boundary (by inputting the grain boundary number

will generate the length of each grain boundaries in the cluster)

vii) The angle of orientation of the grain boundary (by inputting the grain
boundary number will generate the angle of orientation)

viii) The number of section of component per grain boundaries

Once fhis' informatidn is fed into the system, the Time to Failure is calculated
automatically using the lumped element model and the signal dcfay. Basically the
process involved in the calculation of the Time to Failure is identical to that for the
single and complex gram boundaries as mentioned eariier. The simulation of ihe
Time to Failure using the Lumped element model is done by cbmputing the matrix
eqn(4.10) where the voltage response of a particular node is obtained through
eqn{4.17) and the equivalent vacancy concentration response through eqn(4.18).
Similarly, the Time to Failure for signal or Elmore delay method is by solving
eqn{4.20) and eqn(4.21). The matrices that are required in the simulation of the Time

to Failure of realistic interconnects by both methods are as follows:-

i} the conductance matrix G ( created by function file vrmatd.m)
ii) the capacitance matrix C ( vemat3.m,)

iii) the initial charge matrix VIN ( vergmat3.m)

iv) the U matrix ( vumat3.m)

v) the signal delay or elmore resistance matrix RG - (elmore3.m)




475 Calculation of the lumped element components

The calculation for the lumped element components ie. the resistances and
capacitances and the initial voltages for complex grain boundaries is identical to that
of the single grain boundaries case, the only difference is to take account the extra
grains boundaries that makes the complete network. The algorithm of calculating the

- components are as follows:-

a) calculation of resistors values

i) The first resistor values for each grain boundary in the cluster

(1 — g(-elphaeff(z)) L(z))

D)= ohaetf(2).d(2)

where z= counter for the number of grain boundaries in the cluster
L= x/s, x=length of each grain boundaries, s= number of sections per grain
boundary

i) Al the resistors values for each grain boundaries that make up the longest
path (from the start node to the end node of the cluster)

example:_ _
first grain boundary = r(i)= e k==L ry(7)
2™ grain boundary = (i) = ((-alphactF (D.x(1)~(yalphaeff (2)L(2)) 1I(2)

3" grain boundary = 1(i) = e((—a_ﬂphaesr(l).x(D)—(alphaeﬁ'(z).x(2))-(p.a1phaeﬂ°(3)L(3»).,1(3)

where k,y and p is a counter.

iii) All the resistor values for the wing graih boundaries

‘example -

first wing grain boundary=r(i) = ¢~ alphaclf LGB+ DLALGBAD) ri(LGB+1)

" where k,y,p,w = counter , LGB = number of grain boundaries in the longest
path




b) Calculation of capacitors values

i) The first two capacitors value for each grain boundaries in the cluster
(6 (—alpbaeff (z).L(1)) +alphaeff (z).L(z)~1 )

cl(z) = (alphae 20— e(-alphaeﬁ'(z).L(z))

(e(alphaefr(z).L(]))-alphaeff(z)L(z)-‘l)

c2(z) = ( alphaeff(z).(1- e(—alphaeff(z).L(z)) -

where z = counter for the number of grain boundaries in the cluster,
L= x/s, x= Iength of each grain boundaries, s= number of sections per grain
boundary .

ii) All the capacitors values for each grain boundaries that make up

the longest path
o(i) = kAT ML o107
first grain boundary = o(i+1) = (el DLA) creg)
o(i) = (eI DX)+(lphaelT L2 39
2™ grain boundary =

(i+1) = alpbaetT(D.x(1) (¥ alphaefT(2).L(2) c2(2)

o(i) = ¢ @IPhaeT (DX Glphaoff2) X+ (Palptaelt HLEN c1(3) |

3" grain boundary =
| o(i+1) = (b D.x (D) + alphaefF (2):x(2)+ (lphaelF OLEY c3(3)

where k,y and p is a counter

iii) All the capacitors values for the wing grain boundaries

C(i) - e(W.a]ph&eﬂ'(LGB-l—]).L(LGB-I-])).cl(LGB + 1)

first wing grain boundary = o(i+1) = e(apheef(LOB+DLAGBD) 05(1,GB +1)

For the capacitance, after calculating all the values, it must be recalculated to take

account the parallel connections throughout the network in the cluster.




47.6 The signal or Elmore delay resistance matrix RG)

*The resistance matrix RG ( R as used in section 3.9 of Chapter 3) for the signal
delay is different from the G matrix of the Lumped Element model. The matrix
depends on the point where the output is going to be monitored. The resistance will
be the sum of all the resistance of the unique path between the input and the output

that is common with the unique path. To illustrate this , an example is given below

R13 Rid R135

M P P

Fig 4.21 C-R network

With reference to Fig 4.21, a cluster made up of 5 grain boundaries which is modelled
by a 3 section , lumped element component per grain boundary. The desired output is
monitored at point E, hence the resistance of RG matrix is made up of :- |
RG(1,1=R(1)
RG(1,2=R(1}+R(2).

RG(1,9)=R(1)+R(2)*......RO)
RG(1,10)=R(1}*R(2}+R(3)

RG(1,12)=R(I}*R2HR(3)
RG(L,13=R(L+R2HREB)IFREHR(SIR(6)

_ RG(1,I5)R(IFRQIRGIRUMRG)R(E)

The program chart for creating RG matrix is shown in Fig 422
s For tree networks the G matrix may be inverted exactly to RG matrix
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The purpose of elomore3.m is to create the RG matrix for calculating the Time to failure by signal or Elmore delay aﬁproximaﬁon

method. The RG matrix created is for calculating signal delay at the end point of the chuster of grain, boundary.

vresi.m
m-file for calculating the values of resistors

-

initizlization :

n=sxGB total sumber of 1esistor in the cluster of grain boundaries
s= mumber of sections, GB= total number of grain boundaries -
i= 1, =1, LGB = total mmber of grain boundaries in longest path

yes
grain boundary 1-2
grain boundary 3
summation of resistor
[RG(L.j) = RG(,s) mew=rnew + (3}
- RG(j) = mew

j =i+

sumtnation of resistor
1 new=r new -+ 1(j)
RG(i, jy= r new

RG(i)=RGG, 9)

grain boundary 5 ] j=j+1
1RG(LD=RG (i, sx2)

L

4

5<GB <=11

Fig 4.22 The program flow chart of a part of elmore3.m for creating the RG
matrix . The flow chart shown is for 5 grain boundary cluster. The
_program can cater for a maximum of 11 grain boundaries.
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4.8 The program codes developed for the simulation of realistic interconnect

. samples
No Program title | Associate m-files | sub-m-files Description
1 vrnoittf2. m : main program to simulate

the TTF of realistic
interconnect samples by the

lumped element model and

signal delay approximation,

1. annealing.m 1. geometry.m calculating and storing
' information on geometrical
properties of grain

boundaries.

2. labgrainl.m labelling of nodes and grain
boundaries

3. geometry.m calculating and storing new
information on geometrical
properties after each time
step of anmnealing process.
4, labgrain2.m labelling of new nodes and

grain boundaries after each

time step of annealing

process

5. conmtrix.m connectivity matrix of the
new nodes and new
information after each time

step of annealing process

6.lamdal.m to detect the grain

boundaries havingl length

less than the critical value
for annihilation or

recombination process.

7.triswl.m simulation of the
annihilation or
recombination process

growth of grain

8. output.m plotting new voronoi
network after each time

step of annealing process.




2 figvrnoi.m

to produce a hard copy of

the interconnect sample

3.geometry.m

calculating and storing
information on geometrical
properties of grain
boundaries.

4, lablenode.m

labelling of nodes and grain

boundaries

5.slice2.m

simulation of production of

the interconnect samples

6.newgeometry.m

calculating and storing
information on new
geometrical properties of
grain boundary after slicing

process.

7. newnode.m

labelting of nodes and grain

boundaries

S.vritfm

simulation of the calculation
of the Time to Failure of the

interconnect samples

1. vrmatd

2. vres3.m

creating the resistance
matrix G. The resistance are

obtain from vres3.m

vemat3

4. wnoicap3.m

creating the capacitance

matrix C. The capacitance

| are obtain from vnoicap3.m

vergmatd.m | creating the initial voltages
6. vergd.m matrix VIN, The initial
voltages are obtain from
vcrg3.ni
7. vamat3.m creating the U matrix
8. elmore2.m creating the signat delay
resistance matnx RG

Table 4.5 The program codes for simulation of realistic interconnect.




CHAPTER 5
RESULTS AND DISCUSSION
5.0 Introduction

In this chapter, the results of all the simulation will be presented and discussed. The

simulation results are divided into three main parts consisting of :-

1. Simulation results for a single grain boundary.
2. Simulation results for a * self generated’ complex grain boundary interconnect

3. Simulation results for a ‘computer generated” realistic sample of interconnect .

The first simulation is vital to the whole study since the simulation results of the lumped
element model first be proven valid before the study can proceed to estimate the
statistics of Time to Failure (TTF). The second part of the simulation will apply the
model to a complex structure of grain boundaries. Finally the third part will apply the
model to realistic interconnect samples to obtain the actual Time to Failure and its
statistics. The lumped element model developed will be verified if the simulation results
are comparable to the results obtained by i) exact theoretical solution from the literature

and ii) by the signal or Elmore delay approximation of the TTF.
5,1 Simulation results of a single grain boundary

As far as the literature is concerned, analytical solutions only exist in thé form of a single
one-dimensional grain boundary of length £.[Shatzkes, and Lloyd,1986],[Lloyd,and
Kitéhin,l994],[Clement, 1992} and [Dwyer et.2l,1994]. It was based on two typical
boundary conditions which corresponds to a blocking boundary ,where vacancy flux
J(£ ,t)=0 at the downwind end, and at the upwind end, either case (A); J(0,4)=0; or case




(B) where stress ,6(0,£)=0 or (equivalent to vacancy concentration (c(0,t)=c,) . The

current work will investigate both of these boundary conditions
3,11 Case (A) -upwind end of conductor are blocked (J(0,t)=0)

In the present work, the reference of [Clement,1992] is used to compare the simulation
results of the lumped element model. T‘l1is boundary conditions conespdnds to a situation
that vacancies are conserved which could be maintained in a system where a thick
passivation would preclude changes in the volurﬁe of the conductor. Eqn(2.19) may be

solved exactly and the vacancy build-up equation (exact solution) is given below:-

| 22| 1_(< )k zﬁ)
ofx,t) alexp-a.x). = 16kno."4 [1 1) exp( 2 ]
== -+ Z 2
Co 1-exp(-a.f) &= (a2 24 4k"nz)

. knx 2kn kn.x) ax [, , azfszt
[(sm 7 ol xexp(— > —[kn =) 7 5.1

where
Z'epj . )
KT electromigration drift component
' . - . . ) GB B 8
D = effective vacancy diffusion coefficient= Dy Td
c(x,t) = vacancy concentration at distance x and time t
¢y, = equilibrium vacancy concentration in the absence of stress.

£ = the length of conductor o _
In the simulation of both the exact solution by Clement and the lumped element model,
the Time to Failure( TTF) for the single grain boundary is assume to be the time taken for

- the vacancy concentration to reach some critical (threshold ) value of ( ¢ ). The

approach of the simulation is i) first to obtain the vacancy concentration build-up at a
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chosen location of thé conductor and ii) fo calculate the Time to Failure. For the lumped

element model, the steps involve in obtaining the vacancy build-up are i) to obtain the

transient response of the voltages (v(x,t)) ii) to convert this into a vacancy concentration |

by the formula c(x,ty=v(x,t) . exp{ax) as described in Chapier 3. A reasonable value of

: 1
C. IS =2 ¢y ,as this corresponds to 500 Mpa which is 3 of the yield stress of Al. The

G Q2

" model can be seen to be accurate up toc, ~100. (cg=coe KT )

a) Comparison between lumped element model and exact solution

The vacancy coﬂcéntrati_on profile is shown in Fig 5.1 consisting of the exact solution and
the lumped element model response for 1 section and 5 sections of the C-R-C 1 circuits.
In the simniation of the lumped element model, the values of the components and its
initial voltages are calculated first as shown in Table 5.1a and 5.1.b. Once it is obtained,

the vacancy concentration are computed by solving the relevant equations (eqn(4.17)

~ and 4.18) described in Chapter 4. Note that the total value of the resistance and
capacitance are equal for both the single and 5 sections i.e. to total resistance is 0.9502
€ and total capacitance is 19.08 farad.

Resistors Values . Capacitors Values Initial Voltages
R1=0.9502 - C1=21571 1
' . C2=16.9284 0.0498

Table 5.1a - Component values for 1 section

Resistors Values Capacitors Values Initia) Voltages
Ri=04512 C1=0.3298 N E 1
R2=0.2476 C2=1.0933 0.5488
R3=0.1359 C3=1.9921 0.3012
R4=0.0748 - C4=3.6298 0.1653
R5=0.0409 C5=6.6139 0.0%07

C6=5.4269 0.0498

Table 5.1b ~ Component values for 5 sections




as . — T - y

0.5 ' - e 1 1 1 .
0 i , 2 3 4 5 ' 5] 7 8
. Time({seconds)
Fig 5.1 The vacancy concentration build-up at x=¢=3 for a single grain boundary ( case
(A) ywith parameter a = 1, £=3, D=1. Exact solution(solid line),1 section(dash

line),5 sections (dash dot line) for the lumped element model.

With reference to Fig.5.1 ,the vacancy build-up is monitored at the blocking end of the
- conductor line (x=£=3) and represented by three curves i.e. i) the exact solution (solid
black line) ,the lumped element model with 1 section (dotted blue line) and .a 5
sections(dashed red line) . As evident from the Fig5.1, a single section does not give a
good approximation. The 5 sections is a much better approximaﬁon which correspond to
about 91% accuracy based on the TTF compared to the exact solution. The Time to

Failure obtained are determined by the critical vacancy concentration C, = 2¢,, forthe

exact solution is 0.4452 seconds while the lumped element model is 0.4895 seconds for a

5 sections C-R-C [[ circuit and 1.1323 seconds for a 1 section C-R-C [1 circuit.




o
-

L i . 1 I I I
) 1 2} 3 4 5 © B 7 a 9 10
Time(seconds)

Fig 5.2 The vacancy concentration profile for different values of o.f monitored at the
blocking ends of the conductor. Exact solutions(solid line),lumbed element
model are represented by i) =2 (dotted line), a¢=4 (dashed line) and o/ =8

{ dash dot line}

b) The effect of af on the build-up of vacancy concentration

The build-up in the vacancy concentration at the blocking boundary at x=¢for different
values of of is shown in Fig.5.2. For a finite conductor length ¢ the vacancy
concentration build-up will saturate. The level at which this saturation occurs depends
on of ie. the electromigration drift component and length £. The saturation level
decreases with decreasing o and length £. This result agrees with that of the reference
[Clement,1992],where it observed here that the vacancy concentration profile of the
lumped element model fits exactly the vacancy concentration profile of the ‘exact
: sblution’. The characteristic of these effect of of on the wvacancy concentration is
known as the Blech length effect. |



¢) The effect of angle of orientation of grain boundary on Tiine_ to Failure

It is well established in the literature that the electromigration Time to Failure is a
statistical variable: It depends on the macroscopic design parameters, such as the length
and width of the interconnect, and the micostructural features, such as the grain size

distribution which is generally taken to have a lognormal distribution, grain orientation

angles which possess a roughly uniform distribution( between 0°-90°) [Attardo

et.al, 1971}, and the atomic diffusion coefficient for a given grain boundary. A simulation

to study the effect of the angle of orientation of the grain boundary to the direction of

electric field on the Time to Failure is carried out. This is done by varying o and the

angle of orientation 6 to give the effective drift component o 4. = & X cos(8), ( in

this case 6=0 is parallel to the interconnect length). The other parameters are kept'

unchanged where drift component o=1,length £ =3,difﬁ1sion coefficient D=1, critical

vacancy concentration ¢ =2 ¢, and the number of section s=5.

no 0 TTF(exact solution) | TTF( lumped element model)

1 0 0.4452 seconds 0.4895 seconds
2 20° 0.5063 seconds 0.5525 seconds
3 | s50° 1.2722 seconds 1.3486 seconds
4 890 do not fail do not fail

Table 5.2 The Time to failure at different angle of orientation 0

As shown in Table5.2 , the Time to Failure for grain boundary oriented at an angle more
than 6= 0° records a larger time. Also it is shown in Fig5.3 that the grain boundary
oriented at ~90%to the electric ﬁeld; the vacancy concentration does not reach the

critical vacancy concentration ¢, and this means that the conductor does not fail. As the

angle of orientation gets larger or nearer to 90° the time to failure will also increases

until there will be no vacancy' flows along the boundary. At this angle it is completely




ineffective in diffusing/transporting the vacancies along the grain boundaries. There will

be vacancy flow through the grains which will eventually lead to failure Note here that

af

changes in D only affect the time to reach the saturation value of coe™ and not whether

failure occurs. This results is in agreement with the literature[ Attardo, et.al,1971] in
which the TTF is dependent on the microstructure of the grain b'oundﬁry' i.e. in this case
the angle of orientation of the grain boundary with respect to the electric field. |

35 T T T T - T

clxtlich

‘05 L I - \ Lo -
0 1. 2 3. 4 5 6 7 8
Time{seconds)

Fig 5.3 The vacancy concentration profile for a single grain boundary with both ends
blocked and with different angles of orientation with respect to the direction of
electric field. The exact solutions (sotid lihe), lumped element model

. are represented by i) §=0° (dotted line), 6=20° (dashed line) and 6=89° (dash

dot line(can’t be seen since it overlap the exact solution))




5.1.2 Case (B) At nﬁwind end of stress relief{ o(0,t) = 0 or c(0,t)=c, )}

In this set of boundary conditions, vacancies are collecting at x=£ to form a void, thus
making it a blocking boundary and at the other end of the conductor, vacancies are
supplied, from for example a contact pad, iﬂ such a way as to maintain a stress free
contact & =0 or equivalent a constant vacancy concentration ¢, at x=0. In the present
work, the reference of [Dwyer et.al,1994] is used to compare with the simulation results

of the lumped element model. The simpler version (approximate) of vacancy

concentration build-up equation is shown below.

for af <2 , _
' 1— 292
mie:m[—M]@sin[&?}m—[“‘ ) 2
(1) i} 2 v 4 5.2
, ~ exp(a..x) = 1 .
' “—+§’.(§’-—9"—(2—a.1))
‘ 4 , 4
and for thedaseaf 22 _
: ofl -x . (e ,) Dt
et () e () B
25 expl.)- i . 53

292 o
a—l-——n’.(n’—%—l-(z—a.l))

4
where
Z'epj S ey
=T - electromigration drift component
- . BQ &
D = effective vacancy diffusion coefficient = D$? T3

c(x,t) = vacancy concentration at distance x and time t

¢, = equilibrium vacancy concentration in the absence of stress.
£ = length of the conductor/strip

£ = the imaginary roots

n = the real roots
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a) Comparison between lumped element model and exact solution

The vacancy concentration profile is shown in Fig 5.5 consisting of the exact solution and
the lumped element model response . Two sets of conditions, as in the literature, are

considered i.e. of > 2 and df < 2 are simulated.
i) simulation results for of > 2

In the simulation of the lumped element model, the values of the components and the
initial voltages are calculated and are shown in Table 5.32 and 53.b. As in the previous
section, the vacancy concentration is obtained by computing the appropriate equations
(eqn(4.17 and 4.18)). For this simulation, two sets of o« values are chosen as an
example, i.e. af=4 and af=5. To solve eqn(5.3), the real root 1 are needed and the
approximate values can be found by graphical method as shown in Fig 5.4(a) for af=4
and Fig.5.4(b) for af=5. A function file rroot.m is use to calculate the exact value of
the roots and it is found to be 1.9150 for af=4 and 2.4641 for of=S.

No of Sections Resistors Values Capacitors Values Initial Voltages

1 R1=0.9817 C1=3.0746 1
_ C2=50.5235 0.1832

5 R1=0.5507 C1=0.4528 1
R2=0.2472 C2=1.7804 0.4493
R3=0.1112 (C3=3.9624 0.2019
R4=0.0500 C4-=8.8185 0.0907
R5=0.0224 . C5=159.6260 0.0408
C6=18.9580 _ 0.0183

Table 5.3a - Component values for /=4




No of Sectiens Resistors Values Capacitors Values Initial Voltages
1 R1=0..9933 C1=4.0339 1
C2=143.3792 0.0067_
5 R1=0.6321 C1=0.5820 1 _
R2=0.2325 C2=2,7183 0.3679
R3=0.0855 C3=7.3891 0.1353
R4=0.0315 _ C4=20.0855 0.0498
R5=0.0116 C5=54.5982 0.0183
_ C6=62.0402 0.0067
Table 5.3(b) - Component values for of=5
]
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Fig 5.5 The vacancy concentration profile monitored at the blocking ends of the

conductor. The exact solutions (solid line), lumped element
model are represented by i} af=5 (dashed line), af=4 ( dotted line)

With reference to Fig 5.5 above, the vacancy concentration for both the exact solutions

and the lumped element model does exhibit the same build-up profile. From the figure it

looks like that a single C-R-C circuit is sufficient to produce the same response which

fits exactly the exact solution response for both conditions of a¢. However, by analysing

the Time to Failure for each conditions, it is found that 5 sections of C-R-C circuit gives

a better results than a single section as shown in Table 5.4 below.

R

Simulatioh type TTF( o4 =4) % error TTF(0.f =5) % error
Exact solutidn 61.9374 secs - 42.2738 secs -
Lumped element{ 1 section) 64.5109 secs 41 43.7627 secs 35

_} Lumped element( 5 sections) 62.0160 secs 0.9 42.3785 secs 0.25
Signal delay ( 1 section) 64.5083 secs 41 43.7621 secs 3.5
Signal delay (5 sections) 61.8502 secs 0.14 42.8698 secs 14

Table 5.4 The Time to Failure (TTF) for different type of simulation with critical

vacancy ¢, =40c¢
or 0




ii) simulation results for af <2

For this simulation, two sets of of are chosen as an example, ie. of=05 and af=1.
To solve the equation 5.4 of the exact solution, the imaginary root & is needed and the
approximate values can again be found by a graphical method as shown in Fig 5.6(a) for |
af=0.5 and Fig.5.6(b) for af=1. A function file imroot.m is used to calculate the
exact value of the roots which are fourid to be 1.3933 for a¢=0.5 and 1.1665 for af=1,
The values for the 6omponents are as shown in Table'5.5(a) and 5.5 (b) for af=0.5 and
af=1 reSpegtively.

No of Sections Resistors Values Capacitors Values Initial Voltages
1 R1=0.3935 - C1=0.2707 1
_ _ C2=0.3730 0.6065
5 R1=00952 C1=0.0508 1
R2=0.0861 C2=0,1105 0.9048
R3=0.0779 C3=0.1221 0.8187
R4=0.0705 C4=0.1350 0.7408
R5=0.0638 C5=0.1492 . 0.6703
C6=0.0811 0.6065
Table 5.5(a) - Component values for af=0.5
No of Sections Resistors Values Capacitors Values Initial Voltages
1 R1=0.6321 C1=0.5820 1
C2=1.1363 0.3679
5 R1=0.1813 C1=0.1033 T
R2=0.1484 C2=0.2443 0.8187
R3=0.1215 C3=02984 0.6703
R4=0.0995 C4=0.3644 0.5488
R5=0.0814 C5=0.4451 0.4493
C6=0.2628 0.3679

Table 5.5(b) - Component values for af=1
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Fig 5.7 The vacancy concentration profile monitored at the blocking ends of the

conductor. The exact solutions (solid line), lumped element model usihg 1

section are represented by (i) a£=0.5 (dotted line), ( ii)af=1 (dash dot line)

For 5 sections ( dashed lines),match exactly the exact solution.

From Fig 5.7 above, it is evident that for the lumped element model , a single section

does not give a good fit to the response of the vacancy concentration. 5 sections fit

exactly the vacancy concentration response of the exact solution. The results on the

analysis of the Time to Failure does show that 5 sections is better than one, but also that

5 sections is acceptably good when compared with the ‘exact solution’ and signal delay

as shown in Table 5.6

Simulation type TTF(ctf=0.5) | % error TTF(af=1) % error
Exact solution 0.1637 secs - 0.4676 secs -
Lumped element( 1 section) 0.2191 secs ‘ 338 0.6265 secs 339
Lumped element( 5 sections) 0.1657 secs 1.2 0.4734. secs 1.2
Signal delay (1 section) 0.2191 secs 33.8 0.6265 secs 339
Signal delay (5‘sections) 0.1604 secs 2.01 0.4893 secs 4.6

Table 5.6 The Time to Failure (TTF) for different type of simulation with critical

vacancy ¢,, = 15¢c,(af =0.5) and ¢, =2¢c,{af=1)




5.1.3 'Summary on the results of the simulation of a single grain boundary

_ éonductor

It has been demonstrated that the stress evolution in a single grain boundary does mimics
- the time development of the voltage on an equivalent, lumped electrical circuit.. This is
apparent from the simulation resulis obtained by comparing the vacancy concentration
response  of the lumped element model and the two exact solutions found in the
literature. Two sets of differeﬁt boundary conditions are invesﬁgated and both produce

similar results for the lumped element model and the exact solution.

It has also been demonstrated that five sections of CR network gives better results than
a single section of CR network by observing the vacancy'concentration profile and the
results of the Time to Failure in particular for case (A) and for af< 2 for case(B). A

- single section of CR network is adequate for the condition when af> 2 for case(B)

although from simulation results of Time to Failure does show that five sections is better

than one section.

The signal or Ellmore' delay approximation of the Time to Failure has also. been
calculated for case(B) and result shows a small and acceptable level of error compared
with the exact solution. With these results, it can be deduced that the signal or Elmore
delay approximation method can be applied to get fast and efficient results on the

élec_tromigration Time to Failure.

Based on the simulation results obtained, it has proved that the lumped element model is |
valid and workable in investigating the electromigration behaviour as in the stress
evolution model and able to predict the electromigration lifetime of a single grain
boundary. The model will be tested on more corhplex grain boundary structures and
hopefully on a realistic sample of interconnect where the statistics of the Time to Failure
will be analysed. The other important parameter to validate the de_veloped‘ model is to
prove that the distribution of the Time to Failure follows a lognormal distribution,
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- 5.2 Simulation results on an example of a typical complex grain boundary
 5.2.1 Introduction

A real interconnect consists of many grain boundary clusters made up of very complex
grain boundary structures which run along the whole interconnect. For simulating
realistic interconnect, computer programs are used to generaté these grain boundaries
- structures in order to investigate the electromigration problem[Joo and
Thompson,i994][KnoWlton et al.,1997)[Marcoux et al., 1989}. In the current work,
realistic interconnect will be simulated using the Voronoi technique and this work will .
discussed in the following section. It is worthwhile to work on the lumped element
‘model for an * artificial’ complex network first before pursuing the work on a ‘realistic’

~ interconnect.

The “artificial or self generated’ complex grain bdundary interconnect is constructed .
from five grain boundaries of equal length L. For the centrepiece (CD) it has the value
n

QA pf = oL = 1, while the limbs, all at an angle 6 of 2

to the direction of current flow,

ie a,l= a.cos(-g-) = :/1—2; . The model with this set-up is as shown in Fig 5.8(a) with

its equivalent lumped element model of CR network in Fig 5.8(b).

~—* Electric field C & electron

| Fig 5.8(a) The schematic diagram of complex grain boundaries
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Fig 5.8(b) The equivalent CR netwdrk with 3 sections per grain boundary

The equivalent mode! of the lumped CR network will have a total of 16 capacitors and
15 resistors if modelled by a 3 sections per grain boundary or 26 capacitors and 25
resistors for 5 sections per grain boundary. The points of A,B,C,D,E and F are the nodes
where vacancy concentration build-up will be monitored.

5.2.2 Simulation Objectives

The objectives of this simulation exercise are ;-

i} To investigate the microstructural effects on electromigration in complex grain
boundaries |

ii) To calculate the Time to Failure of the interconnect




iii) To compare the results between the lumped element model and the signal delay

approximation of Time to Failure.

As described in the literature review in Chapter 2, the grain boundary'ﬁiple“point
Junctions are the most likély sites for void formation. Failure at these sites is believe to
.depend on grain boundary parameters such as the effective grain boundary diffusion
coefficients Dggr , the length of the grain boundary and the angle of orientation in the
intersecting boundaries. These parameters will determine the Time to Failure and also
the location or the sites where the vacancy concentration is accumulated ( voids

formation).

The structure of the complex grain boundary network (Fig5.8(a)) are simulated to obtain
the vacancy build-up at certain nodes of interest such as nodes C,D and E. In this setup
,it is assumed that x=0 is taken at node A and the boundary conditions are (c(x=0,t)=
¢ or ¢ = 0and all the other nodes J(x=L,t)=0. Witﬁ this boundary conditions, the node A
is the so_urce/sink where vacancy concentration is being supplied and all the other nodes
are being blocked. The critical vacancy concentration ¢ = 2¢, is the faihire criterion.
All the grain boundaries are of equal length L= 1, the effective diffusion coefficient D
. =1, the electromigration drift component o=1. |

5.2.3 The Vacancy concentration profile at nodes

The complex grain network is modelled by an equivalent CR network consisting of five
sections for each grain boundaries. As in the case of single grain boundary , the network
circuit is simulated by solving the relevant matrix equation and the program code
~ developed for this j)urpose is net1ball.m, The vacancy build-up profiles at nodes C,D and

E are as shown in Fig,5.9.
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Fig5.9 The vacancy concentration build-up at node C ( dotted line), node D (dashed
line} and node E(solid line)

“As shown in Fig 5.9 ,failure will occur first at node E where the vacancy concentration

reaches the critical vaéancy c,, at Time to Failure of 1.064. At the triple juhctions node

D the Time to Failure is 5.4679 and node C, the vacancy concentration does not reach the

critical value and therefore failure will not takes place.

5.2.4 The effect of angle 0 ( and the microstructure) on vacancy concentration at

nodes

The same model is now used but with a different angle of orientation for grain
boundaries DE and DF.(here an angle of 89° to the direction of electric field). The
vacancy concentration profile for nodes C,D and E are as shown in Fig 5.10. This time
failure will occur first at node D , the triple junction point. The Time to Failure recorded

1s 4.1281 compared to 4.4632 for node E. Also it is noted that the vacancy build-up of

node E is almost the same as at node D. If the angle 6 is 90°, the final concentration at
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all points along'grain boundary DE will be the same as at node D. The reason is that there

is no component of the drift along the grain boundary DE as o gx=q. cos(-;i).x =0.

Also diffusion values on the different limbé will alter the Time to Failure.
6 1 F T T T T
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e ——
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. : . . Time(t
Fig5.10 The vacancy concentration build-up at node C ( dotted line), node D ( dashed

line) and node E ( solid line)
5.2.5 The Time to Failure and changeover angle 0

The analysis of the structure shown in Fig5.8(a) are repeated to find the exact angle of
orientation which will cause the changeover of the failure nodes from E/F to nodes D.
The parameters used in the simulation are the same as before, where all the grain
boundary lengths L=1, diffusion coefficient D=1, the electromigration drift «=1 and the
failure criterion % =2¢q , 5= 5 (five sections per grain boundary) , but with varying
angle of orientation © ranges from 70°-90°. The results of the Time to Failure for node
E and D are shown in Table 5.7 and in Fig 5.11. The results shows that the changeover

from node E/F to node D occurs at about 6= 86.8°.




[Angle (radians)| Angle (degrees) | TTF(node E) | TTF(nodeD)
1.2282 70.27 2.0292 4,082
1.2419 71.05 2.0781 4.0383
1.2833 73.42 2.2305 3.9128
1.3449 76.94 2.4741 3.7304
1.3633 78.00 2.5508 3.6763
1.3649 78.09 2.5575 3.6716

1.377 78.78 26086 3.6365
1.3811 79.02 26262 3.6245
1.3914 79.60 2.6708 3.5945
1.4336 8202 2.8597 3.4724
1.4366 82.19 2.8735 3.4638
1.4794 84.64 - 3.0841 3.3415
1.4878 85.12 3.129 3.3179
1.4982 85.72 3.1857 3.2885
1.5085 86.30 3.2424 3.2596
1.5329 87.70 3.3797 3.1914
1.5337 87.75 3.3843 .3.1891
1.5418 88.21 3.4309 3.1666
1.5435 88.31 3.4408 3.1618
1.5483 88.58 3.4684 3.1486

Table 5.7 The Time to Failure at node E and D as angle 8 of DE

and DF are varied (simultaneously with same value)
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Fig 5.11 The Time to Failure at node D ( red circle ) and node E ( blue triangle)
for a range of values of angle DE and DF ( ahgle DE=DF) calculated
by the lumped element model with equal length L=1, D=1,0=1 and ¢ = 2c,.




5.2.6 Signal delay versus Inmped element model for changeover angle 0

The analysis of the structure shown in Fig5.8(a) are repeated to compare the results
above ( lumped element fnodel) with the signal delay method. The parameters used in
the simulation are the same where all the grain boundary lengths L=1, diffusion
coefficients D=1, the electromigration drift o=1 and the failure criterion c . =2¢,, s=5,
& secﬁons/grain boundary) but with varying angle of orientation © ranges from
80°-90°. The results of the Time to Failure for node E and D for the lumped element
model and the signal delay are shown m Table 5.8 and in Fig 5.12. The results Shows that
the changeover from node E/F tb node D‘ using the si_gnal delay occurs at ©=88.8° rather
than the Tumped element model of 86.8° ( error of 2.3%). | '

0 |TTFm{node E})| TTFm(node D) | TTFs(node E) | TTFs(node D) |
81.39 2.8097 3.504 3.2829 3.9948

82.1 2.9318 3.4278 3.3731 3.9449
83.66 2.994 3.3901 3.4197 3.9203
84.17 3.0399 3.365 3.4515 3.904
84.91 3.1089 3.3284 3.499 3,8803
85.30 3.1455 3.3092 3.5244 3.8679
85.82 3.185 3.2837 3.5589 3.8514
886.33 3.2444 3.2585 3.5936 3.8352
86.70 3.2807 3.2403 3.6192 3.8235
86.86 3.206 - 3.2326 3.63 3.8186
88.06 3.415 31742 3.7151 3.7812
88.10 3.4187 3.1725 3777 3.7801
88.42 3.4508 3.157 3.741 3.7702
88.48 3.4573 3.1539 3.7457 3.7682
88.87 3.4977 3.1347 3.775 3.756
89.00] 3.5113 3.1283 3.7849 3.7619
89.29 3.5409 3.1145 3.8065 3.7431
89.427 3.5549 3.1079 3.8169 3.739
89.75 3.5882 33,0925 3.8413 3.7292
89.81 3.595 3.0893 3.8464 3.7272

Table 5.7 The Time to failure for at nodes E and D for the lumped
' element model (TTFm) and the signal delay (TTFs)
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'Fig 5.12. The Time to failure at different angle of orientation 0 for node E and D.
TTF for lumped element model at node D( blue triangle with solid black
line) and node E (red circle with solid black line). TTF for signal delay is

: rcpresentéd by the dashed line. |

5.2.7 Signal delay versus lumped element model on Time to Failure

The next simulation exercise is to compare the signal delay with the lumped element
model’ of a more complex interconnect cluster section consisting of eleven grain
boundaries as shown in Fig5.13. At this stage the network and its microstructure are
chosen to demonstrate the accuracy and reliability of the approximation rathér to obtain
the detailed information on the Mean Time to Failure stz;tistics. The distribution of
~ cluster lengths and sizes, of individual grain boundary lengths and orientations, and of
diffusivities are not yet known well enough for this to be meaningful. Thus the grain
boundaries are chosen from a uniform distribution centred on 45° | the lengths of the
grain boundaries are chosen from a uniform distribution between 0.25 pum and 0.5 pm
lwhile the effective .vacancy diffusion coefficient is constant D=1. A lprogram code
" vnoigh.m is developed to simulate the Time to Failure for both method of the lumped
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element model and signal delay of approximation where the network is modelled by
s=3( three sections per grain boundary).

Fig 5.13 An example of near bamboo interconnect

The vacancy concentration profile at nodes B,C,D,E,F and G are shown in Fig 5.14.
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Fig 5.14 The vacancy concentration protile at node B(+), node C{), noae Lidotted line), |
node E(dash dot line), node K(dashed line} , node F(x) and node G{ solid line)




The data on the Time to Failure of node G for both the lumped element model(TTFm)
and the signal delay(TTFs) is shown in Table 5.8 and are also represented in graphical |
~ form in Fig. 5.15 | ' |

L(AB) [LBC) [L(CD) [L(OE) |UEF) |L(FG) [ffFm  [TTFs FHError
04533] 02847] 0.2997|  0.318] 0.2538] 0.3613| 26133 24473 -8.35212
0.4579]  0.4274]  0.3262| 02984] 0.3257| 02877 2.4475 2.3205] -5.18897
0.3355]  0.3353|  0.4318] 0.4596] 0.3426] 0.3866] 2.2893 22112| -341152
0.4689]  0.2841 04735 0.3247] 03211 0.2662] 22701 22171| -2.3347
03023]  0.4458]  0.3653] 0.4486] 0.4007| 0.3538] 2.3974 2.298| 4.14616

0.33] 0.4317] 04361 0.36] 0.4208] 04598 25719 2.4728| -3.85318
02532] 04208]  0.2588] 0.4021] 0.2541] 0.3967|  2.3366 2.2203| 4.97732
04248]  0.3696|  0.2803]  0.429| 03183 0.4664] 3.1714 2.9545| 5.83925
0.2927{  0.3500|  0.3286| 0.3483] 0.2799] 0.3646] 3.5544 32977| -7.22203 |
02843|  0.3575| 0.4337] 0.3365| 02889 0.3556| 2.8927 2.753| -4.8294 : l

04233 0.4957 0.35] 04063 0.344] 0.355|. 2.3177 22971 -0.83681 ; l

I
|

0.3086 0.4829 0.4139] 04068 0.3493) 04138 2.5905 2.4247| -6.40031
0.4857 0.4259 0.2787] 0.3413] 0.3917] 0.4185 2.6924 26608} -1.17367
04376 0.358 04508 0.4864| 04005 0.4684 3.2286 2.9349| -0.00082
03392] . 0.3586 0.4042] 0.4746] 0.4478] 04175 2.812 2.5708] ~8.57752
0.3322 0.3993 0.4574) 03989 0433 04254 313156 2.7883{ -10.9596

0.361[ . 04879 0.3118 0.287] 03523 0.4027 2573 244641 -4.92033
0.2334 0.3269 0.3215] 03768 0.3266| 0.3608 2.3386 2.2176| -5.16548
0.3628 0.4572 0.3485] 04205] 0.3652] 0.2719 2.3675 2.303( -2.72439
0.2055 0.3805 0.4283] 0.3624] 0.4922] 02623 21993 2.1599| -1.79148
0.2703 0.3905 0.34237 0.343 03[ 0.3917] 28748 2.7481| -4.40726|
02754 0.3086 0.2658] 0.4999] 0.37467 0.4182 22769 2,1907] -3.78585
0.4053 0.311 0.3158] 0.4149] 0.4005] 0.4148 2.8402 266] -6.34462
0.3268 04197 0.2677] 0.3068 0.3645] 03956 2.7804 2.6543) -4.53532 |

0.457] 0.2783| . 0.4771] 02805 04305 0.4385 3.1289 2.9554) -5.54508 :
0.3071 0.4142 0372] 0.3433] 02953] 0.3555 2501 25182)0.442743] . ;
0.2981 o127 0.2843] 0.4738| 0.3338] 0.3678 29028 2.7642| 47747
0.4101 0.4203 02837] 0.3155] 02673] 0.2951 25919 24268 -8.36984
0.2986 0.4147 0.3919 0.448| 0.4583] 0.4097 23792 2.3218| -1.99227
0.2759 0.2519 0.2632] 028751 0.3278] 04742 3.2455 3.0263] -6.75397|
0.4244 0.2707 0.2083 0.2532] 0.4688 03333 2468 2.3664| -4.11669]
0.4917 0.3294 0.2828] 04508 0.2534] 0.3638 2505 24708 -1.36527
0,3854 0.3628 0.4468| 02539 0.4404; 0439 27782 2.5599] -7.85761
0.4166 0.4856 04344] 04977 0.4073] 0.3622 25303 2.4384| 4.46614
0.2518 0.3855 0.3284]  0.334] 04181 0.33581 2.504 2.374] -5.18169
0.2983 0.4805° 0.4419] 0.4533] 02997 0481 SI 3.5295 3.281 -3.03782

0.464 0.3229 0.3494; 04881 03146 0.251 5-| 23536 2.1584| -7.01903
0.3172 0.2908 0.3042] 02632] 04169 0.3267 2.164 2.1112] -2.43993
0.4282 0.4853 0.4261] 0.3954] 04374 04314 3.0216 2.824| -6.53958

0.48%6 0.2637 0.3483| 02956 0.2519’ 0.2544 1.8535 1.892812.120313




0.4998 0.4057 0.3275| 0.3058| 0.2838| 0.4819 23812 2.3053| -3.18747

0.3699 0.3219 0.3156 0.4793| 02534 0.4247 26419 2.4548| -7.08202

0.4287 0.3094 0.3158| 0.4944| 023865 0.4505 2.7835 2.6626| -4.34345

0.3719 0.4185 0.3054 0.2671| 0.3019| 0.4096 2.9305 2.7226| -7.09435

0.4322 0.4141 0.3362| 0.3368| 04296 0.2892 3.0795 2.9183| -5.23462

0.3675 0.2645 0.3639| 0.4638| 04467 0.26 2.559 2.3993| -6.24072
0.377 0.3314 0.4716| 0.4709| 04498 0.2663 21188 2.0086| -5.20106

0.4608 0.4644 0.3914| 02757 03534| 03172 25189 2.4369| -3.25539
0.4015 0.274 0.3607| 0.3436| 04812| 0.4696 2.4413 2.3349| -4.35833

0.4591 0.2929 0.456 0.4712| 0.4909( 0.2621 21729 1.9914| -8.35289

Table 5.8 The data of 50 simulations of Time to Failure at node G for lumped element
model (TTFm) and signal delay approximation (TTFs) for ¢ = 2¢,, L=length

of grain boundary.

Time to Failure
~N
o

0 5 10 15 20 25 30 35 40 45 50
Number of simulations

Fig5.15 The Time to Failure at node G for lumped element model(blue triangle) and

signal delay( red dot). The failure criterion used is ¢, = 2¢,

The failure criterion was chosen as ¢, = 2¢,, corresponding to a critical yielding stress of
o, =478 MPa. The simulation are repeated for different failure criterion of ¢ , = 4c,,

which corresponds to 956 MPa and the results are shown in Table 5.9 and Fig 5.16.




L(AB) L(BC) L(CD) L(DE) L(EF) L(FG) TTFm TTFs Error
0.2735 0.4881 0.3842 0.3735 0.3231 0.4385 4.6024 4.7924| 4.128281
0.4534 0.4306 0.3406 0.4124 0.2519 0.4863 5.003 5.2129| 4.560664

0.354 0.266 0.3275 0.4952 0.4971 0.3104 6.6125 6.6035| -0.19555
0.3692 0.4265 0.4293 0.3527 0.4886 0.4246 46322 4.8319| 4.339041
0.2989 0.3415 0.2537 0.4344 0.2755 0.441 5.2883 5.3521| 1.386233
0.4164 0.2621 0.45 0.4238 0.4283 0.4333 4.3636 4.5702| 4.488962
0.3767 0.4039 0.488 0.4567 0.4618 0.4123 4.0777 4.3767| 6.49661
0.3462 0.3938 0.2989 0.4283 0.4355 0.4667 5.4538 5.5875| 2.905006

0.372 0.4406 0.4929 0.284 0.3283 0.3349 5.802 5.9744| 3.745872
0.3932 0.4345 0.3459 0.4643 0.3114 0.401 4.5852 4.7187| 2.900661
0.3744 0.4416 0.2913 0.3021 0.3491 0.3773 4.9685 5.0742| 2.296628
0.3611 0.499 0.486 0.4537 0.3272 0.4092 5.601 5.7161| 2.500869
0.3325 0.3411 0.4292 0.4456 0.3081 0.4472 4.8137 4.9745| 3.493829
0.4055 0.4909 0.2777 0.2743 0.4197 0.3499 5.5563 5.6463| 1.955501
0.3579 0.4958 0.4871 0.3329 0.2915 0.4109 4.7616 4.9541 4.1826
0.3255 0.3273 0.3594 0.4557 0.2907 0.3813 6.6054 6.6136| 0.178168

0.363 0.4042 0.3411 0.4571 0.399 0.2584 6.3434 6.3686| 0.54754
0.3749 0.4573 0.3997 0.3497 0.4084 0.2515 5.2451 5.341| 2.083695
0.4688 0.4352 0.3609 0.4091 0.3022 0.3105 5.035 5.1585| 2.683383
0.4384 0.452 0.3713 0.4066 0.386 0.3175 4.5992 4.8789| 6.077264
0.3355 0.287 0.4098 0.4822 0.2908 0.2827 5.2597 5.3428| 1.80558
0.2992 0.376 0.3444 0.4539 0.3472 0.3262 5.5634 5.613| 1.077699
0.2667 0.2817 0.2911 0.383 0.3544 0.4512 48725 4.9248| 1,136364
0.3372 0.3849 0.3593 0.4246 0.4592 0.2549 5.2063 5.2926| 1.875109
0.4006 0.4333 0.289 0.3005 0.4223 0.3449 5.2363 5.3142| 1.692595
0.4307 0.4239 0.4063 0.3939 0.4732 0.3231 5.1179 5.2609| 3.107075
0.3332 0.3506 0.3219 0.3915 0.3137 0.3807 5.5478 5.5884| 0.882148
0.4302 0.4657 0.3415 0.3337 0.4539 0.3561 4.1022 4.3587| 5.573179
0.4265 0.3027 0.4593 0.4714 0.4424 0.267 5.3329 5.4692| 2.961498
0.4821 0.3467 0.4527 0.4488 0.4892 0.4966 3.4986 3.8351| 7.311403
0.3151 0.3813 0.4565 0.3132 0.3879 0.4164 4.1524 4.3321| 3.904485
0.2954 0.4222 0.4808 0.3503 0.3501 0.2661 4.9462 5.0441| 2.127151
0.3025 0.4948 0.4505 0.3103 0.3418 0.3255 6.1163 6.2195| 2.242308
0.2821 0.4474 0.4346 0.3897 0.2852 0.3014 6.7978 6.8466( 1.060316
0.4504 0.4432 0.4518 0.4762 0.4146 0.4955| 4.1234 4.4678| 7.483052
0.4337 0.3742 0.329 0.4476 0.35 0.273 5.8004 5.8543| 1.171128
0.4252 0.3792 0.4387 0.4858 0.3858 0.4653 5.3434 5.6827| 5.199461
0.3512 0.3464 0.3817 0.3484 0.2575 0.4286 7.9589 7.9474| -0.24987
0.2509 0.4946 0.2536 0.3541 0.372 0.4455 5.1266 5.2199| 2.027203
0.4881 0.4448 0.4123 0.287 0.4747 0.4547 4.3719 4.7443| 8.091431

0.468 0.4174 0.4554 0.41 0.4458 0.3912 5.7461 5.9473| 4.371632
0.4978 0.3705 0.3402 0.4871 0.4039 0.2531 6.8851 7.0285| 3.115766
0.4401 0.3285 0.3736 0.4862 0.3744 0.3886 46775 4.8949| 4.723622

0.386 0.4182 0.4951 0.2549 0.4957 0.3447 5.4935 5.5687| 1.63393
0.4456 0.4762 0.3029 0.4357 0.3263 0.2862 5.7929 5.9261| 2.894142

0.268 0.4691 0.4271 0.2548 0.4674 0.4498 4.3942 4.5926| 4.310794
0.3269 0.4574 0.4274 0.4376 0.4862 0.2635 4.9188 5.0572| 3.007127
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0.459 0.4439 0.359 0.2533 0.4596 0.321 4.9305 5.172| 5.247262
0.2585 0.3896 0.396 0.4415 0.4917 0.2946 8.5266 8.509| -0.38241
0.4054 0.3201 0.3281 0.4448 0.4308 0.4033 5.1641 5.3288| 3.578568

Table 5.9 The data of 50 simulations of Time to Failure at node G for lumped element

model (TTFm) and signal delay approximation (TTFs) for ¢, = 4¢,, L=length

of grain boundary.

Time to Failure at node G
)

\/
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Number of simulations

40
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Fig5.16 The Time to Failure at node G for lumped element model(blue triangle) and

signal delay( red dot). The failure criterion used is ¢, = 4¢,

50

From these results it shows that the Time to Failure obtained from the signal delay gives

a very good approximation to Time to Failure obtained by the lumped element model for

both failure criterion where the maximum percentage error is about 10% and 8% for

C,-2¢y and ¢

cr=

4c,.




$.2.8 Summary of simulation resulits of complex gi‘ain boundary

The current two- dimensional lumped eclement model of the complex grain boundary
cluster includes some of the details of the mlcrostructure( the various grain boundary
lengths, orientation and diffusivities) in obtaining the estimation of interconnect life
times. Previous one-dimensional studies[Korhonen et.al,1993] have treated the cluster
sections as h_aving"nb internal structure, having been washed out in the simplification.
For early failures, occurring as a result of stress build-up in the cluster sections, it is the .
micro-structural detail that‘determinés the Time to Failure distribution as been described
in the literature review in Chapter 2 . This has been successﬁﬂly ~ demonstrated in the
simulation examples where the length of grain boundaries, angle of orientation and

diffusivities produce an effect on the Time to Failure.

In the single' giain boundary simulation examples, it was demonstrated that the build-up
of vacancies at particular points or nodes is equivalent to the development of a pseudo-
vbltage on a related lumped element, electrical network made up from ,casc;,ading a
reiatiifely small number of CR-TI elements. The simulation results shows that it is also |
applicable to complex grain boundaries where vacéﬂcy concentration profiles has been
obtained and the Time to Failure can be estimated by assuming failure occurs when the
vacancy concentration reaches a fixed level ( critical vacancy concentration ) as also
been used in the stress ¢volution model of Korhonen et.al and drift diffusion models of
Lloyds at al.

Another important result from the simulation exercises is the demonstration of the signal
delay estimation of Time to Failure which gives a very good accuracy, within an
expected range, to thé failure time obtained by the detailed lumped element model
calculations. With this , rapid estimates of the Time to Failure TTF can be performed to

allow for its statistics to be assessed more readily. |




~

At this stage, the data obtainéd on the Time to Failure is not of particulaf signiﬁcance
since the structure of the grain boundaries in the examplés do not represent realisﬁc
interéonnects. The next stage of work is to apply this method ( the Iumped clement
model and signal delay) fo more realistic interconnects, with structures __detennined from .
the Voronoi method of reference[ Joo Y.C and Thompson C.V,1994], as h'mea'ns to |

determine the Time-to Failure (TTF) distribution . In this way it is hoped to be able to
| estimate the deviation of TTF (DTTF) and perhaps, the distribution of time-to first.

failures(TTTF).

5.3 Simulation of realistic intérconnects
5.3.1 Introduction

In order to evaluate the reliability of the IC interconnects, it is important to determine the
Median Time to Failure (MTTF) and the Deviation in the time to failure (DTTF) oroy4.

Only with the reliable values for both the MTTF and DTTF, plus with the knowledge of
. the distribution of the Time to Failure (TTF), may the time for early failures be predicted.
The lumped element model developed is not completely tested for its validity unless the
data on the TTF, MTTF and DTTF is obtained and does exhibit the characteristics found
by others. The previous sections have already dealt with rather a simple structure starting
with single grain boundary and it is shown to be in agreement with other authors. This is
followed by an analysis of a 5 grain boundaries cluster and one of 11 grain boundaries.

" In the present work, an attempt is made to obtain a realistic structurel of the grain
boundary networks and to obtain the associated Time to Failure values and finaily to.
analyse its MTTF and its DTTF so as to prove the validity of the model developed. As
commonly used by others , the Voronoi method is also used in the present work to obtain
a realistic presentation of Al or Cu films to produce the interconnect samiales for the

experiment. . The construction of the Voronoi network is done through the built-in
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function of the MATLAB software package and attelﬁpts are also made to simulate the

annealing processes.

53.2 The objectives of the experiment are basically :-
- 1. To produce the Time to Failure (TTF) for :-
i) Each grain boundary cluster in the interconnect
ii) Interconnect samples (by taking the shortest time among the grain
boundary clusters) | |

2. To convert the arbitrary data into meaningful statistical data such as the Time

to Failure, cluster length etc. based on actual experimental parametefs.

3. To analyse the data gathered so as to show that the cumulative distribution of
the Time to Failure follows the Lognormal distribution.

4. To analyse the effect of scaling of the inferconnect,

5. To analyse the effect of the ﬁlicrostructure properties such as the length, the

angle of orientation of the grain boundaries on the Time to Failure.

6. To analyse the effect of the cluster length and the number of grain bm_m_daries

on the Time to Failure of the interconnects
7. To analyse the effect of annealing on the Time to Failure,

8. To analyse the effect of the variation of the interconnect linewidth on the

mean Time to Failure and its standard deviation.




9. To compare the results between the lumped element model and the signal

 delay approximation of Time to Failure

5.3.3 An example of the detailed simulation processes based on the Matlab®

program codes developed.

Basically the complete simulation processes in producing the Time to Failure (TTF) of

interconnects is as follows:

(a)  The production of Al films samples

(b)  The annealing of the Al films samples

(c)  The production of the IC interconnects samples
(d The ca]cuiation of Time to Failure

(a) = The production of a sample of Al film
(i)  Creating Voronoi vertices

The production of the Al film samples was done by making use of the built-in voronoi
function in Maltab®, The vertices of the Voronoi are created by using a random number
generator to generate the random points of xandy.

(clipping from the Matlab® program codes)
fprintf ('\n Draw a realistic interconnect using Voronoi technigue \n' )
no=input (*Enter the no of points needed = ');
for p=1:no; .
xpt (p)=rand;
ypt (p)=rand;
end

% to produce the reference voronci diagram or network
[vx _original,vy originall}=voronoi (xpt, ypt)

(clipping from Matlab workspace )
Draw a realistic interconnect using Voronoi technique

Enter the no of points needed = 3¢
note: the bold and italic number/letter are the required input to the program code)
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vx_original =
Columns 1 through 7

0.7850 0.9487 0.7301 04397 03730 0.4284 0.7657
0.8871. 0.7657 0.8992 - 0.3137 0.3835 04146 0.7608

Columns 8 through 14

0.7223 0.6025 0.5088 . 0.6240 0.4397 06703 03187
0.7657 0.6222 0.6240 04397 04624 06240 0.5088

_original =
Columns 1 through 7

0.6443 0.6325. 04614 0.7973 0.6154 04539 0.5924
06686 0.5924 03886 0.8747 0.6136 04220 06185
Columns 8 through 14

0475105482 1.6438 1.0417 0.7973 0.8772 0.8747
04752 0.5317 1.0417 07973 07778 1.0417 16438

The above data ( vxoriginal and vyoriginal) are part of the vertices produce by Matlab®
from a 30 random points to create the Voronoi network

ii) The production of the Voronoi diagram

The Voronoi diagram is plotted by the following Matlab code
(clipping from Matlab® program codes)

plot{vx_original,vy original,'~'):
axis([0°1 O 1]): :

T['ns will produce the graphlcal presentation of the Voronoi diagram in ( 1x1) scale
(clipping from Matlab® Figure file)

1

¢.s
0.8
0.7
0.8
0.8
0.4
0.3
0.2

[ ]

i r i i " N i i
¢ 0.1 0‘2'20 0.3 0.4 0.3 0.8 0.7 0.8 0.9 1

Fig 5.18 An example of a Voronoi network from 30 random points. The nodes have |
been labelled by a program code lablenode.m .
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NObE(o) vx(0)

1 0.8078
2 1.03
3 0.4784
4 0.688
5 0.7457
-6 0.7647
7 1.249
8 3.524
9 0.965
10 0.8333
11 0.6945
12 0.4864

NODMAT =

SO0 SO~
OO QO OO0
OOO'—'O'—'QQ‘

GBMAT =

Columns 1 through 12

QO = O =000

Columns I through 12

vy(0)
0.2909
0.4246
0.6427
0.6368
0.7061
0.8819
0.5022

0.6292 -

0.8248
0.6821
1.062

0.7895

S OO~ OO0 O0O
—_O OO OO O

The node number and its coordinate

1 0.3078 103 02909
2 04784 0.638  0.6427
3 07457 . 07647  0.7061
4 1.249 3524 05022
5 0965 08533 08248

6 0.7647 0965 0.8819
7 06945 0.7647 1.062
L4 0.965 3.524 0.82438
9 04864 05102 07895
10 015 0.05434

0.3056

QOO OO 0O

OO0 0000

(clipping from Matlab® work space)

GB# vxstrt(o) vxend(o)‘ vysm(o) vyend(o)

0.4246
0.6368

0.8819

0.6292
0.6821
0.8248
0.8819

0.6292

0.8374

0.5198

COoOOoO= O OO0

O= 0O 00O

gblength(o) ~gbangle(o)

0.2589
0.2096
0.1768
2279

0.1812

0.2083
0.1931
2.567
0.05351
0.2346

QO OO OCOOo

31.08
-1.608
83.83
3.196
51.94
-15.92
-68.67
-437
63.63
-65.95

( A part of the output of function file lablenode.m listing down the nodes number , grain
boundary number and its geometrical properties) .

- ( A part of the output from function ﬁle conmtrlx.m which forms a connechwty matrix
NODMAT which contains the connectivity information of all the nodes in the Voronoi
diagram ( for this example, reference to fig 5.18, node 1 is connected to node 2, therefore
NODMAT (1,2)s = 1, also node 3 is connected to node 4,i.e. NODMAT(3,4)=1 )etc.)



COgoONOOO
ooocgghoc
coowoQooco
Co0OWOoOOOO
choooocollo
PO ROOOO 0O
CHONTSOOOD
nwoocodoooe
coocwocoooo
cooogo000

coocoooO~o
coRoococoo-

( A part of the output from function file conmtrix.m which forms a grain boundary
matrix GBMAT which contains the information of all the grain boundary number in the
Voronoi diagram ( for this ekample reference to fig 5.18, node 1 is connected to node 2,
therefore GBMAT(1,2) = 1( grain boundary number 1), also node 3 is connected to node
4 i.e GBMAT(3,4)=2( grain boundary number 2), etc.)

" LGTHMAT -
. Columns 29 through 35

0
0.1042

[~

: ©
Tt
9000990008
=

o
o
SNooUYoooo

[=- R - e Y o Y o . o o o Y o ]
OO0 0
DO O0COO OO0

O

=}
COO0OQPOCOCOODO
LOOODCOOCOOCO

o .
()
s
-~

( A part of the output from function file conmtrix.m which forms a length of grain
boundary matrix LGTHMAT which contains the information of all the length of the
grain boundary in the Voronoi diagram ( for this example, reference to fig 5.18, node 1 is
connected to node 35, therefore LGTHMAT(1,35) = 0.1059( the length of grain
boundary connecting node 1 and node 35) aiso node 2 is connected to node 31 ie
LGTHMAT(2,31)=0.1042( length of grain boundary connectmg node 2 and node 31), .
etc.)

ANGLEMAT
Columns 29 through 35
0 0 0 0. 0 0 61.1117
0 0-17.1422 0 0 0 H
] 0 0 0 0 0 0
] 0o 0 o0 0 0 0
0 0 0 0 0 0 0 .
0 0 0 0 0 0 0
0 0 0 -19.5346 0 ) 0
0.. 0.0 -0 0o 0 0




0 0 0 0 ] 0 0

0 0 0-252303 0 0 O
( A part of the outpit from function file conmtrix.m which forms the angle of orientation
of grain boundary matrix ANGLEMAT which contains the information of all the
orientation of the grain boundary in the Voronoi diagram ( for this example, reference to
fig 5.18, node 1 is connected to node 35, therefore ANGLEMAT(1,35) = 61.1117( the
_orientation angle of grain boundary connecting node 1 and node 35), also node 2 is’

connected to node 31 i.e ANGLEMAT(2,31)=17.1422( the orientation angle of grain
boundary connecting node 2 and node 31), etc.)

These matrices are important to provide information or use as test condition for
executing statement in the program when performing the annealing processes. The data
of these matrices will be updated for every time step in the annealing process.

b) The annealing process 6f the film

In this simulation example, the Al film will undergo the annealing process during which
the grain will grow in sizes. The time duration for the process is set to be unlimited i.e. it
depends how many time steps needed. A program code annea]mg m is used to do the
simulation.

(clipping from Matlab® work space)

the number of annealing timestep needed: §

" 0 2 ®» = 2 o = w
P R
T T 7T T 7 ¥+ T 11

Fig 5.19 An example of the final picture of an annealed sample of Al film after going the
annealing processes for a duration of 5 time steps.

c) The production of the interconnect samples

In this simulation , 10 equal sized of samples from the non-annealed/annealed Al films
are produced. The process involved in slicing the Al films into various samples depend
on the width of the samples required.

(clipping from Matlab® program codes)




Run the clipping process to obtain a realistic interconnect

Number of samples of interconnect lines required: 10

(clipping from Matlab® Figure file)
003 R, PR I L A W
oss ' s W 0 g - —
073 F P e SRR, R B
O A = o
S Mt A e e
T i i e R o <SS
o2sF b T 3 . " WYl
) ] b e R I 1
R e
o0sF L " ; : , 1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Fig 5.20 An example of 10 samples of interconnect (clipping from Matlab Figure file)

d) The calculation of the Time to Failure of interconnect sample
i) The slicing process to form a patterned interconnect sample

In this simulation, the interconnect samples are patterned according to the required size
by a slicing process. A program code slice2.m is used for this purpose.

(clipping from Matlab® workspace)
sampleno =
1

the y clip start point axis= 0.3
the y clip end point axis= 0.4

(Cliping from Matlab® Figure File)

0.4

0.39

T

0.38
0.37 |
0.38 |
0.35 |
0.34 | 84 L

0.33 |-

0.32

351 s 11,

I L
0.5 0.6 0.7 0.8 0.9 1

FIG 5.21 An example of interconnect sample after the slicing process
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In the slicing process, the grain boundaries inside the box are detected and the nodes and
the grain boundaries are re-labelled with new points and the information on the geometry

1s calculated as indicated below. The (o) indicates old value and (n) indicates new value.

(clipping from Matlab® work space)
ghbinbox =

Columns 1 through 12

1 10 11 15 21 23 24 30 32 34 40 41
Columns 13 through 16
44 45 50 52

( these number represents the grain boundaries identification number that are found
inside the sliced area or box)

nogbinbox = ( total of grain boundaries inside the box)

16

( The number represents the total number of grain boundaries found in the sliced area or
box)

ii) The re-labelling of the new nodes and the calculation of new geometrical
properties

GB wxs(o) wvxs(n) wxe(o) wxe(n) wvys(o) vys(n) vye(o) vye(n)

1 08078 08229 1.03 09888 0.2909 0.3 0.4246 0.4

10 0.15 0.15 0.05434 0.1078 0.3056 0.3056 0.5198 0.4

11 0.2083 0.1806 0.15 0.15 0.2949 03 0.3056 0.3056
15 0324 0324 0.2083 0.2194 0.3485 0.3485 0.2949 03
21 0.5704 0.5704 04693 0.5614 0.3812 0.3812 0.5928 0.4
23 03218 03218 0.324 0.324 0.3971 0.3971 0.3485  0.3485
24 0324 0324 03304 0.3304 0.3485 0.3485 0.3429 0.3429
30 0.6446 0.5972 05704 0.5704 0.4331] 0.4 0.3812 0.3812
32 08078 0.8035 0.7766 0.7766 0.2909 03 0.3578 0.3578
34 0.5704 0.5704 0.5405 0.5556 0.3812 0.3812 02167 03
40 0.7766 0.7766 07585 0.7706 0.3578 0.3578 04859 04
41 0.6446 0.7027 0.7766 0.7766 0.4331 04 0.3578  0.3578

(The above data represents the grain boundary geometry information
where)

GB grain boundary number
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vxs(0) the old value of vx start coordinates for the grain boundary

vxe(0) the old value of vx end coordinates for the grain boundary
vys(0) the old value of vy start coordinates for the grain boundary
vye(0) the old value of vy end coordinates for the grain boundary
vxs(n) the vx end coordinates for the grain boundary
vxe(n) the old value of vx end coordinates for the grain boundary
vys(n) the vy start coordinates for the grain boundary
vye(n) the vy end coordinates for the grain boundary
NODE(n) wvx(n) vy(n)

1 0.8229 0.3

2 0.9888 0.4

3 0.15 0.3056

4 0.1078 04

5 0.1806 0.3

6 0.324 0.3485

7 0.2194 0.3

8 0.5704 0.3812

9 0.5614 0.4

10 0.3218 0.3971

11 0.3304 0.3429

12 0.5972 0.4

13 0.8035 0.3

14 0.7766 0.3578

15 0.5556 0.3

16 0.7706 0.4

17 0.7027 0.4

18 0.3183 0.3

19 0.3912 03

20 0.3187 0.4

21 0.324 0.4

( The new nodes identification number and its new x and y coordinates)

GB# wxstrt(n) wvxend(n)  vystrt(n) vyend(n) gblength(n) gbangle(n)

1 0.8229  0.9888 0.3 0.4 0.1937 31.08
10 0.15 0.1078 0.3056 0.4 0.1033 -65.95
11 0.1806  0.15 0.3 0.3056 0.03114 -10.44
15 0324 0.2194 0.3485 03 0.1153 24.87
21 05704 0.5614 03812 04 0.02079 -64.45
23 03218 0324 0.3971 0.3485 0.04868 -87.44
24 0324 0.3304 0.3485 0.3429 0.008545 -41.4
30 05972 05704 04 0.3812 0.03274 34.95
32 08035 0.7766 03 0.3578 0.0638 -65.04
34 05704  0.5556 0.3812 0.3 0.08258 79.69
40 07766  0.7706 0.3578 0.4 0.04257 81.96

(The above data represents the grain boundary geometry information
where)




GB# grain boundary number

vxstrt(n) the vx start coordinates for the grain boundary
vxend(n) the vx end coordinates for the grain boundary
vystrt(n) the vy start coordinates for the grain boundary

vyend(n) the vy end coordinates for the grain boundary

These new data are calculated by program codes i) newnode.m( to label the new nodes
and its grain boundaries after the slicing process), ii) newgeometry.m ( to calculate the

new geometrical properties of the grain boundaries)

iii)  The calculation of the Time to Failure

In this particular example, the Time to Failure is calculated for grain boundary cluster
with the start node at Node 7 and the end node at Node 19 (Fig 5.21). The program code
will automatically calculate the cluster lengths. After this point, data which are required

to calculate the Time to Failure have to be keyed-in into the program code.

(clipping from Matlab® work space)
Enter the total number of clusters of grain boundaries found in sample no:1 = 3

To calculate the length of the cluster of grain boundaries
Enter the start point of the cluster no:1 :Keyin "N(X)" X=node number= N(7)

Enter the end point of the cluster no:1:keyin "N(X)" X=node number= N(19)
clustigh= 0.1718

The common input parameters defining the grain structure
The total number of grain boundaries in the cluster: §
The number of grain boundaries forming the longest path: 3

ptsel= 3
( this number represent Node 19 is use to calculate TTF by signal delay approximation
method)

The length of Grain Boundary(LG) NO 1 =LG(15)
x= 0.1153

Angle of Grain Boundary(Ag) NO 1 =AG(15)
theta= 0.4341(in radians)

The length of Grain Boundary(LG) NO 2 =LG(24)
x= 0.1153 0.0085

Angle of Grain Boundary(AG) NO 2 =AG(24)
theta= 04341 -0.7226




The length of Grain Boundary(LG) NO 3 =LG(43)
x= 0.1153 0.0085 0.0744

Angle of Grain Boundary(AG) NO 3 =AG(45)
theta= 0.4341 -0.7226 -0.6139

The length of Grain Boundary(LG) NO 4 =LG(23)
x= 0.1153 00085 00744 0.0487

Angle of Grain Boundary(AG) NO 4 =AG(23)
theta= 0.4341 -0.7226 -0.6139 -1.5262

The length of Grain Boundary(LG) NO 5 =LG(44)
x= 0.1153 0.0085 0.0744 0.0487 0.0445

Angle of Grain Boundary(AG) NO 5§ =AG(44)
theta =-0.7226 -0.6139 -1.5262 1.2955

The letters LG and AG stands for length of grain boundary and angle of orientation
respectively. All the information is stored in their respective matrices LGTHMAT and
ANGLEMAT. The data are obtained by simply keying the correct grain boundary
numbers. In this example , the cluster is characterised by 1) the longest path consisting of
grain boundaries number 15,24and 45 and ii) the wings consisting of grain boundaries
number 23 and 24. Once the data are keyed-in, the program codes will calculate
automatically the Time to Failure by the lumped element model ( solving the matrix

equation) and the signal delay approximation method.

(Clipping from Matlab® work space)
TTES = 0.0229

TTFELMORE = 0.0219

TTEFS is the result of simulation of Time to Failure for the lumped element model and
TTFELMORE is the for the Elmore delay approximation.

5.3.4 The production Al film samples for the current experiment



The samples of the Al films consisting of the grain boundaries are constructed by the
Voronoi method which are also developed by others[Kirchheim& Kaeber,1991],[Joo,and
Thompson,1994][Marcoux et.al,1989],[Knowlton,et.al. 1997]. In the current work, each
samples of Al films is constructed from 50 random points to create the Voronoi network.
The Voronoi network is scaled up to make a 1 by 1 area so as to make a presentable
sample of Al films. 10 samples of non-annealed Al films are produce randomly for the

experiment as shown in Figures 5.22(a)-5.22(j)
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Fig 5.22(a) Voronoi network representing Al film sample no: 1
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Fig 5.22(b) Voronoi network representing Al film sample no: 2
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Fig 5.22(c) Voronoi network representing Al film sample no: 3
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Fig 5.22(d) Voronoi network representing Al film sample no: 4
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Fig 5.22(e) Voronoi network representing Al film sample no: 5
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Fig 5.22(g) Voronoi network representing Al film sample no: 7
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Fig 5.22(i) Voronoi network representing Al film sample no: 9




Fig 5.22(j) Voronoi network representing Al film sample no: 10

5.3.5 The simulation of the annealing process for the Al film samples

The annealing treatment of the Al films is simulated by increasing the size of the grains.
A Matlab® program code ( annealing.m) is developed to simulate this by using the rules
developed in the Vertex model for 2D grain growth[Kawasaki et.al,1989] Other
references which produces the simulation of grain growth/annealing includes [ Weaire
and Kermode,1983] who work on the 2-dimensional soap froth, [Mulheran,1992] who
work on the statistical properties of 2-dimensional random Voronoi network, [Anderson
et.al,1984] who simulate the grain growth using Monte Carlo method, [Frost, et al.,1990]
who work on the effect of grain boundary grooving at the free surface of a film by
introducing the stagnation condition on grain boundary. The Kawasaki reference is
important here because it is the only reference available which provides an algorithm in
simulating the annealing processes which is thought to be suitable in the current work as

it involves the manipulation of the coordinates of the vertices in the Voronoi network.

In the current work, simulation of the annealing process does not include the groove-

induced stagnation condition , where after the film is annealed for a time t total

slag >

stagnation occurs. Also the simulation does not include the post-patterning of the
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interconnect where the interconnect is subjected to another annealing
process|Knowlton.et.al]. In the current work, the simulation of the annealing process is
based on the work of [Joo and Thompson,1994] and [Kircheim and Kaeber,1991] and

does not include those extra annealing processes.

The annealing simulation will improve the Voronoi network which are initially
produced by the built-in function of MATLAB. The simulation of the annealing process
will produce a different layout of the grain boundaries through stretching or compressing
effect/force on the grain boundaries. The simulation will exhibit the growth and the
collision of grain boundaries, and processes where grain boundaries can recombine or
be annihilated when a grain boundary length shrink below critical value. Essentially
during the annealing process large grains grow at the expense of small grains, and grains
become more spherical. An example of the annealed Al film, produced by Kircheim &

Kaeber is shown in Fig 5.23 below.

Fig 5.23 Al film sample from [Kirchheim.R and Kaeber.U,.1991]

An example of the simulation results using the program code annealing.m is shown in
Fig. 5.24 to show the growth, annihilation and recombination processes. The Voronoi

network is created from 20 random points




Fig 5.24(b) After annealing 5 time step ( growing and recombination of grain)
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Fig 5.24(c) After annealing 10 time step ( growing of grain)
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Fig 5.24(c) After annealing 15 time step ( growing of grain)

o o o 0 © @ o © ©

o 0.2 0.4 0.0 0.8 1

Fig 5.24(d) After annealing 20 time steps ( growing and annihilation of grain)

Another example of the simulation results using the program code annealing.m is

shown in Fig. 5.25 from larger Voronoi network created from 100 random points

Fig 5.25(a) Before annealing
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Fig 5.25(b) After annealing 2 time steps
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For the current experiment, 10 samples of Al films of the original non-annealed film of
Fig5.22(a)-5.22(j) have been annealed for a duration of five time steps are shown in

Fig.5.26(a)-5.26(j).
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Fig 5.26(a) Voronoi network representing the annealed Al film sample no 1
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Fig 5.26(b) Voronoi network representing the annealed Al film sample no.2
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Fig 5.26(d) Voronoi network representing the annealed Al film sample no.4
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Fig 5.26(f) Voronoi network representing the annealed Al film sample no.6
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Fig 5.26(h) Voronoi network representing the annealed Al film sample no.8
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Fig 5.26(h) Voronoi network representing the annealed Al film sample no.9
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Fig 5.26(i) Voronoi network representing the annealed Al film sample no.10




5.3.6 The simulation to produce interconnects samples for experiment

The samples of IC interconnects for the experiments are produced from the 10 samples
of Al films of Fig 5.22(a)-5.22(j) ( non-annealed film) and of Fig 5.26(a)-Fig 5.26(j)
( annealed film). Each sample of the Al films is sliced into equal samples to represent the
IC interconnects depending on the size of the width of the interconnect . This simulation
is performed by the program code slice2.m where the Voronoi diagram are being cut or
slice into equal samples of interconnects. As the result of the slice, new nodes have to be
recalculated as does the geometric information such as the length and angle of
orientation of the grain boundaries. From this simulation, 100 samples of IC
interconnects can be produced ( for 0.1x1 scale). The interconnects samples will consist
of a randomly distributed clusters of grain boundaries in which for each cluster will have

its own characteristics consisting of’

i) The number of grain boundaries making up the cluster

ii) The length of each grain boundary in the cluster

iii) The length of the cluster (the spanning of the grain boundaries in the x
direction i.e. the direction of the moving vacancies )

iv) The angle of orientation of the grain boundaries.

These characteristics of the grain boundaries represent the complete microstructure of the
interconnects which will be analysed to produce their Time to Failure. The interconnect

samples under investigation are shown in Figures 5.27(a)-5.27(j) for non-annealed

samples and Figures 5.28(a)-5.8(j) for annealed samples
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Fig 5.27( ¢ ) Interconnects samples ( 21-30) from non-annealed Al film sample no. 3
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Fig 5.27(d) Interconnects samples ( 31-40) from non-annealed Al film sample no. 4
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Fig 5.27(f) Interconnects samples ( 51-60) from non-annealed Al film sample no 6
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Fig 5.27(g) Interconnects samples ( 61-70) from non-annealed Al film sample no. 7
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Fig.5.28(a)  Interconnect samples (1-10) from annealed Al film sample no.1
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Fig 5.28(b) Interconnect samples (11-20) from annealed Al film no. 2
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53,7 The simulation of Time to Failure_

In the present work, .the simulation of Time to Failure is done by inputting the
information ( as shown in the detailed example in section 5.3.3) on the following
~ parameters :- ' | |
i) Number of samples needed for the experiment
ii) Number of clusters présent in the sample (by inspection ) | |
iii) The length of the cluster( by inputting the start and end node of the cluster
will automatically calculate the length of the cluster )
iv) The number of grain boundaries found in the cluster( by inspection)
. V) The number of gram boundaries forming the longest path ( by inspection)
vi) The 'length of the grain boundary (by inputting the grain boundary number
will generate the length of each grain boundaries in the cluster)
vii) The angle of orientation of the grain boundary (by inputting the gfain

boundary number will generate the angle of orientation)

Once this information is fed into the system, the computer will calculate the TTF based
on the lumped element model solution and the signal delay apprbximation. A grain
boundary cluster will fail if it reaches a specified critical vacancy concentration value.

~

5.}.8 The experiments conducted

In the current work, there are three main experiments being conducted. The experiments

are - _ |

1. An experiment on 100 samples of non-annealed interconnect

2. An experiment on 100 samples of annealed interconnect

3. An experiment on 5 samples of non-annealed Al films to determine the effect of
varying the width of the interconnect on the Time to Failure, its Median Time to
Failure (M'['I‘F) and the Standard deviation . The width/length ratio selected for the

experiment are 2) w/1=0.04, b)w/1=0.075,c)w/1=0.1 and d) w/i=0.15 and e)w/1=0.2
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with an average grain size ~ 0.14. For (a) there will be 95 samples of interconnect ,

for (b) 65 samples , { ¢ ) 50 samples (d) 30 samples and () 25 samples

4, Finally we wish again to compare the data on Time to Failure between the lumped

element model with the signal delay approxiniation

* In all the experiments, the assumptions made and the boundary conditions are the same
. and are discussed in the following section. Basically the experiments objective is to

obtain the distribution of the Time to Failure, its Mean Time to Failure and its standard

deviation and to compare the results with existiﬁg references in the literature. This will -

provide a validity test on the lumped element model developed.

In all the experiments, the Time to Failure are calculated for every grain boundary cluster
found in the samples of the interconnects. The shortest time of the TTF of the grain
boundary will determine the Time to Failure of the interconnect samples. The data are

then analysed to present in the form of graphs such as i) The Cumulative Distribution of

the Time to Failure and ii) The Lognormal graph on the Time to Failure.




53.9 The assumptions and boundary conditions apbliéd

- Inthe current experiment, all the interconnect lines were initially assumed to be in a state
of zero sﬁess (o =0)at the beginning of the interconnect ,prior to the application of a
current, This corresponds to a boundary condition at the anode end of the ioterconnecf
o(L'=0,t)=0. The boundary condltlons at the cathode end of the interconnect is '

- J(Lt0. These boundary conditions represent the real expenmental s1tuatlon where the

interconnect is attached to a large contact pad at the beginning of the line and a stud

~attached at the end of the lme The chosen values used in the relevant parameters for the

lumped element model is as fo]lows -
i) The number of section per grain boundary s= 3
ii) The critical vacancy concentration ¢, =2c,

iii) The e]ectroinigration drift component o = 5. ( varies between grain

boundaries where o = a. cos(G), where Ois the angle of orientation )

iv) The effective Diffusion coefficient D = 5 (varies between grain boundaries by
eqn(3.1)in Chapter 3) |

" v) The total interconnect lengthL=1

- The values used in the simulation of the lumped element model will result in arbitrary

“values. In order to obtain the real physical data, some conversions have to be made to

- givea physical meaning of the results obtained. This will be discussed below.




/5.3.10 The variableslparametei‘s and data conversion
1) The parameters

' The variables or para.métérs used in obtaining the actual experimental data for the results
. of the simulation ~ are adopted from the refcrencés; of [ Korhonen |,
et.al,1993] [Knowlton ct.al, 1997)[Kircheim and Kaeber, 1991][Duan, and Shen,
,2000][Cho and Thompson,1997),[ Joo et.al,1998). All these feferences are based on the
 stress evolution model. The relevant variables or parameters and their values used in the

current experiment are as follows:-

B= effective modulus = 50 GPa= 50 x 10 °Nm ™
Q= atomic volume = 1x 10’ m?

T =temperature = 227 ?C=500K

VAR effectwe charge of atoms = 10
j= current den51ty 1x10%A/cm ‘—lxlO"’A /m?

p—alummlum resistivity = 5 uQcm = 5x10 3Qm

e= electron charge= 1.602x 107'°C
k=Boltzman contant = 1.38 x 10 2 JK !

D, =effective diffusion coefficient of the entire cross section of interconnect
- =3x107%m%"!
d=grainsize=1x10"° m

& = grain boundary thickness=1x 10" m

and from reference [Korhonen, et.al,1993]




8. GB

D, =-— d“ , therefore
pos_ 4D _ 1x107° 3x107

873 1x107°

i) ‘Conirersion of the arbitrary values to the physical \:ralues

a)  The physical length of interconnect
From the arbitrary values of a=5 andL=1,
therefore

al=5 . S 54

" The electromigration drift component is given by the equation below:-

Z*e.p.j
g lrepd

|

\

\

\

\

\

=3x10 P m’s™! . o
\

\

\

\

kT ‘

5.5
substituting the values of the parameters in 5.3.8.2(i)

_ 10x1602x10~° 5x10~% 1x10'°
138x10723 500

o =11594%x10°

solving the length of interconnect

5 5 :
L= == ————=43x10"m=43um
o 11594x10
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The calCulation of the length of the interconnect will depend on the value of Z* in a. Z*
values is not very well define, where the values used in the literature varies from 4-8
[Korhonen et al,1993] , Z*=15[Kirchheim and Kaeber,1991]. The various length of

interconnect based on the diﬁ‘erent values of Z* are shown in Table5.10

* o ' L =length of
: : interconnect
4 46377x 10* 107 pm

5 ]smnxiet 86.25 pm

10 1.1594% 10° 43 pm

15 1.7391 x 10° 28.7 um

- Table 5.10 The realistic length of interconnect




b) The physical effective Diffusion coefficient D

As derived earlier in Chapter 3 { eqn3.17& eqn3.18), the effective diffusion coefficient
along the grain boundary is given by the equation below:- :

A Ly - I s

substitute the relevant variables values in equation 5.6 gives

1x10'9) '
D= A3x10713)72.
" eft [mo-6 (3x107)

=216 x 10 ¥ m?s!
=2.16x 107 (um)*s™

On another reference[Joo ,1999), the value use for D = 4.32x10 % (um)®s™

¢) _ The physical time scale of the Time to Failure (TTF)

In terms of the vacancy build-up equation

et L. 5.7

By introducing the scaling factor

letLX=x and t=nT

substituting the scaling factors in equation 5.7




'6C$B _ (62C$B 6C33) _ o o R
eff

anT)  —Flax)? T LX)

acS® _Dg (6203‘3' ac%B)

AT e T

5.8

P _ 1Dy (agc?? ac%‘?] |

aT ax: T
Desr ;
now nL;f_f' =5 (as use in the experiment )
Therefore the time scale is given by
12
n= in seconds 5.9
eff : .
Lx5 | | |
= ———— in hours, 5.10
=D x3600 "0 - !

The range of the tzme-scale based on the realistic mterconnect length is glven in Table
5.11 below

L(pm) natDeff—216x10 Mm?s! | natD .y = 432x10 P m’s™!

107 736 Hours ' 3680 Hours
86.25 . | 478 Hours 2390 Hours
143 118 Hours . | 595 Hours
28.7 53 Hours 265 Hours

Table 5.11 The actual time-scale for various interconnect length and
effective diffusion constant




~ With the‘sclectioh' of o=5 and D=5 produces a physical time-scale which is within the
range of actual Time to Failure reported in [Knowlton et.al,1997],[Joo et.al,1999]

d) The critical vacancy/ critical stress

The critical vacancy use in the experiment for determining the Time to Failure is set at .

cc;z 2¢, and this corresponds to the critical stress o, given by the equation below of

[Korhonen,et.al,1993]

_ [cc,n) . o
Cr =Cge kT _ 5.11

S G2
lo'gCO T kT

KT, o 138x10°P500 -
or =75 log % = L _log(2)‘ 478MPa |

The value of critical vacancy ¢ =2c¢( chosen reasonable because in the literature, the
critical stress o, lies in the range of 100MPa-1 GPa [Knowlton et.al,1997]




5.3.11 Other relevant parameters used in the simulation and their justification

i The use of a 50 random point to construct the Voronoi network

The simulation to investigate 'the electromig:ration behaviour on the realistic interconnect

was done on a Personal Computer with the Central Processing speed (cpu) of 166 Mhz
and 32 Mbyte RAM. It is not the intention of the study to simulate actual Al films which
may contains thousands of grain boundaries, the most imponant objectives. is to
investigate whether the model can exhibit the characteristics of the logndrmal

distribution of its Time to Failure. It is also must be realised that it is the first time that an

attempt has been made to model the grain boundaries as a transmission line consisting of !

resistor and capacitor component to transport the vacancies along a the grain boundaries.
Most of program codes developed involves searching algorithm which takes quite a lot of
computer time too. The above reasons and the limitation of the programme codes are

basis for choosing a 50 random point for a start.
ii. The time step dt and vertex size A use for annealing process

With respect to the simulation of the annealing process, the work of Kawasaki and co-
workers are referred to since they outline in detail the rules and the eqﬁations relating to
the moi{ement of the vertices and it is suitable to be adapted to the programmes'codes of
MATLAB. However the only modifications that have been made are the values of the
time step size dt of t and vertex size A. The original values used are 0.01 for s'tep size dt
and 0.1 for for vertex size A respectively[[(awaséki, et.al,1989]. These values are very
critical since it will determine the success of the grain boundary recombination and the
annihilation process and the annealing proéess as a whole. If this values are not correctly
“selected, the neighbouring line joining the vertices may overlap or overshoot due to the
unbalance between the growth rate (detenniné by the time step size dt) and the

recombination or annihilation process ( determine by the vertex size).
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For the actual simulation, the value chosen for the time step size dt is 0.001 and for the
vertex size A is also 0.001. This value is chosen by trial and error since by using the
original value the result is not good, a lot of overlap and overshoot occurs. The problem
is minimised by making the time step size longer and the vertex size A shorter than the
- original values. The selection of this value seems reasonable because the original is used
when simulating 48 000 vertices[ Kawasaki et.al,1989] , but folr_‘the current simulation is
oﬁly 94 vertices with 125 lines joining the vertices (the average value for 50 randém
point Voronoi diagram in a 1x1 scale).Also for the purpose of investigating the effect of
annealed and non-annealed sample, the total amount of- annealing time for all the
samples is set to 5 time steps only to minimise the problem of overlapping of grain

boundaries.
iii),  Number of grain boundaries

In the present work , the maximum number of gréin boundaries in a cluster is limited to
11 grain boundaries. This is reasonable since other computer simulation of the Time to
Failure only consider 10 grain boundaries connected in series [Kirchheim and
Kaeber,1991]). These however show no structure Where all the grain boundary
orientation angle 0 =0. The size of the matrices descﬁbing the cluster structure is also a
limiting factor. For 3 sections per grain boundary, an eleveh grain boundary clustres will | _
require 34x34 matrix. In the case of more than 11 grain boundaries found in the cluster,
. the Time to Failure will be calculated only for the first 11 grain boundaries( the first 6
grain boundaries which form the longest path/length and 5 neighbouring / wing grain
boundariés). |
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iv),  Number of sections of components per grain boundary
The number of sections of the IT network is set to 3. This value is chosen instead of 5 to
cut down the computer processing time during the calculation of Time to Failure. The
difference in results between a 3 and a 5 section is very small ( it has been shown earlier
for single grain boundary for Case(b), one section is in fact adequate).
5.4  The simulation results of realistic interconnect
5.4.1 The experiment data
The detailed ‘results of all the experiment are shown in Tables A.1( experiment no 1),
_Table A.2(experiment no.2) , TableA.3(experiment no 3) and TableA.4(experiment no.4) .

in Appendix A. The tables contain all the important and relevant data gathered during
the simulation of the Time to Failure. The data of particular interest are:-

1) The number of cluster found in the interconnect samples

ii) The grain boundary cluster length

iii) The number of grain boundaries found in each cluster

iv) The Time to Failure for each cluster

V) The Time to Failure for the interconnect sample( the minimum value among

the cluster)

5.4.2 Results of experiment no.1(a)- non-annealed grain boundary clusters




i) The length of grain boundary cluster and"their Time to Failure

In experiment no.1 (a), 100 samples of interconnect are produced from 10 samples of
non-annealed Al films as shown previously in Fig5.27(a)-Fig5.27(j). The data of the
length of grain boundary cluster and the Time-to-failure in arbltrary units obtained are
summarised in Table 5.12 and 5.13 below (data taken from Table A.1).

0.0202 | 0.0734 | 0.1061 0.1332 | 0.1691 02116 | 0.2516 0.3694
0.0204 | 0.0751 0.1083 | 0.1392 0.171 0.2141 0.2535 0.378
0.0235 | 00774 | 01103 | 0.1409 | 01712 | 0.2143 | 0.2587 | 0.3841
0.0274 | 00786 | 0.1104 | 0.1419 | 0.1721 0.2143 0.269 0.3985
0.0275 | 0.0797 0.1114 0.142 0.1745 | 0.2152 | 0.2754 | 0.4019
0.0316 | 0.0797 0.1115 | 0.1424 | 0.1777 02193 | 0.2776 | 0.4028
0.0366 | 00803 | 0.1118 | 0.1424 | 0.1783 0.22 0.2804 | 0.4054
0.038 0.0808 | 0.1127 | 0.1428 (| 0.1795 | 0.2201 0.2831 0.4132
0.0381 0.0816 | 0.1135 | 0.1432 | 0.1808 | 0.2233 | 0.2838 | 0.4211
0.0383 | 0.0822 | 0.1139 | 0.1438 | 0G.1817 0.224 0.2841 0.4213
0.0383 0.083 01146 | 0.1497 | 0.1818 | 0.2244 | 02844 | 0.4252
0.0403 | 00886 | 0.1146 | 0.1502 | 0.1833 | 0.2245 | 0.2868 | 04288
0.0443 | 0.0887 0.116 0.1506 | 0.1838 | 0.2253 | 0.2871 0.452 -
0.0447 | 0.0897 | 0.1165 | 0.1509 | 0.1852 | 02254 | 0.2908 | 04573
0.0448 | 0.0889 | 0.1167 | 0.1524 0.189 02268 | 0.2937
0.0474 | 0.0901 0.1172 | 0.1528 | 0.1801 0.2288 | 0.2939
0.0518 | 0.0908 0.118 0.1565 | 0.1919 | 0.2309 | 0.2962
0.0531 0.0928 | 0.1185 | 0.1573 | 0.1946 | 0.2337 | 0.2982
0.056 0.0943 | 01185 | €.1586 | 0.1951 0.2343 | 0.3018
0.058 00946 | 01203 | 0.1589 | 0.1954 | 0.2402 | 0.3053
0.0617 | 0.0949 | 01214 | 0.1607 | 0.1967 | 0.2425 | 0.3076
0.0621 0.0968 | 012156 | 0.1618 | 0.1972 0.244 0.3078
0.0642 | 0.0995 | 0.1231 0.1631 0.1995 | 0.2442 | 03184
0.0649 | 0.1019 | 0.1254 | 0.1636 0.2 0.2466 | 0.3204
0.0659 | 0.1037 0.1255 | 0.1641 0.2 0.2478 0.322
0.0668 | 0.1043 0.1259 0.165 0.2027 | 0.2483 | 0.3337
0.0682 | 01049 | 01252 | 0.1663 02038 | 0.2487 | 0.3344
0.0698 0.105 01297 | 0.1666 | 0.2045 | 0.2488 | 0.3359
0.0707 | 0.1054 01304 | 0.1675 | 0.2057 | 0.2488 | 0.3459
0.0733 | 0.1058 0.1311 0.1691 0.2105 | 0.2507 | 0.3497

Table 5.12 The length of grain boundary cluster (arbitrary units) in the 100 samples of

non-annealed interconnects arranged in ascending order.
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0.0191 { 0.0388 | 0.0483 1 0.0559 | 0.0676 | 0.0809 | 0.096
0.0208 | 0.0392 | 0.0486 | 0.056 |0.0684 | 0.0812 | 0.0964
0.0209 ] 0.0401 | 0.0491 ] 0.0578 | 0.0686 | 0.0817 | 0.0967
0.0255 {0.0412 [ 0.0494 | 0.0584 { 0.0689 | 0.0824 0.097
0.0318 ] 0.0414 | 0.0505 | 0.0585 | 0.0691 | 0.0833 } 0.0971
0.0339 | 0.0416 } 0.0506 | 0.0587 | 0.0695 | 0.0835 | 0.0977
0.0343 | 0.0417 } 0.0513 ] 0.0595 | 0.0699 | 0.0837 { 0.0985
0.0347 1 0.0425 ] 0.0651710.0606| 0.07 | 0.084 |0.1048
0.0349]0.043310.0518| 0.0616 1 0.0708 | 0.0854 | 0.115
0.0345 | 0.0437 | 0.0523 | 0.0617 | 0.0709 | 0.0859 | 0.1251
0.035 | 0.0438 | 0.0526 | 0.0622 { 0.0723 | 0.0875 | 0.1266
0.0351 [ 0.0438 | 0.0527 | 0.0626 | 0.0729 | 0.0876 | 0.1381
0.0352 | 0.044 {0.0531]0.0626 | 0.0735 | 0.0878 | 0.1451
0.0363 | 0.0441 | 0.0536 | 0.0627 | 0.0746 } 0.08791 0.157
0.0366 | 0.0444 | 0.0538 | 0.0837 | 0.0756 | 0.0892 | 0.1686
0.0366 | 0.0456 | 0.054 | 0.0647 | 0.0758 { 0.0895| 0.1738
0.0376} 0.046 | 0.0541] 0.065 |0.0773]0.0905
0.0376 | 0.0461 } 0.0547 | 0.0667 {0.0778 | 0.0917
0.0381 | 0.0471 [ 0.0549 | 0.0667 | 0.0794 { 0.0946
0.0386 | 0.0479 | 0.0555 | 0.0668 | 0.0802 | 0.0951

Table 5.13 The Time to Failure(in arbitrary units) for the
grain boundary clusters in the 100 samples of non-annealed

interconnects arranged in ascending order.

From the summarised data shown in Table 5.12 and 5.13, the range of the length of the
cluster obtained from the simulation is between 0.0202 ( shortest length) - 0.4573
( longest length) and the Time to Failure obtained is between 0.0191( the fastest time) -
0.1738( the slowest time)'. Translating into the actual values, the length of the grain
boundary cluster lies in the rangé of 0.87 um-19.6pm( scale = 43 um) and the actual

time lies in the range of 2.25 hrs-20.5 hrs (the time scale used is n=118hrs).
'ii) The distribution of clusters and grain boundaries in the interconnect
Figure 5.29 shows the distribution of the simulated number of cluster found in the

interconnect while Fig5.30, shows the simulated number of grain boundaries found in the

 cluster obtained from the non-annealed interconnect samples.
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Fig 5.29 The distribution of the simulated number of cluster

found in the 100 samples of non-annealed interconnects
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Fig 5.30 The distribution of the simulated number of grain

boundaries found per cluster obtained from 100 samples of interconnect

iii). The distribution of length of grain boundary cluster and Time to Failure

Fig 5.31 below shows the histogram and the cumulative distribution of the length of the

grain boundary cluster, while Fig5.32 shows the cumulative distribution of the Time to

Failure of the grain boundary clusters.
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Fig 5.31 The histogram and the cumulative distributions of the simulated length

of grain boundary cluster in 100 sample of non-annealed interconnect
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Fig 5.32 The cumulative distribution of the simulated Time to Failure in terms of
the grain boundary cluster obtained froml100 samples of non-annealed

interconnects.

From both of the figure above, the cumulative distribution plotted follows the expected
pattern i.e. in the form of nearly S-shape. The histogram of the length of grain boundary

clusters are of similar in pattern to that of reference[Joo and Thompson ,1994]
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iv)  The method used to obtain a log-nermal distribution graph

One of the main tasks of this experiment is to test for the lognormality of the Time to
Failure. To do this , normally , the data are plotted onto a special probability graph paper
with logarithmic scale (the lognormal probability paper). However, the cumulative
distribution graphs or function (CDF) can also be used instead ,by means of converting to
the complementary error function(erfc) . This method have been used by others
[Kircheim and Kaeber, 1991]. The conversion from cumulative distribution function to

the complementary error function for a normal distribution is derived below:-

Px<xy)~= 1-PX>Xy)
CDF, = erfc( o J
CDF, =l-l(1—erf(x—u)
2 V2o
1 1
COF, =1 4z erf( J_;‘j
CDF = l~}- : er J
* J_ 20
where
P(x<x,) = The probabilty theat x is less than x , = CDF
CDF, = cumulative distribution function of x
erfc = complementary error function
1l =  Median of x
o =  standard deviation of x

By letting the CDF=y , the equation becomes

1 1 p.)
=—+ 5 €
g \/—0
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2y =1 +erf(t/;uj
A e)
X—ijk
2y-1 =erf( ]
d Lo

X—u -1
therefore — =erf ™ (2y-1 5,12
Vo YD

Plotting of the graph is done by making :-

Y axis = erf ' (2y-1) where y is in terms of cumulative % before the Time

to Failure

X axis = the Time to Failure

Since the arbitrary values of the Time to Failure are less than 1, all the TTF values are

‘standardized’ by a multiplying factor (in the current work it is x 103 )so that when taking

its logarithm will produce positive values in the lognormal distribution graph.
iv) The lognormal distribution of Time to Failure

Table 5.14 shows the ‘treated” data on the Time to Failure for the grain boundary clusters
found in the 100 samples of non-annealed interconnects. These data are use to obtain the

lognormal distribution of Time to Failure as shown in Fig 5.33.

TTF TTF(s) Log(TTF(s)) efrinv(2y-1) y Cumulative %
0.0191 19.1 1.2810334 -1.7269 0.0073 0.73%
0.0208| 20.8 1.3180633 -1.542 0.0146 1.46%
0.0209| 20.9 1.3201463 -1.3383 0.0292 2.92%
0.0255| 255 1.4065402 -1.2677 0.0365 3.65%
0.0318| 31.8 1.5024271 -1.2079 0.0438 4.38%
0.0332| 332 1.5211381 -1.1563 0.0511 5.11%
0.0339| 339 1.6301997 -1.109 0.0584 5.84%
0.0343| 343 1.6352941 -1.0667 0.0657 6.57%
0.0347| 34.7 1.5403295 -1.0285 0.073 7.30%
0.0349| 349 1.5428254 -0.9586 0.0876 8.76%
0.035 35 1.544068 -0.9276 0.0949 9.49%
0.0351| 35.1 1.5453071 -0.8978 0.1022 10.22%
0.0363| 36.3 1.56699066 -0.8426 0.1168 11.68%
0.0366| 36.6 1.5634811 -0.7918 0.1314 13.14%




0.0376| 37.6 1.5751878 -0.7454 0.146 14.60%
0.0388| 38.8 1.5888317 -0.6809 0.1679 16.79%
0.0392] 39.2 1.5932861 -0.6603 0.1752 17.52%
0.0412| 41.2 1.6148972 -0.6215 0.1898 18.98%
0.0414] 41.4 1.6170003 -0.6027 0.1971 19.71%
0.0417| 41.7 1.6201361 -0.5663 0.2117 21.17%
0.0425| 425 1.6283889 -0.5487 0.219 21.90%
0.0433| 433 1.6364879 -0.5302 0.2263 22.63%
0.044 44 1.6434527 -0.465 0.255 25.55%
0.0441| 44.1 1.6444386 -0.449 0.2628 26.28%
0.0444| 44.4 1.647383 -0.4333 0.2701 27.01%
0.046 46 1.6627578 -0.4025 0.2847 28.47%
0.0461| 46.1 1.6637009 -0.3874 0.2920 29.20%
0.0483| 48.3 1.6839471 -0.343 0.3139 31.39%
0.0486| 48.6 1.6866363 -0.3285 0.3212 32.12%
0.0491| 49.1 1.6910815 -0.3142 0.3285 32.85%
0.0505| 50.5 1.7032914 -0.2857 0.3431 34.31%
0.0506| 50.6 1.7041505 -0.2719 0.3504 35.04%
0.0517| &1.7 1.7134905 -0.2442 0.365 36.50%
0.0518[ 51.8 1.7143298 -0.2305 0.3723 37.23%
0.0527| 52.7 1.7218106 -0.19 0.3942 39.42%
0.0531| 53.1 1.7250945 -0.1766 0.4015 40.15%
0.0536| 536 1.7291648 -0.1633 0.4088 40.88%
0.054 54 1.7323938 -0.1368 0.4234 42.34%
0.0541| 54.1 1.7331973 -0.1236 0.4307 43.07%
0.0547| 54.7 1.7379873 -0.1105 0.438 43.80%
0.0559| 559 1.7474118 -0.0714 0.4599 45.99%
0.056 56 1.748188 -0.0582 0.4672 46.72%
0.0578| 57.8 1.7619278 -0.0454 0.4745 47.45%
0.0585| 568.5 1.7671559 -0.0195 0.4891 48.91%
0.0587| 587 1.7686381 -0.0066 0.4964 49.64%
0.0595| 59.5 1.774517 0.0064 0.5036 50.36%
0.0606| 60.6 1.7824726 0.0193 0.5709 51.09%
0.0622| 62.2 1.7937904 0.0582 0.5328 53.28%
0.0626| 62.6 1.7965743 0.0842 0.5474 54.74%
0.0627| 62.7 1.7972675 0.0973 0.5547 55.47%
0.0637| 637 1.8041394 0.1103 0.5620 56.20%
0.0647| 64.7 1.8109043 0.1235 0.5693 56.93%
0.065 65 1.8129134 0.1366 0.5766 57.66%
0.0667| 66.7 1.8241258 0.1631 0.5912 59.12%
0.0668| 66.8 1.8247765 0.1764 0.5985 59.85%
0.0676| 67.6 1.8299467 0.1898 0.6058 60.58%
0.0686| 68.6 1.8363241 0.2168 0.6204 62.04%
0.0691| 69.1 1.839478 0.244 0.6350 63.50%
0.0695| 69.5 1.8419848 0.2578 0.6423 64.23%
0.0699| 69.9 1.8444772 0.2717 0.6496 64.96%
0.07 70 1.845098 0.2857 0.6569 63.69%
0.0708| 70.8 1.8500333 0.2998 0.6642 66.42%




0.0709| 70.9 1.8506462 0.314 0.6715 67.15%
0.0723] 723 1.8591383 0.3283 0.6788 67.88%
0.0729| 729 1.8627275 0.3428 0.6861 68.61%
0.0735] 735 1.8662873 0.3575 0.69347 69.34%
0.0746| 74.6 1.8727388 0.3708 0.7007 70.07%
0.0758| 75.8 1.8796692 0.4023 0.7153 71.53%
0.0773, 77.3 1.8881795 0.4176 0.7226 72.26%
0.0794| 79.4 1.8998205 0.4488 0.7372 73.72%
0.0802| 80.2 1.9041744 0.4648 0.7445 74.45%
0.0817| 81.7 1.9122221 0.5141 0.7664 76.64%
0.0824| 824 1.9159272 0.5311 0.7737 77.37%
0.0833| 83.3 1.920645 0.5484 0.7810 78.10%
0.0837| 837 1.9227255 0.5841 0.7956 79.56%
0.0859| 85.9 1.9339932 0.6406 0.8175 81.75%
0.0875| 87.5 1.9420081 0.6603 0.8248 82.48%
0.0876| 87.6 1.9425041 0.6806 0.8321 83.21%
0.0895| 89.5 1.951823 0.768 0.8613 86.13%
0.0917| 91.7 1.9623693 0.8165 0.8759 87.59%
0.0946| 94.6 1.9758911 0.8423 0.8832 88.32%
0.0964| 96.4 1.984077 0.9271 0.9051 90.51%
0.0971| 97.1 1.9872192 1.028 0.9270 92.70%
0.0977( 97.7 1.9898946 1.0651 0.9343 93.43%
0.0985| 98.5 1.9934362 1.108 0.9416 94.16%

0.115| 115 2.0606978 1.2079 0.9562 95.62%
0.1251| 125.1 2.0972573 1.2677 0.9635 96.35%
0.1381| 138.1 2.1401937 1.4242 0.9781 97.81%
0.1451| 145.1 2.1616674 1.542 0.9854 98.54%

0.157| 157 2.1958997 1.7269 0.9927 99.27%

Table 5.14 The * treated “ data of Time to Failure of grain boundary clusters
in 100 samples of non-annealed interconnect. TTF(s) is the standardize Time to Failure

The distribution of the Time to Failure is determined by many factors associated with the
characteristics of the grain boundary clusters. The analysis of the distribution of the
length of the grain boundary clusters is also important because it determines the
distribution of the Time to Failure. To obtain the distribution of the length of grain

boundary clusters, the similar approach of the Time to Failure is used. The lognormal

distribution of the length of grain boundary clusters are shown in Fig5.34
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Fig 5.33 The plot of lognormal distribution of Time to Failure of
grain boundary clusters in 100 samples of non-annealed interconnects
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Fig. 5.34 Lognormal distributions of length of grain boundary clusters
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Form the above figures, the distribution of the simulated Time to Failure and the grain
boundary clusters obtained from the experiment involving 100 samples of non-annealed
interconnects fit a lognormal distribution function well. The plots of the graphs are of
typical of those observed in other computer simulations reported in the literature[Joo and
Thompson,1994],[Kircheim and Kaeber,1991] [Knowlton, et.al,1997]

V) The Median Time to Failure (MTTF) and The Standard Deviation (DTTF)

From the lognormal distribution graph, the median and the standard deviation of the
Time to Failure and the grain boundary cluster length can be obtained. Table 5.15 shows
the arbitrary and the physical values for the MTTF, and the Median length of grain
boundaries clusters and their respective standard deviations. The Standard deviation

(o gq) is calculated from the slope of the graph and by using eqn(5.20) i.e gradient =

V20

Parameters Scaling Median(arbitrary) | Median(actual) | Std deviation
Factor

Time To Failure 118Hours 0.059 6.962 Hours 0.188

Length of grain| 43um 0.218 9.374 ym 0.154

boundary cluster

Table 5.15 The median and the standard deviation of the Time to Failure and length of
grain boundary cluster.

5.4.3 Results of experiment no.1(b)- non-annealed interconnect lines

i) ‘Weakest link model’ in determining the Time to Failure of interconnect

In the earlier experiment, the analysis done on the grain boundary clusters produced

results which are very encouraging . It has been demonstrated that the distributions of the
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simulated length of the grain boundaries clusters and the Time to Failure gave a very
good fit on the lognormal distribution function. In this experiment, the Time to Failure of
the interconnect is simulated. Basically the method used in determining the Time to
Failure of the interconnect is by adopting the ‘weakest link® model where the
shortest/minimum failure time or (TTF) attain by a grain boundary cluster be the Time to
Failure of the interconnect. The raw data of the Time to Failure obtained from 100
samples of interconnect are shown in Table 5.16. An example to demonstrate the weakest

link model is shown below:-

The non-annealed interconnect sample no 5 ( Fig 5.27(a)) has a total of 3 grain boundary
clusters. The detail of the characteristics of the clusters is shown in the table below
(taken from Table A.1) where Cluster no.1 has a total of 3 grain boundaries, Cluster no.
2 has 5 grain boundaries and Cluster no 3 also has 5 grain boundaries. Cluster no.1 did
not fail because the vacancy concentration did not reach the critical vacancy
concentration level. The reason may be because of the ‘Blech length’ effect where its
total length is shorter than the critical length for failure to occur. Cluster no 2 and no.3
did fail, but since Cluster no 3, recorded a lower value of Time to Failure than Cluster
No 2, therefore Cluster no 3 will fail first , it is the * weakest link’ in the line. Fig 5.35(a)

and Fig 5.35(b) shows the vacancy profile of the grain boundary clusters.

Vacancy Concentration (c/co)

0 0.2 0.4 0.8 0.8 1
Time (1)

Fig.5.35(a) The vacancy concentration response for Cluster no 1 of interconnect sample no 5.
The vacancy concentration does not reach the critical vacancy concentration of 2co
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Vacancy Concentration (c/co)

1 L s L L 3 R 1 " =
] 0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.9 1
Time(t)

Fig. 5.35(a) The vacancy concentration response for Cluster no 2 of interconnect sample no 5 .
The vacancy concentration reach the critical vacancy concentration of 2co at t= 0.0967

Vacancy Concentration (cfco)

0.5 1 1 1 i i i 1 1 i
1] 0.1 0.2 0.3 0.4 0.5 0.8 0.7 0.8 0.9 1

Time(t)

Fig. 5.35(a) The vacancy concentration response for Cluster no 3 of interconnect sample no 5
The vacancy concentration reach the critical vacancy concentration of 2co at t=0.0191

Vacancy Concentration (cico)

0.6 L L I 1 L L L 1 1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Timel(t)

Fig.5.35(b) The vacancy concentration response at all the nodes of Cluster No 1 of interconnect




sample no 5. The upper most line is the vacancy profile at the end of the grain boundary cluster

Vacancy Concentration (c.

i i L i i i i i i
0 0.1 0.2 0.3 0.4 0.5 0.8 9.7 0.8 0.9 1
Timael(t)

Fig.5.35(b) The vacancy concentration response at all the nodes of Cluster No 2 of interconnect
sample no 5. The upper most line is the vacancy profile at the end of the grain boundary cluster

Vacancy Concentration (c/co)

0.5

0 0’1 Dl2 D.3 D‘l 0’5 O‘B U.T Djﬁ UIQ 1
Time(t)
Fig.5.35(b) The vacancy concentration response at all the nodes of Cluster No 3 of interconnect
sample no 5. The upper most line is the vacancy profile at the end of the grain boundary cluster

CLIP No of Cluster No Cluster No. of GB TTF | TTF OF SAMPLE
clusters length
0.4-0.49 3 1 0.0901 3 - -
2 0.1428 5 0.0967
3 0.244 5 0.0191 0.0191

clipping from Table A.1

0.0191 0.0392 0.0517 0.0684 | 0.0892

0.0208 0.0412 0.0518 0.0686 | 0.0985

0.0209 | 0.0414 | 0.0523 0.0691 0.1048

0.0255 0.0416 0.0527 0.0695

0.0318 | 0.0433 | 0.0531 0.0699

0.0332 0.0437 0.0538 0.07

0.0339 0.0438 0.0541 0.0709




0.0349 0.0438 0.0547 0.0723
0.0349 0.044 0.0549 0.0729
0.035 0.0441 0.0559 0.0735
0.0351 0.0444 0.0584 0.0746
0.0352 0.0456 0.0585 0.0773
0.0363 0.046 0.0626 0.0778
0.0366 0.0461 0.0626 0.0802
0.0366 0.0479 0.0627 0.0817
0.0376 0.0483 0.0637 0.0835
0.0376 0.0486 0.065 0.0854
0.0381 0.0491 0.0667 0.0875
0.0386 0.0494 0.0667 0.0876
0.0388 0.0506 0.0676 0.0879

Table 5.16 The raw data of the Time to Failure of interconnects

obtained from 100 samples of non-annealed interconnects

ii) The distribution of the Time to Failure, Median Time to Failure and Deviation

Time to Failure

The same procedure( as in the previous experiment) is applied to obtain the distribution
of the Time to Failure . The ‘treated’ data of the Time to Failure of the interconnects is
shown in Table A1.2 in Appendix Al. Fig 5.36 shows the distribution of the simulated
Time to Failure of the interconnects which again fits a lognormal distribution function
quite well. The Median Time to Failure (MTTF) calculated is 0.05175 which corresponds
to 6.1 hours and the Deviation Time to Failure (DTTF) calculated is 0.148. The MTTF
and DTTF from experimental results of [Cho and Thompson, 1989] for as-deposited

interconnect line ( without annealing) is 9.8 hours and 0.197 respectively.
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Fig 5.36 Lognormal distribution of the Time to Failure of the interconnects

obtained from 100 samples of non-annealed interconnects

5.4.4 Results of experiment no.2(a)- annealed grain boundary clusters

In the literature, normally the Al film which have been annealed will have a better
lifetime than non-annealed Al film. The effect of annealing of the Al film is to produce a
larger grain size and longer grain boundaries which has a direct effect on the
electromigration lifetime of interconnect. .In the current work, the annealing simulation
is not run as long as it would be as in a real experiments, however it is sufficient to make

an analysis of its effect on the grain boundary structure and the Time to Failure.




i) Data of the length of grain boundary cluster and its Time to Failure

In experiment no.2(a) , 100 samples of annealed interconnect are produced from 10
samples of annealed Al films as shown previously in Fig5.28(a)-Fig5.28(j). The results
of the length of grain boundary cluster and the Time-to-failure in arbitrary units

obtained are summarised in Table 5.16 and 5.17 below ( data taken from Table A2.1).

0.0256 0.0743 0.118 0.1458 0.1668 0.2183 0.2771
0.0256 0.0815 0.1184 0.1477 0.1669 0.2187 0.2787
0.027 0.082 0.1189 0.1477 0.1696 0.2188 0.279
0.0317 0.0828 0.1213 0.1499 0.1699 0.2204 0.2791
0.0334 0.0844 0.1213 0.1505 0.172 0.2245 0.2805
0.034 0.0855 0.1217 0.1514 0.1751 0.227 0.2822
0.0372 0.086 0.1218 0.1515 0.1769 0.2286 0.2823
0.0378 0.0869 0.1232 0.1518 0.1772 0.2305 0.2913
0.0388 0.0889 0.1237 0.1525 0.1782 0.2308 0.2956
0.0405 0.0893 0.1256 0.1528 0.1832 0.2309 0.3084
0.0415 0.0894 0.1261 0.1536 0.1858 0.2349 0.31
0.0425 0.0926 0.1273 0.1536 0.1875 0.2364 0.3113
0.043 0.0931 0.1278 0.1542 0.1885 0.2373 0.3276
0.0451 0.0963 0.1294 0.1543 0.1902 0.2422 0.3282
0.0469 0.0981 0.1299 0.1551 0.1913 0.2425 0.3364
0.0469 0.0989 0.1306 0.1559 0.1939 0.2458 0.3418
0.0478 0.1 0.1307 0.1564 0.1967 0.2466 0.3536
0.0492 0.1022 0.1308 0.1564 0.1969 0.249 0.3609
0.0586 0.1026 0.1308 0.1569 0.198 0.2515 0.3631
0.062 0.103 0.131 0.1588 0.2003 0.2516 0.3645
0.0627 0.1085 0.1319 0.1591 0.2015 0.253 0.3662
0.0644 0.1089 0.1346 0.1608 0.2036 0.2568 0.3689
0.0645 0.1098 0.1351 0.1609 0.2076 0.2579 0.3746
0.067 0.1121 0.1357 0.1614 0.2082 0.2581 0.3958
0.0687 0.1124 0.1362 0.1619 0.2085 0.26 0.3959
0.069 0.1149 0.1387 0.1625 0.2094 0.2604 0.3964
0.071 0.1156 0.1393 0.1638 0.212 0.2656 0.4122
0.0722 0.1159 0.1395 0.165 0.2137 0.2669 0.4164
0.0725 0.1168 0.1403 0.1656 0.2164 0.2684 0.4417
0.073 0.1177 0.1452 0.1664 0.2182 0.2732 0.455

Table 5.16 The length of grain boundary cluster (arbitrary units) in the 100

samples of annealed interconnects arranged in ascending order.

0.0326

0.044

0.0549

0.0654

0.081

0.0916

0.19

0.0326

0.0442

0.055

0.0658

0.0811

0.0919
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0.0328 0.0443 0.0552 0.0658 0.0811 0.0925

0.0331 0.0448 0.056 0.0661 0.0812 0.093

0.0333 0.0453 0.056 0.0665 0.0823 0.0934

0.0342 0.0458 0.056 0.0674 0.083 0.0947

0.0342 0.0473 0.0563 0.0675 0.0837 0.0961

0.0344 0.0494 0.0565 0.069 0.0848 0.0987

0.0359 0.05 0.0568 0.0707 0.0849 0.0993

0.0367 0.0501 0.0576 0.0716 0.085 0.1069

0.0367 0.0501 0.0576 0.0737 0.0855 0.1126

0.0385 0.0504 0.0603 0.0743 0.0855 0.1173

0.0392 0.0511 0.0614 0.0743 0.086 0.1287

0.0394 0.0515 0.0617 0.0749 0.0861 0.1299

0.0416 0.0518 0.0619 0.0751 0.0866 0.1407

0.0424 0.0524 0.0623 0.0768 0.0867 0.148

0.0425 0.0526 0.0637 0.078 0.0868 0.1497

0.0427 0.0527 0.0641 0.0799 | 0.0868 0.1524

0.0435 0.0536 0.0647 0.0806 | 0.0896 0.1762

0.0437 0.0539 0.0647 0.0808 0.0902 0.184

Table5.17 The Time to Failure of grain boundary clusters in the 100 samples of

annealed interconnects arranged in ascending order.

From the summarised data shown in Table 5.16 and 5.17, the range of the length of the
cluster obtained from the simulation is between 0.0256 ( shortest length) - 0.455
( longest length) and the Time to Failure obtained is between 0.0326( the fastest time) -
0.19( the slowest time). Translating into the actual values, the length of the grain
boundary cluster lies in the range of 1.1 um-1956um( scale = 43 um ) giving a physical
time in the range of 3.85 hrs-22.42 hrs (the time scale used is n=118hrs). From the raw
data observation, the initial results of the simulated annealed interconnects is in
agreement with the literature[Cho and Thompson,1989] where the values of the length of
grain boundary clusters and the Time to Failure indicates a higher value than the

simulated non-annealed interconnects as expected.

ii) The distribution of the number of cluster and number of grain boundaries

Fig 5.36 shows the distribution of the simulated number of cluster found per interconnect

while Fig 5.37 shows the distribution of the simulated number of grain boundaries found

in per cluster obtained from 100 samples of annealed interconnects.
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Fig 5.36 Distribution of the simulated number of cluster found per

interconnect obtained from 100 samples of annealed interconnects
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Fig 5.37 Distributions of the simulated number of grain boundaries

found per cluster obtained from 100 samples of annealed interconnects

iii)  The distribution of length of grain boundary cluster and Time to Failure

Fig 5.38 below shows the histogram and the cumulative distribution of the length of the
grain boundary cluster, while Fig5.39 shows the cumulative distribution of the Time to

Failure of the grain boundary clusters.
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Fig 5.38 The histogram and the cumulative distributions of the simulated length

of grain boundary cluster in 100 sample of annealed interconnect
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Fig5.39 The cumulative distribution of Time to Failure of grain boundary
clusters found in 100 samples of annealed interconnect

iv) The distribution of the Time to Failure, Mean Time to Failure and standard

deviation

The same procedure( as in the previous experiment) is applied to obtain the distribution
of the length of grain boundary clusters and Time to Failure . The ‘treated’ data of the
Time to Failure of grain boundary cluster are shown in Table A2.1 of Appendix A . Fig

5.40 shows the distribution of the simulated length of grain boundary clusters and Fig




5.41 the distribution of the simulated Time to Failure of the grain boundary clusters

interconnects which both fit well of a lognormal distribution
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Fig5.40 Lognormal distribution of the length of grain boundaries obtained

from 100 samples of annealed interconnects
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Fig 5.41 The lognormal distribution of the Time to Failure of grain boundary

clusters obtained from 100 samples of annealed interconnects

Parameters Scaling Median(arbitrary) | Median(actual) | Std deviation
Factor

Time To Failure 118Hours 0.067 7.9 Hours 0.198

Length of grain| 43um 0.218 9.374 um 0.157

boundary cluster

Table 5.18 The median and the standard deviation of the Time to Failure and length of
grain boundary cluster.

From the simulation results obtained, the median Time to Failure is higher ( 1 hour) for

the annealed interconnects than the non-annealed interconnects. The median length of

grain boundaries is about the same for both the non-annealed and annealed interconnects.
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5.4.5 Results of experiment no.2(b)- annealed interconnects

(i) Data of Time to Failure

The same approach is applied in determining the simulated Time to Failure of the

interconnect by the ‘weakest link model’. The raw data on the Time to failure of the

interconnects are shown in Table5.19 below.

0.0326 | 0.0443 0.0565 0.078
0.0326 | 0.0448 0.0568 0.0799
0.0328 | 0.0453 0.0576 0.0811
0.0331 0.0458 0.0576 0.0849
0.0333 | 0.0494 0.0603 0.086
0.0342 0.05 0.0614 0.0866
0.0342 | 0.0501 0.0617 0.0867
0.0344 | 0.0501 0.0623 0.0868
0.0359 | 0.0504 0.0637 0.0868
0.0367 | 0.0515 0.0641 0.0896
0.0367 | 0.0518 0.0647 0.0919
0.0385 | 0.0524 0.0654 0.0934
0.0392 | 0.0526 0.0658 0.0947
0.0416 | 0.0527 0.0674 0.1069
0.0424 | 0.0539 0.0675 0.1126
0.0425 | 0.0549 0.069 0.1173
0.0427 | 0.0552 0.0716 0.1299
0.0435 0.056 0.0743 0.148
0.0437 0.056 0.0749 0.1497
0.044 0.0563 0.0768

Table 5.19 The arbitrary Time to Failure of interconnects
obtained from 100 samples of annealed

interconnects.

From Table 5.19 , the raw data on Time to Failure suggest the range of the Time to
Failure is between 0.0326 and 0.1497 which corresponds to the physical time of between
3.846 hours and 17.66 hours with the same time scale used(118hrs).
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ii) The distribution of the Time to Failure, Mean Time to Failure and standard

deviation

The same procedure( as in the previous experiment) is applied to obtain the distribution
of the Time to Failure . The ‘treated’ data of the Time to Failure of the interconnects are
shown in Table A.2.2 in Appendix A2 . Fig 5.42 shows the distribution of the simulated
Time to Failure of the interconnects which fits well of a lognormal distribution
function. The Median Time to Failure (MTTF) calculated is 0.0561 which corresponds to

6.63 Hours and the standard deviation calculated is 0.179
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Fig 5.42 Lognormal distribution of the simulated Time to Failure

of interconnects obtained from 100 samples of annealed interconnects




Comparing the Medium Time to Failure between the non-annealed and annealed
interconnects, the results shows that the annealed interconnect produce higher MTTF of
about 0.6 hours than the non-annealed interconnects but both appear to display a log
normal distribution. Although the values of the MTTF and DTTF is not as high
compared to [Cho and Thomson,1989] which the MTTF is 26.3 hours and DTTF is 0.465
, the results may be reasonable because of the small time used in the annealing process.

However the results shows that annealing process does improve the MTTF as expected. .

5.4.6 Results of experiment no.3 - The effect of Time to Failure with varying

interconnect width.

i) The samples under investigation

In this simulation, the effect of varying the width of the interconnect by keeping the
length of interconnect constant is analysed. The first five samples of non-annealed Al
films [ Fig 5.27(a)-5.27(e)] are again used in the study to investigate these effects. The
width/length ratio of the interconnect under investigation are made up of a) 0.04, b)0.075
c) 0.1d) 0.15 e) 0.2 samples. The detailed results of the Time to Failure are shown in
Table A.3 in Appendix A3. The distribution of the simulated number of clusters of all
the samples are shown in Fig5.44(a)-5.44(e)
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Fig5.44(a) The distribution of simulated number of cluster for sample a)0.04
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Fig 5.44(b) Distribution of simulated number of clusters in sample b)0.075

Number of interconnects

1 2 3 ' 4

Number of clusters per interconnect

Fig 5.44(c) Distribution of simulated number of clusters in sample ¢)0.1
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Fig 5.44(d) Distribution of simulated number of clusters in sample d)0.15
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Fig 5.45 The distribution of cluster length of sample a)0.04

ii) Analysis of simulation results of Time to Failure

The raw data of the simulated Time to Failure for each set of the samples above are
shown in Table5.20. The data of the Time to Failure are in terms of the percentages of
interconnects which fails. The results obtained shows that only 30% of the interconnects

of sample (a) fails , 70 % of sample (b), 90% of sample ( c¢) and the other samples (d) and
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(e) record 100 % failure. As the interconnect width/length ratio are decreased, less and

less failure is observed because the interconnect are geared towards bamboo structure as

can be seen from the distribution of the number of cluster in Fig 5.44(a). Another reason

is the * Blech length’ effect, as can be seen from Fig5.45 where about 60% of the cluster

lengths, is below the critical length for failure ( cluster length <0.1325 more or less did

not failed )

% TTF(a) |% TTF(b) |% TTF(c) |% TTF(d) |% TTF(e)

1] 0.0128 [1.538462] 0.011 2| 0.0108 |0.344828| 0.0129 |4.347826 0.0133
2| 0.0129 [3.076923| 0.0127 4] 00133 |6.896552| 0.0147 [8.695652| 0.0146
3| 0.0132 |4.615385 0.0136 6| 0.015 |10.34483| 00157 [13.04348 0.0154
4] 0.0134 [6.153846| 0.0137 8| 0.0172 | 13.7931 | 0.0163 | 17.3913 0.0173
5 0.0151 |7.692308| 0.014 10| 0.0173 [17.24138| 0.017 |21.73913 0.0195
6| 0.0159 [9.230769| 0.0142 12| 0.018 |20.68966| 00171 |26.08696 0.0197
7] 0.0169 [10.76923| 0.0142 14| 0.0184 |24.13793| 0.0185 |30.43478 0.02
8| 0.0173 [12.30769| 0.0149 16| 0.0186 |27.58621| 0.0193 [34.78261 0.0203
9] 0.0173 [13.84615| 0.0155 18] 0.0187 |31.03448| 0.0212 [39.13043 0.0221
10| 0.0198 [15.38462| 0.016 20| 0.0187 |34.48276| 0.0229 |43.47826 0.0231
11| 0.0199 [16.92308| 0.0169 22| 0.0191 |37.93103| 00237 |47.82609 0.0242
12| 0.0207 |18.46154] 0.0172 24| 0.0193 |41.37931| 0.0249 |52.17391 0.0247
13[ 0.0218 20| 0.0178 26| 0.0194 |44.82759| 0026 |56.52174 0.0259
14| 0.0218 |21.53846 0.0182 28] 0.0198 |4827586| 0.026 [60.86957 0.0262
15| 0.0234 [23.07692| 0.0189 300 0.0201 |51.72414| 0.0267 [65.21739 0.0311
16| 0.0256 |24.61538| 0.02 32| 0.0209 |5517241| 00268 |69.56522 0.0324
17| 0.0257 |26.15385| 0.0209 34| 00215 |5862069| 0.0272 |73.91304 0.0347
18| 0.026 |27.69231| 0.0215 36| 0.0217 |62.06897 | 0.0296 |78.26087 0.0518
19| 0.0262 [29.23077| 0.022 38| 00221 |6551724| 00297 | 82.6087 0.0524
20| 0.0263 [30.76923| 0.0221 40| 0.0224 |68.96552| 0.0323 [86.95652 0.0542
21| 0.0279 [32.30769| 0.0229 42| 0.0249 |72.41379| 0.0361 [91.30435 0.06
22| 0.029 [33.84615| 0.0231 44| 0.0263 |75.86207| 0.0366 [95.65217 0.0792
23| 0.0295 [35.38462| 0.0233 46| 0.0263 |79.31034| 0.0382 100 0.0833
24| 0.0298 [36.92308| 0.0256 48] 0.0273 |82.75862| 0.043
25| 0.0307 [38.46154] 0.0261 50| 0.0275 | 86.2069 | 0.0435
26| 0.0442 40| 0.0264 52| 0.0277 |89.65517| 0.0456
27| 0.0741 |41.53846| 0.0265 54| 0.0279 |93.10345| 0.0496
28| 0.0744 [43.07692| 0.0273 56| 0.028 |96.55172| 0.0628
29| 0.0756 |44.61538| 0.0275 58] 0.0286 100 0.0842

46.15385| 0.0276 60| 0.0307

47.69231| 0.0288 62| 0.0339

47.69231| 0.029 64| 0.0346

50.76923| 0.0299 66| 0.0346

52.30769| 0.0309 68| 0.0352

53.84615| 0.0337 70| 0.0361

55.38462| 0.0365 72| 0.0368
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56.92308| 0.0399 74| 0.0407
58.46154| 0.0403 76| 0.0494
60| 0.0413 78| 0.05

61.53846| 0.0414 80| 0.0635
63.07692| 0.045 82| 0.0686
64.61538| 0.0485 84| 0.0716
©66.156385| 0.0505 86| 0.078

67.69231| 0.0511 88| 0.0802
69.23077| 0.0582
70.76923| 0.0588

Table 5.20 The Time to Failure for the 5 samples of Al films with different width/length
ratio

The physical Time to Failure are shown in Table 5.21 below

Sample Arbitrary range | Time scale ActualTime range(hrs)
(a) 0.04 0.0128-0.0756 118 1.51-8.92

(b) 0.075 0.011-0.0588 118 1.29 -6.94

(c)0.1 0.0108-0.0802 118 1.27-9.46

(d) 0.15 0.0129-0.0842 118 1.52-9.94

(e)0.2 0.0133-0.0833 118 1.56 -9.83

Table 5.21 The physical Time to failure of samples

Fig 5.46 shows the simulated Time to Failure graphs of all the samples in terms of the
percentage of the interconnects which have failed with its Time to Failure profile. From
the graphs, sample (c),(d) and (e) have the highest percentage of interconnects that have
failed and sample (a) has the lowest percentage failures. The reasons for this has been
discussed earlier where sample(a) and (b) has few interconnects having bamboo structure
which is resistant to electromigration along its grain boundaries. The only way that
failure occurs through electromigration is by bulk diffusion which is not considered in
the current work. The other reason is because of cluster length is not long enough for the
stress/vacancy to reach the critical value for failure to occur. For sample c,d and e , their
cluster length and their internal grain boundary structure supports the stress/ vacancy

flow along its grain boundaries required to reach the critical value for failure to occur.
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Fig 5.46 The % of samples with their simulated Time to Failure ( arbitrary units) profile

where sample a=0.04, b=0.075, ¢=0.1, d=0.15 and e=0.2

iii) The distribution of Time to Failure

The lognormal distributions of the simulated Time to Failure for the samples are shown

in Fig5.47( sample(a)), Fig5.48(sample(b)), Fig5.49(sample ( c)), Fig 5.50(sample(d)) and
Fig5.51(sample(e)).

266



erfinv(2y-1)

-15

21

23
Log TTF
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Fig 5.48 The lognormal distribution of simulated Time to failure of sample (b)
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Fig 5.49 The lognormal distribution of simulated Time to failure of sample (c)
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Fig 5.50 The lognormal distribution of simulated Time to failure of sample (d)

erfinv(2y-1)

1.8 1

0.5

-0.5

15

23 25 27 2.9 3.1
Log TTF

Fig 5.51 The lognormal distribution of simulated Time to failure of sample (e)




iv. The Median Time to Failure and the Standard deviation

From the lognormal distribution graphs of the simulated Time to Failure, the Median
Time to Failure and their standard deviation (calculating its slope gradient) can be

obtained and are shown in Table 5.22

Sample MTTF(arbitrary MTTF(actual time) DTTF 3
units) _

a(0.04) 0.052 6.1360 0.323

b(0.075) 0.0295 3.4810 0.261

¢(0.1) 0.0275 3.2450 0.207

d(0.15) 0.0263 3.1034 0.177

d(0.2) 0.0245 2.891 0.165

Table5.22 The Median Time to Failure and standard deviation of Time to Failure

Median Time to Failure (Hrs)

0 0.05 0.1 0.15 0.2 0.25 0.3
Interconnect width/length ratio

Fig5.52(a) The MTTF as function of interconnect width-to length ratio
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Fig5.52(b) The DTTF as a function of interconnect width-to-length ratio

Fig 5.52(a) and 5.52(b) show the Median Time to Failure and the standard deviation as
the interconnect width/length ratio is varied. As the width/length ratio is decreased, the
Median Time to Failure is observed to increase almost exponentially but the deviations of
the Time to Failure are also increasing exponentially . This characteristic has been
observed in the experiment by [Cho,and Thompson,1989] as shown in Fig 1.1 in
Chapter 1. In the experiment [Cho and Thompson, 1989] have demonstrated that as the
linewidth/grain size is decreased, at first the MTTF start to decreased, but as the
linewidth/grain size ratio is decreased further to about w/d <3, a simultaneous increase
of both MTTF and DTTF is observed. The sharp rise in the Time to Failure is observed as
it approaches the width/length ratio of 0.04 as in sample (a) due to the bamboo effects
as mentioned earlier. A sharp increase of the Deviation of the Time to Failure is also
observed in the simulation results. The Deviation of Time to Failure is based on the
calculation of the gradient of the slope. The slope of sample (a) in Fig 5.47 is seen to
have sharper gradient than the other samples and this gives a higher values for the
standard deviation. As can be seen in Fig 5.47, there are fever data points because there
are fewer grain boundary clusters which fail. This constitute to the large deviation of

Time To Failure between the large time and small time.
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One of the objectives of the current study is to analyse the effect of the scaling of the
interconnect on the distribution of the Time to Failure. In this experiment, the same data
of Time to Failure obtained from the interconnect sample (experiment no.1) are used,
except the analysis are done for the first grain boundary cluster instead of analysing all
the other cluster found in the interconnect. By using this method, the interconnect have

been scaled by a (1/length of cluster no 1). The results are shown in Table 5.23 and the

5.4.7 The effect of scaling of interconnect on the distribution of Time to Failure

distribution of the Time to Failure in Fig 5.53

TTF TTF(s) |Log(TTF(s)|erfinv(2y- y Cumulative %
) 1)

0.0209| 20.9 1.3201463 | -1.3172 | 0.03125 3.13%
0.0318| 31.8 1.5024271 | -1.1851 | 0.046875 4.69%
0.0332| 33.2 1.5211381 | -1.0848 | 0.0625 6.25%
0.0339| 339 1.5301997 | -1.0025 | 0.078125 7.81%
0.035 35 1.544068 -0.932 | 0.09375 9.38%
0.0352] 352 1.5465427 | -0.8696 | 0.109375 10.94%
0.0363| 36.3 1.5599066 | -0.8134 0.125 12.50%
0.0366| 36.6 1.5634811 | -0.7142 | 0.15625 15.63%
0.0366| 36.6 1.5634811 | -0.7142 | 0.15625 15.63%
0.0376| 376 1.5751878 | -0.6273 | 0.1875 18.75%
0.0376| 37.6 1.5751878 | -0.6273 | 0.1875 18.75%
0.0386| 386 1.5865873 | -0.5873 |0.203125 20.31%
0.0412] 412 16148972 | -0.549 | 0.21875 21.88%
0.0416| 416 1.6190933 | -0.5123 | 0.234375 23.44%
0.0425| 425 1.6283889 | -0.4769 0.25 25.00%
0.0433| 433 1.6364879 | -0.4427 | 0.265625 26.56%
0.0437| 437 1.6404814 | -0.4095 | 0.28125 28.13%
0.0438| 438 1.6414741 | -0.3772 | 0.296875 29.69%
0.044 44 1.6434527 | -0.3456 | 0.3125 31.25%
0.0456| 456 1.6589648 | -0.3147 |0.328125 32.81%
0.0483| 483 1.6839471 | -0.2844 | 0.34375 34.38%
0.0491| 49.1 1.6910815 | -0.2547 | 0.359375 35.94%
0.0494| 494 1.6937269 | -0.2253 0.375 37.50%
0.0506| 50.6 1.7041505 | -0.1964 | 0.390625 39.06%
0.0513| 51.3 1.7101174 | -0.1677 | 0.40625 40.63%
0.0523] 623 1.7185017 | -0.1394 | 0.421875 42.19%
0.0527| 52.7 1.7218106 | -0.1112 | 0.4375 43.75%
0.0531| 53.1 1.7250945 | -0.0833 | 0.453125 45.31%
0.0538| 53.8 1.7307823 | -0.0554 | 0.46875 46.88%
54 1.7323938 | -0.0277 | 0.484375 48.44%




0.0541| 541 1.7331973 0 0.5 50.00%
0.0547| 54.7 1.7379873 | 0.0277 | 0.515625 51.56%
0.0549| 54.9 1.7395723 | 0.0554 | 0.53125 53.13%
0.0555| 55.5 1.744293 | 0.0833 | 0.546875 54.69%
0.0584| 58.4 1.7664128 | 0.1112 0.5625 56.25%
0.0585| 58.5 1.7671559 | 0.1394 |0.578125 57.81%
0.0616{ 61.6 1.7895807 | 0.1677 | 0.59375 59.38%
0.0617| 61.7 1.7902852 | 0.1964 | 0.609375 60.94%
0.0626] 62.6 1.7965743 | 0.2253 0.625 62.50%
0.0647| 64.7 1.8109043 | 0.2547 | 0.640625 64.06%
0.0667| 66.7 1.8241268 | 0.3147 | 0.671875 67.19%
0.0667| 66.7 1.8241258 | 0.3147 |0.671875 67.19%
0.0684| 684 1.8350661 | 0.3456 0.6875 68.75%
0.0686| 68.6 1.8363241 | 0.3772 |0.703125 70.31%
0.0695| 69.5 1.8419848 | 0.4095 | 0.71875 71.88%
0.0729| 729 1.8627275 | 0.4427 |0.734375 73.44%
0.0778| 77.8 1.8909796 | 0.4769 0.75 75.00%
0.0794] 794 1.8998206 | 0.5123 | 0.765625 76.56%
0.0802| 80.2 1.9041744 | 0.549 0.78125 78.13%
0.0817 81.7 1.9122221 | 0.5873 | 0.796875 79.69%
0.0837| 837 1.8227255 | 0.6273 0.8125 81.25%
0.0854] 854 1.9314579 | 0.6695 | 0.828125 82.81%
0.0859| 859 1.9339932 | 0.7142 | 0.84375 84.38%
0.0875| 87.5 1.9420081 | 0.7619 | 0.859375 85.94%
0.0878| 87.8 1.9434945 | 0.8134 0.875 87.50%
0.0895| 89.5 1.951823 | 0.8696 |0.890625 89.06%
0.0905| 90.5 1.9566486 | 0.932 0.90625 90.63%
0.0946| 946 1.9758911 | 1.0025 |0.921875 92.19%
0.0951| 95.1 1.9781805 | 1.0848 0.9375 93.75%
0.0964| 96.4 1.984077 | 1.1851 | 0.953125 95.31%

0.097 97 1.9867717 | 1.3172 | 0.96875 96.88%
0.0971| 971 1.9872192 | 1.523 | 0.984375 98.44%

Table 5.23 The simulated Time to Failure of the first grain boundary cluster
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Fig 5.53 The lognormal distribution of simulated Time to Failure of the first

grain boundary cluster

Based on Fig 5.53, the distribution of the Time to Failure also follows the lognormal
distribution. The effect of scaling does not change the distribution of the Time to Failure
because one of the factor that determines the distribution is the distribution of the cluster
length which in this experiment also produces a lognormal distribution function as shown

in Fig 5.54 below.
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Fig 5.54 The lognormal distribution of simulated length of first grain boundary

cluster

5.4.8 The effect of the number of grain boundaries in a cluster(of different length)

on the Time to Failure

The Time to Failure of interconnects depends on the microstructure of the grain
boundaries in the interconnect. In this simulation of the Time to Failure, the effect of the
number of grain boundaries which of various length in a cluster is analysed. The
objective is to investigate whether the number of grain boundaries in a cluster produces
shorter or longer electromigration lifetime. The results of the simulated Time to Failure

is shown in Table 5.25 and in Fig 5.55 below.
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% TTF % TTF  |% TTF % Cluster| TTF % TTF
Cluster (GB=3) [Cluster (GB=5) |Cluster (GB=7) (GB=9) |Cluster |(GB=11)

1.25| 0.0209 |1.754386| 0.0191 |3.225806 0.0208 4347826 | 0.0318 |4.545455| 0.0332

25| 0.0255 (3.508772| 0.0209 |6.451613 0.0339 8.695652 | 0.0349 [9.090909| 0.0349

3.75| 0.0437 |5.263158| 0.0343 [9.677419| 0.0347 13.04348 | 0.0351 |13.63636| 0.035

5| 0.0444 |7.017544| 0.0376 |12.90323 0.0352 17.3913 | 0.0366 [18.18182| 0.0363

6.25| 0.0479 | 877193 | 0.0414 [16.12903 0.0381 21.73913 | 0.0376 |22.72727| 0.0366

7.5] 0.0517 |10.52632| 0.0441 [19.35484| 0.0392 26.08696 | 0.0388 |[27.27273| 0.0386

8.75| 0.054 12.2807 | 0.0444 |22.58065 0.0433 30.43478 | 0.0416 ([31.81818| 0.0401

10| 0.0616 |14.03509| 0.0461 (25.80645| 0.0438 34.78261| 0.0417 |[36.36364| 0.0412

11.25| 0.0622 |15.78947| 0.0486 |29.03226| 0.0471 39.13043 | 0.0425 |40.90909| 0.0438

12.5| 0.0627 |[17.54386| 0.0491 |32.25806 0.0494 43.47826 | 0.0456 |45.45455| 0.044

13.75| 0.0667 |19.29825| 0.0523 |(35.48387 0.0506 47.82609  0.0505 50 0.046

15| 0.0676 |21.05263| 0.0536 |38.70968| 0.0513 52.17391| 0.0541 (54.54545| 0.0483

16.25| 0.0684 |22.80702| 0.0559 [41.93548| 0.0518 56.52174 | 0.0547 (59.09091| 0.0526

17.5| 0.0689 | 24.5614 | 0.0578 |45.16129( 0.0527 60.86957 | 0.0555 |(63.63636( 0.0538

18.75| 0.0756 |[26.31579| 0.0584 | 48.3871 0.0531 65.21739( 0.056 (68.18182| 0.0587

20 0.0809 ([28.07018( 0.0595 | 51.6129 0.0617 69.56522  0.0585 |(72.72727| 0.0606

21.2| 0.0817 |29.82456| 0.0626 |54.83871 0.0695 [73.91304| 0.0637 |77.27273| 0.0668

22.5| 0.0837 |31.57895| 0.0626 |58.06452 0.0735 78.26087 | 0.0691 (81.81818| 0.0729

23.75| 0.084 33.33333| 0.0647 |61.29032 0.0778 82.6087 | 0.0699 |86.36364| 0.0758

25| 0.0859 (35.08772| 0.065 |64.51613 0.0794 86.95652 | 0.0746 (90.90909| 0.0824

26.25| 0.0951 |[36.84211| 0.0667 |67.74194 0.0812 91.30435| 0.0876 |95.45455| 0.0971

27.5| 0.0964 |38.59649| 0.0686 |70.96774 0.0835 95.65217 | 0.1048 100 0.1381

28.75| 0.1266 |40.35088| 0.07 |74.19355 0.0854 100 0.1251

30| 0.1451 (42.10526| 0.0708 |77.41935 0.0875

31.25] 0.157 [43.85965| 0.0709 |80.64516 0.0895

45.61404| 0.0723 |83.87097 0.0805

47.36842| 0.0773 |87.09677| 0.0977

49.12281| 0.0802 |90.32258 0.115

50.87719| 0.0833

52.63158| 0.0854

54.38596| 0.0878

56.14035| 0.0879

57.89474| 0.0892

59.64912| 0.0917

61.40351| 0.0946

63.15789| 0.096

64.91228| 0.0967

66.66667| 0.097

68.42105| 0.0985

70.17544| 0.1686

Table 5.25 The Time to Failure of various number of grain boundaries
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Fig 5.55 The Time to Failure profile of various number of grain boundaries

From the results shown above, for the grain boundary cluster with a total of 3 grain
boundaries , the range of arbitrary Time to Failure is between 0.0209-0.157 which in
physical time is between 2.46 hours-18.53 hours. For 5 grain boundary cluster, the range
is between 0.0191(2.25hours)-0.1686(19.8%hours), 7 grain boundary cluster it ranges
from 0.0208(2.45hours)-0.115(13.57hours), 9 grain boundaries it ranges from
0.0318(3.75hrs)-0.1251(14.76hours) and for 11 grain boundaries the earliest failure time
is 0.0302(3.56hours) and the latest failure time is 0.1381(16.29 hours). This result shows
that the number of grain boundaries in a cluster does not have a great impact on deciding
how fast or slow the Time to Failure. However from the data and the graph, it shows that
the number of grain boundaries will affect the % failure of the interconnect where a
smaller number of grain boundaries in a cluster will have a smaller percentage of failure

because with a small number of grain boundaries in a cluster, the probability that it has a
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longer cluster length than the critical length(Blech length) is small. It can be confirmed
that the Time to Failure depends on a variety of factors which include 1)the cluster length,
i1) individual grain boundaries length, the diffusivities and the angle of orientation of the
grain boundaries. The overall length of the grain boundary cluster has a direct effect on
the number of failures ( %) but does not have a direct effect on the Time to Failure. It is
quite difficult at this stage to draw any conclusion which of these factors mentioned

above are dominant it determining the Time to Failure.

5.4.9 Results of the simulation of Time to Failure between the lumped element

model and the signal delay.

All the simulation results of the Time to Failure discussed earlier have been obtained by
the lumped element model which has been very successful in demonstrating the
behaviour of electromigration in the interconnects. Another method of obtaining the
Time to Failure is by using the signal delay . This method has been used in the single
grain boundary and the ‘self generated” complex grain boundary and the analysis of the

results shows that it is comparable with the lumped element model.

In this experiment, the same five samples of Al film as in the last experiment have also
been used to make the comparison study and the detailed results of the Time to Failure
recorded by both i.e. the lumped element model and the signal delay are shown in Table

A.4 in Appendix A4. The summary of the results are shown in Table 5.26 below.

TTF cluster (model) TTF cluster (elmore) TTF TTF
sample(model) | sample(elmore)

0.0686 0.0601 0.0686 0.0601
0.0111 0.0143 0.0111 0.0143
0.0207 0.0222 0.0212 0.0285
0.0212 0.0285 0.0182 0.0243
0.0302 0.0348 0.0276 0.0335
0.0182 0.0243 0.0169 0.021
0.0624 0.0534 0.0195 0.0231
0.0276 0.0335 0.0196 0.0209
0.0169 0.021 0.0324 0.0289
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0.0516 0.0533 0.05 0.0501
0.0195 0.0231 0.0197 0.0334
0.0551 0.0522 0.0215 0.0258
0.0342 0.0401 0.0226 0.0339
0.0196 0.0209 0.0209 0.0186
0.0465 0.0438 0.0238 0.0263
0.0324 0.0289 0.0227 0.0227
0.05 0.0501 0.0184 0.0182
0.0197 0.0334 0.0167 0.0133
0.0215 0.0258 0.0163 0.0186
0.0295 0.0321 0.0274 0.0327
0.0226 0.0339 0.0181 0.0227
0.0209 0.0186 0.0241 0.0243
0.0282 0.0306 0.0316 0.0324
0.0238 0.0263 0.0189 0.0196
0.0407 0.0348 0.0864 0.0961
0.0227 0.0227 0.0405 0.0406
0.0184 0.0182 0.0171 0.0167
0.0167 0.0133 0.0444 0.0415
0.0336 0.0338 0.0344 0.0376
0.0163 0.0186 0.019 0.0267
0.0274 0.0327 0.0204 0.0172
0.0181 0.0227 0.0494 0.0412
0.0198 0.0273 0.0184 0.0236
0.0241 0.0243 0.088 0.0888
0.0316 0.0324 0.0136 0.0164
0.0189 0.0196 0.0288 0.0271
0.0341 0.0426 0.0133 0.0138
0.022 0.0243 0.0277 0.0282
0.0864 0.0961 0.0189 0.0206
0.0405 0.0406 0.0143 0.0182
0.0171 0.0167 0.0274 0.0296
0.0444 0.0415 0.0203 0.0204
0.0344 0.0376 0.0212 0.0222
0.019 0.0267 0.018 0.0184
0.0214 0.0215
0.0204 0.0172
0.0494 0.0412
0.0184 0.0236
0.0233 0.0277
0.022 0.0275
0.088 0.0888
0.0136 0.0164
0.0288 0.0271
0.0133 0.0138
0.0227 0.0282
0.0189 0.0206
0.0739 0.0667
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0.0298 0.028

0.0647 0.0572

0.0143 0.0182

0.0258 0.0245

0.0274 0.0296

0.0502 0.0494

0.0203 0.0204

0.0457 0.0514

0.0212 0.0222

0.0248 0.0265

0.0367 0.035

0.018 0.0184
Table 5.26 The Time to Failure of grain boundary cluster and interconnect sample
between lumped element model and signal delay/elmore obtained from S0 samples of
interconnect

Fig 5.56 and Fig 5.57 shows the graph of the simulated Time to Failure obtained by the

lumped element model and the signal delay method
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Fig. 5.56 The Time to Failure of the grain boundary cluster obtained by lumped element
model ( red) and signal delay/elmore(blue)
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Fig. 5.57 The Time to Failure of the interconnect samples obtained by lumped element

model ( red) and signal delay/elmore(blue)

From the results shown in Table 5.26, Fig.5.56 and Fig 5.57 it is clear that the signal
delay method is reliable and consistant in producing the Time to Failure. However , the
signal delay method has not been analysed to see whether the Time to Failure exhibits the

lognormal distribution.. The analysis will be carried out in the next section.

5.4.10 The Time to Failure distribution using signal delay method.

The Time to Failure distribution for the grain boundary clusters, for both the signal delay

method and the Lumped element model are shown in Fig5.58(a) and Fig5.58(b)

respectively. Also, the TTF distribution for the interconnect are shown in Fig 5.59(a) and

5.59(b).
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Fig5.58(a) The lognormal distribution of the simulated Time to Failure

of grain boundary clusters using the signal delay method
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Fig5.58(b) The lognormal distribution of the simulated Time to Failure

of grain boundary clusters using the lumped element model
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Fig5.59(b) The lognormal distribution of the simulated Time to Failure

of interconnect using the lumped element model
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From these figures, it is observed that the Time to Failure using the lumped element
model and the signal delay method both fit lognormal distribution. It is also observed that
the distribution for the signal delay is in fact much better than the lumped element model
particularly for the small times. From this results, it can be deduced that the lumped
element model has been successfully proven valid in describing the behaviour of the
electromigration where the Time to Failure is shown to closely approximates the

lognormal distribution.
5.4.11 Other reliability distribution on the Time to Failure

We have assumed that the TTF is distributed lognormally however this may not be the
case despite experimental evidence.[Lloyd and Kitchin, 1991] have proposed a different
distribution for TTF that is well approximated by a multilognormal distribution. The
simulation is based on the drift-diffusion model and the conductor stripe is modelled as a
chain of links, each having its own derived failure distribution. Another distribution
which is often used to described the lifetimes is the Weibull distributions. This
distribution has been applied and tested for the Electromigration Time to Failure [Attardo
etal, 1971] and was found to fit equally well at relatively large percentage
failures(greater than 5 %). However at percentage less than 1% it is not . The Weibull

distribution 1s given by the equation below:-

t b
F(t)=1-exp —[;J 5.13

Where F(t) = the cumulative %
t = failure time
a = scale parameter

b = shape factor or standard deviation o

Eqn(5.23)

can be turned into a regression equation as follows



ro-1-on (1))

In[(1-E(t)]= —[ﬂb

In(-In[1-F(t)])=bin(t)-bin(a) OR Y=mX + ¢ 5.24
where Y= In(-in(1-F(t)), m=b, X=In(t) ¢ = bin(a)

A straight line plot of In(-In(1-F(t)) vs In(t) will indicate that the data fits a Weibull
distribution.Data from section 5.49 i.e. Table 5.26 are used in testing the fit to the
Weibull distribution for the Time to Failure using both the Lumped element model and
the signal delay method on the Time to Failure of the grain boundary clusters and the
interconnect. The results are shown in Fig5.60(a) and Fig5.60(b)(for grain boundary
clusters) and Fig5.61(a) and Fig5.61(b)(for interconnect)using the signal delay and

Lumped element model respectively.
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Fig5.60(a) The Weibull plot of the Time to Failure of the grain

boundary clusters using the Signal delay method
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Fig5.61(b) The Weibull plot of the Time to Failure of the interconnect

using the Lumped element model

Based on the figures above, it is observed that the Time to Failure does not fit very well
for the Weibull distribution for both methods i.e. the Signal delay and the Lumped
element model. Therefore the lognormal distribution can be considered the best

approximation for the distribution of Time to Failure of Electromigration.

5.4.12 The analysis of small Time To Failure

The small Time to Failures or early failures are of great importance in the study of
interconnect reliability. From the results obtained in section 5.4.6, as linewidth decreases
(smaller than the grain size) the Time to Failure increases, but so does the deviation of
Time to Failure. From reliability point of view, the shape factor or the standard deviation
at least as important as the Mean Time to Failure, for early failures. In this analysis, the

configuration of the grain boundaries in a cluster are analysed.




Early failures data are analysed in detail from the non-annealed interconnect. Table 5.27

~ describes the features of the grain boundary clusters which have recorded the earliest

failure time
Sample { Cluster No of grain TTF Configuration

| length boundaries ' '
no.4 0244 5 0.0191 &
no.3 0.2478 : 7 0.0208 \7)\
no.13 0.1 5_86 3 0.0209 >\

Table 5.27 Data of the grain boundary cluster which have the smallest failure times.

From Table 5.27, all the examples of grain boundary clusters which have the smallest
failure time, have one common feature that is, the configuration allows fast diffusion of
vacancies along the grain boundaries until it reaches the furthest/end point of the
cluster( where in the current model ,all the Times to Failure are computed). From the
table, the number of grain boundaries and the cluster length are seen to have little or no
correlation to the Time to Failure. From the cxémpie shown here, it can be said that the
Time to Failure is very complex , it depends on the combination of various
microstructural parameters and geometrical properties of the grain boundaries that make |

up the cluster and not just the overall length.

5.5  Summary of simulation results of realistic interconnects

In the simulation of realistic interconnects, the arbitrary parameters used in the
simulation of the lumped'ele'ment mode! such as the values of a=5 D=5 and

Cor =2 ¢ have been shown to be suitable. This is based on the results of the simulation
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where the time-scale of the Time to Failure, the length of interconnect and the grain
boundary clusters are within the ‘realistic values® reported in the literature where

analytical or computer simulation is used.[ Joo, ét.al,1999],'

The results obtained have shown that the Lumped element model is able to demonstrate
the élecﬁonﬂgréﬁon behaviour and characteristics obtained by other computer
simulations in régarding with the distribution of the Time to Failure [Joo and
Thompson,1994][Kirchheim and Kaeber,1991][Knowlton ,et.al,1997] but on much more
complex interconnects i.e. a 2D-model is used and also on actual experimental such as
the effect of amlealling and the linewidth variation on the Time to Failure, Mean Time to

Failure and the deviation of Time to Failure[ Cho and Thompson,1989]

The validity of the Lumped element model has been successfully verified by the results
of the Time to Failure distribution which fit quite well with the lognormal distributioﬁ, as
found experimentally in the literature, The signal delay method of predicting the Time to
Failure has been compared with the lumped element model , and a- lognormal
distribution is also obtained, and have a better fit.

The microstructure and the geometrical effects of the grain boundaries on the Time to

Failure have also been analysed. The results show that the Time to Failure is a complex
phenomenon, it depénds on a collective of various parameters such as the length of grain

boundaries, angle of orientation, diffusivities, number of grain boundaries and the

configuration or geometrical properties. '
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CHAPTER 6

CONCLUSIONS
6.0  Imtroduction

This final chapter summarises the analysis and results recorded earlier in this thesis,
and discusses their scientific significance in terms of their contribution towards the

understanding of electromigration in general.
6.1 - Summary

The °state-of the art’ physical model of electromigration is based on stress evolution
which are introduced by Blech and co-workers and later “finalised’ by [Korhonen,
et.al,1993). Most of the previous stress evolution models are one-dimensional whi_ch
' effectively averages the microstructural effects and the eleétromigration current over
the linewidth In the current work, attempts are made to develop a ﬂlree-dimenéional
model based on the stress evolution model which includes some of the
| microstructural/geometrical effects ( the vacancy diffusion coefficients, the lengths
‘and orientations of the various grain boundaries) on the lifetime of IC interconnects
in a realistic manner without averaging these effects over the interconnect cross-
seétions as in the standard one-dimensional model. By assuming both columnar grains
and that vacancy flux is roughly uniform across the grain boundary width & , the
three-dimensional transport problem reduces to one aloﬁg a stick-network of one-
dimensional boundaries( this is sometimes referred to as a two-dimensional model).
For a typical near-bamboo interconnect, consisting of both cluster and bamboo
sections, there are two important time scales. The first, a short time scale, defines the
time taken for the fast diffusion cluster regions to reach a quasi-steady state and the
‘second, a 'Ionger time scale, defines the time for diffusion to occur through the grain
bulk or along the metai/oxide sidewall. Therefore, for early failures transport ocours -
along the grain boundary networks, and ignoring transport through the graili bulk,




the problem reduces to that of solving the equations for stress evolution eqilation on
the individual complex grain boundary networks which make up the cluster sections

of the intercomnnect, This forms the ba51s of the current research.

The thesis describes the detailed stages involved in developing the current model i.e.
the Lumped Element Model. In the first stage of the analysis, the equation describihg
the evolution of stress within an interconnect is shown to be equivalent to a slow non- '
 linear drift-diffusion equation description of the vacancy build-up. Provided that the
vacancy flow along the grain boundary network can be reasonably mapped on to an
underlying network of one-dimensional grain boundaries, we are able to draw two
very important conclusions. Firstly, the analysis of the steady state solution for an
arbitrary grain boundary network, with arbitrary boundary conditions, can be treated
as a similar network of random resistors. Secondly, in the analysis of the approach to
the steady -state, the drift-diffusion equation may be represented by a distributed CR
transmission line equivalent with inhomogeneous capacitance per unit length and

resistance per unit length.

These two observations combine to demonstrate the possibility of treating vacancy.
build-up in a grain boundary network (approximately) by an equivalent electrical
network of lumped elements. In the analysis that follows, it is shown that the vacancy
build-up in a single grain may be approxirﬁated by a CR transmission line made up of

~ five cascaded single C-R-C II sections. Accuracy may always be improved by

including more sections. At this early stage also, analysis to validate the model is
performed by comparing with the existing references for “single grain” boundaxy
sections and the l'CSlﬂtS show good agreement. We also demonstrate the usefulness
and the flexibility of the Transfer matrices in deriving the components values, and
solving equivalent node voltages of the C-R-C IInetwork and hence the build-up of |
* vacancies in a grain boundary network. Finally the lumped element model is used in
the calculation of the Time to Failure when the vacancy concentration at a particular

node along any grain boundary in the cluster reaches some threshold value.
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The thesis introduces the idea of approximating the failure time on complex grain

boundary networks using the concept of the signal or Elmore delay developed for CR.

networks by CMOS design engineers. With the introduction of this approximate
technique we allow for rapid estimates of TTF for a given structure thus enabling
statistics to be obtained quickly and efficiently. The technique has also been tested for
its validity by comparing it with the ‘exact solution’ and the Lumped element model

for a “single grain” and the results show good agreement

The thesis also outlines in detailed the steps taken in implementing the software
codes to produce the results based on the model developed. Since the solution to the
model is in the form of matrix equations as described earlier, the best software
package to handle such a problem is Matlab®, The main reason why Matlab® is
used is that it is user friendly and it supporté many built-in function. Some of the
important built-in functions that are used in solving the mathematical equations are'
i)diag- use to diagonalise the matrix when solving the node voltage equation, ﬂ)
1ot90 - use to rotate the matrix by 90° applied in the switching the grain boundaries
during the annealing process and iif) Voronoi - use in producing the Voronoi network
representing the realistic representaﬁon of the grain boundaries in an Al sample, etc.
With these built-in tools, a great deal of time may be saved because the work put into
the development of the software codes can be very time consuming. Another
important factor which contributes to the choice of using Matlab® is that it is a
Microsoft Window based language where transfer of data between software packages
is easy ( e..g. data transfer between Matlab® and Microsoft Excel and Word) and also

it is quite easy to troubleshoot for errors found in the code.

The software code developed is basically divided into 3 main categories to perform
the necessary simulation such as the vacancy concentration profile, realistic grain

boundaries , the calculation of the exact Time to Failure and signal delay

approximation of TTF. These are based on i) single grain boundary ii) an example of |

a more complex grain boundaries and iii) the realistic grain boundaries in Al
interconnects. To allow for easy understanding of the flow of the program codes, the
thesis includes all the major Program Flow charts. As far as the program code is
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concerned, it is designed to be ‘structured’ so that the code can be easily executed

and debugged.

' The onl)} ‘disadvantage’ that may be considered in the software codes developed is .
the use of many subroutines that involve searching algorithms particularly in the
program codes for the realistic grain boundaries. At the moment this cannot be
avoided since the only available information produced by the Voronoi built-in
function is the co-ordinates values of the vertices (grain boundaries nodes) which are
randomly arranged. It is a major and time consuming task to produce a routine to-
fearrange and to label the nodes and the grain boundan'es. Searching algorithms -
are élso employed in much of the program code for the simulation of the anneaiing |
process and for the simulation of the production of realistic interconnects. Therefore
as a result , the computing times are still quite Ibng especially if one considers ‘more
~ than 100 random points to generate the Voronoi network. The other important point
which" at the moment is quite difficult to solve is in the simulation of the time to
failure. Since the interconnect may have a few grain boundary clusters., it is a
demanding task at the moment to calculate each cluster’s TTF in an automatic mode.
The best solution is to solve by inspection ( determining the number of clusters and
the grain boundaries contained) and then to do the calculation. 'lfheée latter are
calculated in automatic mode. The method employed have proven to be successful in
producing the desired data although it wili still take quite some time to produce all
the grain boundary cluster TTFs in ﬂxé interconnect samples.

Further simulations are done to validate the model by comparing with the other
references available particularly for the single grain boundary. A comparison of
results for the single grain boundary from three different method i.e. the exact
solution, lumped element model and signal delay method confirms the validity of the
developed Iumped element model and suggest thdsu'itability of the model for more
complex grain boundary networks. Complex grain boundary networks enable more
detailed analysis of electromigration to be carried out. The lengths of grain
boundaries, angle of orientation and the diffusion coefficients have all been shown to

have an effect on the Electromigration Time to Failure. In many references, it is been
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assumed that the triple point is where failure normally occurs. In the current model,
we show this ts not necessarily the case. More important are the factors mentioned
above ( particularly the angles of orientation). These will determine where and when
the first failure will occur. It is also been shown that these microstructural factors are -
the main contribution towards the f/ariations of the Time to Failure. Signal delay
approximations are compared to the lumped elément model and results obtained are

within acceptable level of error.

The validity of the stress evolution or the drift-diffusion model will not be complete if
the distribution of the Time to Failure is not produced and analysed. Many
experiments in the literature indicates 'that the Electromigration Time to Failure .
follows a log-nonnal distribution. To enable the distribution to be analyéed, an
adequate amount of data on Time to Failure is needed and it must come from a
realistic representation of Al samples and the interconnect. The thesis has
demonstrated a method ( Voronoi teéhnique, as has been used by others) of obtaining
a realistic representation of the Al samples and also a means of simulating the
annealing process. We demonstrate the various processes involved such as the growth

of grains, the annihilation and the recombination/switching of grain boundaries.

The results of the analysis of the Time to Failure of the grain boundary clusters and
that of interconnect draws two impdrtant conclusions with respect to the validity of
the model. First it is shown that the distribution of the Time to Failure for both the
grain boundary clusters and the interconnect samples for all the simulations
undertaken exhibit an approximately EOg-nonnal distribution by using the lumped
element model. Secdndly the length of the grain boundary clusters also exhibit the
lognormal distribution. ' |
. * .

Using realistié experimental parameters, the analysis of the actual time scale of TTF
and MTTF , realistic length of interconnect, the failure criterion ( critical vacancy
concentration/ critical stress) produced results which are comparable to other

experimental and computer simulation results obtained by other researchers.
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Analysis is also done on the eﬁ‘ecf of annealing of the Al samples on the Median
Time ‘to Failure and results confirms that annealing treatment increases the
Electromigration lifetime of the interconnects. In analysing the detail of the
microstructural parameters effects on the Time to Failure, it is observed that Time to .
Failure does not depend on a single parameter alone (for eXampIe the length of grain
boundary clusters is shown to produce a randdm TTF results ). We conclude that the
factors affecting the Time to Failure of a grain boundary cluster are bomplex, that it
involves more than one variable/parameters. Therefore it is quite impossible to
segregate the parameters to analyse these parameters individually and independently

because these factors work as a team

The 'advantages of the model can be seen from its ability to include the various
distributions of the parameters which directly affect the distribution of the Time to
Failure, such as the length of each grain boundary clusters, the distribution of the
number of clusters in an interconnect and the distribution of the angle of orientation.
These effects can be clearly observed by for example varying the width of the
interconnect. The results obtained are similar to the other references i.¢. as the width
are reduéed, the Median Time to Failure tends to iricrease, but the Deviation of Time

to Failure also increases.

The thesis also includes a comparison between the results obtained by lumped
element model and the signal delay. Analysis of the Time to Failure shows that the
signal delay also exhibit the log-normal distribution ( a bette; fit) and its Mean Time

to Failure and Deviation of Time to Failure is within acceptable limits of exror.

6.2 Scientific significance and Contribution to the understanding of

Electromigration

The scientific significance of the research results obtained and their contribution to

the understanding of Electromigration can be summarise as follows:-
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i) A three dimensional model which includes the detailed microstructural/
geometrical properties of the grain boundaries is developed. These are lacking in
one-dimensional model - available in the literature, Therefore analysis on
Electromigration is more complete and detailed compared to the

simplified/average micostructural effects considered in one-dimensional models.

ii) Wfth the introductioxi of the equivalent C-R-C Hneﬁork representing the build-
up of the vacancy concentration along the grain boundaries, fast and efficient
Times to Failure can be estimated at every node along the complex grain
boundary networks by both the lumped element model ‘and by the signal delay
method

iii) Detailed analysm on the effect of the microstructural propertles on the Time to

Failure can be performed.

iv) From the analysis observed , it is not necessarily the triple points that constitute
the failure but more importantly the node which reach the stress/vacancy
supersaturation first. That determines the Time To Failure.

v) The Electromigration Time to Failure is not determine by a single parameter alone
but instead is a multi-variable function involving parameters such as the diffusion
coefficient, the length of grain boundaries and the angle of orientation.

vi) The analysis can be done cheaply by using a common available software package |
such as Matlab® or PSpice since it involves an electrical circuit equatlons only
and the results obtained are of acceptable quality.

6.3 Recommendation for Further work

" The current research work can be improved or eﬁ;tended in the following areas:-
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i)

The program codes developed at present involves many search subroutines which
have the effect on the run-tixhe of the program and therefore limits the research to.
a small but reasonable number of realistic grain boundaries structures. The
improvements to the program codes and a higher capability computer system will

enable a larger number of realistic grain boundaries to be simulated.

As discussed in Chapter 4, the program codes to produce the Time to Failure are
based on the inspection of the number of grain boundary cluster and the grain
boundary individual label number in a given interconnect sample. The program
codes may be improved by automating this procedure, so that the results can be

obtained faster and more reliably.

iii) The calculation of the Time-to Failure is based on the implicit assumption that the

void formation time is dominated by the time for the vacancy build-up to reach
some threshold. However there is some evidence that this might not be the case
{Riege et al., 1996]. Further research needs to be done in modelling the periods (if
they exist) between reaching the critical stress and voiding and between voiding

and failure.
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Appendix Al

Table A1(1-10)  Detailed results of experiment no.1: non-annealed interconnects

Table Al.1- ‘Treated data’ of Time to Failure for grain boundary clusters
(experiment .no1(a))

Table Al.2 - * Treated data’ of Time to Failure for interconnects
’ (experiment no.1(b))

Appendix A2

Table A2(1-10) Detailed results of experim-ent no.2: annealed interconnects

Table A2.1 - ‘Treated data’ of Time to Failure for grain boundary clusters
(experiment no2(a))

Table A22 - * Treated data’ of Time to Failure for interconnects
(experiment no.2(b))

Appendix A3

Table A3(al-aS)-A3(el-eS) Detailed results of experiment no.3: The effect of the
variation of interconnect width/length ratio on
TTF,MTTF and DTTF

Table A3.1- ‘Treated data’ of Time to Failure for interconnect sample(a)
Table A3.2- ‘Treated daia’ of Time to Failure for interconnect sample (b)
Table A3.3- ‘Treated data’ of Time to Failure for interconnect samplé (c)

Table A3.4- “Treated data’ of Time to Failure for interconnect sample (d)

Table A.3.5- ‘Treated data’ of Time to Failure for interconnect sample (¢)




Appendix A4
Table A4(1-5) Detailed results of expériment no.4: Signal delay

vs Lumped element model

Table A4.1.1 - ‘Treated data’ of Time to Failure of grain boundary clusters
using Signal delay

Table A4.1.2- *Treated data’ of Time to Failure of grain boundai'y clusters
using Lumped element model ,

Table' A4;2. 1- * Treated data’ of Time to Failure of intercomiects
using Signal delay

Table A4.2.2 - * Treated data’ of Time to Failure of interconnects
' using Lumped element model '

Appendix A5

Time to Failure using Weibull distributions

Table AS.1 - “Treated data’ of Time to Failure of grain boundary clusters
using Signal delay.

Table A5.2- “Treated data’ of Time to Failure of grain boundary clusters
using Lumped element model

Table AS.3- “Treated data’ of Time to Failure of interconnects using Signal delay

Table A5.4- “Treated data’ of Time to Failure of interconnects using Lumped element
model - : '

Appendix B1

The program code listings for single grain boundary with one end has vacancy
supply and the other end blocked

- (1) The script file:  simalllg.m
(2) The function file: rroot
(3) The function file: imroot.m




Appendix B2

The Program code listings for single grain boundary with both ends blocked

(1)The script file:

Appendix B3

The program code listings for an example of complex grain boundary with one end

sg2ball.m

has a vacancy supply c and the rest blocked

(1).  The script file:

Appendix B4

The program code listings for an example of complex grain boundary with all ends

blocked

(D)The script file:

Appendix BS

" netlball.m

. net2ball.m

The program code for realistic interconnects

(1).The script file:

(2)The function file: -

(3)The function file:
(4)The function file:
(5)The function file:
{6)The function file:
(7)The function file:
(8)The function file:
(9)The function file:
(10)The function file:
(11)The function file:
(12The function file

- (13The function file:
(14)The function file:
(15)The function file:
(16)The function file:

(17)The function file:

vrooittf.m
annealing.m

" geometry.m

Iabgrainl.m
Iabgrain2.m
conmtrix.m
lamdal.m

grwth.m

triswl.m

* output.m

figvrnoi.m
lablenode.m
slices2.m
newgeometry.m
newnode.m
vritf.m
vrmat4.m




| (18)The function file

(19)The function file:
- (20)The function file:
(21)The function file;

(22)The function file

(23)The function file:
(24)The function file:

vres3.m
vematd.m
vnoicap3.m
vergmatd.m
verg3.m
vumat3.m
elmored.m
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We consider the interpretation of some theoretical and experimental work regarding
electromigration voiding in nanoindented, single crystal aluminum lines. A recently suggested
voiding criterion of a critical accumulated flux divergence is found, in fact, to be identical to the
widely accepted critical stress criterion, The inclusion of the stress dependence of the atomic
diffusion coefficient is shown to be vital when the steady state is characterized by J#0, such as in
the case of a void growing at a constant rate, It is found, for example, that the stress required for
steady void growth, within single crystal Al lines, is probably significantly smaller than previously
suggested. © 2001 American Institute of Physics. [DOIL: 10.1063/1.1342436]

In electromigration (EM), the total atomic flux density is
generally taken to be

D;ff" (AVa+2Z*qpji), ()
where o is the local tensile stress, C 4 is the atomic concen-
tration, D, is the local atomic diffusion coefficient, Z* is the
effective electromigration charge and all other variables have
their usual meanings.! Atomic diffusion occurs largely along
a grain boundary network, as D, is significantly Iarger on
grain boundarjes than it is through the bulk. Fluxes from Eq.
(1) produce relatively small changes in local vacancy con-
centration so that continuity may be approximated by -

V.JA‘l‘ 'y= 0, (2)

where yis the net rate of atomic recombination at sites other
than vacancies. The process is typically considered to be one
of dislocation climb within grain boundaries and gives rise to
an increase in local tensile stress according to

) dc, B

da"—B-CT.“—E;Yd" (3}
where B is an elastic (possibly bulk) modulus for aluminum.
In Eq. (3) averages have been taken over the cross section of
the stripe.

Assuming a Maxwell-Boltzmann population for the
vacancy concentration Cy and a hopping process for
the diffusion mechanism, the atomic diffusion coefficient
Dy(=DyCy/C,) has an exponential stress dependence, thus

JA=

0 :
DA(O')"DAOCXP(%F)- . (4)

Averaging Eq. (1) over the cross section of the stripe and
combining the result with Eqs. (2)-{(4) yields the final one-
dimensional expression’

o @ [BDFQ (e Z*epj) a4
[ AT (3* a )| 0% O

o ox
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where DS is the “‘effective’’ atomic diffusion coefficient
caused by the averaging. For example, in polycrystalline re-
gions D§ﬁ= 8D, Id for grain boundary thickness &, and aver-
age grain size 4. Void nucleation in polycrystalline and near
bamboo aluminum lines occurs largely due to the depen-
dence of DS on the position along the stripe and in typical
structures this dependence is very complex. An artificial
method of creating a *‘known’’ structure in single crystal
aluminum lines is by nancindentation®* in which fast diffus- .
ing clusters are created by mechanically damaging the crystal
at certain points. We consider here some recent results on
such structures, .

For voiding to occur, in the standard model of electromi-
gration described above, the tensile stress evolves until it
reaches some critical value o, at some point; void nucle-
ation then occurs, We first consider the countersuggestion of
Duan and Shen* that nucleation occurs rather as the result of
a critical accumulation {over tirne) of flux divergence as this
is “‘a more feasible parameter for void formation,” they
claim that this gives a different nucleation point. To justify
their view the authors analyze the experimental setup of Joo
et al.2® in which nanoindented single crystals are produced
with a fast-slow—fast or similar pattern. Solving Eq. (5) they
find that the two criteria give different voiding points, How-
ever, it is clear by integrating Eq, (5} that these two criteria
are in fact rigorously identical, as

.

t 3JA
o(x,t) --—Bﬂfogdt. (6}

In following the work of Duan and Shen,* we are able to
reproduce their figures for stress evolution and for the atomic
flux but we have not been able to reproduce their figure for
the accumulated flux divergence, which we find is propor-
tional to the tensile stress and thus is in line with Eq. (6). We
can only conclude that there are numerical errors in their
integration of Eq. (6).

The position of maximum stress, and thus the theoretical
voiding position, depends upon the extent of the SEM-
invisible plastic regions created during the indentation
process.” The nanoindented lines*® are created in such a

@ 2001 American Institute of Physics
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manner that each indented segment may be considered to be

_continzous. This assumes that the plastic regions of each
indentation overlap, As a consequence there will also exist a
trangition region of plastic damage between the fast and slow
diffusing regions. Mechanical damage, due to indentation,
appears in Eq. (5) as a position dependent diffusion coeffi-
cient D} ffcx). Solving Eq. (1) in the steady state (with J#0),
for an unpasswated line, the position of max1mum stress oc-
curs at the point given by the solution to®

1 1 (L dx 1
BTG L Jo D" ?

and aDSYax>0. That is, the maximum steady state stress
occurs where DY (.7c)‘l is equal to its value averaged over the
length L of the structure. Equation (7) predicts that the site of
maximum steady state stress will usually lie within this tran-
sition region and thus somewhat outside the fast diffusing
region, Time-dependent stress evolution for this structure
also shows that, for reasonable values of the critical stress,
the voiding position will occur close to the site of maximum
steady state stress. Note that, as it is DS(x)™! rather than

(x) that is involved in the averaging process [Eq. (7)), the
posmon of the voiding site within the transition region will
tend to lie nearer to the slow {undamaged) region than to the
fast (SEM-visibly damaged) region.

For systems with a steady state corresponding to J=0, it
is only the time to reach the steady state that is affected by
DST, The final stress is independent of D and hence it is
untmportant whether or not stress dependence is included.
This is not the case for a system whose steady state (as here)
is characterized by J+# 0. In the initial stage, where the stress
is still small, inclusion of the stress de ﬂpcndence makes little
difference as D} (0-)'-'rstf"(a'“C!)==Dc (x). H0wever as time

progresses and o builds up the variation in D has more

obvious effects.

Consider the situation of Ref. 4, but without any transi-

tional plastic damage zone and with a spatially uniform Z*
= —15, Equation (1) is solved for an unpassivated line with
a slow—fast—slow structure of the same material constants as
considered in Refs. 2—4 and the final stress is shown in Fig.
1(a). Note that the tensile stress gradient at the cathode end is
very small, It is also true that the EM flux is much lower than
the equivalent case in which the stress dependence is ig-
nored. This is a result of the fact that compressive stress m
the anode half of the interconnect reduces the effective D5
values there, thus reducing the overall steady state flux, Now
only a small tensile stress in the cathode half of the intercon-
nect is required to match the EM current in the anode half,
Figure 1(b} shows the sitvation with Z* = —4, the asymme-
try is reduced but still clear. In terms of stress profile Z* is
obviously an important, if a relatively unknown, parameter,

For this same structure (with Z*=— 15) we find that the
maximum tensile stress in the line is o=0.314 GPa which
occurs after ~1.75 h, after which time the maximum stress
drops again until it reaches the steady state value of Fig. 1(a).
If void nucleation has not occurred prior to L.75 h it will
never occur. The maximum compressive stress in the stripe
however continues to increase in magnitude to a final steady
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FIG. 1. Steady state tensile stress including the flux dependence of diffusion

coefficient, (a) 2*=—15, (b} Z* = —4. Electron flow is from left- to right-
hand side.

state value of ¢=-—0.688 GPa which may be sufficient to
produce a hillock-related failure, This result is in contrast to
the stress-independent case in which the value of both the
maximum tensile stress and the maximum compressive stress
increase as f—0,

It is clear from the discussions above that, when the
steady state is characterized by J+#10, it is not valid to use
steady state stress profiles (as in Ref. 2 and references
therein) which do not explicitly include the exponential term
in Dy, Eq. (4). The departure from the D,~D (o=0) pro-
file, indicated above, occurs quickly (well before 1.75 h in
the example above) so that it is not generally valid to use
simple linear stress profiles, obtained through ignoring stress
dependence, when modeling void growth, This latter situa-
tion is considered in Ref. 2 as a model for the possible in-
teraction between two cluster sections, each below the criti-
cal Blech length. This example is similar to the one of Ref, 4
above but considers, instead, a slow region of length § sepa-
rated by two fast (nanoindented) regions of lengths L, and
L,. Using linear steady state profiles, the authors® find that
their results to be consistent with an assumed effective
charge of Z}‘=— 15 for the fast regions and a derived Z¥
=—2 for the slow region. Furthermore, because of the as-
sumed linearity, their model only depends upon the differ-
ence in stress between the ends of the stripe Ao,,=o(x
=L)—o(x=0) and not on the individual values. A value of
Ao, =0.51GPa is obtained by fitting the EM flux to the
observed void growth rates. Naturally if the stress depen-
dence of D" is included we obtain a rather different story as
the EM current now also depends explicitly upon o(x=L)
(through DS) but, in addition, the steady state stress profile
itself is hkely to be different. We set o(x=L)=0.0 GPa here
to represent stress relaxation at the void surface as in Ref. 7.
In the case of the 7-§-7 structure (Ll—7 pm, Ly=7 um,
and §=2 pm), the stress proﬁles ignoring and inchyding the
o dependence of De are in fact very similar. Despite this
there is a neasly 50% reduction in the steady state flux den-
sity J. This occurs as the presence of the void causes the
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stress profile to be almost completely compressive,’ thus re-
ducing the diffusion coefficient {and mobility} through the
exponential dependence on stress.

The quantitative analysis provided in Ref, 2 in order to
obtain Z* and Ac,, may also be reinterpreted including the
o dependence. Their analysis is based on a linear fit between
th.;, segment separation § and a defined variable Y{S) given
as : :

J(ST_Zf D,
Y(s)= ( ) Jrém)(D—f(l.'.1+L2)+S)

_Ds, _[Zari_D,Ziari
_Df 5 ) ﬂ Df Q '

The authors find a remarkable straight-line fit between Y(S}
and §, after which the right-hand side of Eq. {8} is used to
obtain Z¥ and Ac,,. However the straight line obtained is
erronecus. It occurs because Y(S§) so defined has an ex-
tremely weak dependence on the data J(S), consequently the
experimental results (i.e., the observed void growth rates)
play an almost insignificant role in goodness of fit. ¥(5} is
dominated by a linear term of slope (—Zfqpj/Q2)(=9.4
%X 10" J/m?, equivalent to C; in the notation of Ref. 2). It is
this that accounts for the quality of the fit rather than any
particular trend in experimental results, To see this we need
only note that, after including the experimental data in ¥(5),
the correction to the slope is 0.124X 10" J/m® (=aC, in the
notation of Ref, 2} or substantially less than 2%. It is better
to it the variables Z;' and Ao, to the obtained experimental
values of void gtowth rate against, e.g., §~ 1 as shown in
Fig. 2 for the 5-5-5 data Figure 2(c) shows the best fit for
stress-dependent DT (this corresponds to values of Z*
=~4 Ao, =0. 275 GPa, o =0.0GPa). Note that the effec-
tive EM charge in the slow region, Z¥*=—4, is larger than
the value of -2 suggested in Ref. 2 and perhaps in the more
- generally accepted range. Note also that the steady state
stress across the crystal required for constant void growth
rate, Aa,,=0.275 GPa, is around half of the value of 0.51
GPa suggested in Ref. 2 and now substantially smaller than
the value of Aoy, =0.75GPa obtained in Ref. 2 for void
nucleation. The latter value (Ao, is obtained from con-
snderauon of a J=0 steady state and is therefore independent
of DT

D,

@)

In summary the recently proposed voiding criterion of

Duan and Shen,* in which voiding occurs at the first point to
have reached a critical accumulation (over time) of flux di-
vergence, is in fact rigorously identical to the widely ac-
cepted critical stress criterion of the standard model, Eq. (6).
For nanoindented single crystal aluminum lines the theoreti-
cal position of maximum stress lies outside the indented re-
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FIG. 2. Fitting of Z} and Ac,, to the experimental results (Ref. 2) for the
votd growth rate (V=JAL) on the 5-5-5 structure, Curves correspond to {(a}

==2, Ag,,=0.51 GPa ignoring stress dependence and as in Ref, 2; (b}
Z*H-Z Ac,,=0.51 GPa, including stress dependence; (c) Z}=-~4,
Acr,,= 0.275 GPa. Data points are faken from Ref, 2,

gion if standard EM models are to be assumed. The distance
is of the order of the range that the plastic damage extends
beyond the fast region. In the analysis of systems character-
ized by a J#0 steady state it is vital to include the stress
dependence of the diffusion coefficient. For example, on its
inclusion in the analysis of the L,—5—L, structure? one
finds that the stress required for steady state void growth is
significantly smaller than previously suggested.? In addition, -
the effective EM charge in the slow region (Z¥=~—4 in this
example) is, perhaps, closer to a more generally accepted
range. Finally, we note that ¥(S) given in Eq. (8) is an
unsuitable parameter for fitting to the experimental data as it
contains litile information. The straight-line fit obtained in
Ref. 2 should be disregarded.
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