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LOUGHBOROUGH UNIVERSITY
ABSTRACT

'FACULTY OF SOCIAL SCIENCES AND HUMANITIES
DEPARTMENT OF DESIGN AND TECHNOLOGY

Ph.D.

INTEGRATION OF VIRTUAL REALITY TECHNIQUES INTO COMPUTER
AIDED PRODUCT DESIGN

Jilin Ye

This research is concerned with using virtual reality technologies to provide more
natural and intuitive human computer interfaces (HCIs) for the product design process,
especially at the stage of conceptual design. . :

The research background, research aim and research objectives which give the overall
guide to this research are introduced first. A comprehensive literature review and a list
of designers’ requirements drawn from human factor analysis of CAD techniques
through case studies are then presented. These are used to define the characteristics for a
new conceptual design system — the Loughborough University Conceptual Interactive
Design (LUCID) system — and translated into system components including interface
hardware devices, application software components, design functions and model data
formats. Four new HCIs (two-handed operation, haptic interaction, stereoscopic display
and sound feedback) are investigated focusing on their interactive concepts, working
modes, advantages in design applications and software processing procedures used for
their integration and implementation into the LUCID system. The non-uniform rational
B-splines modelling approach is used to represent 3D freeform curves and surfaces. A
3D freehand sketching design tool and four freeform feature-based design functions
(sculpting feature, sweeping feature, lofting feature and blending feature) are presented
along with demonstration examples. User evaluation tests are conducted and the results
drawn from them are analysed. Finally, conclusions about the outcome of the research
and suggestions for future work are provided.

The main contributions of this research include: i) a deeper understanding of both the
limitations of current CAD systems and designers’ expectations of the HCIs for the next
generation of CAD systems has been obtained through case studies and user evaluation
tests; ii) a new direct, more natural and more intuitive interaction paradigm has been
introduced which enables designers to take fuller advantage of their visual, auditory and
tactile sensorial channels to create, view, touch, manipulate and listen to CAD digital
models easily and freely; iii) a new 3D freehand sketching design tool has been created
to support a true 3D design capability and iv) freeform feature-based design functions
have been developed for use with both direct haptic and sound feedback operations.

Keywords
Conceptual design; virtual reality; interface technologies; product design; HCI; CAD.
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CHAPTER ONE

Introdﬁction

This chapter introduces the research presented. 1n this thesis. I begins by
explaining the research background and mtroduces the research focus that is
addressed. The aim of the research is established along with the research
questions that the study aims to answer. The research rnethodology is outlined,

and an overview of the thesis structure is also provided..

1.1 Research background

A range of computer-based technologies have become widely used in the product
design procesé over the past decade. These include parametric computer aided
design (CAD) systems, virtual prototyping, non-contact scanning systems and
rapid prototyping and manufacturing (RP&M). In general, these techﬁologies
have been developed to assist product designers and engineers in specific
problem-solving tasks. Generally, the product design process can be classified
into four main phases that may be summarised as: i) clarification of the task, ii)
conceptual design, iii) embodiment design and iv) detail desigh [McMahon and
Browne 1998]. The use of traditional CAD tools has been fruitful, yet -rnainly
confined to the later stages of the product design process, namely, embodiment
design and detail design. Most commercial CAD systems currently available on
the market, such as Parametric Technologies’ Pro/ENGINEER, Electronic Data
Systems’ Unigraphics and IBM/Dassault Sy_stems’ CATIA, while providing

increasingly sophisticated means of manipulating CAD model shape and form

' representation in the computer, are poor or limited at supporting natural and

intuitive interactive capabilities critical at the conceptual design stage.
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Conceptual design is considered to be the crucial stage of the whole product
design process. It plays a vital role in the success of the product because, once
conceptual design is complete, up to 75% of the total life cycle cost of the product
is committed and the product quality is largely determined at this stage [Ullman
2002]. During conceptual design, product specifications are not yet rigidly defined
and designers have much freedom to change and modify the product configuration
so as to meet the design requirements. The use of CAD tools in conceptual design
should allow designers to concentrate on the creative design aspects instead of

paying more attention to the interaction with the computer.

The need to integrate new emerging computer-based technologies into the product
design process is generally recognised,‘ especially at the conceptual design stage
[McLundie 2002]. Howe§er, the capab.ility for designers to fully exploit current
CAD systems to support conceptual design has not been realised yet. A major
obstacle, which restricts current CAD systems from being used in an active role
within conceptual design, is the lack of sufficient natural and intuitive human
computer interfaces (HCIs). These HCIs can provide designers with more familiar
interactive capabilities for creating and representing their design intents efficiently
and effectively. On the basis of awareness that designers ‘can benefit substantially
from computer support during conceptual design, there is an increasing need for
new techniques for making the HCIs natural and intuitive in dealing with three
dimensional (3D} digital product model data.

Despite the rapid advancements in CAD tebhnologies such as hardware
processing speeds and powerful design functions, one aspect has not changed very
‘much at all — designers still use only a two dimensional (2D) mouse, a keyboard
and a 2D screen to communicate with most CAD systems. Therefore, the
interaction paradigm between human and computer in most CAD systems is often
complex and makes use of complex user interfaces (Uls). These often tend to be
command and/or-fnenu driven and are completely foreign to anyone who has not
received in-depth training. Case studies have illustrated that industrial designers
could perform their design activities more efficiently and effectively if they used

more natural and intuitive interaction approaches instead of the mouse/keyboard
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and 2D display interaction method [Sener and Wormald 2001]. Hence, this
research focused on investigating new technologies and methodologies to provide
more natural and intuitive HCIs to support 3D CAD applications that could bring
a new sense and meaning to conceptual design in particular. It is crucial in the
next generation of product design systems to seamlessly integrate powerful
conceptual design supporting tools into some form of existing CAD systems that
can effectively aid designers in creating and managing their design intents during

the new product design and development process [McLundie op cif].

1.2 Aim of the .research .

The aim of this research was to explore how much further industrial designefs
could be supported by new CAD HCls in the initial stages of the product design
process. The research emphasis was to concentrate on: 1) investigating the
potential of new emerging virtual reality (VR) technologies such as haptic
interaction and stereoscopic display, ii) integrating and implementing these new
VR-based interfaces into a computer aided conceptual design application and iii}
exploring the efficacies of these new VR-based HCI technologies during the early
stage of the product design process. Therefore, this research work can be
considered as an investigation into the application of VR-based technologies to

CAD tools in the context of the product design process.

1.3 Research objectives

The research needed to investigate the application-of CAD techniques for the
_ conceptual design process so as to better understand the limitations of current

CAD . systems and then to overcome the shortcomings of the traditional

keyboard/mouse and 2D display interaction paradigm. Therefore, a series of

research objectives was set in the form of research questions.

21



The objectives of the research were to answer the following questions:
\

1. What geometric modelling representations are best for construction of 3D
models within the conceptual design process?

2. What are the strengths and weaknesses associated with using VR-based
interaction techniques within the conceptual design process?

3. What new user interface speciﬁcations need to be adopted in the conceptual
design process?

4. What types of input and output- devices can be employed to support the
conceptual design process? | ‘

5. Whét kinds of new human computer interface paradigms can be fully integrated
into the conceptual design process? |

6. How will these technologies improve the conceptual design process?

1.4 Research methodology

A comprehensive literature review was carried out, particularly in relation to CAD
géometric modelling techniques and VR-based product design issues
(methodologies,l technologies, levels of interaction). This led to idenﬁfying and
classifying existing data/information on CAD geometric modelling techniques
and VR-based interaction technologies especially within the computer aided
digital product design field. From the outcomes of the literature review, best
geometric modelling approaches for conceptual design were formed and the
strengths and weaknesses of existing VR-based interaction technologies within

the product design process were obtained.

Based on the literature review and the outcomes of human factor analysis of CAD
techniques through case studies [/bid], a deeper understanding of the limitations
of current CAD systems for conceptual design was identified and the designers’
requirements for a new conceptual design system were defined. This led to
developing the system characteristics (new user interfaces and design functions)
of a new conceptual design system. Several hardware devices and software

components were chosen to create multiple user-friendly HCIs as defined above.
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In order to demonstrate the advantages of the new HCls involved in the
conceptual design process, a level of design functionality was defined based upon
the designers’ requirements. A new VR-based desktop non-immersive conceptual
design system called the Loughborough University Conceptual Interactive Design
(LUCID) system that would integrate and implement the defined HCls, geometric
modelling techniques and design functions into one practical design application

was developed.

User evaluation tests were conducted to measure the LUCID system performance
against the evaluation objectives. The limitations of traditional CAD systems, the
efficacies of four VR-based HCIs and the strengths and weaknesses of the LUCID
system were gained from data analysis of the user evaluatioﬁ test. Finally,
conclusions were drawn from the research and suggcstions for future work were

made.

1.5 Structure of the thesis

The thesis consists of a further nine chapters, the content of which is briefly

summarised below.

Chapter Two: The product design process and the role of geometric
modelling
* This chapter contains the literature review on the product design process and
geometric modelling techniques in CAD applications. It begins by identifying the
product design process, conventional and digital techniques invelved in the
conceptual design process and then introducing the concept of CAD and its brief
history. The state-of-art understanding about different geometric modelling
techniques (strengths, weaknesses and their specific application fields) is

investigated.

Chapter Three: Virtual reality technologies
This chapter reviews the literature surrounding virtual reality (VR) technologies -

and their useful applications. It introduces the fundamentals of VR, existing VR
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immersive and non-immersive techniques and also some VR application systems.
Existing desktop VR-based design systems are investigated with a clear analysis

of their strengths and weaknesses.

Chapter Four: New interaction techniques and design functions for CAD
applications
This chapter first discusses the results from human factor analysis of case studies
which lead to a deeper understanding of the limitations of traditional CAD
systems and identifying designers’ requirements for new generation CAD tools. It
then presents the system characteristics of a new conceptual design system drawn
from the designers’ requirements found above. Several new user interfaces such
as two-handed operation, 3D haptic interaction, stereoscopic display and sound

feedback are ‘outlined. A level of design functionality and a CAD model data

transfer issue are also discussed.

Chapter Five: Developing a new conceptual design system: Applying VR-
based interaction techniques to CAD applications

This chapter introduces the system components of a new VR-based desktop non-

immersive conceptual design system — the LUCID system developed from the

system characteristics defined in Chapter Four. Detailed descdptioﬁs of selected

hardware devices, application software components, design function coﬁﬁgmation

and CAD model data formats are presented. A brief description of the overall

interface ai‘chifecture of the LUCID system is also provided.

Chﬁpter Six: Human computer interface design

This chapter presents the user interface design of the LUCID system. It describes
the graphical user interface and four new VR-based HCIs (two-handed operation,
stereoscopic display, haptic interaction and sound feedback) focusing on their
interactive concepts, working modes and advantages in design applications.
Detailed software processing diagrams and procedures for their integration and

implementation in the LUCID system are also discussed.
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Chapter Seven: Geometric modelling method and algorithm design

This chapter describes the CAD geometric modelling using the NURBS
representation. It introduces an efficient cubic-degree NURBS algorithm for 3D
freeform curve design which is also applied to ellipse curve creation in the
LUCID system. Mathematical _algorithms for 3D freeform surface design using
the NURBS method including cylinder surfaces, sphere surfaces and 3D freeform
surfaces created from feature-based approaches are developed and implemented in

' the LUCID system.

Chapter Eight: Design functions and model data exchange

This chapter introduces the design functions which are implemented in the
LUCID system. A 3D freehand sketching design tool is developed to support a
true 3D design capability. Four freeform feature-based design functions (sculpting
feature, sweeping feature, lofting feature and blending feature) are presented
along with demonstration examples. The model data exchange facilities available

in the LUCID system are also described.

Chapter Nine: User e.valuation tests and analysis .

This chapter describes the user evaluation test and associated data analysis. The
results have confirmed the author’s findings about the limitations of traditional
CAD systems and designers’ expectations of new generation CAD tools. The
outcomes also exhibit the efficacies of the four new VR-based HCls involved in
the conceptual design process and reveal the strengths and weaknesses of the
current LUCID system. ' |

Chapter Ten: Conclusions and suggestions for future work ‘
Finally, this chapter draws together the overall conclusions for the research work
presented in this thesis in relation to the research objectives. It also considers the

limitations of the research work and makes suggestions for future research.
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CHAPTER TWO

The product design process and the role of geometric modelling

2.1 The product design process

Product design is concerned with the process of definition and development of a
‘product that will be commercially successful [Wright 1998]. Although there is a
debate over a formal description of the stages involved in the design procéss, it is
generally agreed that the product design process begins with a need through
identification of the problem (the specification of requirements), and follows
through a conceptual design process (which mainly focuses on the gcneratién of
the ideas and concepts of the product) to a detailed design stage (in which the
dimensions, tolerances, materials of the design are specified in detail for
subsequent manufacture) [McMahon and Browne op cit]; One typical product
design process flow was introduced by French [1998], as shown in Figure 1. This
design process is linear with permitted feedback iterations. Other non-linear or
cyclic approaches exist, which undertake design, development, analysis and the
preparation of manufacturing information in parallel [McMahon and Browne op
cit]. This has usually been referred to concurrent engineering or simultaneous
engineering. Ferguson [1992] argued that, in préctice, all design stages occur

simultaneously, and that French’s design scheme was an idealisation.
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Figure 1: An ideal product design process [French op cit]

For the purpose of this research, product design is taken as an all-inclusive term. It
includeS input from all the design professions (including industrial design,
mechanical, electronic and other engineering design) that engage in designing
products. More specifically, the Industrial Designers Society of America defines
industrial design as the profession of creating and deveioping concepts and
specifications that optimise the function, value and appearance of products for the
mutual benefit of both user and manufacturer [Idsa 2002]. Based upon this
definition, Evans [2002] stated that the industrial designer mainly concentrates on
defining product form and ensuring effective use with awareness of the
manufactliriqg processes that would be employed in its production. Compared to
engineering designers who mainly deal with applying the basic sciences,
mathematics and engineering knowledge to convert resources optimally to meet a
specific engineering process, industrial designers have a broader focus on the
overall shape, style and api)earance of the product, the production process, the
choice of materials and the way the product is presented to the consumer with

aesthetic and ergonomic considerations {Localcolor 2004]. -
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In recent years, although there has been little change in the nature of the product
design cycle, what have changed are the tools used to implement the design
process and an awareness among engineering professionals of the value of
industrial design [Davis 2004]. Therefore, the use of industrial design within a
product design and development process may lead to added value through

improved usability, lower production costs and more appealing prbducts.

2.2 Conceptual design techniques
At the conceptual design stage, industrial designers are concerned mainly with the
generation of ideas and concepts for the development of products [Roozenburé
and Eekels 1995]. Although it constitutes a relatively short period in the whole.
design process, conceptual design plays a crucial role in the success of the product
because it has many important implications (e.g. the overall cost of the product
. and the product quality) for the later design phases such as embodiment design
and detail design [Ullman op cit]. Conventionally, industrial designers draw and
éketch, make physical models and prototypes in the conceptual design i)hase.

It is interesting to watch how an industrial designer, when given a design task,
instinctively reaches for a pencil and paper. The importance of conventional
drawing, both formal drafting and informal sketching, has been widely recognised
particularly during the early product design process [Lipson 1998]. Powell [1994]
further introduced a more sophisticated form of sketchi‘ng called sketch rendering.
This technique involved the application of colour, light and tone to create the
realism of a product form without excessive detail. Fang [1988] summarised the
importance of sketching and drawing by 'identifying its six primary uses: to
achieve the geometric and topologié form of a design; to communicate ideas
between designers; to act as an analysis tool; to simulate the design; to serve as a
completeness checker and to act as an extension of the designer’s short term
memdry. Therefore, conventional sketching is considered an ideal design tool for
fast creation and evaluation of concepts because of its close relationship with the
creative process [Gribnau 1999]. An example of sketches during conceptual

design for a car can be seen in Figure 2.
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Figure 2: Sketches of a concept for a car [ibid]

Regarding conventional model making, there are two general approaches to
produce physical models and prototypes: the building up and the cﬁrving away
approach [ibid]. When building up, an industrial designer typically builds models
up out of planar pieces cut out from paper, cardboard or thin styrene plastic. These
pieces are taped or glued at the edges to form a rough three dimensional (3D)
shape. When carving away, on the other hand, the designer usually starts with a
solid material such as blue foam or clay from which parts are cut away or
reshaped by hand using different tools. Industrial designers are known to use a
wide range of materials, such as clay, wood, plaster, cardboard and foam. In most
cases, they can use a vafiety of tools for working with one material. Figure 3 gives
an example of a set of tools used for modelling with clay. When working with
clay, for example, designers can use both haﬁds and work directly with the form
of the mode! with rich sensory information. With most computer aided design
(CAD) systefns however, the designers can only use a mouse, which limits the
interaction’ with the model to sequential single-handed movements in two

dimensions.
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Figure 3: A set of tools for modelling with clay [Molteni 1989].

In contrast to conventional techniques, digital techniques are also used extensively
in the conceptual design process. These include two dimensional (2D) digital
drawing and image manipulation software (e.g. CorelDraw and Photoshop) and
3D CAD software (e.g. Alias Studio) applications for sketching and drawing, laser .
scanning approaches for gathering digital design data from a physical object and
cbrnputer numerical control (CNC) and rapid prototyping (RP) technologies for

physical model generation.

Sketching using 2D CAD systems provides an alternative method to conventional
manual paper-based 2D drawing approach. However, it cannot yet match the
speed and intuitive nature of manual sketching. Although 2D CAD remains a
useful design tool, mainstream CAD has now evolved from simple 2D dfawing to
complex 3D geometric modelling (different geometric modelling techniques in
CAD will be explored in detail in the following sections). Although CAD systems
have great potential for conceptual design, the use of such systems for this
purpose is limited. One reason for this might be that although the modelliﬁg
within CAD has become 3D, skétching has remained 2D. This brought forth the
observation that for sketching, it is still the age of the continuing reign of 2D
“Paper Aided Design” [Stappers and Hennessey 1999]. Therefore, it is argued that

new computer-based 3D sketching design tools should be developed so as to



provide a true 3D design capability for the design process, especially at the eaﬂy

conceptual design stage.

Conventional techniques and digital techniques are not mutually exclusive. For
example, in graphic design, conventional tools and materials such as brushes and
paper are combined with digital tools with the aid of 2D scanners and printers.
The advent of 3D laser scanning and printing tools could promote the same |
combined use of conventional and digital tools for conceptual design [Gribnau op
cit]. It is feasible to capture the design intent by laser scanning a physical object
that was created using conventional model making techniqués. The resulting
digital data can then either be refined within a CAD syStem to reproduce a new
artwork, or used directly by RP and CNC machines to manufacture a replica
[Evans op cit]. Currently, the Vbottlenéck of 3D laser scanning lies in the
complicated post-process of a large set of scanned data. The final goal of 3D laser
scanning is to acquire a whole 3D image in a way like to acquire a 2D image with

a digital camera without any complex data processing.

Despite the capability of obtaining a photo-realistic rendering of a product using
CAD, there is still a need to verify the appearance of a product with a physical
model during the conceptual design process. To achieve this, CAD model data can
be used td create physical objects using CNC machining and RP technblogies.
CNC machining is a subtractive process, using CAD data to generate the cutter-
path codes to control a variety of machines to produce the object modelled. Its.
efficiency depends on the complexity of the object being produced, usually
requiring cutters to be changed and the model to be re-orienfated to gain access to
- all surfaces on the object. In contrast, RP is an additive process and it normally
has no sensitivity to the complexity of the object being built once the CAD data
has been post-processed such as transferring to a STereoLithography (STL) file
and slicing the STL file. From this point of view, it would be advantageous if the '
digital techniques involved at the conceptual desigh stage have direct supporting
facilities to drive RP equipment or CNC machines.
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2.3 Computer aided design

2.3.1 Introduction to CAD

As the name suggests, computer aided design (CAD) refers to a design process
with the assistance of computers in the creation, modification, presentation
analysis or optimisation of a design [Majchrzak, Chang et al 1987]. The
characteristic of CAD that distinguishes it from other computer-based applications
is its use of interactive computer graphics with design functions. Interactive
compufer graphics allow the product design to be created, viewed, modified and
analysed by designers using a visual display device. CAD is sometimes translated
as "Computer Assisted Design”, "Computer Aided Drafting" or another similar
phrase. Despite different words to represent CAD, all these terms are éssentially
synonymous. Although it does not change the basic nature of the design process,
the use of CAD helps to improve the efficiency and productivity of the design
process by generating easily modifiable model presentations, providing better
documentations with quality improvements, performing complex design analysis
at high speeds and storing and recalling model data with consistency [Singh
"1996]. Despite the fact that it has been commercially available to industrial
applications for just several decades, CAD has been regarded as one of the most
significant advancements in industry. In short, CAD is a powerful tool for design

and plays an important role in the product design process.

2.2.2 A brief history of CAD

The first CAD application- could be traced back to the development of numerical
control (NC) programming around the mid 1950’s. It wasn’t until the 1980°s that
microcomputer-based CAD packages were introduced, for example, the popular
AutoCAD software from AutoDesk. During that period, the computer mouse was
not vet an integral part of desktop computers, so a large number of keyboard
operations needed to be remembered before an individual became proficient in the
use of such software. These early 2D programs only allowed designers to use the
computer to create and modify models in the form of-'simple points, lines and
curves. The output from these 2D.systems was printed drawings of models in 2D

orthographic projection.
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Wireframe modelling emerged as the first 3D method to describe 3D objects on
computers. A wireframe model was described by its edges in an isometric or other
3D views. Surfaces were open represented and designs were open to visual
misinterpretation. The output from 3D wireframe modelling systems was still

limited to 2D printed images, just the same as from 2D drafting programs.

The introduction of 3D surface modelling and solid modelling had a huge impact
on CAD applications. While surface modelling excels at defining complex shapes
of objects, solid modelling is good at quickly building simple primitive
geometries of objects. Both surface modelling and solid modelling support
subsequent engineering applications such as finite element analysis (FEA) and
multi-axis CNC ‘cutter-path prografnming. More importantly, however, solid
modelling even creates data on the bhysical properties, such as the \}olume, mass
and centre of gravity. At this point, a part created in solid modelling on the
computer could, in theory at least, be directly manufactured on either RP
equipment driven by STL format data output or an NC machine driven by CNC

code format data exportation.

As the sophistication of solid modelling evolved, such innovations as parametric
modelling, variational modelling and feature-based modelling were developed.
Current solid modelling systems have come a long way from the early CAD

programs both in capabilities and ease of use.

To sum up, CAD has grown from a simple 2D drafting aid into a comprehensive

and indispensable system for total product modelling in just several decades.

2.4 Introduction to geometric modelling _

Extensive use of computer technologies is generally recognised as one of the
driving forces in the current industrial revolution taking place in product design
and other industrial applications. Geometric modelling technologies play a critical
role in this progress by providing complete and accurate geometric data on the

parts to be manufactured by various modern computerised tools [Mantyla 1988].
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Normally, geometric modelling is concerned with describing the shape of an
object (such as polygons, triangles, vertices and splines) as well as its appearance
(such as surface texture, surface illumination and surface colour) using a valid
computational representation. The goal of geometric modelling in CAD is to
provide an approach capable of maintaining a model's complete geometric
information using an efficient representation and to provide the tools to define the
geometry by easily and accurately capturing the designer's creation intent.

Therefore, geometric modelling is an integral part of any CAD system.

Geometric modelling can also be characterised as dealing with computer-based
repfesentation of geometry and other related information needed for supporting
various computer-based applications in engineering design, analysis,
manufacturing, assembly and other areas with similar requirements [Shah and
Mantyla 1995]. This involves the study of the data structures, modelling
algorithms and file formats for creating, representing, communicating and
manipulating geometric information for physical parts and processes appearing in
these applications. Today, geometric modelling has evolved from simple 2D
drafting to 3D solid modelling. Various methods have been developed over the
last several decades for representing 3D objects. Among them, wireframe
modelling, surface modelling and solid modelliﬁg are the three principal and most
successful types of 3D geometric representation in CAD applications. More
recently, featurc-b:clsed modelling has been considered to be a natural extension of
solid modelling which can provide an additional layer of information for the
physiéal product so as to make it more useful for design and to integrate design
with downstream applications [ibid]. Other hybrid modelling techniques have also
been used in many CAD systems which combine several of the above approaches
such as surfalce modelling and solid modelling. As a matter of fact, each CAD
modelling technique has its own applications. The introduction of 3D wireframe
modelling did not do away with 2D drafting systems. Nor did the creation of solid
modelling replace the need for surface modelling. Geometric modelling allows
designers to represerit physical objects in computerised digital forms. Based on
the representation of the object in the digital form, a variety of useful shape

operations such as union, difference, and intersection can be performed easily on
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"f—._‘.
the computer (see Figure 4). Most CAD systems use multiple representations
‘because they are more efficient and effective than one representation. The
disadvantages of one representation are often the advantages of other

representations and vice versa.
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Figure 4: Shape operations on the computer

2.5 Two dimensional modelling

Two dimensional (2D) geometric modelling is the basic represehtation method
needed to support the generation of 2D engineering drawings and illustrations
which was widely used in early CAD systems. Sometimes these early 2D CAD
tools are referred to as computer aided drafting systems. 2D drafting systefns

provided designers with simple electronic drawing boards that were more
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productive than traditional manual drawing boards, considering that it was much
easier to recoup and to modify an electronic drawing instead of a drawing carried
“out in a conventional manual way. Figure 5 gives an example of a 2D drafting
approach. The 2D drafting method is very simple and easy to work with. The
existence of well established standards for the 2D drafting method makes it still
used in CAD applications. However, a 3D model represented using a 2D drafting
approach needs a number of different views (such as plan view, front view and
side view) in order to describe its geometric and tépological information
completely (as 'shown in Figure 5). Moréo{rer, the 2D drafting method has its
inherent proneness to drawing errors and the time consuming impact of
in;:orporating model changes. Furthermore, it suffers from the fundamental
weakness to avoid ambiguous representations of 3D shapes. All these led to the
creation and acceptance of 3D modelling technologies, which are discussed in

detail in the following sections.
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Figure 5: Exaiple of a model in 2D drafting



2.6 Wireframe modelling

In CAD applications, wireframe modelling is defined as a technique for
representing 3D objects transparently with a simple skeletal description consisting
only of points, lines and curves. Wireframe modelling was the first 3D geometric
modelling technique that originated from the earlier 2D geometric design.
Wireframe modelling is one of the most basic approaches for geometric

representation. Figure 6 shows an example of a wireframe 3D CAD model.

Figure 6: Example of a 3D wireframe model [Qmi 2002]

Although it is straightforward and simple in concept, and it is easy and efficient to
generate in terms of using computing time and memory bompared with other 3D
geometric modelling techniques such as surface modelling and solid modelling,
wireframe modelling exhibits a number of disadvantages when used to model

some types of complex parts [McMahon and Browne op cif]. These included



o Ambiguities in representation. Wireframe modelling sometimes creates
ambiguous representations of real objects. For example, a cylinder represented
by a wireframe method may be recognised as a hole instead of a cylinder.

» Deficiencies in representation. In a wireframe representation, the whole profile
of a model is not usually provided. There is no information on the surfaces or
the inside or outside of the model, and the notion of solidity is not conveyed.
For example, a cylinder may be represented by four edges, that is, two circles

~ and two straight lines. But the straight lines are not enough to represent the
profile of the cylinder’s surface.

o Limited abilities to calculate mechanical properties and geometric 1'nterséctions.
From an engineering application point of view, wireframe modelling is difficult
to calculate volume and mass properties of the object designed. Other
applications, such as CNC cutter-path generation, cross-sectioning creation and
interference detection also encounter problems when wireframe modelling is
used. | |

o Limited values as a basis for downstream applications. Because a wireframe
mode] database contains only low level information such as points and lines, the
wireframe modelling method is very limited in scope when high level
information is required by particular applications such as FEA and product
process planning.

* Inability to easily represent freeform surfaces. Because wireframe modelling
only uses points, lines and curves to describe the geometric form of the object, it

is difficult to precisely represent freeform surfaces in CAD applications.

Other 3D geometric modelling solutions such as surface modelling and solid
modelling can overcome many deficiencies that exist in wireframe modelling and

are therefore widely used in most CAD applications.

2.7 Surface modelling
Surface modelling overcomes many of the ambiguities of wireframe modelling by

precisely defining the geometry of an object in the form of bounding surfaces. A
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surface modeiling method contains definitions of surfaces, edges and vertices.
Surface modelling goes further than wireframe modelling. For example, a surface
model of an object can be used to generate CNC cutting-path codes, whereas a
wireframe model usually cannot. Figure 7 demonstrates a surface model with a
freeform surface feature. Surface modelling is a widely used modelling technique
in many industries such as ship building, aircraft manufacture and automobile

production.

Figure 7: Example of a surface model

A plane surface is the simplest surface which may be defined in a number of ways
including by two parallel lines, through three points or through a line and a point.
Other surfaces are defined in one of the following three ways [ibid):

 The surface is fitted to arrays of data points. In this way the surface is generated
either to interpolate (pass through) or to approximate the data points. For
example, the Bezier surface and the non-uniform rational B-splines (NURBS)
surface are constructed from this method. |

o The surface is created from curves. In this method the surface can be irhagined
as forming a skin on the top-of the wireframe skeleton of curves. For example,
the lofted (sometimes also termed as ruled or blended) surface is created from

this approach.
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¢ The surface is designed from the interpolation between other surfaces. For
example, the fillet surface and the chamfer surface are produced from this

function.

Research in geometric modelling has led to the development of some interactive
and intuitive deformation methods for freeform surfaces [Zheng, Chan et al
1999a). Most deformation fechniques are closely related to the model

representation methods, which can be classified as follows:

e Purely-geometric representation, such as the NURBS method and the free form
deformation (FFD) approach. '
» Physics-based geometric representation, such as the FEA method and the

physics-based NURBS method.

These techniques are discussed in detail in the following sub-sections.

2.7.1 Non-uniform rational B-splines

The non-uniform rational B-splines (NURBS) description has become an industry
standard for freeform curve and surface representation in computer graphics,
CAD and computer aided manufacturing (CAM) communities due to its many
properties that are beneficial to geometric modelling. Since a NURBS curve or
surface is defined by its control points, weights and knot vectors, any
modification of these parameters can produce a shape change of the curve or
surface. Some examples of these modification operations are demonstrated in

Figure 8 and Figure 9 respectively.
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Figure 8: A NURBS curve shape changed by moving control point B;
[Schneider 1996]

(a). Different weights of By (b). Multiple identical knots at B,

Figure 9: A NURBS curve form changed by its weights and knots [ibid]

The rapid proliferation of NURBS is due to its excellent geometric properties and
" characteristics. Piegl and Tiller [1997] have provided a comprehensive summary

of the advantages of NURBS which are presented here:

e NURBS provide a unified mathematical form for representing and designing
both standard analytic shapes, such as conics, quadrics and surfaces of-

revolution, as well as freeform curves and surfaces.
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¢ NURBS are invariant (form-constant) under common geometric transformations
such as scaling, rotation, translation and parallel and perspective projections.

e NURBS offer several degrees of freedom (such as manipulating the control
points and the weights) to create a large variety of shapes.

o NURBS have a clear and easy-to-understand geometric interpretation, making
them pérticulaﬂy useful for designers.

e NURBS have a powerful toolkit including knot insertion, knot refinement, knot
removal, degree elevation and degree reduction which can be used throughout to
design, analyse and interrogate the geometries of models.

o NURBS algorithms are fast and computationally stable.

o NURBS are genuine generalisations of non-rational B-spline forms as well as

rational and non-rational Bezier curves and surfaces.

However, NURBS also have several drawbacks [ibid]:

» NURBS representations need extra data storage to define some traditional
curves and surfaces. For example, a sphere in conventional mathematical
representation only needs the position of its centre and a radius whereas the
NURBS description for it needs more parameters.

"o NURBS representations require careful attention to the processing algorithms to
ensure a good quality result.

e Some interrogation techniques work better with traditional forms than wnh

NURBS.

There is a lot of literature reporting on NURBS and their applications in
geometric modelling. Au and Yuen [1995] proposed an approach for modifying
the shape of NURBS curves by altering the weights and the location of the control
points simultaneously. These shape operators could be used for rough sculpting of
curves and surfaces. Piegl and Tiller [op cif] discussed a fundamental property of
NURBS curves, called the cross ratio, which quantified the push/pull effect of
weights for NURBS curves. Juhasz [1999] provided a weight-based shape
modification method with points and tangent constraints for NURBS curves. Hu

et al [2001] investigated shape modification of NURBS surfaces with geometric
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constraints, such as point, normal vector, and curve constraints. Two new methods
were presented by constrained optimisation and energy minimisation. Lin and
Wang [2002] presented two matrix representation formulations for arbitrary
. degree NURBS curves and surfaces explicitly other than recursively. Ravi Kumar
et al [2003] proposed an approach for the offsetting of a timmed NURBS surface.
The approach was developed mainly to meet the stringent accuracy requirements

in the simulation of composite laminate design and manufacturing processes.

However, conventional geometric design using the NURBS repre'sentation can be

problematic for the following reasons:

® Designers are often faced with the tedium of indirect shape manipulation
through a bewildering va.t'iéty of geometric parameters, for example, by
repositioning control points, adjusting weights and modifying knot vectors. It is
difficult to use them to achieve the exact shape and it is also difficult to know
which group of control points or knot vectors or weights should be used to
achieve the desired shape.

e Shape design to the requifed specifications by manual adjustment of available
geometric degrees of freedom is often difficult because relevant design
requirements are typically shape-oriented and not control point/weight-

~ oriented. A particular shape can be represented non-uniquely with different
values of knot vectors, control points and weights. This geometric redundancy

of NURBS tends to make shape refinement ambiguous.

2.7.2 Free form deformation

Free form deformation (FFD) [Sederberg and Parry 1986;.Hsu-, Hughes et al
1992] is a powerful technique for the deformation of free form surfaces or
volumes. FFD is defined by placing the surface or volume to be deformed into a
regular lattice (sometimes also termed as.grid). Deformations are applied by
moving the points of the lattice and the embedded object is modified accordingly.
These points are actually the coefficients of a trivariate Bernstein polynomial .
(also referred as the Bezier basis functions). The value of the trivariate Bernstein

polynomial defined by the lattice control points can be calculated by the Bezier



formulae. Hence, the edges of the volume contained by the lattice are deformed
along Bezier curves, and the faces of the volume are mapped to Bezier surfaces.
Thus, the output of a deformation can be reliably performed. Figure 10 gives an
example of an FFD approach. However, using this technique is sometimes
difficult. The deformations are defined by parametric functions (Bezier basis
functions) whose values are determined by the locations of control points.
Similarly, using FFD to manipulate deformation via control points has several

problems [Hsu, Hughes et al op cit]:

e Exact shape is difficult to achieve since the deformation object does not follow
the control points exactly. |

e Exact placement of object points is difficult to achieve. _

® Designers who are unfamiliar with splines do not understand the purpose of the
control points and the results of their movements.

e The control points become difficult to manipulate when hidden by the object

being deformed.

(a) Original model (b) Result of an FFD manipulation

Figure 10: Example of an FFD approach [Hu, Zhang et af 2001]

One effective way for improving this technique is to.mow: control pbints in
groups. However, it still does nothing to alleviate the shape and placement
problems and it is unclear which control points should be moved in groups and

how the transformation will affect the object.
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2.7.3 Physics-based modelling

The use of physics is not new to computer graphics applications. It was
introduced as physics-based modelling about two decades ago [Armstrong and
Green 1985; Wilhelms 1987, Terzopoulos, Platt etal 1987]. Physics-based
modelling approaches are becoming more and more attractive for geometric
representation and graphics animation. Users interact with the model by exerting
virtual forces, to which the system responds subject to the active constraints. The
physics-based NURBS approach [Hong and Terzopoulos 1994; 1995; 1996] is a
non-purely geometric representation for freeform curves and surfaces. The user’s
dynamic behaviour can produce physics-meaningful, and hence intuitive shape
alteration. This allows users to interactively manipulate the object shape not oﬂly
through the traditional indirect mode, such as adjusting control poiﬁts and setting
weights, but élso through direct physicélr manipulation, such as exerting simulated
forces and by using the local and global shape constraints. The main drawback of
the non-purely geometric methods for modelling is the long computational time
inyolved and the complex algorithm employed. Currently, they ';are still not widely

used in most commercial CAD systems.

" The physics-based modelling approach normally requires an FEA structure and a
complex computational algorithm, and therefore it generally does not meet the

basic requirements for a conceptual design application.

2.‘7.4 Summary of surface modelling

: Although it is more advanced than wireframe modelling, surface modelling still
has some drawbacks. Surface modelling contains no information about
connections between surfaces, nor about which side of the surface is solid
material. As a result, with surface models, designers may still not be able to
distinguish the interior and exterior of an object on the computer. It still lacks
some of the physical properties of the model. For example, the volume or mass of
the model cannot be obtained easily from the surface modelling information. As a
matter of fact, surface modelling may not even guarantee that the designer has
designed a realisable object since the collection of surfaces may not define a

physically realisable paft [Singh op cif].
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More and more algorithms are contributing to the modelling of complex freeform
surfaces. Téchniques for deforming shapes during sculpting operations aim to
increase the users’ ability to manipulate them effectively using a rich set of
sculpting tools. Successful approaches for human computer interaction should
have two characteristics: those involving less computation and those offering user
interaction developers the ability to develop friendly user interfaces (Uls).
Physics-based modelling can theoretically offer natural shape deformation
operators, for example, a virtual force, for the users. However, its disadvantage is
also obvious. Due to the complexity of computation involved in finite element
data structures, contemporary computing hardware has difficulty in providing
comfortable, natural ‘interaction in 3D space. The FFD approach is difficult to
achieve the exact deformation shape of the model due to its sole indirect
movement of control points implied in its lattice. The NURBS method offers a
substantial room to support interactive algorithms and intuitive Uls because it
exhibits many advantages for representing freeform curves and surfaces, and it

has several freedoms to deform the shape of the designed model.

2.8 Solid modelling

Solid modelling is another representation approach widely used in most CAD
applications. In solid modelling, objects are either defined by solid shapes or faces
with their boundaries connected topologically. This means that an independent
surface, line or point does not have any meé.ning in solid modelling. A desirable
solid representation for an object shoﬁld have the following characteristics

[Requicha 1980]:

e Accuracy. The accuracy property means that the modelling representation
method should allow an object to be represented without any approximatidn.'

» Domain. The domain of a representation method should be large enough to
include a useful set of physical objects to be represented in geometric

modelling.
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e Unigqueness. The uniqueness property refers to the fact that the modelling
representation should be unambiguous and compléte, and the representation
should be used to encode any given solid in only one way.

= Validity. The characteristic of validity in geometric modelling requires that the
representation should allow the shape of an object to be physically realisable.

o Closure. The closure property means that the object should maintain closure
under any transformations such as rotation, translation and other operations.

o Compactness. The representation should be compact to save computer memory
space, which in return may reduce the computation time in complex modelling
operations.

» Efficiency. The representation should allow the system developers to employ

efficient algorithms and methods for creating digital models on the computer.

So far there are a number of representation methods for solid modelling which
‘were reported in the literature [Mantyla op cif; Shah and Mantyla op cit;
McMahon and Browne op cit]. These typical approaches can be classified by
three main geometric foundations: Constructive solid geometry (CSG), Boundary
representation (B-rep) modelling and voxel-based modelling. Each 1s discussed in

detail in the following sub-sections.

2.8.1 Constructive solid geometry

Constructive solid geometry (CSG) is a popular solution in solid modelling. In the
CSG method, a solid model is cx;eat'ed by combining simple solid objects. The
simplest solid objects are called primitives or solid primitives. These primitives
are arranged in a tree structure using regularised Boolean operators such ‘as union,
intersection and difference in order to construct a physically realisable solid
model. The data structure for a CSG model can be considered as a binary tree that
stores an object with regularised Boolean operators at the internal nodes and
simple primitives at the leaves. Nodes are connected to a root node by its
branches. Any node may have one parent node and tWo child nodes. The root
node of the tree has no parent and represents the complete solid model. The leaf
nodes which have no child nodes represent simple primitives, such as a cylinder, a

sphere, a cone or a cube. The intermediate nodes may be used either to represent
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regularised Boolean operators or to perform transformations, such as translation,
rotation and scaling. Rather than using the ordinary Boolean set operators, CSG
employs the regularised Boolean set operators in order to ensure that such
operations on solid models always yield physically realisable solid models [Foley,
Dam et al 1996]. For example, when two solid cubes perform an ordinary. set
operation intersection, several results may be generated including a null set, a
point, a line, a surface or a cube. Since any independent point, line and surface is
not a realisable solid object in the physical world, their presence leads to problems
" in CSG modelling. Figure 11 shows a simple model using the CSG representation

in a binary tree structure.
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Figure 11: Binary tree for a CSG model

In CSG, the general processing strategy for creating a solid model is a depth-first
(from the lowermost leaf node to the topmost root node) tree walk that combines
the nodes beginning from the leaf primitives. Therefore, the modelling history can

‘be kept within the model. This history information is useful for further processing
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in order to perform basic operations, such as determining an object’s boundary.
Consequently, the advantages of CSG include 1) its compactness, ii) the ability to
record Boolean operations, iii) changes of transformations quickly and iv) undo
all of these operations quickly since they involve only tree-node building. Since
the leaf primitives are accurately described by their positions and dimensions and
the nodes are accurately created by regularised Boolean operations or.
transformations, CSG can allow an object model to be represented without any

approximation.

By using the CSG method, complex solid models may be developed relatively
quickly. But CSG is limited by the set of both solid primitives and regularised
Boolean operations that are available within a CAD environment. In addition, the
CSG rneth-t‘ad faces a severe inherent limitation. CSG cannot guarantee the
uniqueness of a representation, as there are many different ways by which the
pﬁmitivcs, Boolean operations and transformations can yield the same product.
This non-uniqueness of representation makes recognition of shapes from a CSG
approach difficult. Furthermore, it is difficult to deal with freeform surface

modelling using CSG.

2.8.2 Boundary representation modelling

Boundary representation (B-rep) modelling is based on the previously existing,
surface modelling technique. B-rep modelling describes an object in terms of its
surface boundaries like Qer’tices, edges and faces. The definition of a solid model
comes from combiﬁing the geometric information about vertices, edges and faces
of an object with their topological data structures on how these geometric entities
are connected. Figure 12 shows a simple solid model in B-rep description along

with its data structure.
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Figure 12: A simple model and its B-rep data structure [Zheng 2000]
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In a B-rep method, curved faces are often approximated with polygons.
Alternatively, curved surfaces can also be represented as surface patches if the
modelling algorithms that process the representation can handle the resulting
intersection curves, which generally are of higher order than the original surfaces
[Foley, Dam et al op cit]. In order to ensure that a model defined by the B-rep
method always remains a topologically wvalid solid during interactive
modification, an appropriate data structure must be defined, and the model must
conform to a set of mathematical rules such as each edge must connect two
vertices and be shared by exactl)./ two faces, at least three edges must meet at each
vertex and Euler’s formula must apply. For example, for a convex model without

holes, Euler’s law states that
F-E+V=2 2.1)

where F is the number of faces, E is the number of edges and V is the number of

vertices.

For a mode! containing holes, protrusions from faces and re-entrant faées, a
modified version of Euler’s law known as Euler-Poincare formula must apply.
This states that, if L is the number of interior édge loops or holes in faces, G is the
number of passageways or through-holes and B is the number of separate bodies,

then:
F-E+V-L=2B-0G) . (2.2)

The way that Euler-Poincare formula is used to ensure the topoldgical consistency
is tolrestrict the way the model may be manipulated during construction. It may
not ensure the validity of such solids with passageways in all cases. For example,
for an object with curved surfaces such as cylinders, spheres and cones, it is not so
easy to apply Euler-Poincare’s law. In such cases, new modelling‘ structures for
objects with curved surfaces must be defined. For example, a spherical surface

must be approximately represented by small polygon meshes.
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The data structure of the B-rep method must record both geometric and
topological information of the object modelled. Typically this is achieved by
means of a hierarchical structure where faces are represented in terms of their
bounding edges, and these in terms of their bounding vertices. In addition to these
basic types of objects and their relations, other information such as face and curve
equations and vertex coordinates must be presented. The boundary data structure
1s more like a graﬁh—based structure since the vertex, edge and face data are stored
as nodes in a graph structure with pointers (see Figure 12). In addition, branches
and the relational connectivity can also be indicated by a graph structure. These
graphs are known as directed graphs because the direction of the links between

nodes is important.

B-rep modelling has some advantages when compared with CSG modelling,
mainly in terms of versatility in the generation of complex shapes and the speed of
verification of tdpological relations. This is due to the way the B-rep method
- registers model information and stores model parameters in an explicit form. One
of the major disadvantages of B-rep modelling is the large information
requirement imposed by explicit storage for the model boundary. In addition, the
B-rep approach does not guarantee that a group of boundary surfaces (often
-polygons) form a valid solid (physically realisable model). Therefore, the B-rep
method is used as a basic approach for topologically representing vertices, edges
and faces. Most CAD systems have a hybrid data structure, using both CSG and

B-rep modelling at the same time.

2.8.3 Voxel-based representation

A voxel represents a volumetric element in volume form, just as a pixel denotes a
picture element in planar form. Voxel-based representation is also termed as
spatial occupancy enumeration in much solid modelling literature [Mantyla op cit,
Shah and Mantyla op cit; Foley, Dam et al op cit; McMahon and Browne op cit].
A voxel-based modelling system naturally provides what you see is what you get
information, whereas other solid modelling systems display smooth, shaded
objects that give designers no feedback on the actual surface finish of the models

after fabrication. In voxel-based representation, a solid model is decomposed into
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a collection of adjoining, discrete small solids called voxels. Figure 13 shows a

sphere approximately represented in the voxel-based modelling method.
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Figure 13: Voxel model of a sphere [Foley, Dam et al op cit)

The powerful aspect of voxel-based modelling is that it allows designers to
selectively modify individual or group voxels so that the resulting object meets
the design specifications whereas other conventional CAD modelling methods do
not support this capability. HoWever, voxel-based geometric modelling produces
only approximated objects for product models. A detailed summary of the
advantages and weaknesses of voxel-based modelling was provided by Kaufman

et al [1993], which is summarised here:

Advantages of voxel-based modelling include

» Insensitivity to complexity. All objects are represented as collections of voxels in
an ordered grid, allowing direct rendering without concern for intersections

between polygons (as in surface models).



o Inner information. Voxel-based modelling has the ability to represent the
interior of an object and amorphous phenomena.

o Sampled and simulated datasets. Voxel-based modelling is suitable for
describing objects that are reconstructed from sampled datasets (such as in 3D
medical imaging) and simulated datasets (such as in computational fluid
dynamics). The most compelling examples of this application are the
construction geometric models from datasets generated from computed
tomography . (CT) technology and magnetic resonance imaging (MRI)
technology in the medical application field. |

Disadvantages of voxel-based modelling include

e Discrete form. Voxel-based modelling provides finite resolution, approximating
surfaces and volumes as discrete primitive volume elements. The artifact created
by voxel-based modelling also complicates transformation manipulations and
results in information loss during the manipulation operations.

e Loss of geometric information. Since a model is represented as discrete
information, information about specific surfaces and features is not readily

~available for design algorithms.

o Memory and processing. In order to represent models more precisely, large

'amounts of memory are normally required, though this can be reduced by.
employing subdivision methods. In addition, processing huge amounts of voxel

data also need a high speed computer in order to achieve areal-time effect.

2.8.4 Summary of solid modelling

The wireframe and surface modelling approaches, as mentioned earlier, have
some inherent limitations for CAD applications. Solid modelling finds widespread
applications that cut across functional boundaries, sﬁch as generating information
for computer aided processing planning (CAPP) and driving RP applications.
Furthermore, solid models can be used to evaluate the physical properties (such as
the mass and the volume) and the interference detection of models early in the

design process.
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In CSG modelling, a solid model geometry is generated by solid primitives such
as cubes, cylinders, spheres, conés and tori. In B-rep modelling, a solid model
| geometry is formed by its boundary elements such as faces, edges and vertices
along with their topological relations. The computerised representation of solid
geometry is required to be accurate, valid, compact and efficient. Multiple
representations are more efficient than one representation in most CAD
applications. The composite representations of CSG and B-rep modelling are
popular in current commercial CAD systems due to their many advantages and
will still be the predéminant representations for CAD software applications. For
example, B-rep modelling is more suitable for representing complex shapes,
whereas CSG models are easy to create but are usually used in representing -
relatively simple objects. While interest is steadily growing, the area of voxel-
based modelling is still in its infancy and currently there are few techniques and

little expertise available.

2.9 Parametric and variational modelling

In the early stage of design, not all the data needed is known and designers are
often not sure what specifications will satisfy the design requirements. This leads
to various modifications in product configurations and inevitably causes changes
often in the geometric shapes and dimensions. It is therefore important for CAD
applications to provide automation tools to support such changes. However,
earlier. traditional CAD systems were based mainly upon building geometry with
specific dimensions and creating geometry with specific initial relationships to
existing geometry. To ovércome the inflexibiiity‘ in earlier traditional CAD
systems, two new methods, known as parametric and variational modelling
approaches, have emerged. During the past decades, parametric and variational
modelling were examined in detail, developed and employed in mé,ny commercial
CAD systems. Most solid modelling CAD systems available on the market are

now parametric and variational as well.

55



2.9.1 Parametric modelling

The term parametric modelling denotes the use of parameters such as dimensions
and formulae to control the geometries of CAD models. The parameters may be
modified later, and the model will update to reflect the modification. The idea
behind parametric modelling is that designers may want to adjust model
parameters, for example a dimension to explore the effects of different sizes
without recreating the model geometry. From this point of view, parametric
: modelling is powerful and intuitive. Parametric modelling also lends itself to data
re-use. For example, a whole fam'ily of capscrews can be contained in one model.
But parametric modelling requirés more skill in model creation. Parametric
modélling CAD, originally pioneered by the Parametric Technology’s
Pro/Engineer system more than ten years ago, has become an accepted paradigm

for all major CAD systems [Hoffmann and Kim 2001].

In fact, parametric modelling enables a new CAD model design methodology that
employs special case searching and solution techniques to provide dimension-
driven capability that is applied to geometric and algebraic constraints [Chung and
Schussel 1990]. In parametric modelling, dimensional-driven capability means
that an object defined by a set of dimensions can vary in size according to the
dimensions associated with it at any time during the design process. Geometric
constraints specify certain relationships between geometric entities, such as
parallelism, tangency, offset and alignment. These constraints can be applied to
many different types of geometric entities such as linés,' planes and surfaces.
Algebraic constraints are simple_ engineering equations that designers add to
ensure that product sizes and shapes meet the design requirements. For example, a
part cross-section may have to be a certain area. Figure 14 gives a framework of a

parametric modelling process.

56



Engineering Equation
, -
Geometry equations processor
Geomanc -l Special case S pecml_ case
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Figure 14: Schematic framework of a parametric design system [ibid]

2.9.2 Variational modelling

Variational modelling is an approach that uses fundamental graph theory and
robust constraint-solving techniques to provide a constraint-driven capability that
is applied to a combination of geometric constraints and engineering equations
[ibid]. As this definition indicates, although parametric modelliné and variational
modelling have much in common, the differences are also significant. In
parametric modelling, the model is limited to solutions in a procedural manner
based on parameters of geometfy, possibly even simple equations, to define those
parameters. In variational modelling, the model is based on a set of simultanecus
equations that calculate the size and orientation of the model [Kurland 1994]. In
variational modelling, geometries, equations and dimensions of the design are all
considered as constraints. This provides variational modelling with a constraint-
driven capability .which | encompasses the dimension-driven capability of
parametric modelling. Thus, parametﬁc modelling can be considered as a subset

of variational modelling.

All the geometric constraints and engineering equations in variational modelling
are presented in the form of constraint networks. Techniques from g'réph theory
are used in the varational design process. By using graph theory, a large

constraint network may be decomposed into smaller simultaneous equation sets so
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that the networks can be solved efficiently. A schematic framework of a

variational modelling process is shown in Figure 15.

ngineerin
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Figure 15: Schematic framework of a variational design system
[Chung and Schussel op cir]

2.9.3 Summary of parametric and variational modelling

Both parametric modelling and variational modelling provide variable-driven
- solutions to representing geometric constraints and relationships during CAD
model creation. Parametric modelling solves constraints by applying sequential
values to model variables, where each assigned value 1s computed as a function of
the previously assigned valﬁes. Its use is limited to dimension-driven design. On
the other hand, variational modelling deals with constraints using sets of complex
equations, and solves all these equations simultaneously to evaluate the
dimensions for models [Shah and Mantyla op cif]. It is a géneric approach for
dimension-driven design as well as for advanced applications such as tolerance
analysis, mechanism analysis and design optimisation. From a technical
viewpoint, the line between parametric and varational modelling is blurred,
because many CAD applications employ a hybrid of both types of these

approaches.
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2.10 Feature-based modelling

2.10.1 What is a feature?

There are many published definitions of the concept of a feature. Even though
these definitions seem to be dissimilar, they all consider features as entities which
are of a semantically higher level than the pure geometric elements typically used
in solid modelling [Shah, Sceevalsan et al/ 1988]. Shah and Mantyla [op cif]
viewed features as information sets that referred to aspects of form or other
attributes of a part, in such a way that these sets could be used in. reasoning about
design, f)erformance and manufacture of the part or the assemblies they
constituted. In other words, features need to contain different information as they
are used for different application purposes. Features in geometric modelling are
high level geometric elements which have some engineering significancé or
meaning. Shapes such as drillled holes, ribs or bosses in castings, grooves in shafts
and so on are regarded as typical form features. The engineering meaning in many
features is mainly related to machining operations which include the
manufacturing prdcess planning that determines the sequence of operations

required to fabricate the model.

Normally, the definition of a feature includes three main parts listed below [ibid]:

¢ The parametric geometry.
e The attribute of a feature and the relationship between features.
 The mapping from the definition into an application and the feature knowledge,

such as topological-reasoning rules and consistency-verification rules, '

The main advantages of using features include [Ovtcharova, Pahl et al 1992]

e A feature vocabulary is more naturél for expressing the product when compared

. with a purely geometric one.

e There is a possibility of using features as a basis for modelling product
information in different phases such as design, analys‘is,-.process planning and
manufacturing.

e The use of features can lead to an increase in designer’s productivity and cost

effectiveness.
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Typically there are two main feature creation approaches in feature-based
modelling applications known as feature recognition and design by features
respectively [McMahon and Browne op cit]. The task of feature recognition is to
take an existing solid model and to search its data structure for combinations of
geometric elements that correspond to prototypical features. In the design by
features process, a product model is created either from a library of features
(rather than geometric primitives) or from defining form features on the existing
model. Each of these solutions has distinct advantages and inherent weaknesses,
and sometimes it may be necessary to use them silﬁultaneously to complement

gach other (also called as hybrid feature-based modelling).

2.10.2 Feature recognition

A feature-based model is created by the feature recognition technique in such a
way that the features are extracted from the model geometry directly. In other
words, a geometric model is first created by conventional CAD systems and then
a computer program processes the resulting model to find features. Normally, the
feature recognition solution is mainly used in CAPP applications. The feature
recognition approach is based most often upon B-rep modelling because the
adjacency relationships between geometric entities are explicitly represented in
such modelling systems [ibid]. The recognition of features in CSG models is
potentially more difficult than in B-rep models, because a CSG model is non-
unique in its representation. There have been limited experiments in feature

recognition based on voxel-based representation models.

2.10.3 Design by features

A model’s geometry can be created directly in terms of features. This is known as
design by features. Design by feature modelling systems use features as. building
blocks to create the model geometry just like the solid primitives in CSG
modelling. Designers can start either with a more or less complete geometric
model and define form features on it, or one can start from selecting form features
from a standard feature library. Design with pre-defined form features can reduce
the number of input commands substantially. This is especially advantageous in

re-design. In this way, features can serve as functional elements for designers in
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their design processes. However, the design by feature approach has distinct
limitations [Shah, Mantyla er al 1994]. In the design process, sometimes
geometric features may interact and form unintended geometric features. The
design by feature approach also limits designers to select from a ﬁnite set of

geometric features so as to inhibit their freedom of design creativity.

2.10.4 Freeform feature-based modelling
Freeform feature-based modelling can be regarded as an extension of the previous
feature-based modelling approach, in which only regular-shaped features can be
used. Freeform features are similar to regular-shaped features, the only diﬁ‘érence
being that there is more modelling freedom for the geometric shape of the feature. -
Typically, their geometric shapes can be modelled with freeform curves and
* freeform surfaces which are normally represented using the NURBS method
[Fowler and Bartels-op cit]. In freeform feature-based modelling, the general
-outline of a model is usually created first by sketching several freeform elements
such as freeform curves and surfaces. Later, based upon the defined freeform
elements, a freeform feature can be created by design functions such as sweeping,
cutting, blending and lofting. Figure 16 illustrates an example of a freeform

feature created by a sweeping design approach.

Trajectory '  Freeform feature

Profile

Figure 16: Example of a freeform feature

Although many attempts were made for freeform feature class definition

[Poldermann and Horvath 1996; Fontana, Giannini et al 1999; Berg, Bronsvoort
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et al 2002], it has turned out to be very difficult to make a general classification of
freeform features. It is therefore very important that new types of freeform
features should be introduced in advanced freeform feature-based modelling
systems. The definition of a new freeform featufe class is, however, rather
complicated: not only does the generic shape have to be modelled with NURBS,
for example, but also a set of parameters has to be chosen that makes intuitive
instantiation and modification of the feature possible; and a mapping between
these parameters and the low level definition entities using the NURBS method

has to be established.

Currently, freeform feature-based modelling is still in its infancy and requires
much more attention from both academic research and industrial applications. Yet
freeform feature-based modelling has shown much potential for the future of

advanced CAD systems.

2.10.5 Summary of feature-based modelling _

Features are application specific as they are used for different application
purposes. From the design point of view, feature-based modelling has much better
potential for computer support of the design process than current non-feature-
based CAD systems do. Features are meaningful elements for designers and the
use of them can speed up the design process as well as provide a means for
standardisation, thus reducing design cost and accelerating time to market. Other
adv.antages which can be'expected from feature-based modelling are improvement
of the quaiity of design and a better interface with applications such as process

planning and engineering analysis.

In most CAD applications, feature-based modelling systems offer designers a
fixed set of features, so called feature libraries, to choose from. The elements in
the feature library can be classified as simple features that cannot be decomposed
into simpler features, composite and compound features that can be further
subdivided into simple features, and user defined features. Feature-based

modelling could provide an effective way for designers to create product shapes,



for example, less design variables and consideration of manufacturing process

during the design process.

Freeform feature-based modelling is a relatively ‘new research area. Much
-research carried out so far has shown that there are good prospects in this new
field. However, much research is still to be done before freeform feature-based

modelling becomes mature.

_In short, feature-based modelling provides enhanced design tools and directs new
paradigms and methodologies for product design and other relevant engineering

applications.

2.11 Hybrid modelling

As stated earlier, each solid modelling method introduced above has its
limitations. Therefore, in order to create more complex and stylish solid models,
the idea is to combine several solid representation methods together (such as B-
rep modelling and CSG modelling) for efficient and effective modelling. Such
representation techniques are normally referred as hybrid modelling approaches.
Most commercial CAD systems are hybrid using two or more solid modelling

approaches at the same time.

Compared to other individual solid modelling solutions, hybrid modelling
approaches provide the flexible facility that is crucial to efficient and effective
model design. This useful concept caﬁ be extended from solid modelling to the
whole geometric modelling field. For example, CAD applications using both
surface modelling and solid modelling approaches are also called as hybrid
modelling systems. Therefore, hybrid modelling solutions make meaningful sense
by giving the ability to use the most appropriate modelling - technologies for

different design processes.
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2.12 Summary

In this chapter, the product design process and conventional and digital techniques
involved in the conceptual design process have been identified. CAD systems, as
a technology, try to assist and improve the design process. The heart of a CAD
system is its ability to create a computerised model that represents the shape of the
product designed. Today’s CAD technology has already evolved from 2D drafting
to 3D modelling. The mainstream 3D modelling approaches include 3D
wireframe modelling, surface modelling and solid modelling. There are
alternative methodologies for the creation‘ and manipulation of solid geometry at
the solid modelling level of the CAD technology. These varied techniques include
the CSG approach, the B-rep method, the voxel-bé.sed representation and other
modelling téchniques such as parametric modelling, variational modelling,
feature-based modelling and a mix thereof. Clearly, each CAD modelling solution
has its own strengths, weaknesses and specific application areﬁs. Thus, hybrid
modeliing approaches would be best for creating 3D CAD models within the
product design process. Figure 17 gives a sﬁmmary of CAD modelling

technologies which were presented and analysed in this chapter.
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Figure 17: Summary of CAD modelling technologies
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CHAPTER THREE

Virtual reality technologies

3.1 What is virtual reality?

Virtual reality (VR) is not a new invention. Scientific research has been working
in the field of VR for decades, having recognised it as a very powerful tool for
creating more natural and intuitive human computer interfaces (HCIs). VR can be
described as an interactive, computer-generated three dimensional (3D)
environment with which users can interact using specialised peripherals such as
electrical data gloves and haptic force feedback dev.ices. VR is also interpreted as
a natural extension to 3D computer graphics with advanced HCIs that simulates a
functionally realistic environment. Therefore, in' a VR environment, users
normally have multiple feedback senses rather than only vision information
available in most computer graphics applications and can interact with virtual

objects naturally and intuitively.

The term “Virtual Reality” was first introduced by Jaron Larnier, founder of VPL
Research [Pimentel and Teixerra 1997]. Other related words include “Artificial
Reality” coiﬁed by Krue'ger et al [1985], “Cyberspace” initiated by William
Gibson in his science fiction novel and more recently, “Virtual World”. VR is also -
closely associated with an environment commonly known as a virtual

environment.

Burdea and Coiffet gave a more scientific definition of VR as:

Virtual reality is a high-end user-computer interface that involves real-time
_simulation and interactions through muitiple sensorial channels. These
sensorial modalities are visual, auditory, tactile, smell and taste [2003].
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As the technologies of VR evolve, the applications of VR become literally
unlimited. It is assumed that VR will reshape the interaction interfaces between
user and computer technology by offering new approaches for the communication
of information, the visualisation of processes and the creative expression of ideas.
Today, VR technologies are widely used in the applications of flight simulators;
collaborative product and process design, “walkthroughs”, human factors and
ergonomic studies, simulation of assembly sequences and maintenance tasks and
wvirtual surgery. Moreover, recent advances in broadband networks are also
opening up new applications for tele-collaborative virtual environments in these

application fields.

3.2 Fundamentals of virtual reality

In a VR system, an important new concept is immersion, which refers to the fact
that the user gets the feeling that he or she is fully immersed in an artificial, 3D
world that is completely generated by a computer. This is a huge step forward
compared to traditional 3D cbmputer graphics animation and CAD modelling
packages, which inherently impose major limitations especially on natural and
intuitive user interaction. Today, the term “Virtual Reality” is also used for
applications that are not fully immersive since the boundary between immersion
and non-immersion is becoming blurred. VR systems currently have many forms
due to different terms used in different applications, such as cyberspace, synthetic
environment, artificial reality, virtual world, virtual environment and augmented
reality. In all such VR-related systems the common features (also called the basic
components) include a natural or intuitive interface for user interaction, real-time

3D graphics for synthetic presentation and a sense of immersion.

There are two main groups in VR-based systems based on the interactive means
used. The first group is immersive VR systems, which are based on immersive
display technologies such as head mounted displﬁys (HMDs) or stereo
projections. In an immersive VR system, devices such as HMDs and head
posiﬁbn trackers are difficult to use for extended periods of time, and are quite

expensive as well. The other group is desktop non-immersive VR systems, which
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have emerged from the 3D CAD animation technologies. A desktop non-
immersive VR system, which is typically more economical than an immersive VR
system, lets users view and interact with objects in a 3D environment using

technologies such as stereoscopic display and haptic interaction.

For interaction with the 3D world, devices like 3D tracking devices, electrical
hand gloves and haptic force feedback devices can be used. Additional features
like voice input recognition and sound feedback output can further enhance the
usability of a VR system, without the use of significant expensive additional

hardware devices.

3.3 Existing virtual reality immersive techniques
A major distinction of VR systems is the mode with which they interface to the
users. There are several techniques available for creating immersion in current

immersive VR systems which'include -

o Head mounted displays (HMDs) [Keo 2002]. A spatial - tracking device
incorporating liquid crystal displays (LCDs) or cathode ray tubes (CRTs)
mounted on the head of the user provides 3D information on head movements to
update the visual images (see Figure 18). How-cver these devices are
cumbersome to wear and have uncomfortable intrusive viewing problems.
Furthermore, users may not have the freedom of unlimited motion as théir

mobility is restricted by the cables attached to HMDs.
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Figure 18: A head mounted disﬁlay system

e Binocular omni-orientation monitor (BOOM) [Fakespacelabs 2002]. Another
kind of personal head-coupled immersive display device which was introduced
by Fakespace Inc., as shown in Figure 19. The device can offer stereoscopic

_ visualisation on a counterbalanced, highly accurate, motion-tracking support
structure for practically weightless viewing with high resolution. The drawbacks
of the BOOM device are the encumbrance of the device and its restrictions on

motion by its infrastructure and cable connection.

Figure 19: A binocular omni-orientation monitor system
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® Cave automatic virtual environment (CAVE) [Fakespacesystems 2002]. A 3D
illusion of immersion is obtained from projecting stereoscopic images on the
walls or floors of a room-sized cube (see Figure 20). Unlike an HMD, multiple
users wearing lightweight stercoscopic glasses can share the same experience
using stereoscopic projectors. A head tracking system continuously adjusts the
stereoscopic projection to the current position of the leading viewer. However,
the system is quite complex and the amount of money needed to equip a
company with this environment makes an obstacle for widespread industrial

application.

Figure 20: A cave automatic virtual environment system

® Retinal display |Banerjee and Zetu 2001]. Such a display is based on a laser
microscanner technology, and it uses tiny solid state lasers to scan colour
images directly onto the retina. The laser microscanner display, however, still
faces substantial technical obstacles. Furthermore, there is still a long way to go

before its commercial application.
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3.4 Hardware and software in virtual reality systems

A VR system is a combination of hardware devices and software components that
enable users to interact with virtual objects in a more natural and intuitive way.
The hardware devices of a VR system receive input information from user-
controlled devices and convey multi-sensory output information to create the
illusion of a virtual environment. The software components of a VR system
manage the hardware devices that make up a VR system for users’ specific

applications.

The first duty of VR system hardware devices is to receive input information from
the user or from external input sources. In other words, a VR system receives
input information from position tracking devices, electrical data gloves, digital

input facilities, haptic force feedback devices and a wide variety of other devices.

The second duty of VR system hardware devices is to provide fnulti-sensory
output information to the user. To give the user feedback about the virtual
environment, VR applications employ a wide range of output technologies such as
visual and auditory output devices. Visual presentation devices include projection-
based systems, HMDs, BOOM, CRTs and LCDs. In addition to visual feedback,
many VR application systems also provide auditory feedback using localised
sounds. Some VR application systems aiso make use of tactile and haptic force
feedback to enhance the virtual environment. In the future, there may be output
devices for the remaining senses as well (for example, olfacto-ry and gustatory

senses).

VR system software components provide an acce;ss to all these types of input and
output devices to successfully create a virtual environment for users. VR
applications need to make full use of many software technologies (such as 3D
graphics display, real-time data acquisition and multiple thread processing) not
only to manage VR systems themselves but also to create and present information
to users. The integration of all these technologies makes VR applications not only

powerful, but also complex.
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3.5 Desktop virtual reality systems

Desktop virtual reality systems, which are normally recognised as non-immersive
VR systems, are the most basic type of VR systems. They are also regarded as a
subset of traditional VR systems. A desktop non-immersive VR system is a
natural extension of a traditional desktop computer system metaphor. In most
desktop non-immersive VR systems, a traditional graphics workstatioﬁ is used
with various other input and output devices. Even in this simplest kind of VR
system, there are many complexities in software programming and hardware
integration. For example, the software system has to capture the tracking
information and integrate that positional information into the running application

to present the dynamic view images or other direct feedback to users in real-time.

Because it is composed of hardware that is part of conmiodity computer systems,
a desktop non—immersiye VR system is relatively iqexpensive compared to an
immersive specific VR system. In addition, a desktop non-immersive VR system
only adds a few hardware devices to a normal desktop computer system, this
makes it easy for users to setup and run such a system reliably. Furthermore, a
desktop monitor commonly has higher resolution graphics than a VR display unit
such as an HMD. All the above adva.ntages'_makc a desktop non-immersive VR
system a popular choice for users of VR applications though it has the main

drawback of lacking full sensorial immersion.

The best way to compenéate for the missing spatial awareness in a desktop non-
immersive VR system is to give users a greater sense of natural and intuitive
interaction so as to block out other distractions and focus just on the specific .
object with which users want to work. This is also the main scheme to follow for

developing any desk-top'non-immersive VR system application.

3.6 Virtual reality in industrial applications _
As mentioned earlier, VR is often regarded as a natural extension to 3D computer
graphics with advanced input and output hardware devices. This technology has

only recently matured -enough to.warrant serious industrial applications. The
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integration of this new technology with software systems for industry,
engineering, design and ma.nufacmring will provide a new boost to the field of

computer aided engineering (CAE).

3.6.1 Virtual product design and development
At present, accelerating worldwide market competition has become evident.
Industry has more pressure to reduce product life cycle costs, maintain product
quality, improve product performance and decrease time to design and fabricate
the product [Banerjee and Zetu op cit]. Virtual product design and development
| can be considered as one of the enabling technologies for the rapid development
of information technology infrastructure in this area by speeding up the product
development process, improving the quality of the product and -reduc"ing the
product design errors. It is now possible to develop products almost completely in
a digital form. For example, Boeing introduced their 777 aircrafts without the
need for any physical mock-up [Boeing 1996]. Design,.‘ visualisation,
manufacturing analysis, assembly analysis and marketing images were all
undertaken in a 3D digital environment. Successful examples were already found
. from the major automobile manufacturing companies such as Daimler Chrysler,
Ford Motors and General Motors. At Daimler Chrysler, design engineers
employed a BOOM-based VR system as an effective tool for a new vehicle
product design and design review application [Brooks 1999]. At Ford Motors,
product engineers simulated their new automobile assembly cycles by applying a
VR  system i containing VPL’s EyePhone and DataGlove devices
[Fakespacesystems op cif]. According to the practical results from their
applications, the VR processes they employed have reduced significantly their

product design and development both in terms of time and costs.

3.6.2 Virtual reality based design systems

VR-based design systems are the most significant application in the field of
virtual product design and development. VR technologies bring new potential
tools into traditional CAD systems by providing more natural and intuitive ways
to interact with 3D digital models and real-time 3D graphics design presentatioﬁ
during the initial product design stage. The idea behind them is to develop the
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future CAD systems for product design. Design systems employing VR-based
techniques are generally referred to as VR-based design systems. According to
their interactive abilities and functionalities involved in the design process,
current VR-based design systems can be further classified into two main
categories, namely, VR-enhanced 3D visualisation and analysis tools and VR-
based CAD systems [Dani and Gadh 1997]. VR-based CAD systems are fegarded
as the direction in which new paradigms of CAD systems are evolving. With the
in-depth maturing of VR technologies and conventional CAD techniques
undergoing further development, the combination and integration of these
technologies will lead to the next generation of powerful CAD systems for

product design which industries are hungry for all the time.

In VR-enhanced 3D visualisation and analysis systems, product models are first
designed in conventional CAD modelling systems and then appropriately
translated into a VR-based environment. Such systems only allow designers to
visualise and analyse CAD objects in a 3D virtual environment. Designers cannot
directly create or modify CAD models and so when any change or modification is
required, they must go back to the conventional CAD modelling systems.
Obviously, as far as the modelling function and the modification of the model is
concerned, such a system is more or less the same as the conventional CAD
system. Virtual Design 11 [Astheimer, Dai et al 1995)], developed by the
Fraunhofer Institute for Computer Graphics in Germany, lets designers import
data from various sources, pre-process and .enhance data, interact with and
manipulate data in real-time, and present the application using various audio-

visual facilities including HMDs and dataglove devices (see Figure 21).
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Figure 21: The Virtual Design Il system

Researchers at the University of North Carolina at Chapel Hill in America
introduced a system called Immersive Simulation Animation And Construction
(ISAAC) for users to interactively construct virtual worlds [Mine 1997]. ISAAC
allowed building designers to position, orient and scale architectural objects in a
virtual environment using direct and indirect manipulation techniques (see Figure
22). Other examples of VR-enhanced 3D visualisation and analysis systems
included the Interactive Virtual Environment for the Correction of STL files

(IVECS) at Clemson University [Fadel, Grane et al 1995].

AND CENTERED

Figure 22: The ISAAC system
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In contrast to 3D-enhanced visualisation and analysis tools, VR-based CAD
systems allow designeré to create, modify and manipulate 3D models directly in a
3D VR-based environment. Compared to most conventional CAD systems that
only employ the traditional mouse/keyboard and 2D display-based interaction
-metaphor, VR-based CAD systems not only offer more natural and intuitive 3D
interfaces for design and interaction, but also provide enhanced designing tools
for model manipulation and functional experimentation. Moreover, VR-based
CAD systems also support alternative methods of user input and output, such as

voice commands, hand gestures and haptic interactions.

One known example was called the COnceptual VIRtual Design System
(COVIRDS) which was developed by the [-CARVE Laboratory of the University
of Wisconsin at Madison in America [Dani and Gadh op cit; Chu, Dani ef al
1998]. COVIRDS introduced a new paradigm for CAD systems to use the hand
and voice instead of the keyboard and mouse to create, edit and visualise designs
of products in aerospace and automotive industries. The natural and easy-to-use
interface was based 6n what was called the Workspace-Instance-Speech-Locator
(WISL) approach that enabled the designer to operate in a 3D virtual workspace
and generate 3D concept shapes by instancing primitives via speech and 3D
locator (hand) inputs. The designer’s stereoscopic visual feedback was provided
by 3D glasses that allowed hologram-like 3D images to free-float in a space in
front of the designer’s field of vision. In addition, 3D position trackers attached to
the hand allowed the computer to follow the motion of the designer’s hand so as
to determine the intended size, spatial location and orientation of the product
geometry. Figure 23 gives the design environment of COVIRDS. However, the
voice input had limited command-vocabﬁ]a_ries and the gesture interaction had
poor recognition rate and capability. In addition, model data sharing facilities
~ between COVIRDS and other commercial CAD systems were not provided.
Furthermore, there were limited sketching functions and design tools for freeform

curve and surface creation.
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Figure 23: The COVIRDS system

Another VR-based CAD system called JDCAD [Liang and Green 1994] was
produced by the University of Alberta in Canada. JDCAD was equipped with a
pair of Polhemus Isotrak six degree-of-freedom (DOF) input devices. One was
used to dynamically monitor the user’s head position and provide the kinetic 3D
effect, and the other was used as a hand-held bat which was the main input device
for 3D direct manipulation through a so-called “ring menu” selection tcchﬁique in
a 3D virtual environment, as shown in Figure 24. The system made it pdssible to
sketch 3D shapes in a highly interactive manner, just like the CSG approach in
solid modelling (see Section 2.8.1 in Chapter Two). However, the solid model
created by JDCAD was usually not precise. The JDCAD system had no tools and
functions for other sketching designs, in particular, for freeform curve or surface
creation. Furthermore, JDCAD did not provide the model data sharing abilitjf with

other commercial CAD systems.
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Figure 24: The JDCAD’s ring menu

Another example of VR-based CAD systems could be found from the Department

- of Mechanical Engineering at the University of Hong Kong (HKU) in China

[Zheng, Chan et al 1999b]. The system used an electrical hand glove called the
CyberGlove as an input device to provide designers with a more natural and
intuitive interface to create and manipulate 3D rnodéls, as shown in Figure 25 (a).
The system also employed an advanced 3D graphics user intefface-‘technology to
enhance the gesture-based user interface functibns (see Figure 25 (b)). One point
noted was that the system introduced some new mathematical algorithms and

methods for freeform surface modelling and manipulation based on existing

- known freeform surface models during the conceptual design pfocess. In addition,

the HKU VR-based CAD system also included feature-based modelling
techniques for constructing product models. However, human user interface based
on slow discréte gesture recognition was still notlvery natural to use and needed
further improvement with precise recognition. In addition, latency in the operation
loop was one of the main problemsAin this VR-based CAD system. Furthermore,
the mode! data exchange ability between the HKU VR-based CAD system and

other CAD systems was not considered.
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(a) System framework (b) System design environment

Figure 25: The VR-based CAD system from HKU

Researchers in the Computer Graphics Group at Brown University in America
developed human-centred, powerful and interactive 3D graphics tools for
modelling, scientific visualisation, tele-collaboration, and interactive illustrations
in a shared visual, spatial and auditory environment [Zeleznik, Herndon et al
1996; Bloomenthal, Zeleznik er a/ 1998; Forsberg, LaViola er al 1998; Cohen,
Markosian et a/ 1999]. Their many ongoing projects included using the Phantom
haptic force feedback device, made by SensAble Technologies Inc., to provide
force feedback for 3D haptic widgets in a polygonal modelling system testbed.
One of them, called the ErgoSketch system offered simple tools, such as pencil
and paper, for designers to freely sketch their design intent. The hand-drawn-
representation could be used to rapidly conceptualise and edit approximate 3D
scenes. To achieve this, the ErgoSketch system used simple non-photorealistic
rendering and a purely gestural interface that was based on simplified line
drawings of primitives and allowed all operations to be specified within a 3D
world. The ErgoSketch system could offer a natural and intuitive user interface
and even support two-handed interaction and speech recognition. However, all
geometry could only be created using a 2D lightpen, which caused problems when
supporting the generation of both freeform and precise 3D geometry.

Furthermore, the modelling tools for product design were still limited.
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Researchers in the State Key Laboratory of CAD&CG of Zhejiang University in
China presented a prototype VR-based CAD system called the Virtual Design and
Virtual Assembly System (VDVAS) [Wan, Gao ef al 1999; Gao, Wan et a/ 2000].
VDVAS enabled designers to create and edit constraint-based 3D solid models
completely in a 3D virtual workspace through voice commands and direct 3D
manipulations. In VDVAS the accuracy of the created 3D model was guaranteed
by a constraint recognition and constraint solution scheme. Virtual assembly
Which could fully integrate with virtual design was regarded as one of the main
functions in the system and both assembly modelling and assembly planning
based on direct 3D manipulations were included in VDVAS. However, VDVAS’s
emphasis was only on solid model creation from limited predefined primitives
(very similar to the CSG approach in solid modelling) and 3D sketching and 3D
freeform geometry creation functions were not provided. Furthermore, the model
data exchange ability between VDVAS and other downstream CAD applications |

was not taken into consideration.

DesignSpace [Chapin, Lacey et al 1994], a system presented by the Center for
Design Research in the Department of Mechanical Engineering at Stanford
University in ‘America, allowed designers to perform conceptual design and
assembly using voice and gestures in a networked virtual environment. .
DesignSpace employed three head-tracked rear projection images, head-coupled
binaural audio, hand instrumentation, electromagnetic position tracking devices
for users’ interactive simulation, dexterous manipulation' and remote collaboration
within a conceptual design environment. However, DesignSpace just served as an
experimental testbed for design theory and methodology research. Its design
functions and tools were poor and very limited for 3D modelling design and

creation.

3-Draw [Sachs, Roberts et al 1991], a system for interactive 3D shape design was
introduced by the researchers at Massachusetts Institute of Technoelogy in
America. 3-Draw was based on a pair of Polhemus Isotrak six DOF tracking
devices. The designer could hold a palette-like sensor in his/her left hand to

specify a moving reference frame, and used a stylus-like sensor in his/her right
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hand to draw and edit 3D curves in space, which made it much easier to design
freeform curves and surfaces in a 3D environment. But the solid modelling
functions and other issues such as the model data exchange ability with other

conventional CAD systems were not mentioned.

Researchers at the University of North Carolina in America also contributed a
VR-based CAD system called the three dimensional modeler (3DM)
[Butterworth, Davidson er al 1992]. 3DM used an HMD to put the designer in a
virtual modelling environment. The input device consisted of a Polhemus Isotrak
3-space mounted in a hollowed out billiard ball having two buttons on it. The
hand-held tracker was used by the designer to select functions from a toolBox, and
to create and manipulate objects in a 3D virtual environment. However, 3DM only
supported modelling primitives, i.e. just triangles and tessellated shapes. In
addition, 3DM did not have enough modelling facilities to create solid models. It

remained in a demonstration state,

The Conceptual Understanding and Prototyping (CUP) system [Anthony, Regli er
al 2001] which was introduced by the Geometric and Intelligent Computing
Laboratory at Drexel University in America allowed users to author, in a 3D .-
viri:ual environment, the structural, behavioral and functional knowledge about a
design. CUP presented a new approach to CAD that united ideas from traditional
mechanical design with 3D sketching and knowledge engineering in a virtual
environment. However, CUP provided users with what was more like an

environment for CAD process and tools for product data management (PDM) than |
a 3D design system. From the designer’s point of view, CUP was poor at 3D

model construction and manipulation.

The Conceptual Design Space (CDS) [Gatech 2002], developed at Georgia
Technical College in America, offered a real-time 3D immersive virtual -
environment and an interactive, intuitive manner for 3D architectural design. The
designer could use the CDS system to create conceptual building designs and

modify them, add details or create new designs all immersed in a virtual world.
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However, the CDS system was mainly designed for an architectural application

and many features were not suitable for mechanical product design.

‘Despite the significant amount of research in this area, none of these VR-based
CAD systems have made an impact on conventional CAD systems’ evolution.
This is partly due to the VR-based techniques they have chosen to use. Although
it gives freedom to use hands for other operations and has the flexibility to specify
verbal commands, the voice input method still has. many disadvantages, including
limited recognition capability both for languages and pronunciations, forcing
users to remember arbitrary commands ‘anc_l the inappropriateness of the technique
| for specifying compound commands correctly. Despite its flexibility and number
of degrees of freedom of the human hand, the glove type gesture interaction
suffers ffom inherent weaknesses, including a poor recognition rate, needs for a
gesture language and a user-specific calibration and a complex structure. Table 1
briefly summarises the advantages and major drawbacks of the main VR-based
interaction paradigms currently used in most VR-based CAD systems. Any future
" VR-based design system should avoid these drawbacks as much as possible.
Figure 26 gives a brief summary of the VR-based_design systems which are

reviewed in this section.

—» Virtual Design II
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A Figure 26: VR-based design systems

82

—=HK VR-based CAD



£8

VR-based interaction
paradigms

Main hdvantages

Main drawbacks

1. Glove type device
method

e Enable to use both hands.
e Use the hand with more degrees of freedom
* Allow a natural interaction by gesture input

s Need pre-defined complex gesture language
® Need fast and precise gesture recognition
e Need user-specific calibration to work

2. Voice input method

e Free both hands for other operations
» Need simple hardware devices (i.e. a microphone)-
» Specify verbal commands flexibly

s Need different language support
e Need different pronunciation recognition
e Need different accent recognition

3. Position tracking
device method

» Provide spatial information for interaction (i.e. view
control, object selection and manipulation)
e Allow users to feel “presence” in a virtual world

®» Need comprehensive position calibration
» Need complex algorithm to reduce noise disturbance
» Cable connections limit freedom of operation

‘. Fully immersive

virtual environment

o Create a more realistic environment
» Increase the user’s feeling of immersion

e Make the system infrastructure more complex
e Cause uncomfortable intrusive viewing problems

» Make the system more expensive to use

Table 1: Main advantages and drawbacks of VR-based interaction mechanisms




3.6.3 Virtual prototyping

Another useful application of VR technologies in the product design and
development field is virtual prototyping (VP). VP is also regarded as virtual
simulation in a computer-based environment in the early stages of the product
design and manufacturing. Currently, different VP applications have different VP
interpretations. From the product design point of view, VP can be referred to as
the construction and testing of a virtual prototype, or in other_words called a
digital mock-up, in which a computer simulation of a physical product can be
presented, analysed, and tested for prbduct lifecycle aspects such as design,
manufacturing, service, maintenance and recycling as on a real physical prototype

[Wang 2002].

In general, VP has been widely used in an effort to reduce the product
development time and cost. VP also enables designers to explore more design
alternatives in a short time and assist design validation or testing. With the VP
technology, users can design, test and debug a product before it is built in the
physical world. Once a virtual prototype is finished, the design can be sent
directly for physical prototyping on one or more of the avatlable rapid prototyping
(RP) technologies such as StereoLithography (SL), Selective Laser Sintering
(SLS) and Fused Deposition Modeling (FDM), or on other manufacturing
technologies such as CNC machining.

The ultimate goal of VP is to completely substitute the physical prototype to
greatly reduce the development cost and time. As new technologies such as VR
techniques are applied to VP systems, VP has extended its functions from just a
conventional engineering simulation to a simulation of all the interested aspects of
a product, including the product function, manufacturability, ergonomics, market

and even aesthetic features.

A commercial VP application example could be found from Mechanical
Dynamics Inc. [Adams 2002]. A system called the Functional Virtual Prototyping
Process could enable users to experiment with innovative design variations, gain

insight earlier in the development cycle, make quantifiable improvements and
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make sure the products would work as intended before the customers invested a
large amount of time and money creating physical systems. By simulating the
performance of mechanical systems on the computer, the system enabled users to
troubleshoot problems within existing designs and to reduce the risk associated

with developing new designs.

Researchers in the Virtual Reality Laboratory at the University of Michigan in
America introduced a VP system called the Virtual Prototyping of Automotive
Interiors (VPAI) [Umich 2002]. In the VPAI system, a virtual prototype could
replace a physical mock-up for the analysis of design aspects including layout and
packaging efficiency, visibility of instruments, controls and mirrors, reachability
and aqcessibility, clearances and collisions, human performance, aesthetics and
appeal and more. Their other research projects have focused on VP applications in

engineering design especially in automobile and marine industries.

3.6.4 Virtual manufacturing

Manﬁfacturing is an important sector in most countries and represents the
transition of products from the concept shape to production and sales. Virtual
manufacturing (VM) is just one of the most useful VR applications in
manufacturing. VM can be considered as the use of computer models and
simulations of manufacturing processes to aid in the design and production of
manufactured products. Lawrence Associates Inc., in its virtual manufacturing
users workshop report, defined VM as an integrated, synthetic manufacturing
environment exercised to enhance all levels of decision and control. Three
paradigms of VM were proposed in their report, including design-centred VM,
production-centred VM and control centred VM [Lin, Minis et a/ 1995].

~ Generally speaking, VM refers to the modelling of manufacturing systems and
components with effective use of audio, visual and other sensory features to-
simulate alternatives for an actual manufacturing environment, mainly through
effective use of computer-based technologies. The motivation of VM is to
enhance the ability to predict potential problems and inefficiencies in product

functionality and manufacturability before real manufacturing occurs.
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The key point to which more attention is being paid in VM is to develop an
interface between VR technologies and manufacturing, automation theory and
practice. VR technologies could support the development of this interface for VM,
and thus enhance the integration of VR technologies into VM applications.

- It is well recognised that over 75% of the total cost of a product is committed at
the product design stage [Ullman 2002]. From a product-life cycle viewpoint, VM
provides design, processing and production engineers with an ability to validate
their designs, associated processing plans and operational plans with respect to

~ technical feasibility and cost. This is done early in the product development

process before committing to real production.

There are a number of academic research and industrial application projecfs on
VM. For example, the Interactive Manufacturability Analysis | and Critiquing
System (IMACS) [Lin, Minis et al op cit}, developed by the Institute for System
Research at the University of Maryland in America, made a good contribution to
the computer aided manufacturability analysis. IMACS provided the user a new
way to speed up the evaluation of new product designs in order to decide how to

manufacture them easily.

Researchers in the Industrial Virtual Reality Institute of the University of Illinois
at Chicago in America, de\}eloped many tools and carried out many applications
in VM [Uic 2002]. Interesting examples included i) manipulation of objects using
sensor data and real-time control inputs in a CAVE environment, ii) integration of
factory layout, material handling and manufacturing equipment control models
and iii) electronic collaboration between geographically dispersed factory
designers: using high speed communication links and the world-wide-web
(WWW), models were developed for collaborative manufacturing systems layout

design.

3.6.5 Virt_ual assembly
Virtual assembly (VA) is regarded as a key component of VM and one of the
largest challenges for VR-based technologies in engineering applications

[Jayaram, Connacher et al 1997]. Normally, VA refers to the use of computer
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tools to make or assist with assembly-related engineering decisions through
analysis, predictive models, visualisation and presentation of data without

physical realisation of the product or supporting processes.

VA mainly consists of assembly process simulation, real-time collision detection,
tolerance analysis and assembly process planning. In a VA system, a combination
of several technologies such as advanced visualisation, real-time simulation,
decision making theory, assembly and manufacturing procedures, and assembly
and manufacturing equipment development are integrated together to provide

support for VA process structures.

One VA application example could be found from the known automobile
manufacturer — Ford Motors [Nist 2002]. In the Ford VA systém, the vehicle parts
were first designed in a conventional CAD system. The CAD files were
transferred to the VA system with VR equipment. A user then manipulated the
virtual part and attempted to assemble it into the virtual vehicle. The equipment
. used for the VR experiments were a VPL’s EyePhone and a DataGlove running
on a Silicon Graphics workstation. The user put all the equipinent on and
attempted the part insertion. The VA system checked for interference and
collision between the part and the vehicle. The simulation process éould be used
to evaluate proéess installation feasibility. For example, it could be used to

evaluate the human ergonomics of various assembly operations.

Cﬁrrently, VA is still in its infancy and attracts much attention from both
academic research and industry practice. Yet VA has shown great potential for the
new product design and development process. With the rapid development of VR .
a;nd other related technologies, VA activities such as assemblability evaluation
and assembly planning can be done completely within a computer-generated

virtual assembly environment.

" 3.6.6 Virtual sculpting _
A large amount of work has been done in computer graphics to provide an
intuitive design metaphor. In practice, there are still a lot of parameters to tune

and limitations on the object’s 'topology and geometry due to the underlying
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mathematical description. Designers are hungry for tools for sculpting design
where they could deposit material wherever they desired in space, and then
iteratively deform, carve or paint it with a tool, without any consideration on its
underlying description. The emerging technology called virtual sculpting (VS) is
regarded as one of the possible solutions to realising the designer’s dream. There
are many academic research and industrial application activities on intuitive and
direct interaction with freeform surface creation in order to apply them to creating

whatever shapes designers have in their minds.

Researchers at Colorado State University in America developed a prototype
scuiptiﬁg software package, called the CySculpt system for editing and reshaping
3D polygonal mesh surface models [Colostate 2002]. These surfaces could be
imported from 3D digitising systems, medical imaging surfacing software or
surface modelling CAD systems. Editing and sculpting could be applied to
individual vertices or facets, to user-defined areas or to an entire model.
Operations included selective smoothing, roughening, stretching,’ decimation and
refinement. The CySculpt system also offered utilities for prepaning a surface with
a thickness for rapid prototyping (RP) production. Major applications of the
CySculpt system were targeted for wvisualising, verifying, repairing and
performing calculations with digitised models and performing working-with-clay
type sculpting/modifications. Since the CySculpt system was a polygonal-based
system, the surfaces or solid faces of the design model were represented in an .

approximate non-precise way.

. The Manchester Visualisation Centre (MVC) at the University of Manchester in
England [Manchester 2002} has conducted various research projects in the use of
non-uniform "rational B-splines (NURBS) for creating high-quality computer
graphics. In one of their research projects, they developed a NURBS Surface
Editor which allowed designers to create and manipulate 3D NURBS surfaces and
piace them within a 3D scene. The “motif widgets” were used to provide user
interfaces and a Hewlett Packard-Programmer’s Hierarchical Interactive Graphics
~ System Plus Lumiere and Surfaces (HP-PHIGSPLUS) model was used to produce

the output. The interactive methods included primitive selection and surface
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skinning through curves. The project involved the application of free form
deformation (FFD) algorithms to the NURBS Surface Editor, thereby allowing the
usual editing tools to be augmented by using an FFD lattice. Another contribution
from MVC was that they developed a NURBS library of functions which could
assist designers in the creation, manipulation and rendering of NURBS curves and

surfaces in 3D CAD applications.

Researchers in the Department of Computer and Information. Sciences of De
Montfort University in England [Noble and Clapworthy 1996] presented a virtual
sculpting system called Gargoyle for designers fo locally modify a NURBS
surface by varying the weight parameters. The method led to the use of a simple
“point and click” metaphor for shape manipulation. The Gargoyle system could -

provide designers with some degree of convemence in virtual sculpting.

SensAble Technologies Inc. introduced the FreeForm Modeling system [SensAble
2002] which provided virtual carving tools, smudging tools, tugging tools and .
tooth-pasting tools in order to mimic manual modelling methods like clay and
plaster carving or wood and marble sculpting processes with. which many

designers were familiar at the conceptual design stage. The FreeForm Modeling

" system was also one of the first commercial design products to successfully use a

haptic force feedback device for product development. However, the FreeForm
Modeling system still suffered from a number of problems such as the
inconvenience caused by the collaboration of 2D mouse input and 3D Phantom
device input on a 2D planar visual ‘disp-lay, most of the operations were performed
by only one hand, a large amount of memory and a high computing spéed were
needed due to its volumetric modelling technique and its model data was harder to

transfer to other CAD platforms.

However, most sculpting tools in these systems were implemented with traditional
mathematical formulations. Although the shape operators. were more intuitive than
traditional CAD systems, they were still very limited and needed to be further

improved. Except for the FreeForm Modeling system, most systems did not use
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VR-based input and output devices to offer a virtual environment, and

consequently, designers still worked in a traditional CAD environment.

3.6.7 Collaborative virtual environment

Collaborative virtual environment (CVE) is an extension to traditional single-user
or standalone VR applications [Hartling 2001]. In a CVE application, two or more
users can interact with each other in the same virtual environment.
Communication between users should be clear and intuitive which often means
that users can “speak”™ to each other directly. Figure 27 gives an example of
multiple designers collaborating in a virtual environment. In order for designers to
feel that they are sharing the same virtual world and potentially working together
on the same task, concepts of information sharing and cooperative manipulation
of the information must exist. Visually, the shared world should be the same for
all sites, or it must be similar enough that no user is lacking crucial environmental
elements such as landmarks that could be used as reference points. At present,
there are two CVE approaches used in such applications: local collaboration or

remote collaboration.

Figure 27: Multiple designers collaborating in a virtual environment

Basically, the CVE technology includes and emphasises the wide use of
internet/intranet communication networks for virtual component sourcing,

collaborative design and testing. Moreover, recent advances in broadband
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networks are also opening up new applications for tele-collaborative virtual
environments in these fields. Using the most advanced CVE systems, users can
dramatically shorten the time to market for new products, cut the cost of
prototyping and pre-production engineering, enable many more variations to be
tried out before committing to manufacture and increase the effectiveness of

quality assurance testing.

3.7 Virtual reality in medical applicaﬁons

VR technologies bring numerous advantages to the medical cdmmunity. These
include improved medical training (errors made on virtual, rather than real
patients; modelling of unusua! and rare cases), more realistic certification
procedures (for example, objective measures of surgical skill) and more pleasing

treatments (in the case of virtual rehabilitation) [Burdea and Coiffet op cir]. Not

only do VR technologies have great potential to revolutionise the teaching and

practice of medical applications, but they also encompass some of the greatest

computer visualisation challenges of state-of-the-art: real-time interaction with |

complex 3D data, photo realistic visualisation and haptic feedback modelling.

What is more, they require that all of these be achieved in the same application |

[Earnshaw, Vince et al 1995].

In a virtual surgery application, the virtual model is usually built from actual

patients’ data, using scanning techniques such as magnetic resonance imaging

(MRI) and computed tomography (CT). This kind of virtual surgery system can g

be used not only as an assistant to surgeons during operation, but also for training
young surgeons and other iﬁexperienced surgeons for unusual surgeries. Lately,
augmented reality systems have been able to combine computer-generated
imagery with a view of the real world. A typical application would be to overlay
information on real world objects, such as showing the location of an organ on the
inside of a2 body in an immersive environment instead of navigating inside the

body.
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3.8 Virtual reality in telepresentation applications

Recently, many new words are coming out with the applications of VR
technologies in some specific areas. They include tele-presentation, tele-
operation, tele-presence and tele-robotics. Whatever way they appear in the
literature, the key feature behind them is the same: using VR technologies for

achieving natural man-machine interfaces for specified remote activities.

The best example one can imagine is where virtual tele-presentation. is.used in
hazardous environments such as a nuclear reaction station and space exploration:
But the applications of virtual tele-presentation are not restricted to hazardous
environments which were originally designed for intervention by humans.
Recently, the new and exciting field of nanotechnology employs VR-based
nanopresence technologies fdr non-destructive testing, visualising and inspecting

-materials at an atomic level [Earnshaw, Gigante er a/ 1993).

3.9 Summary _

Computing technology, especially the personal computer (PC) has seen dramatic
improvements, and has laid a solid foundation for mature VR applications in
different fields. The aim of VR technologies used in the produci design process is
to allow faster and more natural wﬁys of interaction with the computer and to
overcome the communication bottleneck presented by 2D interaction (both input
and output) which has prevailed in most commercial CAD systems. Therefore,
VR technologies are regarded as the next generation of advanced HCIs. Despite:
the significant amount of research in VR-based design systems, none of them has
made an impact on mainstream CAD systems’ evolution. This is partly due to the
techniques they have used having more or less inherent weaknesses. Future new
VR-based design systems should take full advantage of existing VR technologies

and avoid their drawbacks as much as possible.

Although it is argued that the emerging"VR-based CAD systems provide the
direction for the next generation of CAD, integration of new VR-based techniques

into 3D CAD applications indeed plays a crucial role especially at the initial
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stages of the product design process. Rapid advances in digital technologies for
interaction and visualisation.offer the potential to bring the active, exploratory,
manipulative and expressive approaches in which designers work with real objects
using hands and tools, into the visual digital world. It is anticipated that through
the development of new design systems that use VR techniques and other new
emerging technologies, designers can significantly reduce design time and costs,
and improve design quality and reliability. Therefore, it is essential that a full
understanding of VR-based interactions should be formed and the new HCI
requirements to sﬁpport conceptual design should be defined. This is the subject

of the next chapter.
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CHAPTER FOUR

Interaction techniques and design functions for CAD applications

4.1 Human factor analysis of CAD techniques

While citing CAD applications, one should never forget one key factor that affects
the functionality and usability of such applications in a very deep way: the human
factor. As discussea in Chapter Three, Virtual reality (VR) technologies provide
much potential to achieve more natural and in_tuifive human computer interfaces
(HClIs) for a specific task such as the conceptual design process. More attention
" should be paid to the human computer interaction in the design process in order to
develop user interfaces (Uls) from which designers benefit based on the features

of naturalness and intuitiveness.

Recent improvements in computer technologies provide advanced tools in the.
field of CAD. Many CAD research activities have focused on the development of
enhanced computer aided conceptual design systems to fully support different
phases of the product design process. In order to provide more friendly Uls for
designers.in the design process, there is a need for high level, understandable and
effective Ul specifications from practical case studies with uéability testing. These
Ul specifications should not only establish more effective and usable HCI
mechanisms, but also reveal the real needs from industrial designers when they

perform design work using CAD tools.

Sener and Wormald [2001] conducted several case studies that revealed the needs
and expectations of industrial designers when they carried out their design work
using current CAD systems. These case studies covered several subjects including
i) exploring the capability of current CAD systems for supporting conceptual
design activities, ii) identifying user expectations of new generation computer

aided industrial design tools, iii) understanding the needs of professionals
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involved in the design process such as industrial designers and engineering
designers and iv) producing improved computer aided conceptual design tools
that can be used from conceptual design to total product design. Their
observations could be regarded as the future expectations from industriai
designers of a new generation of CAD systemns. The following presents a brief
summary of their findings in relation to this research that deliberately focused on

HClIs rather than modelling techniques.

¢ A new CAD system should be less complicated so that designers could learn to
use it in a much shorter time without having difﬁculty.\’When using the CAD
software, it should be easy to find which tool to use for which purpose, easy fo
locate the tool, easy to create complex shapes and easy to remember which level
of modelling is being used. '

e Sketching on the computer should create lines without any need to complete all
the lines. It should be done as quickly as by a free hand; it should allow
sketching in 3D space; it should be using similar tools as in traditional sketching
such as a pen; 1t should not limit but allow them to draw exactly what they want
to draw; it should keep records of sketch work as layers that allow designers to
see previously created ones; it should allow designers to define-drawings in their
own styles. _

o A new CAD system should enable designers to shape and sculpt the object by
hand, to interact with the model by touching, feeling, holding and manipulating
if needed just the same as in real life.

e A new CAD system should provide strong tools for free and fast control of the
freeform shape construction under certain constraints. New modelling
representationé and new processing algorithms should be employed to achieve

this goal.

An intuitive interface between human and computer is one which requires little
training and offers a working style most like that used by users when intefacting
with environments and objects in their day-to-day life. In other words, users
interact with elements of their task by looking, hearing, holding, feeling and

manipulating using as many of their natural skills and experience as appropriate,

95



or can reasonably be expected to apply to a task. Haptics or force feedback
technology opens the door to a new level of interactivity between users and
computers. Prior to haptics, users only have the chance to interact with the
computer through vision and sound. The sense of touch has been'conspicuously
absent in traditional computer interfaces like the keyboard and mouse. The
introduction of haptic technology could bring significant changes to the way
designers interact with information and communicate ideas, by permitting
designers to touch and manipulate virtual computer-generated objects in a way

that creates a compelling sense of tactile realness.

In order to better understand the role of haptic interaction in CAD applications, a
case study on haptic modelling was performed by Sener [2002]. Another aim of
this case study .was to find out the potential strengths and weaknesses of haptic
modelling systems currently available on the market and to explore the level of
usability that the existing haptic application system would provide for a 3D
modelling solution to conceptual design or industrial design. The observations
drawn from the case study provided a definite indication of how haptic technology
should evolve in order to satisfy the needs of industrial designers and how this

technology could be integrated into the conceptual design process.

The information collected from this case study was very useful for providing first
hand data from designers on the potential and drawbacks of haptic modelling in
3D object deéigh, especially at the initial stages of the product design process.
Moreover, the findings from the case study greatly helped CAD application
designers to better combine the advantage of different manual modelling
~ techniques (for example, sculpting, wire cutting, clay shaping and deforming)
with CAD technologies in order to enhance the usability of CAD tools. The

following summarises the results which-come from Sener’s case study [ibid].

e The haptic FreeForm Modeling system from SensAble Technologies was
introduced as a tool which let designers sculpt and form virtual clay-based or
foam-based models using similar tools and techniques to those employed in the

physical world, yet with most of the advantages of a CAD tool. However, the

96



haptic FreeForm Modeling system was not an accurate CAD system, and it
would not be used in the later stages of product design. It was also an
insufficient modelling system for making final design decisions. It was still a
step away from completely satisfying industrial designers and replacing their
conventional tools and other CAD modelling systems.

e Haptic technology offered a revolutionary approach for combining physical and
digital modelling techniques in the industrial design phase. In spite of recent
progresses, the incorporation of haptics into product design was in its infancy.
New sophisticated 3D modelling techniques were typically needed to master
traditional 3D modelling. Advanced haptic interfaces could create entireiy new
opportunities for computer aided conceptual design. Given the continued rapid
development of 3D modelling and visualisation with computers, the challenges
for future CAD were likely to be the seamless integration of haptic interaction
into the product design process. '

® Work was still needed which would focus mainly on the characterisation and
classification of industrial designers’ 3D manual working techniques, such as
the tools used and the ways for form creation. A set of recommendations would
show how manual techniques could be better duplicated or mimicked within a
computer aided industrial design environment.

e The Phantom haptic device was an easy and straightforward input device to use.
Using the Phantom haptic device as a carving tool also let it rotate freely in 3D
space, as they would do with the actual carving tool. There existed a need for
more résearch on its design which offered a form with hand support and allowed
designers to use it without getting tired very‘ quickly. There was also a need for
research to improve its functions in relation to other input devices being used in
the same system such as the keyboard and mouse.

e The interface was generally simple and easy to use. The interface should be
mbre flexible so that designers could arrange their own working environments
as if they were working in a real workplace. Using similar keyboard/mouse
shortcuts available with other CAD systems should also be mken iﬁto

consideration to make the interface less confusing.
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e One of the advantages while working with the haptic FreeForm Modeling
system was being able to go back a few steps after making a mistake unlike blue
foam-based modelling in the physical world. However, the accuracy and being
able to get engineering drawings from the CAD model appeared as important
issues which the haptic FreeForm Modeling system was not able to deliver.

e In general, parts built using FreeForm Modeling system have a somewhat
unique, organic appearance compared with models designed directly using other
CAD systems. This can be achieved by using virtual sculpting techniques along
with the haptic interface support rather than employing conventional modelling

methods with standard user interfaces.

~ Table 2 gives a brief summary of the needs and expectations of new CAD systems
found from both the author’s and Sener’s research work. This summary is based

on the findings from a range of industrial designers.

Relevant issues Preliminary results
1. Interactive devices | e Easy and straightforward to use in 3D space
¢ Mimic the normal way that designers interact with
the nature world
» Provide direct sensory feedback in operation
2. Preferred human | e Simple, easy and flexible to use
computer » Require little training and offer a natural working
interfaces style
e Interact with models by seeing, hearing, touching,
holding and manipulating in an intuitive way
¢ Enable two-handed operation to work in the design

process :
3. Functional ¢ Less complicated to learn and use _
modelling tools » Allow sketching in 3D space which is done as

quickly as that by a freehand operation
¢ Provide strong tools for free and fast control of the
freeform shape creation '
4. CAD data formats | e Provide import/export CAD data format options

Table 2: Needs and expectations of new CAD systems for conceptual design
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4.2 Characteristics of a new conceptual design system

Drawing upon the previous section, it is possible to define the aim of a new

conceptual design system as follows:

To integrate VR-based HClIs into the design process in order to maximise

its interactivity and efficiency so as to provide better support to conceptual

design.

The overall aim of the conceptual design system was expanded into ideal system
characteristics using a matrix approach, similar to that used within the quality
function deployment process (see Figure 28). The designers’ reéquirements
obtained from the same case study results are listed down the left-hand side of the
matrix and the characteristics of a new conceptual design system needed to meet
them are listed along the top. The correlations between designers’ requirements

and system characteristics are shown by crosses entered in the matrix.
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Figure 28: Correlation matrix between designers’ requirements and system
characteristics
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Since the research focuses mainly on the interactivity and efficiency of HCI for
conceptual design so as to provide a more effective modelling environment, other
objectives such as to enhance and improve the capability to achieve more unique
designs are not considered in this research. The defined system characteristics
would provide both a starting point for system configuration and a yardstick
against. which system performance could be measured. Each characteristic is

described in detail below.

4.2.1 Two-handed operation

In their everyday lives, people are constantly confronted with tasks that involve
physical manipulation of real objects. They typically perform these tasks with
little cognitive effort, using both hands and with total confidence in their
movements. For CAD applications, a familiar 3D user interface is needed to offer
an equally natural interaction which takes advantage of existing skills and
experience in manipulating real objects in the physical world. Two-handed
operation interfaces were found to be faster and easier to use than conventional
" interfaces that were based on a keyboard and a mouse [Raisamo 1999]. In
addition, a well-designed two-handed interaction interface should have a physical
- form which gives clues to the way it works, making it more intuitive and easier to
learn than traditional techniques fof manipulating virtual objects. Though the
traditional mouse/keyboard operation 1s normally performed by two hands in a
serial order, it is important to emphasise that here the two-handed operation refers

to using both hands simultaneously instead of in series.

4.2.1.1 Psychological analysis of two-handed operation _

Human two-handed control has been extensively analysed in psychology. Much
of this research specialised in defining which parts of the brain controlled which
hand, and how to determine the handedness of the subjects. Many of these results
were not directly applicable to building user interfaces, but there were some
useful theories that explained the differences beMeen the hands and the way both
hands cooperated in bimanual tasks. Among this research, Guiard presented a
kinematic chain theory [Guiard 1987]. According to his model, the functions of

both hands were related serially so that the non-preferred hand acted as a base link
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and the preferred hand as the terminal link. Based on this theory and observations
of people performing bimanual tasks, Guiard proposed three high-order principles
governing cooperative and asymmetric functions of the two hands, which could be

summarised as follows (here assuming a right-handed person):

o Right-to-left reference. Motion of the right hand typically found its spatial
references in the results of the motion of the left hand. Often the non-preferred
hand played a postural role in keeping an object steady while the preferred hand
executed a manipulative action on it. For example, when writing, the non-
preferred hand controls the position and orientation of the page, while the
preferred hand performs the actual writing by moving the pen relative to the
non-preferred hand.

o Asymmetric scales of motion. The movement of the left hand usually had a low
spatial accuracy compared to the right hand. The preferred hand was capable of

- producing finer movements than the non-preferred. During handwriting, for
example, the movements of the left hand adjusting the page are infrequent and
coarse in comparison to the high-frequéﬁcy, detailed work done by the right
hand.

o Left hand precedence. Usually the action started with the non-preferred hand
and ended with the preferred hand. For example, in handwriting, a sheet of
paper is first positioned with the left hand and then the right hand is used to

write on it.

Clearly, analysing the division of labour between two hands helps people to
understand more about two-handed operation in harmony in the physical world.
This also leads people to a better understanding of two-handed operation with
computers as well in order to meet the requirement for designing two-handed

interfaces for CAD applications.

4.2.1.2 Two-handed operation in CAD applications
There are a number of research activities where two-handed operation computer-
based applications use both hands to give continuous operation in an integrated

manner.
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ToolGlass and Magic Lenses [Bier, Stone ef al 1993) was a desktop system in
which the tools were controlled with both hands. This metaphor consisted of a
semi-transparent menu which users superimposed upon a target using a trackball
in the non-preferred hand. The preferred hand then moved the mouse cursor to the

target and clicked through the menu to apply an operation to the target.

Two-handed operation with 2D input devices could be applied not only to 2D
applications but also to 3D CAD systems. An example of such an application was
the SKETCH system [Zeleznik, Herndbn et al 1996] developed by Brown
University in America. The SKETCH system’s two 2D devices together provided
four degrees of'freedom and allowed users to perform a number of CAD
operations with two hands. Objects could be moved, rotated and scaled, the
viewpoint and other camera-based display parameters could be Iﬁanjpulated and

several other editing operations were supported.

A notable two-handed operation interface was the T3 system, which was
introduced by Kurtenbach er al [1997]. T3 was a graphical user interface
paradigm that was based on tablets, two-handed manipulation and transparent user
Ainterface components, hence the name T3 represented. This paradigm was used in
a sophisticated drawing application. The tools were controlled with two multi-
sensor tablets that both had a puck that sensed rotation in addition to their
position. Tablets could potentially simplify between-hand coordination, but multi-
sensor tablets presented their own quirks, such as the possibility for multiple input

devices to collide with one another.

Hinckley‘ et al [1998] developed a two-handed operatio.n interface in which a doll
was used to control neurosurgical visualisation, as shown in Figure 29. Their
experiment system showed that two-hand operation provided more than just time
.savings over one hand manipulation. ’fhey found that two hands together provided
sufficient perceptual cues to form a frame of reference that was independent of

visual feedback.
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Figure 29: The neurosurgical visualisation two-handed operation interface

Sachs’ 3-Draw system [Sachs, Roberts et al op cif] was a two-handed operation
CAD tool which facilitated the sketching of 3D curves (see Figure 30). In 3-Draw,
the designer held a stylus in one hand and a tablet (similar to a painter’s palétte) in
the other hand. These tools served to draw and view a 3D object which was seen
on a desktop monitor. The tablet was used to view the object, while motion of the

stylus was used to draw and edit the curves making up the object.

Figure 30: The 3-Draw System

Shaw and Green [1994] introduced a two-handed operation CAD system for
creating hierarchical quadrilateral polygon-based surfaces. The interface of the
system used two hands to interact with the surface, with the left hand setting

geometric and other contexts and the right hand manipulating the surface

geometry.



4.2.1.3 Potential of two-handed operation

As mentioned earlier, most everyday tasks or working skills are two-handed in
nature. Using two-handed operation in the design process mimics the way people
use both their hands for their everyday tasks. Hinckley er al [op cit] argued that
the common-sense conclusion for why two-handed operation might offer
.advantages for Uls, (for example, “two hands save time by working in parallel™)
was not always true in two-handed manipulation. They believed that using both
hands could indeed help users to perform tasks more quickly than using oné hand.
Furthermore, two hands were not just faster than one hand, but two hands together
could provide the user with additional information such as the position and
kinaesthetic sensory feedback between the two hands that one hand alone could
. not. Using both hands rather than a single hand could also change how users
thought about a task, and this influenced the user’s problem-solving behaviour as

well.

According to a report on ergonomic efficiency testing of two-handed versus one-
handed CAD working styles from Ergonomic Technologies Corporation [3dconnx
2004], using two-handed operation could reduce both hand motions rapidly and
alleviate muscle activity significantly.. 90% of the subjects who participated in
their evaluation tests would prefér to have a two-handed approach for their CAD
use. Many other researchers have indicated that two-handed interfaces have many
. potential benefits over one-handed interfaces. The potential benefits can be

summarised in three main points which are listed below:

o Two-handed inrerf&ces are natural. Just thinking of everyday living, both hands
are used frequently to assist each other in performing many tasks. For example,
it is very natural and easy to perform a drawing operation with a pencil in one
hand and a ruler in the other. In contrast, only a conventiopal 2D mouse held in
one hand can be used to interact with models in most commercial CAD
applications.

o Two-handed interfaces are efficient. By dividing the labour between two hands,
based on a deeper understanding of the difference between the preferred and the

non-preferred hands, two-handed interfaces can save time dramatically in
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performing tasks. For example, in physical modelling activities, one hand is
used for holding and navigating the model, while the other hand is used for
selecting a tool and applying the tool operation to the model. In this way,
dividing the navigation task and the operation action between two hands can
make the work much more efficient.

o Two-handed interfaces are more flexible. Compared to one-handed interfaces,
two-handed interfaces have more degrees of freedom, thus providing users with
more alternative solutions and operations to support their activities in
performing tasks. Moreover, when working with two hands, users can feel
greater sensory feedback such as the haptic force sense and kinaesthetic sense

between two hands.

4.2.2 Haptic interaction

Rapid advances in digital technologies for interaction and visualisation offer the
potential to bring out new natural and intuitive approaches in which people work
with real objects, using both their hands and tools, into the digital space
[McLundie op cif]. Among these advances, haptic technology offers many
benefits to designers for interacting with virtual objects in a 3D digital
environment. Haptic technology provides force feedback sense while the digital
model is modified by tools such as sculpting, cutting and smudging. Also haptic
technology includes tactile sense about the digital object that is touched such as
surface texture and surface lineament or boundaries. The potential of such_-
technology to allow a less constrained, more naturalistic interactioh with virtual
models has increased the drive towards computer support for the whole design

process, in particular for conceptual design.

4.2.2.1 Introduction to haptics

Haptics is a Greek word meaning “the science of touch”. Haptics is the study of
how to couple the human sense of touch with a computer-generated application
[Smith 1997]. Haptic feedback can be further divided into two sub-fields, force
(kinesthetic) feedback and tactile feedback. ' -
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Force feedback deals with the devices that interact with the muscles and tendons
that give the human a sensation of a force being applied. These devices mainly
consist of robotic manipulators that push back against a user with the forces which

correspond to the environment that the virtual effector is in.

Tactile feedback deals with the devices that interact with the nerve endings in the
skin which indicate heat, pressure, and texture. These devices typically are used to

indicate whether or not the user is in contact with a virtual object.

4.2.2.2 Haptic interaction devices

Haptic interaction devices allow users to experience a sensation of touch and
physical properties when they interact with virtual objects in a 3D digital
environment. They exert force in response to a user's action, and they enable
active two-way interaction with virtual objects, where action and perception are

brought together.

Haptic interaction devices can be categdrised in two distinct classes: impedance
' controlled devices and admittance controlled devices [Thurfjell, McLaughlih et al
2002]. The essential control paradigm of impedance controlled devices is as
follows: the user moves the haptic device, and the device will react with a force if

a virtual object is contacted.

One prime example of the impedance control paradigm was the SensAble’s six
degree-of-freedom (DOF) Phantom haptic device, as shown in Figure 31. The
Phantom haptic device was a desktop haptic feedback system which provided
single point, 3D force feedback to the user through a stylus attached to a
moveable arm. The position of the stylus point was tracked, and a resistive force
was applied fo it when the device came “into contact” with the virtual model,
providing accurate, ground-réferenced force feedback. The physical working
space was determined by the extent of the arm, and a2 number of different models

were available to suit different application requirements.
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Figure 31: Impedance haptic device: The Phantom haptic device

Another impedance controlled device was the Delta haptic device from Force
Dimension, as shown in Figure 32. The Delta’s key design feature was a
symmetric tripartite structure. Compared to the Phantom’s serial kinematics, the
Delta’s parallel kinematics ensured lower inertia, which was a crucial element for
rendering of realistic forces. High stiffness and higher forces could be applied to
were other characteristics that followed from using the Delta device structure. The
Delta haptic device had three translational DOF end effectors, but could be

equipped with an extra three rotational DOF end effectors.

Figure 32: Impedance haptic device: The Delta haptic device
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A French company called HAPTION also introduced its impedance controlled
haptic interaction device named VIRTUOSE haptic devices, as shown in Figure
33. The VIRTUOSE haptic device provided six DOF force feedback with a large
working volume and high torques. It was particularly suited for virtual object
handling operations at a real scale during the engineering process, to simulate

assembly, disassembling, or maintenance training.

Figure 33: Impedance haptic device: The Virtuose haptic device

Admittance control is the inverse of impedance control. In admittance control, the
device first measures the force exerted by the user via a sensitive force sensor,
then calculates the acceleration, velocity and displacement, which the object
touched in virtual space would experience as a result of this force. Admittance
control has been used for control sticks in the flight simulator field for many
years. A recent example of a generic haptic device using the admittance control

paradigm was the FCS HapticMaster device shown in Figure 34.
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Figure 34: The FCS Haptic Master used in a gear shift simulator

All of the above haptic interaction devices provided at least a 3D haptic force
(some of them even provide 3D torques). Because they normally worked in a two-
way communication (both input and output) between the user and the computer,
these haptic devices provided not only a force feedback interaction but also a

direct 3D input mechanism.

There are other types of force feedback interaction devices commercially
available in the world. Among them, glove-like force feedback devices are used
commonly in some specific applications. Their main feature is the glove structure
that wraps around the hand and fingers to support kinaesthetic sensors from the
fingers and hand. The glove consists of resistors or air pockets distributed across
the finger or the underside of the hand. Sequential inflation and deflation of the

pockets convey virtual object feedback to the wearer.

Immersion Corporation (formerly Virtual Technologies, Inc.) [Immersion 2002]
produced a family of products based around its CyberGlove, a tethered,
instrumented glove that could sense the position and movement of the fingers and
wrist. With the appropriate software, it could be used to interact with systems
using hand gestures, and when combined with a tracking device to determine the
hand's position in space, it could be used to manipulate virtual objects. The

CyberTouch package provided a sense of tactile feedback through the addition of
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vibrotactile stimulators to the palm and fingers of the CyberGlove. These
produced a buzzing vibration when the wearer came into contact with the virtual
object. While not true tactile feedback, it could give the perception of touching an
object. The CyberGrasp (as illustrated in Figure 35 (a)) was a full hand force-
feedback exoskeletal device, which was worn over the CyberGlove. When the
wearer made contact with a virtual object, a resistive force was exerted on the
fingers through a series of tendons controlled by actuators, allowing them to feel
the object. This force was hand-referenced: it could prevent the user from
crushing a virtual object in their hand, but it could not prevent them pushing
through a wall, nor allow them to feel weight, for example. This could be
achieved through the CyberForce (as shown in Figure 35 (b)), a moveable, force-
feedback arm on a fixed base which, when used with the GyberGrasp, provided

the hand and arm with force-feedback relative to the ground.

(b)

Figure 35: The CyberGrasp and CyberForce system

Another example of a glove-like force feedback device was the Rutgers Master I1-
New Design (ND) glove [Bourad, Popescu er al 2002], as shown in Figure 36.
Research at the Rutgers Human-Machine Interface Lab was aimed at unifying the

sensing and force feedback in a single glove. This resulted in the Rutgers Master
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11 prototype developed in the mid 1990s. This glove design was problematic since
it had sensors placed at the fingertips, and exposed pneumatic tubes and wiring.
The follow-up Rutgers Master II ND glove was then developed. However, this
glove device was not commercially available on the market as it was still at the

research stage in the laboratory of the State University of New Jersey in America.

Figure 36: The Rutgers Master II-ND glove

4.2.2.3 Haptic interaction in CAD applications

Today there are already some commercial haptic application systems availablé on
the market. Most of these application' systems are accompanied by the widespread
type of Pha.nt(-)m arm-like haptic devices which provide small resistive forces to

users’ index at a high bandwidth (see one example in Figure 31).

As mentioned in Section 3.6.6 of Chapter Three, the SensAble Techrologies’
FreeForm Mod-eling system [SensAble 2002] was one of the first commercial
haptic interface-based CAD applications. By integrating a touch-enabled interface
with a digital modelling tool, the FreeForm Modeling software provided industrial
designers with familiar physical metaphors such as sculpting, wire cutting, clay

shaping and deforming, which they havé used for many years. Besides the
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Figure 37: The Reachin Display system

Several years ago, SensAble Technologies created a joint project with Fakespace
to develop a new modelling system which would provide designers not only the
haptic force feedback through SensAble’s Phantom devices but also 3D
stereoscopic visions by Fakespace’s MiniWorkBench displays..Figure 38 shows
this concept system which was still under development. The eventual integration
of haptics with 3D displays would introduce a new technology which enabled
users to not only see their 3D data as if they were floating physically in front of
them, but also feel and interact with them inlthe same way. Unfortunately, this
system was not commercially released due to its complex infrastructure and

several unsolved technological problems.
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Mini Workbench
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Figure 38: A new system combining haptics with stereoscopic display

Besides the above haptic application systems, there are other haptic interface
research projects in the world. McDonnell et af [2001] presented Virtual Clay, a
real-time sculpting system with a natural interface for direct haptic deformation.
Dachille et al [1999] developed a haptic interface that permitted direct
manipulation of dynamic “surfaces. Balakrishnan et al [1999] developed
ShapeTape, a non-uniform rational B-splines (NURBS) curve and surface
manipulation technique that could sense bending and twisting motions with a
haptic feedback intérface. All of these appliéation systems employed the Phantom

haptic devices to provide haptic interfaces in their specific design processes.

4.2.2.4 Benefits of haptic interaction in CAD applications

In the evolution trends of CAD techniques, one of the main issues concerns the
intefaction between the designer and the computer [Massie 1998]. New emerging
technologies create new interaction paradigms which overéome the drawbacks
from conventional interfaces like a 2D mouse and keyboard with the complex
skill and knowledge needed. Haptic technology brings out one attractive solution
to providing designérs with more natural and intuitive Uls to support their design
activities when it is used in conjunction with a 3D visual display. In such a case,

designers could not only view the design content in 3D immediately, but also

- touch and feel the design result directly. Furthermore, haptics provides many

benefits to designers for interacting with models in a 3D digital environment.
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Massie [ibid] provided a comprehensive summary of the advantages of haptics in

the CAD process which is presented here:

¢ Haptic interaction provides feedback to help to position objects accurately in 3D

space.
e Haptic interaction resolves visual ambiguities by letting designers feel the
models.
« Haptic interaction communicates the physical properties of objects.

» Haptic interaction lets designers naturally and continuously manipulate models.

For these reasons, 3D CAD packages that incorporate cveﬂ limited haptic
interaction should have many benefits over traditional CAD software. More
irnporta.ntly., incorporating haptic interaction into model generation programs will
let designers work more creatively by taking advantage of their existing skills and

experience in manipulating objects in the real world.

4.2.3 Stereoscopic display _

4.2.3.1 Introduction to stereoscopic display

One of the most amazing properties of the human vision system is its ability to
perceive the depth of the scene being viewed. Humans see different images of the
world with each eye because of a separable binocular depth sense. A stereoscopic
display is an optical system whose final component is the human brain. It is the
ability of the brain to process these two separaté images together to generate a
- single 3D stereoscopic view that contains embedded information about depth and
an improved resolution of detail [StereoGraphics 1997]. In much literature, a

stereoscopic display interface is also termed as a 3D visual output channel.

Stereoscopic displays are distinctly different from conventional 2D displays
because they can only truly be appreciated with both eyes op‘en. If one eye is
closed when looking at a stereoscopic image it will simply be like looking at an

ordinary 2D computer-generated image.
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4.2.3.2 Hardware and software in stereoscopic display

In order to view computer-generated images in a stereoscopic display mode, users
must have both software application components that are capable of presenting
two alternating images and hardware devices that can support this specific
-function. The necessary hardware devices include a computer with a stereo-
support graphics card and stereo-ready screen monitor capable of providing a sync
signal and stereoscopic visualisation eyewear, such as the StereoGraphics’
StereoEyes liquid crystal shuttering eyewear or the MacNaughton’s NuVision
60GX stereoscopic wireless glasses. The combination of these components allows
users to take advantage of the benefit of viewing computer-generated images in a

3D environment.

New personal computer (PC) graphics cards which include built-in support for
stereoscopic buffering, along with a standardised OpenGL interface to those
cards’ stereo-support features, now make them easier than ever to add
stereoscopic display support to PC Windows-based applications. StereoGraphics
Corporation [StereoGraphics 2002] provided many recommendations for selecting
suitable graphics cards and screen monitors on which the stereoscopic display

could be performed.

The stereoscopic software development kits (SDKs) from different vendors
provided rich software development support tools in stereoscopic display
applications. Sometimes even demonstration sample programming codes were

available to users for quick code programming reference.

4.2.3.3 Benefits of stereoscopic display in CAD applications

Unlike 2D technologies, which atterﬁpt to display depth and perspective cue in a
flat 2D environment, stereoscopic diSplays provide users with a more realistic 3D
visual perception. Due to this fact it has already found many applications in
engineering, architectural, scientific, entertainment and industrial fields.
Stereoscopic display systems were already designed for 3D visualisation, femote

control vehicles and tele-manipulators, 3D CAD applications, computational
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chemistry, biological microscopic investigations and air traffic control training

and simulations [Edirisinghe and Jiang 2000].

Because it mimics the normal way that people view the nature world in three
dimensions, stereoscopic visualisation can be much easier to interpret than 2D
images that are normally displayed on computer monitors. From the design point
of view, stereoscopic displays can enhance visual understanding of complicated
on-screen digital objects. A design system which uses a stereoscopic display
interface can deliver the ability to reduce errors in the design process, support
design reviews in a 3D virtual environment and thereafter accelerate the time-to-

market realisation.

The success or failure of a stereoscopic display system design largely depends on
. the visual comfort it provides to the user for long duration viewing of high quality
stereo images. Thus, the human factor issue is an important part in the design of

modem and future stereoscopic display applications.

4.2.4 Sound feedback

4.2.4.1 Introduction to sound feedback

Peoplé have v.isual; tactile, auditory and other séhsorial modalities to interact with
“the physical world. As discussed earlier (see Table ! in Chapter Three), the voice
input method exhibited several fundamental weaknesses. Thus, this research
focuses mainly on the sound feedback interaction rather than the voice input
method. Sound output or auditory feedback technélogy plays an important role in
increaéing the simulation realism by complementing the visual feedback provided
by graphics displays. Prior to the haptic feedback interaction introduced in the
earlier section, the visual display tends to dominate the human compufer
interaction to convey information between users and computers. In this case, one
might prompt such a question: Why not use touch and sound to provide feedback
to other senses and so take the load off the eyes in the design process? Therefore,
it is clear that the sound feédback interface could add another information channel

‘to designers to increase their interactive quality in the design process.
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4.2.4.2 Hardware and software in sound feedback interface

Today, advancements in multimedia technologies have made creating complex
digital sounds common-place. Most desktop computers are equipped with audio
input/output facilities as part of a standard configuration. Computer-supported
speaker-based auditory systems can even be bought off the shelf in most computer
hardware shops. There is no additional hardware needed in order to. put the sound

feedback interface into any application.

The Microsoft Speech SDK from Microsoft Corp. provided rich sofiware
development support tools in sound output applications. This shareware software
SDK could be downloaded from Microsoft homepage freely through an internet

connection service.

4.2.4.3 Benefits of sound feedback in CAD applications

Sound feedback has the advantage of being a channel of communication that can
be processed in parallel with visual information. The most apparent use in CAD
was to provide auditory feedback to users about their actions during the design
process. Furthermore, 3D sounds, in which the different sounds would appear to
come from separate locations, could be used to provide a more realistic VR

experience.

In addition, the sound feedback interaction expands the information exchange
between the . designer and the virtual model, since designers gain the sound
feedback directiy during the design process. Moreover, the design process
associated with sound feedback can give rﬂore feedback than that in the

conventional CAD design process.

4.2.5 3D input and 3D output

In order to make the prdposed conceptual design system easy and straightforward
to use in a 3D environment and to provide a 3D sketching design function, 3D
input and 3D output facilities would be needed to suppoﬁ the realisation of these
demands. As discussed earlier, the st‘ereoscopic display interface could act as a 3D
visual output channel. While their main task was to provide force feedback

interaction, most haptic interaction devices could supp'ort a 3D input mechanism
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because they normally worked in a bi-direction mode in their functions.
Therefore, a combination of a haptic interaction interface and a stereoscopic
display interface could provide a solution to the 3D input and 3D output

requirements in the proposed conceptual design system.

4.2.6 Design functions

The main designers” requirements for design functions included 3D sketching
design and free and fast freeform shape creation. The 3D sketching design
function could be achieved in the proposed conceptual design system by the
support of 3D input and 3D oﬁtput devices. The emerging freeform feature-based
design technologies could providé a practical solution to thé freeform shape
creation in the proposed conceptual design system. Other design functions such as
traditional 2D paper-based sketching tools could be added so as to enrich the
design functions in the proposed conceptual design system. Therefore, a level of
design functionality could be defined to perform a certain extent of conceptual
design work that could take full use of the 3D input and output devices in the

proposed conceptual design system.

42,7 CAD data transfer

It was supposed that the proposed conceptual design system to be developed was
not a fully-functional design system that would rival commercial CAD systems
available on the }narket. Therefore, it was important to consider the CAD data
-exchange aspect in order to provide software connection facilities with other
commercial CAD systems. The proposed conceptual design system could be
treated as a part of the design programme used for providing a practical total |

solution to the whole product design and development process.

43 Summary

The findings from case studies have led to a better understanding that
conventional CAD systems have not provided good interaction tools for the
design process especially at the conceptual design stage. For a conceptual design

application, the productivity bottleneck lies with users’ abilities to communicate
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with the computer rather than with the computer’s limitations. Whilst good and
useful developments in the usability and effectiveness of 3D CAD systems have
taken place rapidly over the last two decades, the interface between the user and
the computer is almost always constrained to a keyboard/mouse and 2D visual
display. In this chapter, the main designers’ requirements, identified through
human factor analysis of case studies, had been translated into ideal system
characteristics of a2 new conceptual design system to be developed. This covered
several new VR-based user interfaces (two-handed operation, haptic interaction,
stereoscopic display and sound feedback), a level of design functionality and a
CAD model! data transfer issue. The next stage of the project was to define such a
conceptual design system which would meet é.ll the designers’ requirements

identified above.
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CHAPTER FIVE

Developing a new conceptual design system: Applying VR-based
interaction techniques to CAD applications

The main designers’ requirements for the next generation of computer aided
design (CAD) systems were defined in Chapter Four. These indicated the
necessity of improving the interactive capabilities between designers and CAD
.systems by using more natural, familiar interaction mechanisms instead of
'traditional paradigms such as the mouse/keyboard and two dimensional (2D)
display method. A new desktop non-immersive conceptual design system called
the Loughborough University Conceptual Interactive Design (LUCID) system is
introduced in this chapter that attempts to overcome the human computer interface
(HCI) limitations prevailing in most CAD systems and to match as closely as

possible the system characteristics developed in the previous chapter.

5.1 Components of the LUCID systeﬁl

In order to define the configuration of the LUCID system to be developed to meet
the system characteristics identified in Chapter Four, it was necessary to
determine what various components of the system should be. Oncé again, a
quality function deployment matrix approach was used (see Figure 39). This time,
the system characteristics from the matrix in Figure 28 were used to generate
- solutions to possible system components. The system characteristics are now
listed down the left-hand side of the matrix and components of the LUCID system
.are listed along the top. The correlations between characteristics and components
are shown by crosses entered in the matrix. The system ébmponents were selected
" on the basi's of knowledge gained about interaction techniques, VR technologies
and geometric modelling as reported in previous chapters. Justification for the

choice of components and a detailed description of how they work are now given.
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Figure 39: Correlation matrix between system characteristics and system
components

As discussed before (see Table 1 in Chapier Three), a fully immersive design
system tended to make the system infrastructure more complex, cause
uncomfortable intrusive viewing problems and make the system much too
expensive. Therefore, it was decided that the LUCID system should be a non-
immersive desktop system and it would not employ any fully immersive
equipment (such as HMD, BOOM or CAVE) in its construction. Another reason
for this choice was that it would allow the design system to be more portable since
desktop computers are abundant in both academia and industry. Therefore, the
LUCID system would be developed on a high performance desktop computer.
The LUCID system would-consist of a variety of hardware devices and software
components. There were several important issues to resolve when developing

such an integrated VR based conceptual design system. The hardware devices
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should be carefully selected based upon their performance characteristics, ease of
integration and flexibility for future enhancements. The software infrastructure
would require a modular design, efficient cooperation between its elements and
performance optimisation. More importantly, all these hardware devices and -
software components should cooperate well in an integrated synchronised

environment to match the defined requirements as closely as possible.

In order to select the specific hardware devices and software components to
enable the LUCID system to meet the above requirements, a detailed study was
carried out including i) visiting the world-wide-web (WWW) homepages of
different companies who could provide the components which the LUCID system
might need, ii) directly contacting the vendors respectively for detailed technical
speciﬁcations and product quotations, iii) collecting end-user feedback on their
experience and lessons using the same components which might be employed in
the LUCID system and iv) arranging evaluation opportunities with relevant
hardware devices and software components.as much as possible. A description of
each component that would be used in the LUCID system is given in the

following sub-sections.

5.1.1 .Hardware specification o

After a comprehensive comparison based upon the information collected, several
VR-based interactive hardware devices were selected to construct the LUCID
system hardware architecture. The list below describes the hardware components

that would be employed in the LUCID system.

e A desktop computer with an Intel Pentium® 4 3.0 Giga hertz (GHz) central
processing unit (CPU), 512 Megabytes high-speed memory; an integrated audio

~ subsystem, a 3DLabs WildCat VP760 stereoscopic support graphics card, and a
stereoscopic-ready displaying monitor. l

e A six degree of freedom (DOF) SpaceMouse Classic device from 3Dconnexion,
a Logitech Cofnpany. ‘

e A three dimensional (3D) Phantom Desktop hapﬁc feedback device from
SensAble Technologies, Inc. '
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® A NuVision GX60 stereoscopic wireless liquid crystal display (LCD) glasses
toolkit from MacNaughton, Inc.

e A universal computer-supported speaker-based auditory system.

The overall framework of the LUCID system to be developed is shown in Figure
40.

Infrared Emitter

Stereoscopic
Vision Display »~ o
)

Haptic Feedback
Interaction

Figure 40: Framework of the LUCID system

5.1.2 Overview of selected hardware devices

5.1.2.1 SpaceMouse device

The SpaceMouse device is a six DOF input device that is used to directly control
the position and orientation of graphical objects in a 3D virtual space. It controls
three translational degrees of freedom (X, Y and Z) and three rotational degrees of
freedom (A, B and C), as shown in Figure 41. The main component of the
SpaceMouse device is a sensorised cylinder that measures three forces and three
torques applied by the user’s hand on a compliant element. Forces and torques are

measured indirectly based upon the spring deformation law and then sent to a host
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computer over-an RS232 serial cable. The input data information is processed by
software tools to return a differential change in the controlled object position and
orientation in most applications. Several pushbuttons are integrated with the
SpaceMouse device support base, within the reach of the user’s fingers. These
pushbuttons work in a binary on/off method and can be pre-defined and pre-
programmed by users according to the specific need of any application. However,
the SpaceMouse device is not very easy to use for object selection and
manipulation of object parameters due to its original function being defined as a

3D manipulation too! rather than a selection tool.

Figure 41: The six DOF SpaceMouse device

Compared to data gloves which exhibited poor fecognition rates, needed gesture

language definition and had coxﬁplcx structures for two-handed operation, the |
SpaceMouse device was quite easy and stable to use when a suitable force was
applied to it. The small amount of movement was generally liked by users since it
gave a sense of proprioceptive feedback. Therefore, it was decided that the
SpaceMouse device should be selected .to facilitate a two-handed interface in the

LUCID system.
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5.1.2.2 Phantom Desktop haptic device

The Phantom Desktop haptic device is a compact desktop-based device which has
a serial feedback arm that ends with a stylus, as shown in Figure 42. Of the six
degrees of freedom of the arm, three are active, providing translational force
feedback (so called as a 3D force feedback device). The stylus orientation is

passive, 50 no torciues can be applied to the user’s hand.

. Stylus and pu_shbutl_:;)h

Figure 42: The Phantom Desktop haptic device

Since there was ohly one pushbutton on the stylus, it was very difficult to fully -
stmulate the operation of a standard mouse {with two or three pushbuttdns) when
the Phantom Desktop haptic device was working in the “Phantom-Mouse” mode
in most haptic applications. In addition, the Phantom Desktop device’s inability to
feed back torques limited the typel of applications it could be used for. Besides,
shoulder strain was induced by the Phantom Desktop haptic device on an
unsupported arm over a long period of continuous use. Nevertheless, other types
of haptic device suffer from several severe drawbacks such .as' fewer successful
applications and high cost. With more than 1500 Phantom haptic devices in use,

the Phantom Desktop haptic device has become today’s de facto standard haptic
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device to create haptic interaction interfaces in most haptic-based applications.
Due to this overriding reason, the Phantom Desktop haptic device was selected to
provide a haptic interaction interface, to facilitate two-handed operation and to

support 3D input within the LUCID system.

5.1.2.3 NuVision GX60 stereoscopic display toolkit

The NuVision GX60 stereoscopic display toolkit consists of a pair of wireless
stereoscopic LCD glasses and an infrared emitter with a cable connection to a host
computer, as shown in Figure 43. The NuVision 60GX stereoscopic wireless LCD
toolkit makes it practical to include stereoscopic visualisation in economical
desktop applications. Designed for comfort and convenience in most applications,
the pair of lightweight glasses could be worn for an extended period without
causing uncomfortable eyestrain. Viewing quality is preserved consistently over
the entire display with stereoscopic images that are clear, crisp and flicker-free at

a refresh speed of 120 hertz (Hz) or more.

Figure 43: The NuVision GX60 stereoscopic display toolkit

The NuVision wireless stereoscopic LCD glasses were_fully compatible with all
of today’s stereo-ready personal computers (PCs) and software. However,
compared to auto-stereoscopic displays available for both laptop and desktop
computers on the market, the NuVision GX60 stereoscopic display toolkit showed
its disadvantage in that users had to wear vision apparatus to view the

stereoscopic images on flat panel displays. But auto-stereoscopic displays suffered
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from several severe drawbacks such as lower resolution and high cost. As a result,
its simple structure and low price made the NuVision GX60 stereoscopic display
toolkit ideal for an economical desktop application., Therefore, the NuVision
GX60 stereoscopic display toolkit was chosen to construct a stereoscopic display

interface and to provide 3D visual output in the LUCID system.

5.1.2.4 Auditory system _

As stated earlier, most of today’s computers are equipped with audio input/output
facilities as part of a standard configuration. Their cheap price and very simple
implementation make computer-supported ‘speaker-based auditory systems a
commonly used item in sound-related applications. Therefore, it was decided.t}.lat
a universal computer-supported speaker-based auditory system should be selected

to create a sound feedback interface in the LUCID system.

5.1.3 Software components

The first step for the LUCID system software design was to choose a suitable
developing programming languége. Considerations included data portability, data
.interchange and software development kit (SDK) tool support. Microsoft Visual
C++ Version 6.0 was chosen as the programming language‘ because Microsoft
Visual C++ is t}'le standard development environment for most popular Windows-
based applicatioﬁns. It is easy to port data from varioﬁs systems into the application
by using the Microsoft Foundation Class (MFC) library provided by Microsoft
Visual C++ Version 6.0. Besides, Microsoft Visual C++ Version 6.0 has been
proved as 'the most stable and mature software development platform for
Windows-based applications. Furthermore, both the General Haptic Open
Software Toolkit (GHOST) SDK for haptic rendering and the 3DxWare® SDK for
SpaceMouse manipulation have themselves been developed under the Microsoft
Visual C++ Version 6.0 environment. This advantage greatly helped to integrate
the software supporting tools seamlessly into the LUCID system development and
implementation. The following is a list of the software packages that would be

used in the LUCID system design and development.
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» Microsoft Windows 2000 Professional from Microsoft Corp.

Microsoft Visual C++ Version 6.0 from Microsoft Corp.

GHOST SDK Version 4.0 for Windows from SensAble Technologies, Inc.
3DxWare® SDK Version 1.1 for Windows from 3Dconnexion Corp.

Open source Graphics Language (OpenGL) application programming interface.

Microsoft Speech SDK Version 5.1 from Microsoft Corp.

5.1.4 Overview of application software components

~ 5.1.4.1 GHOST SDK

GHOST SDK from SensAble Technologies was the first commercial haptics
application programming interface (API) that was designed for the development
of applications- using the Phantom haptic deﬁces. GHOST SDK was a C++
software toolkit that supported the task of developing touch-enabled applications.
It worked as a haptics engine which took care of complex computations for haptic
rendering and allowed application developers to deal with simple, high-level
objects "and physical properties like location, mass, friction and hardness.
However, GHOST SDK was solely used for haptic rendering and it did not
support stereoscopic graphics rendering. Hence, application developers must use
another software toolkit for graphics rendering, for example, a ccﬁnmercial
graphics API such as Openlnventor and Direct3D. Therefore, it was left to
application developers to handle the complex task of synchronising the graphic
and haptic rendering of the designed object. Nevertheless, GHOST SDK was the
most widespread haptic API used together with the Phantom haptic devices in
haptic-based applications. Since the Phantom Desktop haptic device was selected
| as the haptic hardware, the GHOST SDK programme was chosen as the software
supporting toolkit to support the haptic interaction interface, two-handed
operation and 3D input within the LUCID system.

5.1.4.2 3DxWare® SDK |
3DxWare® SDK from 3Dconnexion Corp. provided a single interface to the
3DxWare® driver software that gave an application software access to a six DOF

_input device such as a SpaceMouse or a SpaceBall. It was normally made
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available along with the SpaceMouse device. 3DxWare® SDK provided

application developers with very detailed materials including

o 3DxWare® libraries, including the 3DxWare® input library and the 3DxWare®
math library.

o All the ﬁles required to integrate with the 3DxWare® libraries.

¢ Installation for the libraries, documentation, demonstrations, and source codes.

« Full documentation explaining how to build and use the 3DxWare® libraries and -

- demonstrations.

Therefore, 3DxWarc® SDK was used to support the SpaceMouse device operation

50 as to create a two-handed interface in the LUCID system.

'5.1.4.3 OpenGL API _

OpenGL was a cross-platform standard for 3D graphics rendering and 3D
hardware acceleration. This software runtime library worked with all Windows,
MacOS, Linux and Unix systems. In other words, OpenGL was regarded as a
software interface to graphics hardware. As a 3D graphics and modelling library,
OpenGL was easily portable for_' coding and very fast for running. Using IOpenGL,
a system could not only create elegant and high' quality 3D graphics, but also
support real-time stereoscopic gfaphics rendering. Therefore, it was decided that
OpenGL API should be chosen as the software toolkit to support the creation of a
stereoscopic display interface and to support a 3D output function within the
LUCID system. '

5.1.4.4 Microsoft Speech SDK

Microsoft Speech SDK was a voice-based software development toolkit used for
any Microsoft Windows-based application. Tools, information, and sample
éngines and applications were provided to help application developers to integrate
and optimise voice recognition and voice synthesié engines using Microsoft
Spcech APIL. Microsoft Speech SDK also included updated releases of the
Microsoft advanced speech recognition engine and Microsoft concatenated speech

synthesis engine. Since the LUCID system would be developed under the
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Microsoft Visual C++ Version 6.0 platform, the sound feedback function could be
easily implemented and integrated in the system through the aid of Microsoft
Speech SDK. For these reasons, Microsoft Speech SDK was selected to support
the creation of a sound feedback interface in the LUCID system.

5.1.5 Design function configuration

In order to support the design functions specified in the previous chapter, the
LUCID system needed to provide several useful design tools to perform a limited
extent of conceptual design work. A 3D freehand sketching tool would be
required to provide a true 3D design capability in the LUCID system. Other
traditional 2D paper-based sketching functions would also be needed in the
LUCID system. More importantly, the LUCID system would need to suppért 3D
freeform surface creation functions employing freeform feature-based design
technologies. Several freeform feature-based design functions such as the
sculpting feature, the sweeping feature, the loftiﬁg feature and the blending
feature would have to be defined and developed in the LUCID system.
Implementation of these freeform feature-based design functions in the LUCID
system would provide designers with enhanced functional tools for their design

activities, in particularly for the free and fast freeform shape creation.

5.1.6 Model data formats

It was recognised that the LUCID system defined in this chaptef would not be
implemented as a fully-functional design system. Rather, there was a need for
combining the LUCID system with other design systems so as to provide a
practical total solution package for the whole product design and development
_process. In order to enable the model designed conceptually in the LUCID system
to be shared seamlessly in most downstream.CAD and CAM applications such as.
embodiment design, detail design and manufacturing planning, the LUCID system
ﬁeeded to provide certain CAD model data transfer facilities. Therefore, the
LUCID system should consider this critical issue within its design and

development.
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5.1.6.1 Introduction to CAD data exchange

It is common knowledge that the primary cause of the CAD model data-sharing
problem between two or more CAD systems is model data incompatibility. This is
due to the fact that vendors of different CAD applications design different
proprietary formats to store the model data required and produced by their own
CAD systems. In order to solve this model data-sharing problem, many
international standards, for example, the Initial Graphics Exchange Specification
(IGES) and the Standard for the Exchange of Product Model data (STEP), have
been developed for CAD model data representation. For the purpose of CAD
model data sharing, various CAD systems could output their CAD model data
using the same file format (called a neutral data exchange format) based upon one
of the above international standards. Another way to tackle the CAD model data-

sharing problem is to use direct data translation software.

Although they have already supported other CAD model data importing/exporting
functions (for example, the StereoLithography (STL) file format to drive many RP
machines), most commercial CAD systems available on the market often tend to
define their own file formats to store their CAD model data, for example, the data
exchange format (DXF) for the AutoCAD software and the 3DS file format for
the 3D Studio MAX program.

5.1.6.2 STL file format
The STL file format was introduced for CAD software apl;)lications. by 3D
Systems in 1987 for moving 3D CAD models to its StereoLithography Apparatus
(SLA). An STL file represents an object's 3D geometry by storing a set number of
facets or 3D triangles. Each facet in an STL file is defined by the three points that
make up the 3D.facet and also the normal to the facet. The normal to the facet is
redundant because the normal can actually be calculated from the three points that
define the facet. This redundancy is a potential problem, because the large size of
~ an STL file can be prohibitive. There are two types of STL file formats that are
commonly used: the American standard code for information interchange (ASCII)
format and the binary format. An ASCII STL file has one advantage in that it is

easy to read with most text editors. This makes it easier to spot errors in the STL
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file, and the file can be used with computer applicafions that do not read a binary
STL file. A binary STL file is more compact and faster for a computer to read.
When an STL file is transferred over a network, a binary STL file is mostly used
because of the smaller file size. Despite its smaller size, a binary STL file has a
null space of two bytes for every facet which has no defined use. In the future,
however, the null space may be used for something, like defining the facet’s

properties such as its colour or material.

The STL file format has become the de facto standard data format for most RP
machines that produce 3D physical models directly from CAD systems. Some
CAD sysizems (such as Pro/Engineer, AutoCAD and IDEAS) adopt the STL file
‘format as a general import/export option. However, some CAD systems still do
not directly support the STL file format, and conversion utilities must be used to
transform the 3D models to the STL format. Conversion of other file formats into
STL file formats, however, sometimes causes loss or distortion of information,

making the STL file useless or difficult to read. One basic problem with STL file |
conversion is that the STL file format is facet-based, and this is very inefficient
for storing some types of 3D models. Many CAD software systems store 3D
information as 3D primitives in the form of cubes, cylinders, spheres, cones, or
spline surfaces. To produce an STL file, the cubes,.cylinders, spheres, cones, or
spline surfaces must be converted into 3D facets. This conversion usually creates
a much larger data file with less accuracy than the original 3D model data.
Therefore, the STL file format does have some disadvantéges, yet it is still an
overall benefit for the RP industry. It was decided that the STL file format should
be chosen as one of the supported CAD data file formats in 6rder to create a
desigh environment in which the designed object could also be manufactured

directly using RP technologies.

5.1.6.3 Virtual Reality Modeling Language _

The Virtual Reality Modeling Language (VRML).is an international standard for
a file format used to describe interactive 3D objects [Carey, Bell et af 1997]. The
VRML file format is designed to be used on the internet, intranets and local client

systems. It is also intended to be a universal data interchange format for integrated
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3D graphics and multimedia information. It may be used in a variety of
application areas such as engineering and scientific visualisation, multimedia

~ presentations, web pages, and shared virtual worlds.

Since the VRML file format is capable of representing both static and animated
dynamic 3D and multimedia objects with hyperlinks to other media such as text,
sounds, movies and images, VRML browsers, as well as authoring tools for the
creation of VRML files, are widely used on many different platforms. The VRML
file format supports an extensibility model that allows new dynamic 3D objects to
be defined allowing application communities to develop interoperable extensions
to the base standard [ibid]. In short, the VRML file format is widely supported by
most applications employing VR technologies. For these reasons, it was decided
that the VRML file format should also be chosen as one of the supported CAD
data formats in the LUCID system so as to provide a solution to sharing CAD
model data information freely and easily with other VR-based CAD applications.

5.2 Implementation of the LUCID system

The previous section described the configuration of the proposed LUCID systeni
which was created from the specifications developed in Chapter Four. The main
focus of the system development was to be on CAD HCIs rather than on design
functions. The next task was to implement thé LUCID system incorporating as
many as possible of the components defined in the above section. As mentioned
earlier, it was not the aim of this implementation to create a fully functional
design system that would rival cornmerﬁial CAD systems available on tﬁe market.
Such a system would require an extensive amount of development work that was
beyond the scope of this project. However, it was necessary to develop a level of
design functionality that would adequately illustrate how the new VR-based HCIs

could be used and the benefits they would yield when used for conceptual design.

Initially, the LUCID system consisted of four main HCI hardware components: a
six DOF SpaceMouse Classic device for the two-handed operation interface, a 3D

Phantom Desktop force feedback device for the haptic interaction interface (also
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for the two-handed operation interface and the 3D input method), a NuVision
GX60 stercoscopic wireless LCD glasses toolkit for the stereoscopic display
interface (the 3D visual output channel), and a universal computer-supported
speaker-based auditory system for the sound feedback interface. The overall
interface architecture of the LUCID system is illustrated in Figure 44. With its
interface integration and implementation, the LUCID system would allow
industrial designers to experience 3D force feedback from the Phantom Desktop
haptic device via their dominant hand, and to navigate the virtual model easily
and freely through the six DOF SpaceMouse device operated by their
subdominant hand. At the same time, the stereoscopic display would allow
designers to utilise a more realistic 3D space for their design efforts and the sound
feedback would give designers useful notification on which design actions were
being performed. All these components were to be handled by different processes
running on the high performance desktop computer with a stereoscopic support

graphics card and a stereoscopic-ready monitor.

SpaceMouse  Haptic Device NuVision 60GX  Auditory Speakers

Two-handed Haptic Stereoscopic Sound
Operation Interaction Display Feedback
Interface Interface Interface Interface

Human Computer Interfaces

Computer L___E

System =

Designer

Figure 44: Interface architecture of the LUCID system
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5.3 Summary

In this chapter, a new VR-based desktop non-immersive conceptual design system
— the LUCID system has been designed to satisfy the characteristics laid down by
the specifications described in Chapter Four. Detailed descriptions of the selected
hardware devices, software components, design function- configuration and CAD
model data formats have been presented. A description of the overall system
interface architecture has also been provided. The next three chapters discuss in
detail the three main aspects of the LUCID system, i.e. human computer interface
design, geometric modelling method and ' algorithm design and design
functionality and model data exchange design.
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CHAPTER SIX

Human computer interface design

In Chapter Five, the LUCID system components were defined based upon the
system characteristics derived from the designers’ requirements which were
gained from case studies. This chapter describes the LUCID system graphical user
interface design and its four new VR-based human computer interface (HCI)

integration and implementation.

6.1 Graphical user interface design

Since designers are familiar with Windowé—based graphicél user interfaces
through their daily computer operations, and other “innovative” graphical user
interfaces require designers to master extra knowledge in order to use them
. correctly (for example, designers must learn the gesture-based language and its
commands in order to use a hand glove-based interface), it was decided that the
LUCID system should use the standard graphical interface léyout which was
employed in most popular Windows-based software applications. The graphical
user interface of the LUCID system was divided into several functional areas
comprising the sketching toolbar displayed on the left-hand side of the screen, the
general menu bar and the useful functional toggle button toolbar displayed along
the top, the freeform feature creation toolbar displayed on the right-hand side, the
system statﬁs bar displayed along the bottom, the design history tree display area
located in the left window and the design content display area located in the n'ght
window, as shown in Figure 45. The whole framework: of the LUCID system was
developed based upon the Microsoft Visual C++ Version 6.0 platform using the
MFC application library and the OpenGL API on a high performance desktop -

computer running Windows 2000 Professional.
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Figure 45; Graphical user interface of the LUCID system

When the LUCID system is started up, the main window opens on the desktop
computer. All model designs are created in this window. The several distinct

elements of the window are:

e Pull-down menus
The pull-down menus in the LUCID system include the following items:
File — Contains commands for manipulating files. |
Edit — Contains edit action commands.
Sketch — Contains all sketching fﬁnctions available.
Feature — Contains all feature design functions available.
View — Contains commands of toolbar viewing and model viewing. s
Setting — Contains commands of system and model configuration setﬁng.

Windows — Contains commands for managing various windows.
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Help — Contains commands for accessing online help documentation.

« Toolbars
The toolbars in the LUCID system contain icons for frequently used options
from the pull-down menus, icons for functional toggle buttons, icons for
sketching functions and icons for feature-based design functions (see Figure 45).
¢ Display areas
Models created in the LUCID system are displayed in the design content
window on the right side of the screen, and the design history tree is shown in
the history tree display window on the left side of the screen (see Figure 45).
e Status area
The status area of the LUCID system illustrates the information of the current
designed model such as the width, height and depth of the model on the bottom

of the screen (see Figure 45).

6.2 Two-handed operation interface: Integratidn and implementation

In the LUCID system, a two-handed operation interface was implemehted using a
six DOF SpaceMouse device together with a 3D Phantom Desktop haptic device.
The two-handed operation interface works in the following way: Designers can
navigate the onscreen model via the six DOF SpaceMouse manipulation using
their subdominant hand and, at the safne time, they can perform functional
operations on the model through the 3D Phantom Desktop haptic device using
their dominant hand. Two-handed interaction provides industrial designers with a -
more natural interaction method, which is verylsimilar to the wérking style that
uses both hands in their evcrydéy tasks. In addition, two-handed operation makes
the design work more efficient since both hands are involved in the design process
instead of only one hand as in the past. Furthermore, two-handed operation makes

the design work more flexible since different design tasks are done by different

hands.

" The integration of a six DOF SpaceMouse device operation into a CAD

application was aimed at providing designers with an intuitive and familiar way to
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translate, rotate and zoom 3D models freely and easily within a 3D design
environment. The software process procedure of the SpaceMouse input operation,
developed with the aid of the 3DxWare® SDK, is shown in Figure 46.

6paceMouse Input Proceer

Zero Event

y ButtonEvent v
Read Motion Data [Read Button Datal Set No-Moving Flag
Y

Build Transformation Matrix [Create Button Function Datal lSet No-Button Flag

Apply Transformation Matrix & |,
" | Button Function Data to Model Data

@nd of SpaceMouse Input Proces@

Figure 46: Flow diagram of the SpaceMouse input process

The six DOF SpaceMouse input interface works in the following ways to support

the design process:

e Shift the SpaceMouse cap to different axis directions to move the onscreen
designed object through space in the X, Y, Z directions, as shown in Figure 47.
‘e Rotate the SpaceMouse cap around the desired axis to rotate the onscreen

"designed object in the A, B, C directions, as shown in Figure 47.
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Figure 47: Operation of the SpaceMouse device

The various operation modes and sensitivities of the SpaceMouse input data could
' be manually configured using the additional eight keys provided for user pre-
defined functions. Designers could use these function keys to turn the
transiational DOF on/off, to set the rotational DOF on/off, to increase/decrease the
translational/rotational sensitivities and to return the translational/rotational
sensitivities to the default settings so as to greatly support convenience in
| operation. In order to achieve a comfortable operation with the SpaceMouse in the
LUCID system (e.g. avoiding “model flying” operation), the scale factor for the
three translational input data is set as 0.025 and the scale factor for the three
rotational input data is set as 0.00025 for the input .data process from the
SpaceMouse. Function key I was defined as a toggle switch to enable/disable the
SpaceMouse translational input operation, and Function key 2 was defined as a
toggle button to enable/disable the SpaceMouse rotational input operation.
Function key 5 was defined as a press button to decrease the sensitivity for the
SpaceMouse input operation, whereas Function key 6 was defined as a press
button to increase the sensitivity for the SpaceMouse input operation. Function
key 7 was defined as a switch to reinstall the default sensitivity_ for .the

SpaceMouse input operation. There were other function keys available for adding
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other user-defined functions in the future if needed for the operation of the

SpaceMouse input device.

By defauit, the SpaceMouse input transformation was fixed to the design
workspace coordinate system. This meant any input data from the SpaceMouse
device operation would automatically synchronise with the change of the design
workspace coordinate system. This method provided a more realistic effect for the
two-handed operation in the LUCID system which complied with the Guiard’s
three high-order principles that were introduced in Chapter Four.

There were several technologies available to integrate the SpaceMouse operation
interface into the LUCID system that were built upon Microsoft Foundation Class
(MFC) applications. All of these methods were based on the Windows messages
sent by the SapceMouse driver to the application. One approach to integrate the
SpaceMouse support into an MFC application was based on overriding function
calls within an MFC class. Another approach was to use an MFC méssage.
mapping technology that relied on the use of thé ON_REGISTERED MESSAGE
message rnap.macro in the Microsoft Visual C++ environment. This macro
" allowed an application to trap a specific registered Windows message and called a
user defined message callback function. The LUCID system employed this
approach to bring the SpaceMouse operation interface smoothly into the design
application. The literature [LogiCad3D 2001] provided more information on the
integrating procedures for the six DOF SpaceMouse input operation in most

SpaceMouse-based applications.

6.3 Stereoscopic display interface: Integration and implementation

Most CAD systems display their models only on 2D planar screens. In order to
understand 3D CAD models, more view ports are needed simultaneously to
interpret both inside and outside structures. This normally needs additional brain
work to reconstruct these complex structures from different view channels and
thus leads to much confusion in the design process. To overcome this obstacle,

NuVision GX60 stereoscopic wireless LCD glasses were employed to create a
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stereoscopic display interface in the LUCID system. The NuVision GX60 LCD
eyewear was activated by an infrared emitter that connected to the user’s
computer. Compared with head mounted display (HMD) systems, which often
caused uncomfortable intrusive viewing problems in a fully immersive virtual
environment, the stereoscopic LCD glasses provided a comfortable way to view
virtual models in a more realistic 3D environment. This also enhanced the
information exchange between the designer and the digital model during the

design process.

There were several software technologies available to display a stereo image on a
deéktop computer. Among them, the OpenGL stereo technology was an approach
that worked best for professional applications, which usually involved a
combination of windowed siereoscopic imagery alongside various non-stereo
interface elements. For this reason, in the LUCID system design, the OpenGL
stereo technology was investigated and used to support the stereoscopic
visualisation function. Figure 48 gives the flowchart of graphics rendering
including the stereoscopic and non-stereoscopic (orthographic) data processes.
Currently, the LUCID system supports a graphics rendering cycle looping at
about 30 Hz and a refresh rate of the monitor display running around 100 Hz or

more to achieve a comfortable stereoscopic image display.

(Graphics Rendering Process)

Stereo Buffering
Support?

Y
IStereo Display Data Process|

rOrthographic Display Data Process|
[Draw Left Eye View to Buffers| y

Y [Draw View to Buffers
|Draw Right Eye View to Buffers

I—'[Display Model View

@nd of Graphics Rendering Proces@

Figure 48: Flow diagram of the graphics rendering process
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The steps for creating the stereoscopic display interface using the OpenGL API

were:

o Set up for stereo development environment. This setting up of the graphics
hardware to support stereo included selecting suitable graphics cards and

monitors to support the output for stereoscopic display.

. Quéry the graphics hardware for stereo buffering support. The driver should

respond appropriately when the application queried whether or not the OpenGL
stereo support was available in the current display configuration. '

o Enable stereo buffering in a diSplay window. The driver shoulc_i configure to
permit stereo buffering in the current window if that window was set up with a
pixel format descriptor structure that indicated stereo buffering.

. Write to separate stereo buffers. Once stereo buffering was successfully
initialised for the current window, the application should be able to write to left-
eye and right-eye buffers separately.

o Do stereo perspective projections. A good quality stereo image composed of
two stereo pair elements, each of them being a perspective projection whose
centre of projection was offset laterally relative to the other centre of projection
position. |

o Set up projections for high quality stereo image. This balanced the stereo
positive and negative parallax by making the two perspective projections with

different post-projection shifts in order to achieve a pleasing stereoscopic image.

The literature [Akka 1998; Akka 1999; Akka and Halnon 1999] provided more
~ information on the development and implementation procedures for the
stereoscopic display interface using the OpenGL. API. Based upon the

stereoscopic display interface integration and implementation, the LUCID system

could achieve a CAD model viewing effect similar to the example illustrated in -

Figure 49.
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Figure 49: Example of a stereoscopic vision display [StereoGraphics 2002]

6.4 Sound feedback interface: Integration and implementation

Human beings have visual, auditory, tactile and other sensorial channels to
interact with the physical world. In the LUCID system, a sound feedback interface
was implemented by using a universal computer-supported speaker-based
auditory system. In this case, designers obtained auditory feedback when they
performed certain design functions, touched or deformed the virtual CAD model
within the design process. The design process associated with sound feedback
gave much more auditory feedback information than that in a conventional CAD
process. The sound feedback interaction added another sensorial channel to
expand the information exchange between the designer and the virtual model
generated by the computer. In the LUCID system, the sound feedback technology
played an important role in increasing the interactive quality by complementing
the visual feedback provided by the stereoscopic display and the tactile feedback

provided by the haptic interaction.

In the LUCID system, the Microsoft Speech SDK Version 5.1 from Microsoft
Corp. was used to implement the software process for integrating the sound
feedback interface into the design application. Different sounds with different
volumes were generated to give designers very useful auditory information when
they either performed different design functions on the virtual model, touched the

virtual model or directly deformed the virtual model via the 3D Phantom Desktop
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haptic device. Figure 50 shows the software programming diagram of the sound
output process. Currently, the LUCID system supports the sound feedback A
interface mainly by using speech-based sounds rather than non-speech-based
sounds, such as music sounds. Table 3 lists the sounds used in the LUCID system
in which “model element” represents any individual design component such as
line, curve, surface, cube and so forth. There is a need to further investigate non-
speech-based sounds and apply them to give better support to the design process

which is beyond the scope of this research.

(Sound Output Proces&,)
‘ .
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Set Sound Volume Set Sound Volume

y \
Play Sound by Calling
"] Speak() in Speech SDK |

(End of Sound Output Process)

Figure 50: Flowchart of the sound output process
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Sounds used in the LUCID system Activated by which action
Speech-based sounds
“Model element” copied Copying operation
“Model element” cut Cutting operation
“Model element” deformed Form changing operation
“Model element” deleted Deleting operation
“Model element” hide Hiding operation
“Model element” moved Moving operation
“Model element” pasted Pasting operation
“Model element” rotated ‘Rotating operation
“Model element” selected Selecting operation
“Model element” shown Showing operation
“Model element” sketched Sketching operation
“Model element” zoomed-in Zooming-in operation
“Model element” zoomed-out Zooming-out operation
Blended solid created Blending feature creation
Lofted solid created Lofting feature creation
Sculpted solid created Sculpting feature creation
Swept surface created Sweeping feature creation
Model opened Opening an existing model file
Model saved - | Saving an existing model file
Model transformed SpaceMouse transforming operation
New file opened Opening a new part file
Redo finished Redoing operation
‘| Undo finished Undoing operation
Please input the new part file name Inputting a new part file name
Welcome to the LUCID system Starting the LUCID system
Are you sure to exit the LUCID system | Before existing the LUCID system
Thanks for using the LUCID system After leaving the LUCID system
Music-based sounds
“Ding ding” Both haptic touching the model and
haptic moving points on the model

Table 3: Sounds ﬁsed in the LUCID system

6.5 Haptic interaction interface: Integration and implementation

Haptics or force feedback technology provides a new interaction paradigm
betweeﬁ designers and computers. Prior to haptics, designers only had the ability
to interact with models fhrough visual and audio channels. In particular, there is

only visual information available for designers in most CAD systems. However,
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haptic feedback interfaces bring profound changes to the way designers interact
with virtual objects by feeling, touching and manipulating them in a way that
creates a compelling sense of tactile realness [Sener, Wormald et al 2002]. A 3D
Phantom Desktop force feedback device was used to support a haptic interaction
operation in the LUCID system. The haptic interaction enabled designers to use
their sense of touch to design and modify models in the same way as they would
do in the physical world, and thus provided a more intuitive interaction method to
support the design process. Assisted by the haptic feedback operation, designers
could not only apply designing actions to the CAD model, but also touch and feel
the created CAD model with 3D force feedback. Moreover, the design process
associated with force feedback expanded the information exchange between
designers and virtual models since designers obtained the haptic sense directly

during the design process.

When integrating a haptic feedback operation into a design application, the most
important issue is to render the designed CAD model both graphically and .
haptically. It is generally accepted that the update of a visually rendered model
must be done with a frequency of about 30 Hz to avoid flickering [Bordegoni and
Angelis 2000]. However, the haptically rendered model must be updated at
~approximately 1000 Hz so as to make the rendered forces appear more realistic.
This obviously requires very efficient implementation of the haptic rendering
algorithms. In the LUCID system, the GHOST SDK from SensAble Technologies.
was used to solve the difficulty involved in the implementation of the haptic
_interface design. In addition, the OpenGL API was employed to carry out the
stereoscopic graphics displaying. Hence, this co-location task was implemented
by having two different APIs, one for the haptic rendering and one for the
stereoscopic graphics rendering. Using different APIs brought a great challenge to
the LUCID system but it also provided much potential to further extend other:
functions for the design process in the future.

Since the GHOST SDK itself did not work with stereoscopic graphics rendering, a
new effective method was developed and implemented to combine the haptic

interaction with the stereoscopic graphics rendering in the LUCID system. This
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was achieved by calling low-level input/output functions to access the real-time
position data from the Phantom Desktop haptic device together with displaying
the received data in a stereoscopic visual environment using the OpenGL API. An
effective collision detection algorithm was also employed to support the co-
location rendering task since the GHOST SDK did not provide collision detection
support for low-level data access and manipulation. Figure 51 gives the whole
software process of haptic rendering in the LUCID system. A more detailed
description of the techniques used for the haptic rendering implementation in the

LUCID system is given below.

q-laptic Rendering Process)

IRead Haptic Cursor Position Datal

Collision Detection Between Haptic
Cursor Position and CAD Models

res Collision Happened? ALY
\

IGet Collision Position & Direction]

. - y
IF orce Vector Calculationl |N0 Force Feedbtack Process

IApply Force Vector to Haptic Devicel

—b@nd of Haptic Rendering Proce59<—

Figure 51: Flow diagram of the haptic rendering process

6.5.1 Haptic rendering rate

As mentioned before, different rendering cycle rates are used to give better
support to haptic and graphics rendering whilst trying to create a haptic
application. Graphics rendering loops commonly at a rate of approximately 30 Hz,
but a much higher rate is necessary for haptic rendering. There can be additional

advantages when using even higher haptic rendering rates. An intuitive

149



description of why this is true comes from the nature of haptics and the fact that a
haptic device presents forces to users. The motors in the haptic device cannot turn
on instantaneously. When a haptic cursor touches a virtual object, a collision
detection algorithm detects the contact and presents the haptic force to users.
Commonly, as the haptic cursor moves into a solid object, the force increases
quickly to the full force to simulate a stiff solid model. A fast haptic rendering
cycle rate allows the motors in the haptic device to change quickly enough so that
a‘consistent representation of a solid object is presented to users and so that the
haptic device can remain stable when touching a stiff model. Eventually there will
still be latency as a result of the inertia, backlash and other mechanical aspects of

the motor mechanism that cannot be dealt with by fast processing.

To account for this in the LUCID sYstem, a second process was used which
controlled the haptic aspects of the rendering work. This effectively divided the
overall visual and haptic rendering tasks into two interacting asynchronous loops,
where the haptic process had the priority for system usage. The high cycle speed
of the haptic process often required pre-processing of data to enable faster
computations. Also, any computations that were done while the haptic process
was running were put into the graphics loop process if possible as it vs.ras running

at a slower rate and therefore required less computing time.

6.5.2 Low-level data access to the Phantom haptic device

As stated above, the GHOST SDK itself did not work with CAD models rendered
in a stereoscopic display. A new method was needed to overcome this drawback
so as to integrate the haptic feedback interface with the stereoscopic display

interface seamlessly in the LUCID system.

There was a new addition to the GHOST SDK Version 4.0 called the gstDevicelO
class. This class allowed application developers to acéess the encoders and motors
of the Phantom haptic dev_ice directly. The gstDevicelO ‘qla.ss offered a new tool
to develop haptic applications using the GHOST SDK. Application developers
could filter encoder values, directly send forces to the motors and test the motor

témperatures. All of the functions in this new class were fairly self-explanatory in
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the GHOST SDK. These functions could be used in a haptic servo loop, started by
calling the gstStartServoScheduling() function, which ran at the recommended
1000 Hz servo loop. If application developers would rather use a non-1000 Hz
servo loop rate, the gstStartServoScheduling() function was not used. Instead, the
. application developers could design a loop that performed the specific tasks that
were desired, and then called the gstUpdatePhantom() function to update the

internal state of the Phantom haptic device.

In the LUCID systém, the haptic servo loop ran at the recommended 1006 Hz
cycling rate in order to have comfortable force feedback. The haptic servo loop
process first recorded the stylus pushbutton' state on the Phantom haptic-device
and then queried the current status of the Phantom haptic device. If the Phantom
haptic device worked 1n a non-error mode, the haptic cursor position data was
gained by calling the gstGetPhantomPQsitian function in the gstDevicelOQ class.
Once the haptic cursor position data was available, collision detection was
performed right away to find out whether the haptic cursor was touching the CAD
model. If a collision was detected; the haptic force was determined from the
relative positions of the haptic cursor and the CAD model. The generated haptic
force was then sent to the Phantom haptic device by " calling the
gstSetPhantemForce() function in the gstDevicelO class so users felt the force
feedback through the Phantom haptic device. Detailed description about the haptic

rendering software prdcess is already shown in Figure 51.

6.5.3 Model geometry representation for haptic rendering .

There are a number of advanced techniques available for haptic rendering such as
volume-based methods, \}ector field-based methods, polygon-based methods and
so forth [Novint 2002]. For example, the FreeForm Modeling syétem [SensAble
2002] employed a volume-based (also termed as voxel-based) method to represent
its model data for haptic rendering. Vector fields could be modelled by mapping
the vector field components directly to mechanical forces felt by users, or applied
directly to the haptic cursor to visualise data sets that were otherwise not intuitive.
For example, in one e-Touch application introduced by Novinf Technologies

[Novint op cit], point charges were put in the space which created an electric
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potential vector field that users could interact with by moving the haptic cursor.
As the haptic cursor moved through the space as a probe, the vector field was
mapped into forces that users could feel. This allowed a 3D method of interaction
that could not be accomplished with tfad_itional graphics alone. Another approach,
common to haptics, involved using the polygons that were used to draw models in
graphics as shown in Figure 52. In a simplistic implementation of this method,
each polygon had a force direction associated with it in its normal direction,
which was applied when the haptic cursor made contact. Hence, a real-time

collision detection algorithm was needed for this representation method.

Normal 1

T
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Figure 52: A simplified polygonal approach to haptic rendering

All of the above approaches had limitations in that they were specific to particular
application situations. Volume or voxel-based methods demanded a large amount
of memory to represent the model (normally. at a gigabyte level), and needed a
high processing speed (normally two CPUs at a GHz level working in a parallel
processing mode) to perform haptic rendering in most haptic-based applications,

such as the FreeForm Modeling system. Vector field-based methods were only
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implementable with vector field applications which could not be applied to
product design situations at all. Polygon-based methods brought a complication
when the haptic cursor was inside a model. Because the haptic cursor was already
within the model (at some distance) there was no contact between the haptic
cursor and the model and the force could not be generated by detecting a collision.
Another problem with this method was that the corners of the polygons felt

distinct, even on a surface that should in fact be smooth.

Thus, there was a need for a more coherent approach to haptic rendering and
modelling interaction with complex models, in which a larger base of haptically |
renderable models could be obtained. There were other ways to render haptic
models, such as spline-based methods, FEA methods or other advanced
mathematical approaches which showed potential [ibid]. Polygon-based
approaches, however, took advantage of a large database of models that were
already existed within existing graphics hardware and software. Therefore, an
efficient polygon-based method for creating haptic rendered forces was developed
and implemented in the LUCID system. This polygonal algorithm first focused on .
determining whether or not the haptic cursor touched a model, which required a
real-time collision detection algorithm. A culled collision detection algorithm was
developed that worked in real-time with large data sets (see Section 6.5.5 for more
detail). If the collision existed, then forces were generated based on the contact

position and the normal vector of the contacted polygon in the model’s facets.

6.5.4 Phantom-Mouse integration

In addition to providing a foundation for a standard haptic feedback application,
the LUCID system provides support for inteffacing with the Phantom-Mouse. The
Phantom-Mouse is a mode of operation in which the Phantom haptic device
emulates the ability of a standard 2D mouse. When the Phantom-Mouse was
transitioned into the standard 2D mouse operation, users could use the Phantom
_ haptic device in place of the standard 2D mouse, to interact with windows, menus,

“icons and so forth.
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3D to 2D transitioning mechanism
The LUCID system currently provides the following 3D to 2D transitioning
mechanism by which users can trigger a transition from the 3D haptic scene into a

2D mouse mode.

o Initiate a transition by moving the Phantom haptic device out of the design.

content view window while the view is active.

In such a case, the Phantom haptic device worked as a standard 2D mouse. All
tasks once performed by the standard 2D mouse were now carried out by thé
Phantom haptic device. This feature was especially needed to give better support
to the two-handed operation in the LUCID system since‘ it could avoid the need
for a hand change between the Phantom haptic device operation and the standard

2D mouse manipulation.

-

2D to 3D transitidning mechanisms

Since different users have different preferences for the Phantom-Mouse operation,
the LUCID system currently provides three 2D to 3D transitioping mechanisms.
The list below describes these three mechanisms by which users can trigger a

transition from a standard 2D mouse mode back into the 3D haptic scene.

o Fall through. Allows users to fall back into the 3D haptic scene only after the
mouse cursor has left the design content view window and then re-entered it.A

o Click through. Causes a transftion back into the 3D haptic scene only if users
click the stylus button while the cursor is in the design content view window.
(Note: the stylus pushbutton must be emulating a left mouse click function in
order for the stylus click to work.) '

» Push through. Sﬁnulates a mouse plane that behaves just like a thin ice. This
allows users to cause a transition by pushing against the plane while the cursor

is in the design content view window.

In order to customise this configuration, the following interface functions were
developed and implemented in the LUCID system with the support of the GHOST

SDK and its relevant documents,
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Function Prototype: virtual void OnPhantomEntry ();
Function Description: The LUCID system calls this function when a 2D to 3D

transition occurs.

Function Prototype: virtual void OnPhantomLeave ();
Function Description: The LUCID system calls this function when a 3D to 2D

transition occurs.

Function Prototype: BOOL IsPHANToMMouseEnabled ();
Function Description: The LUCID system calls this function to query the current

transitioning state.

Function Prototype: void EnablePHANToMMouse (BOOL bEnable);
Function Description: The LUCID system calls this function to enable or disable
OnPhantomLeave () transifioning. Calling the EnablePHANToMMouse (FALSE)

function would disable the mouse integration.

Function Prototype: BOOL SetWhichButton (UCHAR buttonMask);

Function Description: Allows application developers to modify the mouse buttons
being emulated when a stylus click occurs. Application developers have the
following three masks to use in their applications: |
MOUSE_LEFT_BUTTON MASK

MOUSE_MIDDLE _BUTTON_MASK

MOUSE;RIGHT_BUTTON_MASK

For example, to emulate a left mouée button CIick,.pass the button mask as the
MOUSE_LEFT BUTTON_MASK in the function callirig:

SetWhichButton (MOUSE_LEFT BUTTON_MASK);

Function Prototype: void SetHapticEntryMode (HapticEntryMode mode);
Function Description: Allows application developers to specify the entry
mechanism that should be detected in order to transition from 2D back to 3D. The

possible modes are listed below:

PHANTOM_MOUSE_FALL_THRU
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PHANTOM_MOUSE_CLICK_THRU
PHANTOM_MOUSE_PUSH_THRU

Function Prototype: void SetPHANToMMouseConfig (const
PHANToMMouseConfig &config);
Function Description: This routine makes use of a data structure to maintain

configuration settings for the Phantom-Mouse.

6.5.5 Collision detection algorithm _

In any haptic application, creating a force for a contacted model consists of two
basic operations — collision detection and force generation. The first step in
creating a force for a contacted model is to find whether or not the haptic cursor is
touching the model. This means that as the haptic cursor moves, collisions
between the haptic cursor and the model’s facets must be checked as fast as
possible. After a collision is detected, the force is then determined and presented

to users through the haptic hardware device that is employed in the application.

Since the GHOST SDK did not provide collision detection support for the low-
level data access and manipulation to the Phantom haptic device, new collision
detection algorithms were investigated to support haptic feedback rendering in the
LUCID system. Gregory et al [1999] introduced a framework called H-Collide
which used hybrid hierarchical representations and frame-to-frame coherence
" query algorithms for collision detection for haptic interaction with polygonal
models. However, H-Collide did not open to outside use and it did not work with
stereoscopic display. Another simple way to do collision detection is to check if
the haptic cursor has moved through any of the polygons in a model. This can be
accompllished by taking the line segment from the haptic cursor’s current énd
previous positions each loop of the cycle, and comparing that segment with every
one of the polygons in a model. If the line segment intersects any of the polygons
then a collision has occurred. This can be extremely time consuming if the model
consists of a large amount of polygons. It is 'inefﬁci_ent to check every one of the

pelygons in a CAD model each cycle of the loop. The process can be sﬁeeded up
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by culling the polygons that are not in the cursor’s vicinity and this allows real-
time collision detection with large data sets to be achieved relatively easily.

In the LUCID system, a shareware 3D collision detection function library called
ColDet VI.1 v;fhich was downloaded from http://photoneffect.com/coldet/ was
used to perform the intersection calculation based on the condition that the
" collision model was represented in triangular meshes. The following describes the
main steps needed to integrate the ColDet library into the LUCID system to carry

out the collision detection task.

Model setup

e For each collision model mesh, first create a collision model by calling the
function CollisionModel3D* model=newCollisionModel3D. () in the ColDet
V1.1 library (Shared collision model meshes can use as one model).

* Add all the triangles the collision mesh has to the model by calling the function
model->addTriangle (vertex1, vertex2, vertex3) in the ColDet V1.1 library.

e Call the function model->finalize () in the ColDet V1.1 library to finish adding
all triangles and process the information and prepare for collision test.

Collision test

s Assuming two models (modell, model2) are either set' both of their
transformation matrices by caliing functions:
modell->setTransform (modell transformation_matrix);
model2->setTransform (model2_transformation_matrx).

e Then call the function modell->collision (model2). The function returns a
Boolean value indicating if a collision has occurred.

Collision test results

» Call the function getCollidingTriangles () to get which triangles have collided.

¢ Call the function getCollisionPoint () to find the exact collision point.

Other collision tests

¢ The ColDet V1.1 function library also provided rayCollision () and |

sphereCollision () functions to test the model against these primitives.
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In the LUCID system, the haptic cursor was recognised as a small 3D sphere
model, and all CAD models were interpreted as one collision object. Therefore,
the sphereCollision () function in the ColDet V1.1 library was used to perform the
contacting calculation. To make the collision detection work more efficiently,
collision polygon meshes were culled using a new method that was integrated and
implemented into the LUCID system. This was accoinplished by creating a 3D
voxel sphere boundary around the haptic cursor and pre-calculating which
polygons should be checked when the haptic cursor was located in any 3D space
position. As the algorithrﬁ ran, fherefore, on each loop the current 3D voxel sphere
boundary was determined and the list of active polygons were checked for the
collision detection. Figure 53 gives a demonstration example about this new
algorithm in a simple 2D view. The supposed collision model consisted of thirteen
triangles as numbered 1 to 13 respectively. When the haptic cursor moved to the
model, a 3D sphere boundary with a pre-defined radius R at the centre of the
haptic cursor was established. As Figure 53 shows, only three triangles had
intersections with the 3D sphere boundary, namely, Triangle 1, 11 and 12. Thus,
only these three triangles instead of all thirteen triangles were pre-processed and
put into the mesh list to perform the final contacting calculation. This new
efficient algorithm was implemented in the LUCID system and achieved a good
result for the fast collision detection used in the haptic rendering process. The
evaluation tests of processing efficiency using this approach has shown that the
model containing less than about ten thousand triangular meshes could achieve a

good collision detection result in the LUCID system.
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Figure 53: Voxel sphere-based culling of a triangular mesh model

To support this efficient collision detection method running in a real-time mode,
some mathematical algorithms were needed to determine the intersection between -
the sphere boundary and the triangular meshes. These included the calculation
algorithm for the 3D distance between a point and a triangle in 3D space. A
straightforward method introduced in the literature [Jones 1995] was employed
and implemented in the LUCID system to perform the 3D distance mathematical
calculations. The following gives <a detailed description of this mathematical

calculation algorithm.

Finding the distance from a point 7, to a triangle P P,P, where F, is a point in 3D
space is a pure mathematical calculation process. There are three possibilities
available for this calculation. The point £ might be closest to the plane of the
triangle, closest to an edge, or closest to a vertex. Approaching the problem in 3D

requires the projection of the point F, onto the plane of triangle FAF,P, to create

the point P, (see Figure 54).
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Figure 54: Calculation the distance of Py from P;P;P;

The normal vector N , of the plane of triangle AP, P, can be calculated as
N, =R x PP, 6D

The angle a between the normal vector N , and the vector £ F, can be calculated .

by
cosa= Ay Ny (6.2)
EEATA
The length of the vector | 2,7, | can be found using
| PP, |=| PP, |cosa . , (6.3)
The vector F,F, can then be determined by |
PF =~ | BBt ‘ (6.4)
[N, | :
Then the point P, can be obtained from
B, =F+RF ' | (6.5)

'If P, lies within the triangle A P,P;, the distance | K7, | calculated by Equation

(6.3) is the correct distance of the point 7, from the triangle PP, P,.
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If P, falls outside the triangle PP,P,, the distance to the triangle PP,P, is the
distance to the closest edge or vertex to the point P, . In order to determine which
edge or vertex the point P, is closest to, the position of the point 7, in relation to

the three vectors ¥}, ¥, and ¥, should be set up (as shown in Figure 55), where

I_; PZPI + P3Pi , , = P3P2 + PIPI , V3= P1P3 + PZPS (66)
| AR AR |AA | AR | AR B
Let '
fi=W,xBP)N,, f,=(,xBP)N,, fi=(F;xPR)N, 6.7)

If £, >0, the point P, is determined as anticlockwise of V| . Similarly, £, and f,
can be checked for the other vectors. Thus, using f, f, and f; described in
Equation (6.7) the position of thé point P, in relation to the vectors ¥, ¥, and ¥,
is determined directly. Furthermore, it has to be determined whether the point 2,
is inside the triangle PP, P, or not. If it is, the distance from the point F, to the

triangle AP, P, is the distance calculated in Equation (6.3).

\E

Figure 55: Determining the position of P, inrelationto V 1, Vaand V;

As the example in Figure 55 shows, if the point P, is clockwise of ¥, and

anticlockwise of ¥}, it is outside the triangle A AP, if
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(R xPP) N, <0 - ‘ (6.8)

and similarly for the other cases.

If the point P, is found to be outside the triangle PP, P, it is either closest to a
vertex, or a side. For example, assume the point P, is closest to PP, and the
point Po' is the projection of the point 7, onto the line £ 7, . The vector D of the
point P, to the point P, is given by

D=(P,P,xP.P)x PP, o 6.9)
and the angle S between the vector PP, and the vector 7P, is determined by

RER-D

os f=— (6.10)
[ BAND]
The length F,P, is calculated using
| BBy |=| By A, | cos B (6:11)
and P,P, is obtained from |
- e D
R By =| B Fy lm (6.12)
The point P, can then be calculated as
Py =P +PBP (6.13)
Let . ‘
t = h-h (6.14)

If 0<r<1, the point P, is between P, and P,, and the distance of the point P,

from the line PP, is | B P, |, as calculated in Equation (6.11). So the distance of

the point £, to BA, is | Py [ +| KA .

If 1 <0, the point' F, 1s closest to the vertex A . The distance can be calculated as
| A |. If t>1, the point F, is closest to the vertex P,. The distance can be

calculated as | PP, |.
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The above algorithm can be easily applied to the remaining edges of the triangle
$0 as to calculate the distance of the point F; to the triangle AP, P, properly.

The steps for the collision detection in the LUCID system are summarised as

follows:

e First create a collision model by calling the function newCollisionModel3D () in
the ColDet V1.1 function library.

« Build the haptic cursor boundary by using the default empirical radius value R.

e Calculate the distance between the haptic cursor and the triangles in the CAD
model’s facets based on the above mathematical algorithm introduced.

» Perform the distance checking based on the condition that the calculated
distance is less than R.

o If the statement “calculated distance is less than R” is true, add the tﬁangle to
the collision model by calling the function addTriangle () in the ColDet V1.1
library.

e Perform the collision detection caiculation by calling the function
sphereCollision () in the ColDet V1.1 library after the adding triangle procesg is
finished.

o If the returned Boolean value is true, a collision is detected. Retrieve the
collision information by calling functions getCollidingTriangles() and

- getCollidingPoint() in the ColDet V1.1 library. The collision'for_ce feedback is

then generated based upon this information.

6.5.6 Haptic representation of lines

Since the haptic force feedback generated by the GHOST SDK was based upon
the concept of “surface contact point” [Ghost 2002], an issue was encountered
while trying to create a haptic feedback interaction with non-surface-based
geometric elements such as lines and 3D freeform curves in CAD models. Ideally,
lines.could be simulated as small tubes so that the haptic'_feedback interaction
could be achieved using small long-thin cylinder surfaces for contacting

calculation, But this method created a large amount of polygons for presenting
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lines especially for 3D freeform curves, and thus led to an inefficient system
usage. Therefore, an approximate method was introduced in the LUCID system to
speed up the data processing for this matter. Figure 56 gives some possible
approximate solutions with comparisons to the ideal processing method in a
simple 2D cross section view. Considering trade-offs in the processing time and ‘.
the storage memory usage, an octahedral representation method was used to
represent the line elements in CAD collision models in the contacting detection
algorithm in the LUCID system. This method gave more comfortable haptic force
feedback than other solutions that could be used such as the quadrilateral

representation and the trilateral representation, as shown in Figure 56.

vee

Figure 56: Solutions to the haptic interaction with lines

6.5.7 Haptic force generation
After a collision is detected, a force must be presented through a haptic hardware
~device used in the application. Usually, this generated force is in the normal
direction and is proportional to the penetration depth into a collision model, which
is measured from the currently active polygon. This means the collision detectién
methoci-should discriminate which solid geometry element in the CAD model the
contacted polygon belongs to. Unfortunately the ColDet V1.1 function library did
not provide any support for this kind of function call. Therefore, in the LUCID
system, the haptic rendered force was approximately generated by first finding out
the contacting point and the normal vector of the contacted triangle, then
multiplying an empirical factor for the force value along the normal vector

direction. When the haptic cursor left the collision model, the force disappeared

164



since the collision detection did not find any contact between the haptic cursor

and the CAD model.

An initial problem arose because of the nature of a polygonal data set. The
outward direction on a polygon is determined from the ordering of the points it
contains. The direction that is considered outward is important for both graphics
and haptic rendering. In graphics rendering, the outward direction is used to
determine shading effects like the light property on the model. In haptic rendering,
the outward direction is used in collision detection and force direction
calculations. A typical way to overcome this problem, which has become a
standard in graphics, is to pre-process the points and ofder them so that all the
vertex listings are consistent based upon the right-hand rule that is used widely in
processing an STL file format used in the RP field. This method was also applied
to the LUCID system.

6.6 Summary

In this chapter, the LUCID system graphical user interface was presentea first.

Four VR-based HCIs in the LUCID system (two-handed operation, stereoscopic

-display, sound feedback and haptic interaction) have been described focusing

mainly on their interactive concepts, working modes and advantages in design

applications. Detailed software processing diagrams and procedures for their

. integration and implementation in the LUCID system were also provided. Further
topics on haptic interaction and its relevant application problems that arose from

the LUCID system design and development were also discussed in detail both

- theoretically and practically. Detailed mathematical algorithms were provided so

as to allow interface design functions to work properly in the LUCID system.
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CHAPTER SEVEN

Geometric modelling method and algorithm design

As discussed in Chapter Two, CAD geometric modelling allows designers to
represent physical objects in computerised digital forms. Different geometric
modelling techniques have their own strengths, weaknesses and specific
applications, and hybrid modelling approaches possess the flexible facility for
efficient and effective model creation. Therefore, it was decided that the LUCID
system would use hybrid geometric representation solutions to describe CAD
model form information. Non-Uniform Rational B-Splines, commonly referred to
as NURBS, have become a de facto industry standard for freeform curve and
surface representation in most CAD/CAM/CAE applications because NURBS can
provide a unified mathematical basis for representing both analytic shapes, such
as conic sections and quadric surfaces, and freeform entities, such as the shapes of
cars, airplanes, ships and so forth [Pieg! and Tiller op cit]. Also the NURBS
algorithms are fast and numerically stable. There is substantial potential in
NURBS for researchers to study interactive algorithms to support intuitive human
computer interfaces (HCIs). Therefore, this research has explored effective
algoﬁMs to support intuitive interaction using the NURBS modellihg
technology.. This chapter discusses in detail the NURBS modelling algorithms that
are used in the LUCID system to represent CAD models when they ébntain

freeform entities such as freeform curves and freeform surfaces.
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7.1 Non-uniform rational B-splines representation method
7.1.1 NURBS curve representation
A p th-degree NURBS curve can be defined by

C(u) =) R, ()P, (7.1)
i=0

where P are the control points, and R,-, 2 () are the plecewise rational basis

functions defined as

N, (u)w,
R, (1) =5~ (7.2)

Z N, ,(w)w,
j=0

where w, are the weights (assume that all w,>0), and N ip (1) are the p th-degree
B-spline basis functions defined on the non-periodic and non-uniform knot vector

U ={uy, U, Uy, oo Uy Upys ooy Uy} S

1 ifu <u<u.
N,-_g(u) = { =, i+ ‘
2 fthemse L i=0,,..n+p  (13)
N, ,(u)= N, (W) +— N,y (@) :
| i+p - U ' ur’+p+1 Ui .

where u, are called knots defined in the knot vector U/ .

There are several useful algorithms available which are fundamental in the
implementation of NURBS curves and surfaces. These tools are known as knot
insertion, knot refinement, knot removal, degree elevation and degree reduction.
All these different fundamental geometric algorithms have their specific
applications in the implementation and modification of curves and surfaces
represented using the NURBS method. The literature [ibid] gave an exhaustive
description of all these five algorithms including the statement of the problem, the
list of applicaﬂoné, clarification of the problem and solution approaches, the list of
references where more rigorous derivations and proofs could be found, the
solution formulae, worked examples, computer algoriﬂlﬁls .and examples of

applications.
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7.1.2 NURBS surface representation
The following equation expresses a NURBS surface defined on w€[0,1] and

ve[0,1]:

S(u,v)=> DR, (uv)P,, (7.4)

i=0 j=0

where 7, are the control points, and R,-, J.(u,v) are the piecewise rational basis

functions defined as

N, (N, ,(Mw,

Ri,j(uiv)z P (7.5)

D DN, L @N, (MW,

k=0 I=0
where w, ; are the weights, N i, p(u) and NV Iy (V) are the pth-degree and g th-

degree non-rational B-spline basis functions

ifuy, <u<uy,

1
Nf.o(“)-{o otherwise i=0,1,..n (7.6

u—u U, U
Ni,p (U) = - Ni,p-l(u) + _IP——I'-__NH],p-I(u)
| ivp T Ui ivpel T Ui
and
1 ifv.Sv<v,
— i i)
Nja(v) = {0 otherwise L
) Jj=0,L..m (1.7)
VoV, Viegn ~V .
Nj_q (V) = -_-_——"_Nj,q—l (V) + _'_'—Nj+!.q—l (V)
L . v.f*'q - vf' . vj+q+1 Vi

defined on the knot sequences'

U ={0,...,0, Upiireens u,,l,..,1} (7.8)
p+b p+l :
and V= {0,---, O,Vq+l,...,vm,1,...,1} . ’ . (79)
g+l g+l

Since a NURBS curve or surface is defined by its control points, weights, and
‘knot sequences, any modification of these parameters leads to a change of the
curve or surface shape (see Figuré 8 and Figure 9 in Chapter Two). In the LUCID
system, the curve or surface shape could be directly deformed by modifying the
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input data points so as to re-generate the control points for the new curve or

surface shape based on the mathematical formulae introduced here.

7.2 3D freeform curve design

In the design process, there is more often a need to use freeform curves instead of
direct lines to describe the model profile to be created. Most programming tools
such as the Microsoft Foundation Class (MFC) application library only provide
limited sketching tools for very simple curves such as circles and ellipses. A
practical mathematical algorithm for 3D freeform curve design was investigated
and implemented in the LUCID system. In ﬁarticular, the LUCID system had to
provide useful tools that allowed designers to fashion a larger varety of 3D

shapes simply by specifying a small collection of rinput data points in 3D space.

Ideally, the curve generated by the defined mathematical algorithm should closely
approximate the original curve the designer had in mind when specifying the data
points required. If the curve that is generated does not provide an adequate
approximation to the original curve, the designer will modify the entered data
points by shifting them this way and that and regenerating the curve again several

times. This interactive process continues until the designer is satisfied.

Figure 57 shows two main classes of curve generation algorithms commonly used
in the field of computer aided geometry design. Figure 57 (a) indicates a curve
P(t) generated by an algorithm that interpolates the input data points given by the
designer. This algorithm returns points along a curve that passes exactly through
the points input at specific instants and forms a smooth curve for points in
between. Figure 57 (b) uses an algorithm that generates a curve R(t) that
approximates the data points input by the designer. The points this algorithm
returns form a curve that is attracted towards each input point in turn, but does not
actually pass through all of them. In the computer aided geometry design
literature, the input data points in Figure 57 (b) are termed as control points with
their basis functions implied. In the literature [Hill 2001], the curve that

interpolates the input data points is termed as the interpolation algorithm, whereas
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the curve that approximates the control points is named as the approximation

“algorithm.

Figure 57: Curve design methods

The designer enters the data points on the basis of his/her experience, along with a
clear understanding of the characteristics of the curve generation algorithm that
will be used to regenerate the curve from the data points. In most cases the
designer wants the curve creation algorithm to produce a curve that passes
through all of the inppt data points. This seems more natural than using an
algorithm that just attracts the curve to control points. In order to provide
designers with natural and intuitive function tools and interfaces to support their
design process, the interpolation algorithm is desired to generate the freeform
curve. To achieve the created freeform curve with the desired continuity, an
efficient natural cubic-degree spline interpolation algorithm was developed and

implemented in the LUCID system.

Given a set of input data points O, , k= 0,...,n, the desired freeform curve was
created by interpolating these points with a cubic-degree (called a 3’d—degree)
NURBS curve. For each (J,, a parameter value ur was assigned and an
apprc')priate knot vector U = {u,,...,u, } was selected. The (n+1)x(n+1) system

of linear equations was then setup
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0, =Clux) = YN,y (ar) P (7.10)

i={

where the control points P, were the n+1 unknowns. The problem of choosing

!

the u, and the knot vector U remained, and their choice affected the shape and

parameterisation of the curve designed.

According to the literature [Piegl and Tiller op cit], there were three common

methods available to determine the ux

o The equally spaced method.
_;o-—— 0 up =1

k=1,..,n-1 (7.11)

Uy =

‘This was the simplest way to define the Uk parameters. But it was not used
practically, as it could produce erratic shapes or undesired shapes when the

input data points were unevenly spaced.

¢ The chord length method.
Let d be the total chord lengths calculated upon the input data points

a= 310, ~0u| - o
then

w=0  up=1

5,,=E,,-1+LQ*;—Q*-1" k=1,..n1 (7.13)

This was the most widely used method, and it was generally adequate. 1t also
gave a good parameterisation to the curve, in the sense that it approximated a

uniform parameterisation.

e The cehtripetal method.

Let d be the total square root of the chord lengths computed on the input data set

d= i‘\lek =0 |
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PR | L S S D R (7.14)

d
This method gave even better results than the chord length method when the
input data set took very sharp turns in space. The literature [Lee 1989] gave

more detailed description of this newer method.

There was a simple method to determine the knot vector U. It could be equally

spaced (based upon the degree p = 3), that is,

g =Uy =uUy =ty =0 Upy SUpy =U, =1, =1
u,=—> j=1,..n3 @19
! n-3+1

where m is defined as m = n+3 +1. However, this method was not recommended.
If it was used in conjunction with Equation (7.13) or (7.14) it could result in a
(n+1)x{ n+l) system of linear equations Whi_ch could not be solved directly by
some mathematical approaches so as to obtain the control points £ in Equation

(7.10). Therefore, the following technique of average was employed:

g =u =u, =u; =0, Upoy = Uy = U, g = U, =1
-lj+3-1_ )
uj+3=§Z ui . Jj=1,...,n3 (7.16)

inj
With this method the knots reflected the distribution of the . F urthéfmore, using -
Equation (7.16) combined with Equation (7.13) or (7.14) to compute the u: led to
a simple {(n+1)x( n+1) system of linear equations which could be solved by the

Gaussian elimination algorithm relatively easily.

Once the ux and the knot vector U were determined, the (n+tD)x( n+l)

coefficient matrix of the linear equations was setup by evaluating the nonzero
basis functions at each ;k, k=0,.,n Afterwards, the control points P in

i

Equation (7.10) could be obtained from the (n+I)x( n+1) system of linear

equations solution. -
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The solution process in the 3D freeform curve design in the LUCID system is

summarised as follows:

e Compute parameters we corresponding to the input data points Q, using
Equation (7.14).

. Ca.lculafe the knot vector U using Equation (7.16).

» Evaluate the basis functions to setup a (n+1)x( n+1) coefficient matrix of the
linear equations, with the control points F, as unknowns.

o Solve the (n+1)x( n+1) system of linear equations by the Gaussian
elimination algorithm to obtain the control points P described in Equation

(7.10).

Once the curve parameters ¢, knot vector U and control points P were
determined by the input data points (J,, the inner interpolation points of the

freeform curve were obtained from Equation (7.10). The whole freeform curve
was then generated by joining all these inner interpolation points together. The
finished freeform curve could be displayed via many polylines defined by all
these interpolation p_oinfs to provide a close approximation in the LUCID system.
In the _codé programming, drawing tools such as line drawing and polyline
drawing functions provided by the OpenGL API were called to display the curve

result stereoscopically on the screen in the LUCID system.

7.3 Ellipse design using NURBS

In most Windows-based application programming, ellipses can only be drawn as
axis-aligned figures, as shown in Figure 58. If one wants to design rotated or
skewed figures under Windows-based applications, it is necessary to need

additional calculation work.
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F igure 58: Ellipses generated by normal Windows applications

Basically, there were two alternatives that could be used to implement this task:

e Use a basic mathematical equation to create an ellipse via line segments.
The mathematical equation for an ellipse was relatively simple. The
approximation of an ellipse could be performed by dividing an ellipse into many
short line segments and then connecting these line segments to form the ellipse.
® Use cubic-degree NURBS curves to approximate an ellipse.
Using four simple NURBS curves, each representing ninety degrees of an
original axis-aligned ellipse, a fair approximation with a minimal error could be

arrived at.

In the LUCID system, the NURBS approach was employed to implement the
ellipse design. Because NURBS curves were invariant under rotation, scaling and
translation, it was only necessary to transform the control points to apply the same
-transformation to the ellipse curve. More precisely, since each point on a cubic-
degree NURBS curve was a combination of a set of piecewise rational functions
with control points, the relationship of the curve to the control points was not

changed under any affined application.

Figure 59 shows the thirteen NURBS control points (labelled in number 0 to' 12
respectively) defining the four NURBS curves making up the ellipse which could

be calculated relatively easily using an empirically derived magical constant
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which was set to 0.552 in the LUCID system. The cubic-degree (the 3"-degree)

four control point NURBS representation for the ellipse curve was defined as
3
Clu)= 2 R,3 ()P, (7.17)
i=0

where the knot vector was defined as U = {0,0,0,0,1,1,1,1} and the weight vector
was defined as {w,} ={1,1,1,1}. Control points labelled 0, 1, 2 and 3 were used to
create the first NURBS curve as the first part of an ellipse through a NURBS
curve calculation. Similarly, control points labelled 3, 4, 5 and 6 were used for the
second NURBS curve creation, control points labelled 6, 7, 8 and 9 were used for
the third NURBS curve computation and control points labelled 9, 10, 11 and 12

were used for the final NURBS curve creation.

| .
o

O ._.._:'._._“.‘-__.A‘_.‘_“._'._I FRER R

Figure 59: NURBS control point configuration for creating an ellipse

Figure 60 gives two example ellipses created using the above NURBS algorithm
in the LUCID system by applying the SpaceMouse device transformation

operation.
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Figure 60: Rotated and skewed ellipses in the LUCID system

7.4 Cylinder and sphere surface design

In the LUCID system, cylinder and sphere creation were provided in the solid
geometry sketching functions defined as the basic design tools. Both a cylinder
' surface and a sphere surface were standard freeform surfaces that could be

represented efficiently and stably -using NURBS methods.

7.4.1 Cylinder design
Normally, a full cylinder can be created by translating the NURBS circle a _
specific distance along a vector normal to the plane on which the circle is located.
There are several methods available for creating a full circle using the NURBS
répresentation'algorithm. One simple solution, using a nine-point square-degree
(also termed as a 2".degree) control polygon NURBS representation was

introduced in the LUCID system. That was,

8 ’ .
Cu)= D R, (w)P, | . (7.18)
i=0
111133
where the knot vector was defined as U = {0,0,0,— —,—,-—,~—,—,1,1,1} , the.
4°2°2°4° 4
we1ght vector was deﬂned as {w;}={l, \é_ 1, \;_ , L — \g— \;_ 1} and the control

i

_points P, were defined as (here described in terms of the unit dimension in 2D

| just for the purpose of simplicity)
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{P;} = {(13 0): (1’ 1): (0: 1)’ (— 1: 1)3 (_1: 0), (_15 - 1)! (0: - 1)’ (l: - 1)3 (1’ 0)} , 48 shown in

Figure 61.

Figure 61: A nine-point square-based NURBS circle

In order to create a full circle in any position in 3D space, coordinate

transformation calculations inbluding translation and rotation were applied to the

control points® F, computation in a practical design application.

Therefore, a cylinder surface is defined using the NURBS method by
(ll V) ZZRIZJl(uv) - | (7.19)
i=0 j=0 :
where the knot vector ¥ ={0,0,1,1}, the knot vector U/ and weights' w,, and
.w,, are those given for the nine-point 2".degree control polygon representation

circlé creation. They can be described as follows:

U={0,0,0,l,l,_l.. _1. 3 E LL1Y, {w,o={w,} = {1, %= ‘\/_ \[2_ \/2— J_

The control points are given by F,=F and B, =F, +dW in which W is the
vector of unit length which is normal to the plane of the construction circle, d is

the distance along # and P, are the control points of the construction circle (see

Figure 62).
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Cylinder

.

Figure 62

A cylinder designed using NURBS

Once a full circle is constructed using Equation (7.18), a cylinder surface or solid

could be easily created by using Equation (7.19) in the LUCID system, as shown

-in Figure 62.

7.4.2 Sphere design

For the sake of simplicity, a sphere can be obtained by revolving a semi-circle

ints lie on that axis (see Figure 63 and the axis

about any axis where the two endpo

is defined as the Z axis, for example).
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Figure 63: A sphere as a surface of revolution using NURBS

A sphere surface can be defined using a NURBS representation as

8 4
Suv)=D D Ry, (WP, (730)

i=0 j=0
where for the knot vectors Uand ¥, U ={0, 0, O — =y ==, —,—, 1, 1,1} and

2
Ji 2

vV =1{0,0,0, 1,1, 1}, the weights {w,}={], T ,—5—

11
2’27
f Y2 3y

2 !

points P,' , are determined as follows: For i = 0, £ ;=F,;=F,. Because of the

=w, xw; (for the sphere surface), and the control

w}={l—

circular nature of S(u, v) for the fixed v the P, ; for the fixed j, 0<i <8, all lie
in the plane z =z,. They lie on a square of width 2x ;» With its centre on the Z-

axis. Notice that the control points at the north and south poles of the sphere are

repeated nine times respectively: This means that F,=..=F, and

Py=..=P,.

Therefore, a sphere surface or solid could be relatively easily created by using

Equation (7.20) in the LUCID systerﬁ, as shown in Figure 63. Also the NURBS
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algorithm guarantees that the continuous forms can be achieved both at the north

and south poles of the sphere.

7.5 3D freeform surface design ‘

Currently, the 3D freeform surface design in the LUCID system 1s implemented
by feature-based design functions such as the sweeping feature, the lofting
feéture, the sculpting feature and the blending feature. All mociels involved in
freeform feature-based design functions were represented using NURBS methods
in the LUCID system. Due to the limitations of the LUCID system, all these
NURBS approaches are applicable to full (uniform) patches only.:

7.5.1 Freeform surface design by sweeping feature

Using the sweeping feature technology, a 3D freeform surface could be created by
first sketching both a 3D freeform profile curve and a 3D freeform trajectory
curve and then sweeping the sketched profile curve along the sketched trajectory

curve, as shown in Figure 64.

Figuré 64: Example of a swept surface

180



If the profile curve is defined using NURBS as

iNr',p(u)wiCQf
Clu) =2 (7.21)

>N,/

i=0

and the trajectory curve is defined using NURBS as

>N OWT,
T(v) =2 : . (7.22)
. Z Nj.q (v)wj

Jm

then the swept surface can be obtained by

i i N, ()N, ), ;F,,

S(u, V) = i=0"j=0

m (7.23)
2.2 N, N, 0w, |
i=0 j=0 ’
which is defined on the knot vectors U and ¥, and has control points
F,=T,+0Q, i=0,...,n, j=0,...m . - (7.24)
. and weights
W, =W xw) i=0,..,n, j=0,.,m (7.25)

Using Equations (7.23), (7.24) and (7.25), a closed 3D swept surface or solid was
generated by first sketching a 3D freeform closed profile curve and a 3D freeform
opened trajectory curve and then sweeping the closed sketched profile curve along

the open sketched trajectory curve, as shown in Figure 65.
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Figure 65: Example of a closed swept surface

7.5.2 Freeform surface design by lofting feature

Usiﬁg the lofting feature technology, a skinned surface could be created by first
sketching a set of section curves, and then smoothly lofting these section profiles
together in a defined direction. Figure 66 gives an example of a freeform surface

or solid created by lofting between four elliptical section profiles.

Lofted Surface

Ar

Ay

i

oL

Section Curves O

Figure 66: A lofted model created by ellipse section profiles
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Let

Cr(u)y=).N, (WP} k=0,..,K (7.26)

i=0
be the NURBS section curves. For the sake of simplicity, all C}'(u) are defined
on the same knot vector U, and have the same degree p. Then for the lofting
direction v a degree g is chosen as 3 (the cubic-degree), parameters {1_;;:}, k=

0,.. .,K, and a knot vector ¥ are computed using Equations (7.14) and (7.16). They

are then used to do n+1 curve interpolations across the control points of the

section curves, yielding the control points 7, of the lofted surface. Figure 67

demonstrates another example of the lofted surface, this time constructed by using

a set of rectangles as the section profiles.

Section Curves

Figure 67: A lofted model created by rectangle section profiles

7.5.3 Freeform surface design by blending feature
The blending feature is sometimes considered as a kind of lofting feature in much

literature. Here the difference between a lofting feature and a blending feature is



defined as a blending feature being one that is created by a linear ruled

construction whereas a lofting feature is obtained by a smooth ruled creation.

Let Equation (7.26) describe the NURBS section curves. Again for the sake of

simplicity, all C."(x) are defined on the same knot vector U, and have the same

degree p. Then for the blend direction v a degree q is chosen as 1 to perform the
linear blending operation. In such a way, it is possible to simply combine the
control points of different section curves to form the needed control points of the
blended surface. Figure 68 demonstrates an example of the blended surface

created by using a set of rectangles as the section profiles.

y

-Section’Curves:

Figure 68: A blended model created by rectangle section profiles

7.5.4 Freeform surface design by sculpting feature

The sculpting feature is sometimes named as the cutting feature which alloWs
traditional physical model making skills to be used directly in a digital design
environment. Trimmed freeform surfaces are often produced during the sculpting
feature creation. As mentioned before, the focus in this research is on new CAD
Uls rather than on design functions. Therefore, the LUCID system does not
;:mploy a third party CAD modelling kemnel package such as the Spatial’s ACIS

or the Electronic Data Systems’ Parasolid to carry out the complex calculation of
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trimmed freeform surfaces. It uses the following methods to demonstrate the
trimmed freeform surface reconstruction when the sculpting feature function is

applied to the designed model.

In the LUCID system, the sculpting feature could be created by applying either a
freeform curve or a freefoﬁn surface as the sculpting tool profile to a solid model.
If the sculpting tool profile was defined as a freeform curve as in Equation (7.1),
the scﬁlptfng surface could be obtained by the freeform curve sweeping along the
defined sculpting direction (perpendicular to the screen plane by default). The
sculpting surface formed could be calculated using Equation (7.4). If the sculptirig
tool proﬁ'le was defined as a swept freeform surface, the sculpting surface could
be obtained using Equation (7.23). Later, the intersection points between the
sculpting freeform surface and the solid model were calculated using pure
mathematical algorithms introduced in the literature [Schneider and Eberly 2003].

If the obtained intersection points could form a uniform set of (n+1)x(m+1)
data points {Q,,}, k=0,...,n and /=0,...,m , then the trimmed freeform surface
~ could be calculated by a 3"_degree NURBS surface intérpolating all these points,
Qk,! = S(uk,vi) = ZZNi,s(uk)Nj,j(W)Pf,j (7.27)
i=0 j=0 )
Again the first order of work was to compute reasonable values for the (u«,v/)
and the knot vectors U and V. Here an approach for computing the ux is followed.

The computation of v; was analogous to ;. A common method was to use

Equation (7.14) to compute parameters Eé,...,Ef. for each /, and then to obtain

each ux by averaging across all ;L ,1=0,...,m, thatis

o= ——3 % k=0,...,n (7.28)
where for each fixed /, 1_:;: , k=0,...,n, was computed by Equation (7.14).

Once the (-1;;‘ ,;;) were computed, the knot vectors U/ and ¥ could be obtained by'

Equation (7.16). Clearly, Equation (7.27) represented a (n+1)x(m+1) linear
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equations with the unknowns £, ;. However, since S(u,v) was a tensor product

i

surface, P,; could be obtained more simply and efficiently as a sequence of curve

interpolations. For fixed /, Equation (7.27) could be re-written as

Oy =3 N G) N, s GP,) = N, (i) R, (729
where Ru = i Nj,3 (;.v ) PU ) (730)

J=0

Notice that Equation (7.29) was just a curve interpolation through the points @, ,,
k=0,..,n. R, were the control points of the freeform curve on S(u,v) at fixed
v=vi. Similarly, fixing / and letting / val.r_y, Equation (7.30) was a curve
interpolation through the points R,,, ..., R, ,,with B4, .., £, asthe computed
control points. Thus, the algorithm to obtain all the control points F, is

summarised as follows:

¢ Using U and the ur, do m+1 curve intérpolations through Q,,, ..., @,, (for! ~
=0,...,m)toobtain R,,.
e Using ¥ and the v/, do n+1 curve interpolations through Rygses R, -(fori

=0,...,n)toobtain F, ;.
If the intersection points obtained in the sculpting feature creation could not form
a uniform set of data points for a NURBS surface solution, a triangular mesh was

created using these intersection data points to approximately represent the

trimmed freeform surface in the LUCID system.

Figure 69 shows an example of the trimmed freeform surface created using the
NURBS algorithm. In Figure 70, a triangular mesh simulated the trimmed
freeform surface since the intersection points could not result in a uniform data set

for ;chc NURBS solution.
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Figure 69: Example of a trimmed freeform surface using a NURBS solution
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Figure 70: Example of a trimmed freeform surface using a triangular mesh
solution

7.6 Summary

In this chapter, georﬁetn'c modelling using the NURBS algorithm was discussed.
An efficient cubic-degree NURBS algorithm for 3D freeform curve design has
been developed and implemented. This freeform curve NURBS solution has also
been successfully applied to ellipse curve design in the LUCID system. As special
freeform surface design cases, cylinder and sphere creations using NURBS
solutions have been developed and implementéd. Other freeform surface design
methods using NURBS algorithms for several feature-based design approaches

have also been presented in detail along with demonstration examples.
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CHAPTER EIGHT

Design functions and model data exchange

As stated before, the focus of this research is on new CAD human computer
interfaces (HCIs) rather than on design functions. However, it is necessary to
develop a level of design functionality that will demonstrate thé advantages of the
new user interface (UI) methods involved in the design process. Therefore, it was
decided to select and develop functional tools that would be of most benefit to
conceptual designers whilst using the LUCID system. Furthermore, in order to
facilitate better integration of the LUCID system within a total product design and
development process, it was decided that the LUCID system should provide'

practical CAD model data éharing facilities as much as possible.

8.1 Sketching tool design

As stated earlier, the importance of drawing, both formal drafting and informal
sketching, has been widely recognised particularly during the early product design
process. A survey among designers from different enterprises indicated that
besides CAD systems, handmade paﬁer-based sketches still played a crucial role
during the product design process, in particular, in the early stages of the product
design process [Pache, Weisshahn et a/ 1999]. Apcording to the results they
found, more than half of the designers indicated that they frequently used
handmade paper-based sketches at least before the use of CAD‘systems. Also
while working with CAD about 35% of the designers used sketches frequently or
always. Over 90% indicated that the development of new solutions during
conceptual design was a primary reason for the use of sketches. Since sketching
offers ease of use, fast access and quick i)roduction of désign results, most -

designers use sketches frequently while working with commercial CAD systems.
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Therefore, an integration of a series of sketching design tools into a practical CAD
application would be very important, in particular during the conceptual design

stage.

8.1.1 Sketching tool design and implementation

After observation of the tools used and the operations performed by industrial
designers in order to create their physical models, the LUCID system was outlined
first with design tools to perform sketching functions in the design process. These
. sketching design functions were classified into several groups respectively: the
line geometry section, the closed line geometry section, the 3D solid geometry
section and most importantly, the freeform surface geometry section. In the line
geometry section, using sketching design functions one could create generic lines,
vertical/horizontal lines, polylines and more importantly, freeform curves. An
effective algorithm for a natural cubic-degree spline interpolation was developed
to create 3D freeform curves (see Section 7.2 in Chapter Seven for the
mathematical algorithm). In the closed line geometry section, sketching design
functions needed to generate rectangles, polygons, rounded rectangles, ellipses
and closed freeform curves were developed and implemented in the LUCID
system. Cube, sphere, cylinder and pyramid creation fuhctions constituted the 3D
solid geometry section. More importantly, the LUCID system'also supports 3D
freeform surface creation functions emplOying' freeform feature-based design
technologies (see Section 7.5 in Chapter Seven for their mathematical
algorithms). .Figure 71 shows an image created by some of these ske;tchjng design
functions in the LUCID system. The LUCID system supports not only traditional
paper-based 2D sketching functions which are prevailed in most commercial CAD
systems, but also new 3D freehand sketching design-tools. These 3D freehand
sketching functions provide a true 3D design capability in a CAD application
which is lacking in most commercial CAD systems. Here the true 3D design
capability means the model is designed completely in 3D (both input and output)
and it gives several sensorial feedbacks when it is manipulated {(such as touched

or deformed), which is quite similar to a true model existent in the physical world.
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Figure 71: An image of sketching using the LUCID system

8.1.2 Requirements for 3D freehand sketching

Since CAD offers many advantages in contrast to traditional handmade paper-

based sketches such as the spatiality of the CAD models and the transformation of

the CAD models (panning, rotating and zooming), a computer-based freehand

sketching tool should combine the creativity—supborting characteristics of

traditional freehand sketches together with the advantagés of digital system

environments. Furthermore, a digital freehand sketching tool only makes sense if -
the sketch can be done completely in 3D réther than in 2D. The findings from case
studies indicated that des'igners_very much expected a 3D fréehand sketching tool
to perform their design work more efficiently and effectively during the product
design process (see Section 4.1 in Chapter Four). Other design applications such
as the artistic sculpture anlgi‘design for rapid manufacture also need such a true 3D.
design capability. Therefore, it was decided that the LUCID system should
provide a 3D freehand sketching design function to meet the designers’

requirements as closely as possible.
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8,1.3 3D freehand sketching tool design and implementation

The LUCID system provides several 3D freehand sketching design functions
including the 3D line freehand sketching, the 3D polyline freehand sketching, the
3D polygon freehand sketching and more importantly, the 3D freeform curve
freehand sketching. The LUCID system supports these 3D design approaches by
using a 3D Phantom Desktop device for 3D input of the sketches and a

stereoscopic display for 3D visual output.

Since a method for low-level data accessing to the Phantom haptic device was
developed and implemented in the LUCID system (see Section 6.5.2 in Chapter
Six), the 3D position data information of the stylus arm of the Phantom haptic
device can be captured in real-time through the haptic rendering servo loop -
running at about a 1000 Hz cycliﬁg rate. The 3D position data obtained can be
displayed using stereoscopic visualisation after some simple data processes such
as the different coordinate systems’ translation and the scale factors’
multiplication. Therefore, in the LUCID system, the Phantom haptic device
provides not only the force feedback interaction, but also the direct 3D input

method which can be seen using the stereoscopic display output interface.

Figure 72 (a) gives an example of a 3D freehand polygon sketching created in the -

LUCID system. Furthermore, the LUCID system supports modification tools to
directly deform the created polygon by moving the vertex of the polygon in a 3D
freehand way exactly the same as that in the physical world (see Figure 72 (b) and
(c)). Since the images in Figure 72 are shown in a 2D paper;based mode, the real

effect of the 3D freehand design and deformation is not seen clearly.
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Figure 72: 3D freehand sketching and deformation of a polygon

As discussed earlier.(see Section 7.2 in Chapter Seven), 3D freeform curve ciesign
was an important tool available in the LUCID system. A direct 3D freehand
deformation tool could be used to modify the created curve‘in_3D,space, even
incorporating Spring law-based force and sound feedback. This provided designers
with a more natural working style so as to support a trué 3D design capability
rather than just a dragging operation as in most conventional CAD applications.
Figure 73 (a) shows an example of a 3D freeform curve sketched in the LUCID
system. Figure 73 (c) gives a typical result after a 3D freehand modification
operation was performed on the created curve. Again, due to the images in Figure
73 being displayed in a 2D paper-based mode, the real effect of the 3D freehand

design and deformation is not seen clearly.

3D curve 3D direct deformation Final curve

@ O ©

Figure 73: 3D freehand sketching and deformation of a curve
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8.2 Freeform feature-based function design and implementation

As stated before, the feature-based modelling approach is considered to be an
attractive technique which provides enhanced design tools in CAD modelling
especially for fast freeform shape creation. In order to meet the designers’
requirements developed in Chapter Four (see Table 2 and Figure 28), several .
freeform feature-based design functions were abstracted and developed in the
LUCID system. These included the sculpting (cutting) feature, the sweeping
feature, the lofting feature and the blending feature. Implementation of these
freeform feature-based design functions in the LUCID system provided designers
with enhanced functional tools for their design activities supported by the

integration and impie'mentation of the four VR-based innovative HCls.

8.2.1 Sculpting feature design and implementation

As discussed earlier, the sculpting feature is sometimes termed as the cutting
feature which allows traditional physical model making skills and experience to
be used directly in a digital environment. The NURBS algorithm for the sculpting
feature design was discussed in detail in Section 7.5.4 of Chapter Seven. The
sculpting tool profile such as a freeform curve and a freeform surface could be
directly sketched by designers using the 3D freehand sketching tool available in
the LUCID system.

Currently, the sculpting feature can be created by applying a freeform curve or a
+ freeform surface as a sculpting tool profile to a solid model such as a cube or a
lofted solid. Since a line.,was normally considered as the simplest case of a
freeform curve, a sculpting tool profile could be defined as a line by creating a
freeform curve that contained only two input points. Figure 74 gives an example -

of a sculpted model created by a line tool profile.
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Figure 74: A sculpted model created by a line sculpting tool profile

In Figure 75, a sculpted model. is obtained by first sketching a cube as a solid
model and a 3D freeform curve as a sculpting tool profile, then performing the

sculpting feature creation function provided in the LUCID system.

Cube— Sjcillpting-Tool“-Proﬁle —SculptedModel

I

Figure 75: A sculpted model created by sculpting feature design

In the LUCID system, due to the complex algorithm calculation, the sculpting
feature creation function can be performed only on the condition that the sculpted
mode] contains one sculpting tool profile. This means only one sculpting feature
can be created on a solid model at the moment. Furtherrnofe, all sculpted models

can generate force and sound feedback when they are touched by the Phantom

haptic device.
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As mentioned above, the LUCID system also supports sculpting feature creation
using a 3D freeform surface as a sculpting tool profile. For example, a sculpted
solid can be gained from applying a 3D freeform surface to cut through a solid

model such as a 3D cube or a lofted solid (see Figure 76).

Figure 76: A sculpted model created by using a freeform surface cutting tool

- 8.2.2 Sweeping feature design and implementation _

The sweeping feature function allows designers to create 3D ‘freeform surfaces
relatively easily and directly using the 3D freehand sketching tool provided in the
LUCID system. The NURBS algorithm for the sweeping feature design was
discussed in detail in Section 7.5.1 of Chapter Seven. Several examples of
creating 3D freeform surfaces using the sweeping feature design method were
also demonstrated. Figure 77 gives another example .of a 3D freeform surface -

created by the sweeping feature design approach supported in the LUCID systefn.
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Figure 77: A 3D freeform surface created by sweeping feature design

Using the sweeping feature design function, designers can create not only
freeform surfaces, but also freeform solids. One Vsolid model 1s created as an

example of this method and shown in Figure 78.

Figure 78: A solid model created by sweeping feature design
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One characteristic of the sweeping feature design function is that it provides direct
haptic modification on the swept model created. This means that designers can
improve or modify their design contents after the swept model is created. This
performance can be relatively easily achieved by moving and rotating the swept
model directly via the SpaceMouse device operation to locate the desired model
position, and then changing the positions of the sample points displayed on the
swept model directly through the 3D Phantom Desktop device operation. When
the swept medel is touched or points on the swept model are moved, designérs
can feel the haptic feedback in their hand via the 3D Phantom hapfic device and
hear volume-variable sound through the computer supported speaker-based
auditory system. Compared to traditional CAD systems, more information

feedback is gained to increase interactive abilities while using the LUCID system.-

8.2.3 Lofting feature design and implementation

The lofting feature function is another useful design tool for créating freeform
surfaces and solids in the LUCID system. The NURBS algorithm for the lofting
feature representation was provided in Section 7.5.2 of Chapter Seven. Several |
examples of creating 3D freeform surfaces using the lofting feature design
approach were also demonstrated. Figure 79 gives another example of a 3D lofted

model created by the lofting feature design method using several ellipse profiles.

Figure 79: A lofted model created by ellipse profiles
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Using the lofting feature tool, designers can create as many freeform surfaces as
they require for their design process. All lofted models can generate force and
sound feedback when they are touched by the Phantom Desktop haptic device in
the LUCID system. Furthermore, a lofted model can be used as a base solid to
create a sculpting feature on the model if needed thereafter (see the demonstration

example model used for the user evaluation test in Chapter Nine).

8.2.4 Blending feature design and implementation

The LUCID system also supports the blending feature design function for creating
 freeform surfaces and solids. In some literature, this feature is also considered as a

special kind of lofting features as was discussed in the previous section. Figure 80

gives an example of a 3D freeform model created by the blending feature design

approach in the LUCID system.

Figure 80: A blended model created by ellipse profiles

Similar to the lofting feature design function, the blending feature design function

provides designers with another useful design tool for creating as many freeform
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surfaces as they require for their design process. Force feedback and sound

feedback interactions are also applicable to all blended models designed in the

LUCID system.

The current LUCID system only supborts simple freeform feature-based design
operation functions since the research focuses mainly on HCI design rather than

complex functional designs.

8.3 Model data exchange in the LUCID system
The LUCID system currently has its own file format used to store its model data.

The file extension is defined as .prt for models created in the LUCID system.

In order to provide certain CAD model data sharing facilities and to extend the
LUCID system to be used for other useful applications such as .product design
evaluation, model data in other file formats such .as the STL file formaf and the
VRML Version 2.0 file format needed to be imported into the LUCID system
seamlessly. In this case, very complex product models could be first designed in
other commercial CAD systems and then imported into the LUCID system to be
evaluated thoroughly using its four VR-based interaction tools. Figure 81 gives an
example of using the LUCID system to evaluate a CAD model in the STL file
format (a spider model seen often in the RP field). Figure 82 shows a VRML file
format model (a human heart from the medical field) that was loaded into the
LUCID system so that examination.could be performed intuitively and directly

with the four VR-based user interfaces.
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Figure 82: Examination of a VRML model using the LUCID system
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More importantly, the LUCID system also supports the export of its CAD model
data in either the STL file format or the VRML file format so as to enable other
CAD software packages to share the model data conveniently. In Figure 83, a
CAD model created in the LUCID system was first exported as an STL file format
model and then reloaded as a “reflection test” of the translation algorithm. Figure
84 demonstrates a model which was exported and re-input as a VRML file format
model. These useful data import/export facilities enable the LUCID system to be
connected to other commercial CAD systems easily so as to create a new solution
to product design and evaluation in a fully digital and virtual environment. In
particular, the STL file format supporting function of the LUCID system makes it
possible to manufacture the designed model directly on a variety of computer

controlled RP machines.
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Figure 83: A CAD model exported and re-loaded in the STL file format
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Figure 84: A CAD model exported and re-loaded in the VRML file format

8.4 Summary

In this chapter, design functions that were implemented in the LUCID system
have been presented. In particular, a 3D freehand sketching tool has been
developed to provide a true 3D design capability in a CAD application. Four
freeform feature-based design functions (sculpting feature design, sweeping
feature design, lofting feature design and blending feature design) have been
described along with demonstration examples. CAD model data exchange
facilities available within the LUCID system were also presented. Currently, there
are limited design functions available in the LUCID system since the research
focused more on CAD HClIs rather than on design functions. However, the level
of design functionality provided was sufficient to enable evaluation of the LUCID
system by designers from both academia and industry, as described in the next

chapter.
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CHAPTER NINE

User evaluation tests and analysis

The aim of the LUCID system is to give better support to conceptual design
through its multiple VR-based user interface integration and implementation
which is completely reaiised in one practical design application. User evaluation
tests of the LUCID system were designed and conducted in order to assess

.whether this objective had been met.

The user evaluation test consisted of a demonstration example modelling task to
be undertaken and a formal questionnaire to be completed. Each participant was
asked to design a computer mouse model using the LUCID system. Considering
the fact that the timescale was not very long and the participants had no previous
experience in using either the SpaceMouse device or the Phantom haptic force
feedback device, they were not expected to come up with refined designs at the -
end of the user evaluation test. However, they were able to judge several aspects
of the usefulness of HCIs in the design process after using the LUCID system.
Their comments were valuable for providing data on the potential and drawbacks

of the LUCID system.

9.1 Objective of user evaluation test

In order to test whether the LUCID system could give better support to conceptual
- design through its multiple innovative VR-based HCls, an example of creating a
computer mouse model is selected to demonstrate the LUCID system’s interactive
abilities and design functions. Although the LUCID system has limited design
functions, the computer mouse model design example gives a full.demonstration
of using the design functions available at present, focusing mainly on the four new

VR-based HCI operations (two-handed operation, stereoscopic display, haptic



interaction and sound feedback), the 3D freehand sketching tool and the freeform
feature-based design functions (sculpting feature function, sweeping feature
function and lofting feature function). The main objectives of the user evaluation
test were: 1) to evaluate the limitations of current CAD systems used by designers,
ii) to identify designers’ expectations of new HClIs that could give better support
to design activity, iii) to determine the advantages and drawbacks of the four new
VR-based HCIs used in the LUCID system and iv) to find out the strengths and
weaknesses of the LUCID system.

9.2 Participants of user evaluation test

The user evaluation tests involved eight design researchers, five industrial
designers and three engineering designers. All participants were experienced CAD
users and were proficient in using Pro/Engineer, AutoCAD or some other CAD
systems. It was important to ensure this fact, since the LUCID system let
designers carry out their design work using VR-based innovative HCIs that were
quite different from those used in most commercial CAD systems. Their design
background along with their design knowledge and experience in CAD made the
data collection more efficient since they could compare the LUCID system with
other conventional CAD systems they had used and thus gave their valuable

comments.

9.3 Venues and equipments used in evaluation test

The user evaluation tests were conducted either at the research office in the
Department of Design and Technology, Loughborough University or at company
sites with industrial designers and engineering designers. The LUCID system
including a high performance desktop PC, a Phantom Desktop force feedback
device, a six DOF SpaceMouse input device, a stereoscopic display toolkit and a
computer-supported speaker-based auditory system was utilised to perform the
user evaluation test. During the user evaluation ltest, photographs of the

participants were taken with a digital camera to illustrate how they used the
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LUCID system. Demonstration model data files were recorded in the computer for
each participant in different sessions. Therefore, any problem encountered during
the user evaluation test could be traced back and an improvement modification on

the LUCID system could be made afterwards.

9.4 User evaluation test technique

Before each user evaluation tesf, relevant documents were distributed to each
participant including i) Introduction to the LUCID system, i) Example
Demonstration of Using the LUCID System and iii) Questionnaire — The Use of
Virtual Reality Based Interfuces to Support Computer Aided Conceptual Design
Process. During the user evaluation test, all participants were given a brief
demonstration on how to use the Phantom Desktop force feedback device, the six
DOF SpaceMouée input device, the stereoscopic diéplay toolkit and the speaker-
based auditory system. Design functions such as the 3D freehand sketching tool
and freeform feature-based functions were also introduced to attendees so that
they could perform their demonstration model design using the LUCID system.
During the user evaluation test, they were free to‘ ask the observer for further help
if they had difficulties in operations. On average, the user evaluation test was
finished within one hour. After the demonstration modelling operation, a formal
questionnaire was used to collect valuable comments from all participants based
on their evaluation experience focusing especially on the four new VR-based

HClIs used in the LUCID systém.

9.5 Selecting the design model for user evaiuation test

It was decided that the design model should be suitable for 3D construction using
the 3D freehand sketching design and freeform féature-based creation. A
-computer mouse model was chosen since today every desktop computer is
‘equipped with a standard mouse and keyboard interface. At first glance the
computer mouse model is small and simple, but its shape consists of many

freeform surfaces and freeform curves which are tedious to design even in most
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conventional commercial CAD systems. All participants could explore their
demonstration modelling design interactively using design functions available in

the LUCID system.

9.6 Design method for the mouse model

After carefully studying the mouse mode! geometry, an easy and simple method
for creating its basic shape was found in order to use the LUCID system. First,
sketching different freeform cu1.'\'/e profiles on different cross-sections {(or planes)
based on the mouse shape changed in its height direction. Secondly, generating a
3D freeform surface-surrounded solid model through the lofting feature creation
. technology based upoﬁ these sketched sectional profiles. Next, by using the
sweeping feature design function, creating a 3D freeform surface with the desired
shape form of the upper freeform surface of the mouse model. This could be
achieved by the 3D freehand direct haptic modification of the sampling
interpolation points on the surface. Then positioning the 3D freeform surface onto
the 3D lofted solid model, setting the 3D freeform surface as the cutting tool and
the 3D lofted solid model as the base solid to be cut, and performing the sculpting
feature function provided by the LUCID system. This generated the basic

geometry of the mouse model to be designed (see Figure 85).
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Figure 85: The example mouse model for user evaluation test

Since the LUCID systems supports the stereoscopic display, haptic interaction and
sound feedback functions, a more realistic 3D mouse model can be viewed on the
screen and be touched with haptic force feedback and sound feedbéck. More
importantly, the SpaceMouse operation mimicked the two-handed operation and

thus makes the model navigation relatively easy, free and quick.

9.7 Questionnaire of user evaluation test

A formal questionnaire document was designed to investigate the extent to which
the VR-based technologies being employed were giving better support for HCIs
used in conceptual design. The questionnaire document along with other relevant
documents were distributed to all participants so that they could fill in some
‘sections such as CAD systems and VR technologies before their evaluation tests,
and the others such as the four VR-based HCIs used in the LUCID system and the
strengths and weaknesses of the LUCID system after their trial operations. This-
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was to enable a qualitative comparison to be made between designers’ opinions of
existing CAD user interfaces and the new HCls of the LUCID system. For the
detailed content of the questionnaire document, please refer to Appendix I of this

thesis.

9.8 Outcomes of user evaluation test

Sixteen user evaluation tests were conducted by design researchers, industrial
designers and engineering designers who were experienced CAD users and
proficient in using either Pro/Engineer or AutoCAD or some other CAD systems.
Two of the participants performing their evaluation tests using the LUCID system
are shown in Figure 86. Each participant produced a different design outcome.
Some of their design results are illustrated in Figure 87. Very useful feedback
comments were collected through the questionnaire survey after the user
evaluation test. Data analysis has been performed and the final results are

illustrated in the following sub-sections.

Figure 86: User evaluation tests using the LUCID system
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Figure 87: Design results from user evaluation tests

9.8.1 Data analysis of CAD systems

In order to collect user evaluation comments on the LUCID system which
employs four new VR-based HClIs to give better support to conceptual design, a
background survey on several aspects including CAD systems, VR technologies
and HCIs in CAD was conducted before starting the demonstration example
modelling using the LUCID system.

User evaluation participants covered many aspects of the design field including
design researchers, industrial designers, engineering designers, design teachers,
design students and design consultants. For the sake of simple clarification, here
design researchers, design teachers and design students are classified as a design
academics group and design consultants are recognised as industrial designers.

Figure 88 gives the user evaluation participants’ distribution.
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Figure 88: Participants’ distribution

The participants’ knowledge and skills with commercial CAD systems were first
surveyed in the questionnaire. Figure 89 shows the number of participants
experienced with each CAD system. Note that there are overlaps here since
attendees .may be familiar with several CAD systems like Pro/Engineer,
AutoCAD, SolidWorks and so on.
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Figure 89: Participants’ experience with CAD systems

On the basis that all participants had experience with one or more commercial
CAD systems, their comments on the overall design functions and tools of the
CAD system they have used most for their design work were assessed. For a
simple comparison of the evaluation results discussed in the following sections,
all values were produced on a scale of 1 to 5 (values originated from the
questionnaire on a scale of 1 to 10 were divided by two for this calculation).
Figure 90 gives the assessment result and an average value of 3.31 was received.
It was noted that designers from industry were more satisfied with current CAD
design functions than those from academia. There might be misunderstandings in
the questionnaires for design engineers from industry due to the limited time scale
allowed for the user evaluation test conducted at company sites. For example,
some design engineers made confusing comments on this question between the

commercial CAD system they have used for most for their design work and the
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LUCID system that was under evaluation. Another reason was due tc the different
occupations and different preferences between them. On the one hand, designers
from industry had received more training for their preferred CAD system and had
used it for a long time. They had also accumulated more experience and
knowledge with that CAD system through their daily work. But they had fewer
opportunities to access and learn new technblogies which are still at a research
level because of their job position. It was not an easy matter to persuade them to
use new technologies that they are unfamiliar with. On the other.hand, designers
from academia were more 6pen-minded to all new technologies even at a research
level. They preferred to explore new technologies to provide alternative solutions
or better approaches for their research work. The participants also éommented that
“most commercial CAD systefns currently available on the market were not good
for organic freeform shape creation, and they neither allowed 3D freehand

sketching type usage nor let designers follow their own design paths. These

findings indicated that ¢urrent CAD technologies could be impro‘ve‘d further in the .

future and designers were still looking forward to new design methods that could

meet their specific requirements.
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CAD systems' design functions and tools
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Figure 90: Satisfaction with CAD systems' design functions and tools

Along with the evaluation of the satisfaction with commercial CAD systems’
design functions and tools, comments on satisfaction with Uls provided by these
commercial CAD systems were also identified. Figure 91 shows the result that an
average value of 3.12 was obtained on a scale of 1 to 5 (values originated from the
questionnaire on a scale of 1 to 10 were divided by two for this calculation). The
lower value indicated that designers have not been fully satisfied with the Uls (the
mouse/kéyboard and 2D display interface) which most commercial CAD systems
currently employ. These results also revealed that there was an increasing need for
techniques for improving Uls to support designers in interacting with 3D digital
product data. It could be recognised that designers could perform their design
activities more efficiently and effectivély if they use more natural, familiar
interaction mechanisms instead of the traditibnal mouse/keyboard and 2D planar
display paradigm. It was also noted that designers from industry were more

satisfied with current CAD Uls than those from academia. The reasons for this are



thought to be similar to those provided in the previous paragraph which were
related to the question of the overall CAD design functions and tools they have
used most for their design work. This difference might need further investigation

in the future, but is beyond the scope of this research.

Satisfaction with CAD user interfaces
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Figure 91: Satisfaction with CAD systems' user interfaces

' 9.8,2 Data analysis of VR technologies
Since the LUCID system employed several VR-based HClIs to increase designers’

interaction during conceptual design, the participants’ VR experience and

knowledge was acquired as a base for evaluating the data feedback more

meaningfully.
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All participants taking part in the user evaluation test had already heard about VR
technologies. Most participants had experience with VR technologies, and only
25% of the participants (four out of sixteen) had not used VR-based input/output
hardware devices for their design work in the past. Figure 92 gives a basic
summary of VR technologies which the participants had previously used. Note
that there are overlaps here sin'ce the participants may have had experience and
knowledge with several VR-based technologies such as haptics and stereoscopic

displays.

. VR technologies previously used by participants -

Number of pactidpints

3D position Navigation & . 3D ‘Haptic Sound
-trackers manipulation stereoscopic feedback feedback
' interface display

Figure 92: VR technologies previously used by participants

With respect to how they thought VR technologies could be employed to pro{fide
better support to HClIs in the product design process, the participants commented
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that 1) VR-based technologies should create a more natural design environment
and more realistic and intuitive HCI interactions. This would make it easier and
more comfortable to create model geometry without having to refer to manuals or
a help desk, ii) VR-based technologies should provide different methods of clearly
. viewing and manipulating models and iii) VR-based technologies should replicate
the scale of the designed model at a real size. All these findings showed that VR-
based technologies were believed to have much potential in providing new HCI

interactions so as to give better support to product design.

9.8.3 Data analysis of human computer interfaces

With reépect to the HCIs, the level of satisfaction with the traditional mouse-
keyboard interface used in most commercial CAD systems was gauged next.
Figure 93 shows the result that an average value of 2.91 was obtained on a scale
of 1 to 5 (values originated from the questionnaire on a scale of 1 to 10 were
divided by two for this calculation). The lower value indicated that designers have
not been fully satisfied with the traditional mouse-keyboard interface. New Uls
that could provide more natural, more intuitive and more realistic interaction
methods needed to be developed and used in CAD systems to meet the

requirements prompted by the user evaluation test.
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Mouse-keyboard interface in CAD systems
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Figure 93: Mouse-keyboard interface used in CAD systems

~ Apart from the mouse-keyboard interface, oﬁly 37.5% of the participants (six out
of sixteen) used other HCIs in the past. This information indicated that new HCI
design and development was still in its infancy and it has not matured enough to

be used widely in design activity.

With respéct to the expectation for new HCIs to be used in the design process, the -
participants commented that i) new HClIs should better mimic the way designérs
use modelling tools with real objects, ii) new HCls should be easy, comfortable,
friendly and adaptive to use, iii) new HCIs should provide the facility to feel the
model physically, iv) new HCIs should allow designers to quickly manipulate and
freely view the object and v) new HCI hardware should be cheap and they should
be easy to include in mainstream CAD packages. These findings together with the
results from previous sections made it clear that designers could perform their

design activities more efficiently and effectively if they used more natural,
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familiar interaction mechanisms instead of the traditional mouse/keyboard and 2D

planar display paradigm.

9.8.4 Data analysis of new VR-based interfaces

After the background information survey on CAD systems, VR technologies and
human computer user interfaces, four new VR-based HCIs comprising two-
handed operation, stereoscopic display, haptic interaction and sound feedback that
are employed in the LUCID system were evaluated. The evaluation outcomes are

discussed in the following.

9.8.4.1 Two-handed operation evaluation

Figure 94 gives the evaluation results of the two-handed operation interface. An
average value of 3.94 was received on a scale of 1 to 5 for the usefulness of the
two-handed operation in the design process. With respect to whether the two-
handed operation could provide a more natural interaction method in the design
process, an average value of 4.13 was obtained. An average value of 3.94 was

" gained for the usefulness of the two-handed operation in the LUCID system.
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With respect to whether the two-handed operation could be used to make the

design process more efficient and flexible, the participants commented that i)

using two hands at the same time was a good idea and enjoyable, ii) it was useful

to be able to zoom/pan/rotate the CAD model with one hand, while using the

other hand for working on the model, iii) it was a lot quicker using two hands

anipulate and design the model at the same time and it

because designers could m

was flexible because designers could make changes to the model easily from

different viewpoints and iv) it was a faster method to perform the design work.

S

These outcomes led to a better understanding of two-handed operation method

used in CAD applications.
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9.8.4.2 Stereoscopic display evaluation

Figure 95 shows the evaluation results of the stereoscopic display interface. An

average value of 4.19 was received on a scale of 1 to 5 for the usefulness of the

sterecoscopic display in the design process. With respect to whether the

stereoscopic display interface could provide a more realistic 3D environment in

the design process, an average value of 4.19 was obtained. An average value of

3.81 was achieved for the usefulness of the stereoscopic display in the LUCID

system.
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The participants also commented that i) using the stereoscopic display could

remove the need for additional view ports (such as side/top/front views), ii) using
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the stereoscopic display could allow a clearer 3D viewing of the CAD model that

was more true to life and iii) it would be even better to use the stereoscopic

display technology together with large screens to give an appreciation of real size

models. These useful findings validated the advantages of using stereoscopic

display technologies in CAD systems.

9.8.4.3 Haptic interaction evaluation
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average value of 3.88 was received on a scale of 1 to 5 for the usefulness of the

haptic interaction in the design process. With respect to whether the haptic

interaction could provide a more intuitive method in the design process, an

average value of 3.88 was obtained. An average value of 3.38 was gained for the

usefulness of the haptic interaction in the LUCID system.
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Figure 96: Haptic interaction interface evaluation
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The participants also commented that the haptic feedback information was too
coarse at the moment and it was sensed only from the tip of the haptic device
rather than both hands and all fingers simultaneously which was necessary to
simulate a real life sense. This showed that current haptic interaction technologies

were not seen as being totally satisfactory, but had particular benefits to designers.

9.8.4.4 Sound feedback evaluation

Figure 97 shows the evaluation results of the sound feedback interface. An
average value of 3.47 was received on a scale of 1 to 5 for the usefulness of sound
feedback in the design process. With respect to whether sound feedback could
enhance the information exchange during the design process, an average value of
3.47 was obtained. An average value of 3.0 was achieved for the usefulness of
sound feedback in the LUCID system. Please note that there was no sound
feedback interface available in the LUCID system when the participant named
No. 3 took part in this user evaluation test. All values calculated above were based

on fifteen users.
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Again, the participants commented that i) the sound feedback was very
informative for knowing when a design action was being performed and when the
model was being touched, ii) using the sound feedback to provide instruction and
warning information would be quite useful, iii) the sound feedback should be
adjustable and optional since different designers had different preferences for the
sound feedback and iv) it would be better to provide music-based sound feedback

rather than speech-based sound feedback. These findings indicated that current

sound feedback technologies were still a step away from completely satisfying

different designers.
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9.8.4.5 Summary of VR-based HCI evaluation

The four new VR-based HCIs employed in the LUCID system have received
positive responses through the user evaluation test. Figure 98 gives the final
evaluation values on a scale of 1 to 5, respectively. All VR-based HClIs had higher
values than the traditional mouse/keyboard interface. Figure 99 illuminates the
HCI comparison result between them. High values for both the two-handed
operation and the stereoscopic display indicated that these two technologies have
become more mature whereas the haptic interaction and the sound feedback still

needed further development and improvement in CAD applications.

_YR-b_zis'ed_"us'er' interfaces in the LUCID system .
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Figure 98: Four VR-based user interface evaluation in the LUCID system
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Figure 99: User interface evaluation comparison

9.8.5 Data analysis of strengths and weaknesses of the LUCID system

After the information survey on the four new VR-based HClIs currently used in
the LUCID system, a comprehensive list of strengths and weaknesses of the
LUCID system for supporting the conceptual design process was compiled. Table

4 and 5 give a summary of the findings from the user evaluation test respectively.
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e Provides many user interfaces to enable the use of both hands, feeling models
with haptic force feedback, viewing models in stereoscopic display and to
manipulating models with sound feedback.

» Provides abilities to work quickly and more naturally by using both two hands
in 3D space instead of 2D planes with both haptic and sound feedback.

» Provides simple and efficient 3D freeform surface creation functions by using
feature-based technology and thus leads to greater flexibility and interactivity
for product design.

¢ The SpaceMouse device provides a more intuitive way to zoom/pan/rotate the
models.

e The sound feedback is very informative for knowing when the design
operation is being performed and when the model is being touched.

« Would be a useful way to present design models to users for evaluation.

Table 4: Main advantages of the LUCID system from participants’ evaluations

e Shoulder strain is induced by the haptic device on an unsupported arm over a
long period of continuous use.

« Tiring of eyes exists when using the stereoscopic view due to screen
flickering.

» Lack of data exchange interfaces to share the model data with other
commercial CAD systems.

e Limited design functions available.

¢ Lack of lighting effects in shaded model view.

» Does not provide icon-menus in a float mode.

Table 5: Main weaknesses of the LUCID system from participants’ evaluations

Shoulder or arm strain could be alleviated by a new design of the haptic force
feedback device taking more ergonomic aspects int6 consideration, for example,
by providing a comfortable stand for the hand/arm movement. The Eye-tiredness
problem could be removed by using a high performance monitor which supports a
high refresh rate to avoid flickering. Another solution to this matter would be to
decrease the screen resolution of the currently used monitor so as to support a
higher refresh rate to reduce flickering. This method was realised in the LUCID

system by reducing the screen resolution of the monitor from 1280x1024 at a 75

Hz refresh rate to 1024x768 at.a 100 Hz refresh rate. It was also noted that auto-
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stereoscopic display technology has recently been available on the market. In an
auto-stereoscopic system, all of the stereoscopic display work is done by the
display screen. Users do not need any eyewear to view 3D images. However, its
high cost and lower resolution currently prevents its widespread use. The LUCID
system supports the STL file format and the VRML file format to provide certain
model data exchange facilities with other mainstream CAD systems. Since the
focus of this research is on new CAD Uls rather than on design functions, the
main reason for the limited design functions available in the LUCID system is that
the LUCID system currently uses its own codes for mode! representation instead
of using any commercialised solid modelling kemnel package such as the Spatial’s
ACIS or the Electronic Data Systems’ Parasolid. The function of lighting effects
in shaded model view was developed and added in the LUCID system. The
function of the icon-menu working in a float mode will be investigated in the

future.

Besides the problems highlighted in Table 4, another issue was encountered
during the user evaluation test. Since the Phantom stylus only has ‘one pushbutton,
it was very difficult to take over the set of jobs that are carried out by a standard
mouse with three buttons in the design process when the Phantom Desktop device
worked in the Phantom-Mouse mode (see Section 6.5.5 in Chapter Six for more
detail). In this case, designers could change from the Phantom haptic device
operation to the standard mouse operation in order to carry out design functions.
This was contrary to the two-handed operation and thus caused some
inconvenience in the design process using the LUCID system. This obstacle could
be relieved when SensAble takes this situation into consideration for their future

Phantom device design.

9.9 Summary

In conclusion, the results from the user evaluation test have confirmed the
author’s findings about the limitations of most commercial CAD systems and
designers’ expectations of new generation CAD tools. The outcomes have also

exhibited the efficacy of the. four new VR-based HCIs involved in the design
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process and revealed the strengths and weaknesses of the current LUCID system.
Though it was not seen as being totally satisfactory, the LUCID system had
particular HCI benefits to designers. The findings from the user evaluation test

were valuable especially to further improve the LUCID system in the future.
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CHAPTER TEN

Conclusions and suggestions for future work

This chapter presents the conclusions drawn from the research work, discussion

on the limitations of the research work and suggestions for future work.

10.1 Conclusions -
The conclusions of the project are assessed in regard to the objectives stated in

Section 1.3 of Chapter One. Also, the main contributions made by the research are

listed.

10.1.1 What geometric modelling representations are best for conceptual
design?
In Chapter Two, geometric modelling in CAD applications was described in detail.
Each CAD geometric modelling technology has its own strengths, weaknesses
and specific application areas. Therefore, in the c':reation{of more complex CAD
models, the best solution is to combine several modelling approaches together for
easier and more efficient geometric representation. For ex‘arnple, in the LUCID
system, .a NURBS modelling method was used to represent 3D freeform cﬁrves
and surfaces (see Chapter Seven) whereas a feature-based modelling approach
was employed to describe high level feature design functions (see Section 8.2 in
Chapter Eight). From the conceptual design point of view, CAD geometric
modelling should allow designers to represent oi:ject geometric information
efficiently and effectively without the need of advanced modelling knowledge and
complex mathematical algorithms, since the focus in conceptual design is on
concept cfeation rather than on detailed model geometry. Currently, there is no
single CAD modelling technique available to fully match this requirement for

conceptual design. Hence, hybrid modelling 'approa'ch'es (using two or more
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individual modelling techniques together) have offered a practical solution to
modelling issues involved in conceptual design. The implementation of hybrid

CAD modelling in the LUCID system has confirmed this viewpoint.

10.1.2 What are the strengths and weaknesses of VR-based interfaces for the
conceptual design process? '
A deeper understanding of the strengths and weaknesses of VR-based interaction
techniques for CAD applications was gained based upon a comprehensive
literature review of VR-based technologies and their applications in product
design and development (see Table 1 in Chapter Three). Each VR-based
interaction technique for CAD applications has its potential and limitations. For
example, a voice command-based interface has several advantages including its
simple input device (a microphone) and freedom to use hands for other operations.
But it also suffers from fundamental weaknesses including limited recognition
capability and difficulty in specifying continuous and complex commands.
Therefore, any new VR-based interaction technique to be dcvéloped should take
full advantage of existing VR-based interfaces’ strengths and avoid their inherent
drawbacks as much as possible. This was the criterion which gave the overall
guidance for the LUCID system design and development during this research

work.

10.1.3 What new user interface specifications need to be adopted for
conceptual design?
In order to create new VR-based interaction interfaces from which designers
could derive most benefit for conceptual design, new user interface specifications
were defined from human factor analysis of the designers’ requirements for new
CAD systems (see Table 2 and Figure 28 in Chapter Four). These new user
interface specifications formed both a starting point from which the LUCID
system configuration could be defined and a yardstick against which the LUCID
system performance could be measured. They were discussed in detail in Chapter
Four with their fundamentals, CAD applications and specific potential for the

product design process.
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10.1.4 What input and output devices can be employed to support conceptual
design?
In order to support the new user interface specifications defined in Chapter Four,
new input and output hardware devices were selected based upon their
performance characteristics, ease of integration and most importantly, abilities to
match the HCI requirements as closely as possible. A SpaceMouse input device
was chosen to create a two-handed operation mechanism as it was relatively easy
and stable to use in CAD applications. A Phantom Desktop haptic device was
selected to implement a haptic interaction channel as it was the de facto standard
haptic device used in most haptic-based applications. A NuVision GX60
stereoscopic display toolkit was employed to create a stereoscopic display
interface _c_lue to its simple structure, lower cost and comfort and convenience in
use. A computer-supported speaker-based auditory system was used to provide a
sound feedback interface since most of today’s computers are equipped with
audio input/output facilities as part of a standard configuration. The LUCID
system that integrated these input and output hardware devices into one practical

conceptual design application was described in detail in Chabter Five.

10.1.5 What new HCI paradigms can be fully integrated into conceptual

design? '
Four new VR-based human computer user interfaces (two-handed operation,
haptic interaction, stereoscopic display and sound feedback) were developed and
implemented in the LUCID system in order to provide industrial designers with
improved interaction capabilities along with more natural and intﬁitive mode!
manipulation and more efficient and effective function experimentation. Detailed -
procedures for their integration and implementation in the LUCID system were

provided in Chapter Six both theoretically and practically.

10.1.6 How will these technologies improve the conceptual design process?

New design functions such as 3D freehand sketching design and freeform feature-
based design were developed to demonstrate the advantages of using the new
HCIs within the conceptual design process (see Chapter Eight). Compared with

- the traditional mouse/keyboard and 2D display paradigm used in most
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conventional CAD systems, all four new HCIs employed in the LUCID system
provided particular benefits to designers during conceptual design based upon the
results drawn from the user evaluation test (see Section 9.8.4 in Chapter Nine).
The outcome of the user evaluation test also showed that these four HCls were not
seen as being totally satisfactory and further improvements and developments

would be needed in the future (see the following Section 10.3 for more detail).

As the result of this research work, a new VR-based desktop non-immersive
conceptual design system called the LUCID system has been developed. It uses
four VR-based innovative user interfaces, 3D freehand sketching tocls and
freeform feature-based design functions to provide better support capabilities for
conceptual design. Unlike most traditional CAD systems that provide designers
with only 2D visual information, the LUCID system supports stereoscopic display
along with other sense information provided by haptic interaction and sound
feedback, as shown in Figure 100. Furthermore, the LUCID system can be used
for product evaluation to extend its usability as it supports several other model
data file formats. As an approach to the next generation of HCls for use in the
design activity, the LUCID system user evaluation test results have indicated that
it could provide better support to conceptual design through its innovative

interface integration and implementation.

- 4
L Stereoscopic display

Sound:feedback

Figure 100: Three sensortal modalities used in the LUCID system
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The ocutcomes of the research have made several contributions to both

technological knowledge and design practice which are listed below:

1. A deeper understanding of both the limitations of current CAD systems and
designers’ expectations of the HCls for the next generation of CAD systems
has been obtained through case studies and user evaluation tests. The
information gained has not only made a contribution to the state of
technological knowledge in the fields of CAD and associated HCI design and
development, but will also be valuable to future researchers in the areas of

CAD software design and HCI hardware device design.

2. A new direct, more natural and more intuitive interaction paradigm has been
introduced which enables designers to take fuller advantage of their visual,
auditory and tactile sensorial channels to create, view, touch, manipulate and
listen to 3D CAD digital models easily and freely in one practical design
application. This interaction method has been implemented in a more realistic
3D environment through convenient interface hardware device operation. The
ﬁew interaction paradigm has made a positive contribution to the design of
interactive HCIs, especially for the conceptual design practice. This indicates
that a significant change in established practice is required because novel
interactive technologies can make the communication between the designer and
the CAD system more fluent and natural. This challenge should be met by
system developers in the areas of CAD and associated HCI dé'sign and

development.

3. A new 3D freehand sketching design tool has been created to support a true 3D
design capability for CAD applications. This design tool has been realised ny
~using a 3D Phantom Desktop device for 3D input of the sketches and a
stereoscopic display for 3D visual output. This capability has overcome the
communication bottleneck of 2D interaction (both input and output) which has
prevailed in most commercial CAD systems, and thus made a significant
contributicn to CAD operétional competence and practice. Design practitioners

who become aware of this capability will want to explore more creative design
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possibilities which are difficult to realise using conventional 2D HCI

environments.

4. Freeform feature-based design functions have been developed for operation
inside a 3D environment with both direct haptic and sound feedback operations.
Compared with traditional design functions, these approaches have increased
the speed of the information exchange between designers and virtual models,

and led to greater design flexibility and interactivity for conceptual design.

This research project has been successful in that it has identified the requirements
for conceptual design interactivity, investigated the weaknesses of available
approaches and provided a new innovative solution to the problem. From the
results of this research work, several journal and conference papers have been

written and published are listed in Appendix III of this thesis.

10.2 Discussion .

As an approach to the next generation of HCIs for use in the design process, the
user evaluation test has shown that the LUCID system presented in this thesis
could provide better suppo& capabilities for conceptual design through its
multiple innovative interface integration and implementation. However, there eire
some limitations to the LUCID system. The following gives a brief discussion of

these issues.

10.2.1 Haptic interaction in the LUCID system .

Haptic interaction technology has been suécessfully applied to CAD applications
over the past decade. However, designers have not been fully satisfied with this
new technology since there are several drawbacks existing in current mainstream
haptic interaction devices. For example, high prices prevenf their widespread use
in many applications. With respect to the Phantom Desktop haptic device used in
~ the LUCID system, some technolégy-based problems make it inconvenient to use.
Only one pushbutton on the stylus arm of the haptic device could ﬁot fully

simulate the standard mouse operation when the Phantom Desktop haptic device
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worked in a “Phantom-Mouse” mode (see Section 6.5.4 in Chapter Six). This
caused an intrusive problem for supporting the two-handed operation used in the
LUCID system. Arm strain is induced by the Phantom haptic device over a long
period of continuous use because there is no support stand for the hand
movement. Since the GHOST SDK does not support the stereoscopic display, the
haptic interaction in the LUCID system has not achieved the desired level of
satisfaction. For example, the rendered force only exists on the surface of the
CAD model and there is no haptic feedback when the haptic cursor is located
inside the CAD model. This result limited the intuitive haptic interaction method
aimed for within the LUCID system. Any new design of haptic technology should .

avoid these drawbacks as much as possible.

© 10.2.2 Sound feedback in the LUCID system

Though it was succeésfully implemented in the LUCID system, the sound
feedback interface has not reached the desired satisfaction level as expected. The
outcomes from the user evaluation test revealed that more improvements would
be needed in order to make the sound feedback interface more useful in-the design
process. This will include exploring non-speech-based sounds such as music
sounds and applying them to the design process. For example, an increasing pitch
sound would be useful to indicate an increasing deformation. Further research will
be needed to identify what kind of sounds could be best used to support the

product design process.

10.2.3 CAD technologies in product design applications

The results drawn from both the case studies (see Section 4.1 in Chapter Four)
and the LUCID system user evaluation tests (see Sections 9.8.1 and 9.8.3 in
Chapter Nine) indicated that designers have not been fully satisfied with current
commercial CAD systems for their design work especially in regard to the nature
of the HCIs. New technologies are still being awaited to overcome this obstacle so
as to give better support to designers. As stated in Chapter Nine, there wﬁs a
noticeable difference between designers from industry and academia in terms of
' their satisfaction with current CAD systems and the use of new techﬁologics in

the design process (see Section 9.8.1 in Chapter Nine). Further research will be
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needed to explore this difference so as to obtain a better understanding of the
needs of designers in industry. Any new design technology developed to give
better support to the product design process in the future should aim to meet these

specific requirements.

10.2.4 YR-based technologies for product evaluation applications

In this thesis, VR-ba-tsed technologies were used for providing more natural and
intuitive HCls to give better support to the product design process. However, VR-
based technologies can also provide much potential in product design evaluation
applications. Some examples demonstrated in Section 8.3 of Chapter Eight
showed their strengths in product design evaluation applications. Extending VR-
based technology applications from supporting -CAD HCI design to enhancing
product design evaluation abilities will provide a useful approach to the whole
product design and development process. Further research will be needed to
~explore the ability of VR-based technologies to support efficient and effective

product design evaluation applications in the future.

10.3 Suggestions for future work
Although the current implementation of the LUCID system provides better
support to conceptual design with its multiple VR-based innovative interfaces, it

can still be improved in several respects in the future:

* New geometric modelling representations and algorithms should be investigated
to give better support to the LUCID system. Currently, the NURBS modelling
algorithm 1s employed for representing freeform curves and surfaces and the
feature-based modelling approach is used to support the freeform feature-based
design functions in the LUCID system. Also the STL and VRML file formats
are supported by the LUCID system for both importing and exporting options.
Other representations and algorithms need to be investigated to support the
model data exchange effectivély and efficiently with mainstream commercial
CAD systéms. For example, STEP and IGES are able to support mode] data
direct transfer of NURBS representation.
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o Several freeform feature-based design functions are already outlined and
implemented in the LUCID system. Other useful freeform feature-baséd
modelling functions (for example, the protrusion feature, the rotating feature,
the hole feature and so forth) should be developed and added to the LUCID

system so as to enrich the design facilities as much as possible.

¢ Compared with commercially available CAD systems, the LUCID system does
not possess a rich enough range of design functions to perform some very
complex design tasks. This could be remedied by using an existing commercial
3D solid modelling kernel package such as the Spatial’s ACIS or the Electronic
Data Systems’ Parasolid in the future.

o Since the auto-stereoscopic display technology has recently become
commercially available on the market, further research should consider
transferring the LUCID system to an auto-stereoscopic display system that
would remove the need for any eyewear to view 3D images in CAD applications

in the future.

» Besides the four new Uls introduced in this thesis, other new HCI technologies
should be investigated in order to provide even better Uls to fully support the
conceptual design process. For example, the hand gesture interaction could be
investigated and integrated into the LUCID system so as to provide an even

more natural two-handed operation paradigm.

o Further research will consider integrating of the new HCIs (currently used for
‘the conceptual design stage). into conventionhl CAD systems to totally support
the whole product design process. This will cover some known topics including
design data exchange and management and the new CAD system’s structure

reconstruction.

‘New CAD systems are being developed which allow designers to use their
existing skills and experience while working in a computer-generated digital _'
environment. The potential of such technologies to allow an intuitive and natural

interaction with virtual models has increased the drive towards computer support
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for the whole product design process. The author believes that the continued
exploration of new interaction technologies and their integration into product

design applications will result in the future evolution of the next generation of

HClIs for CAD systems.
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Questionnaire — The use of virtual reality based interfaces to
support computer aided conceptual design process
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

~ Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C. After the example demonstration operation, pléase finish the others
and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?

I Student

I Design Researcher
I” Design Teacher

I Industrial Designer
I Engineering Designer
™ Design Consultant
I Design Manager

2. Have you used any CAD system(s) for your design work?

I” No
I Yes. Please indicate which of the following you have used

["; Pro/Engineer

I”* UniGraphics

7 Alias

I CATIA

I”; SolidWorks

I7; AutoCAD

I ProDesktop

i SolidEdge

[ DI oeveeoeveveersneesessssseseerssesses s ssisse s sns s eeeereseneee



3. What do you think of the overall design functions and tools the CAD system
provides for your design work? (answer for the system you have used most)

-1 2 K3 &4 105 e 07 I8 179 710
Poor Satisfactory Extremely helpful

Other comments:

...................................................................................................

4, What do you think of the user interface the CAD system(s) provides for your
design work?

1 2 f[r=3 1>4 I35 6 1:7 8 9 TI10
Poor Satisfactory Powerful

Other comments:

...................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?
™ No
I Yes

2. Have you used any VR-based input/output devices?

I No
I"- Yes. Please indicate which of the following you have used

"1 3D Position Trackers

™ Navigation & Manipulation Interfaces
I Gesture Interfaces

7 3D Stereoscopic Graphics Displays
M 3D Sound Displays

["* Haptic Feedback

3. How do you think VR-based technologies could be employed to provide better
support to the HCIs in the product design process?

...................................................................................................
...................................................................................................
...................................................................................................

....................................................................................................



Part C -- Human Computer Interface (HCI)

1.

What do you think of the typical mouse-keyboard interface used in most CAD
systems?

M1 ©2 M3 74 s 776 M7 78 9 T 10
Poor Satisfactory _ Powerful

Qther comments:

...................................................................................................

Have you used any other HCI for your design work?
I No

L Y Es. Please INAICALE......ccuuvieeriiiiiitecieeiteecsitbeeeevesntaneeeeteeessasesssssasssessnabsssssesssanns

What is your expectation for any new HCI to be used in the design process?

-------------------------------------------------------------------------------------------------
.................................................................................................
.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1.

3.

Is two-handed operation useful in the design process?
F r r I~ -
Strongly disagree =~ Disagree Neither ~ Agree Strongly agree-

Other comments:

...................................................................................................

Do you think two-handed operation could provide a more natural interaction

method for the design process?
r- r r : r =
Strongly disagree - Disagree Neither Agree Strongly agree
Other comments: '
Did you find the tv\{o-handed operation useful in the LUCID system?
- r r r ' r

Strongly disagree  Disagree Neither Agree Strongly agree
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QOther comments:

...................................................................................................

...................................................................................................

4, How do you think two-handed operation could be used to make the design process
more efficient and flexible?

.................................................................................................
.................................................................................................
.................................................................................................

Stereoscopic Display

1. Is a stereoscopic display useful in the design process?
r [ - r I
Strongly disagree  Disagree Neither Agree - Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic display could provide a more realistic three-
dimensional (3D) environment for the design process?

r - - I r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereoscopic display useful in the LUCID system?

I _ [ I I I
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Haptic Feedback Interaction

1. Is haptic interaction useful in the design process?
r- r I [~ r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................



2. Do you think haptic interaction could provide a more intuitive method in the
design process?

I r r r -
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find haptic interaction useful in the LUCID system?

r [ I r F
Strongly disagree = Disagree Neither Agree Strongly agree
Other comments:

Sound Feedback

1. Is sound feedback useful in the design process?

- r I~ I B
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the
design process?

i r I~ I RE

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find sound feedback useful in the LUCID system?

™ r r o -
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the user interfaces used
in the LUCID system for supporting design process?

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

......................................................................................................

......................................................................................................
......................................................................................................
......................................................................................................

......................................................................................................

.......................................................................................................

......................................................................................................

......................................................................................................

......................................................................................................

......................................................................................................

......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, plea.ée fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Conmiputer Aided Design (CAD) Systems

1. What is your job function?
[ Student
JZ Design Researcher
I Design Teacher
[ Industrial Designer
[~ Engineering Designer
[T Design Consultant
I" Design Manager

2. Have you used ariy CAD system(s) for your design work?
I No ,
7 "Yes. Please indicate which of the following you have used

" Pro/Engineer

I~ UniGraphics

. Alias

[T CATIA

[ SolidWorks

J AutoCAD

[ ProDesktop

[ SolidEdge

I~ Other.... TreeFRmMA. BRSO ..o e
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

C1 C2 M3 P4 Os M6 G7 C8 [E9 CH0
Poor Satisfactory Extremely helpful
Other comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

C1 G2 @3 4 Cs D6 D7 D8 D9 D10
~ Poor Satisfactory Powerful

QOther comments:

...................................................................................................

...................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?

V' Yes
2. Have you used any VR-based input/output devices?
[~ No

I Yes. Please indicate which of the following you have used

[~ 3D Position Trackers

7 Navigation & Manipulation Interfaces
[ Gesture Interfaces

7 3D Stereoscopic Graphics Displays
[~ 3D Sound Displays

V7" Haptic Feedback

3. How do you think VR—Ibased technologies could be employed to provide better
support to the HCI in the product design process? '

YE.. Aechunalsgnes. .could ol uweal 40, et amch el clenvign
envicnmenis. (g@m . onment, . Tlaed, Swats . eetierr 40, clwkvu':s K

nea.ob);m ey Ay Y L N T s S S

.....................................................................................................
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Part C —- Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD

systems?
C1 2 @3 4 Os D6 O7 58 09 1210
Poor . Satisfactory Powerful
Other comments: .
O ~laondl laRemehion is pwed. w -handet iadeCaedion. . ncest?..
B A
0.l demplamamdesdl ..o
2. Have you used any other HCI for your design work?
- No ' o
Y‘Yes Please indicate... ... Dasniam. ‘DGOW? O L s
3. What is your expectation for any new HCI to be used in the design process?
DBetlec. ndnsicirieg PGS . Lt MOARIUNG NeofD. 1. ..
Mo ou%m.e. e.nu\mnmwpg ..............................................

.................................................................................................

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process? ‘
- = T - 7’ '
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: a

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

R - C I N VAN
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

- = = - /
i 1 Neither Str

Strongly disagree ~ Disagree Agree ongly agree
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QOther comments:

...................................................................................................

...................................................................................................

4, How do you think two-handed operation could be used to make the design process
more efficient and flexible?

R9102).. Mo uenols . &L 3. SamL. 1ML, .15, . & Rooal. idleen. ...
LMM\S..LO.G\O Lﬂoummtm&amgmemQx@
Pacntom 1Y P:aam..f‘rmu.’lﬂ...wml@‘mh\aq..w.‘?\...enJej‘a!o.

...................................................................... P N L LR LY

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?
e - = )z' C
Strongly disagree  Disagree Neither Agree Strongly agree -

Other comments:

....................................................................................................

---------------------------------------------------------------------------------------------------

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process? ' '

I . - - 7 - i
Strongly disagree  Disagree Neither -~ = Agree Strongly agree
Other comments:

...................................................................................................

....................................................................................................

3. Did you find stereoscopic viewing useful in the LU_CID system?‘
I 7 C (I [ o
Strongly disagree  Disagree Neither - 7 Agree Strongly agree
Other comments:

Tis usedul. . nol. (helps.. Seeing. /. uebang. T\ing 5. aetter. especs:
Cock sty Sk e i et esprinli

WAL W27 ane. LA, Lave S, ...:t'{r.?.".\é.fa..cl?}{..

?SKQ/) on L\@f\uz_ 7 o 6@8 .

Haptic Feedback Interaction

- 1. Is haptic feedback interaction useful in the design procéss?

= = - oo _
Strongly disagree ~ Disagree  Neither Agree Strongly agree
Other comments: ‘ :

...................................................................................................

...................................................................................................
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process? :

I = C - B 7
Strongly disagree  Disagree Neither ~  Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?
oo - - =z =
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: |

~FF.covdel be. m?m.ze.ai iae.ﬂcx\%fgaﬂ_m bw-h\m ......

...................................................................................................

Three-dimensional (3D) Sound Display

1. Is 3D sound display useful in the design process?

- [ /z’ R
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: ' '

...................................................................................................

...................................................................................................

2. Do you think 3D sound feedback could enhance the information exchange in
- the design process?

C O C % C
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find 3D sound feedback useful in the LUCID system?

r i Z o G
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

Jtls. an bt Hrng. do. nese Ak covnaeaok (}Dmpu,kp&.ﬁk.‘?-.i
A, ﬁmﬂ_ s Saowlal et 2phansl.. Toal. £ile 19 ¢

reeistie (e 8 -clagorming malerel D fecolbocte of il
Q\mchons \gﬁ((s P&(‘-,f-gr'vvw not o (’-Qeoibae«,u\ of. Wiaat
LnA CLOVB Viguel F—Léotb&u"\ 15 mare m\@e g
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Part E — Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

SIS, . e
%.E«r%hb%fbt.mhuobmﬂg ......................... '
:hnp- L..;@Qtd.b@ﬂz&x—...- ..................................................................
(S.E&t‘ﬂﬁS.Cﬁ{?\‘.&.}?.‘.Qz'mw .............. e
Weaknesses.............. et eeeeetrareeeetieiraeereaaaraeaars SESTTI PRI
MeAus...counlal e foahas. o0. et con. k. moveal. ...
WL EML AU USEr. . LIANES.., e ta Q. Tlne.. Plaea tona
oL o example. 1Tl elifficsdd. o e ton- mendS
W N, neans arg. Da L. samd. golk.. anal. cdonen do...
M%ﬁ@MM(LL,lTL@MQOtWLP@xmf‘ ........... s
Flltlmn ...nn..m..scmm...(.,wlmzm.mﬁ.ﬂg..&‘:emo&o@h..uiw)
5.0 -hf?f\g .............................................................................

.......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
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Loughbdrough University
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCT) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

I. What is your job function?
[C; Student |
§Z Design Researcher
[ Design Teacher
I” Industrial Designer A _ -
[} Engineering Designer '
[ Design Consultant
[ Design Manager
= Other.....coocrirenenesrinen et s b b ae s ne

2. Have you used any CAD system(s) for your design work?
2 No . .
I Yes. Please indicate which of the following you have used

g Pro/Engineer
v’ UniGraphics
&7 Alias

[ CATIA

W SolidWorks
" AutoCAD
W ProDesktop
™ SolidEdge

4 OtherTNQ%)‘&C—Q,)M&%\CSCRP%.é@ﬂW‘“@‘LS,R"\W‘O
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3.

1.

What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

M1 T2 ME3 M4 DS M6 E7 W8 M9 1510
Poor Satisfactory Extremely helpful

Other comments:

...................................................................................................

...................................................................................................

What do you think of the user interface these CAD systemn(s) prowde for your
design work?
C1 [C2 [C3 C4 Cs Ce6 [C7 M8 D9 [X10
Poor Satisfactory Powerful

Other comments:

...................................................................................................

....................................................................................................

Part B -- Virtual Reality (VR) Technology

Have you heard about VR technology?

[~ No
7 Yes

Have you used any VR-based input/output devices?
2 No _
R/Yes. Please indicate which of the following you have used

I 3D Position Trackers

I[Z Navigation & Manipulation Interfaces
= Gesture Interfaces

= 3D Stereoscopic Graphics Displays
[~ 3D Sound Displays

R/ Haptic Feedback

" 3. How do you think VR-based technologies could be ‘e'mployed to provide better

support to the HCI in the product demgn process?
Yossibly, oy maading. . medeling, Pemlmms mm’. ..........

....u\\w\\—\\& ..... so. Al ik LS...E—Q—S\QE....‘Q . prac) Aace.. o
L OROWARNE . m\c\«m.k,k......‘f.\w...g..ho . Yebel Yo naganals.
..... .. o el p. A T
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Part C — Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systems? )

1 D2 D3 M4 OS5 Q6 07 @8 OICo r-io

Poor Satisfactory
Other comments: _ .
..... Tha... invecface. i, Generaihg . gl He. gendh .0
RS, = f o SYskeen oL el

Wil “can o contusing wiaa Swilthang laels amd. fortln
2. Have you used any other HCI for your design work? e -
[ No

7 Yes. Please indicate Phoualonn + F.regr LA 5oLk weTe.

...................................................................................

3. What is your expectation for any new HCI to be used in the design process?

Clagagec... Mardwofe  and\ | inclusiona. . withadn. . mainskeeama
CAD PodKages. . uiltnen kL klae L need for. sprcialos X |
Sofrwnd&l (ie... Plasalosa. Lol anls e, Solidwerks, Prf et )

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process?

. . - O v

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: '

..?Z,...lmd./.\.gk.5....Me....camr.\_L ..... ssedh. (Mause. & Kesloonrd btk culs)
.&md...maa..t...apm.m L comalaiastdonn. . grea iy speeds view

fe-orieAraiong  elc . X
2. Do you think two-handed operation could provide a more natural interaction
method for the design process? '

r - I~ v -
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

---------------------------------------------------------------------------------------------------

....................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

r - - - v
Strongly disagree Disagre_e Neither Agree Strongly agree .
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Other comments:

Ui, e LUCID. Aysheren b wesnh anys, ot elere. . Curor
Wi, bt being . able. | fo. change . ulew. itk H. . Space. wiense.

Movd tat gelechimn qurser als thael seenl Hane was uo_r?i e fu |
4. How do you think two-handed operation could be used to make the design process
more efficient and flexible?

.................................................................................................
.................................................................................................
.................................................................................................

.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing usefu!l in the design process?

- C I v I

Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: ' : ) ‘ :
oo perspechiv®. uiew... skemoSCopC. it g . gives. . greale/”
Aeplba . and . cownvedd . e need . fac. adlkmaR ] it ponts

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process? ‘

I x = rd T
Strongly disagree  Disagree . Neither =~ Agree Strongly agree

QOther comments:

...................................................................................................

...................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID system?

I O = ng -
Strongly disagree  Disagree Neither =~ Agree Strongly agree

Other comments:

...................................................................................................

....................................................................................................

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design process?

I - 4 -
~ Strongly disagree = Disagree lNeither Agree Strongly agree
Oth s:
o Dion, o2 fedbacle fomy tha o of the kol aaly.
Wi seal . piwisical madeds. | hapkic . feed nadk... relabng. o forua ey

ve (eCi{’:’\)@-é\ S\\M-\L\\‘&?\M%Uj wita E@H«\ haud § (e A al [ Fl“’\ﬂ(’_r S,
& saaall  Keghale . 269



2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process? ‘

I~ o v C o
Strongly disagree  Disagree Netther Agree Strongly agree

Other comments:

...................................................................................................

..................................................................................................

3. Did you find haptic feedback interacﬁon useful in the LUCID system?
~ [ 74 — = ‘
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments;

Deang a bkbﬁzléwﬁmswaﬂf\wcwfw\aj

be. ok nse . when . brgng e seleck conkeol.. pofaks... ehe

Three-dimensional ‘(3D)' Sound Display

1. Is 3D sound display useful in the design process?

[ : o - O 74 £ :
Strongly disagree = Disagree Neither Agree Strongly agree
Other comments: '

Theadlh e of . sewadk. o, expresS magailude | of.
]Caf‘cre_/"'\oh‘vv\wms.cius\:f_mi-&fw& .....................................

2. Do you think 3D sound feedback could enhance the information exchange in
the design process?

C B ) O v =
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:.

...................................................................................................

3. Did you find 3D sound feedback useful in the LUCID system?

- - C v N
Strongly disagree =~ Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths. ... TLeFC. ..... Seftiaa ... koma_‘e;degrea g
1 S {TQJ&&D(V\ ..... whean, ... reaktn @cmhﬂ'&.&tdb\&b\ .....
nuch....Pmbm\a\Aﬁ ...... o\{ape&\ ............. rece. ... viswol . ok s
Ldaasadh. . destgares. o.Ml Goad L conveabimaa .
e CADL o e SRV

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

.......................................................................................................

" Weaknesses....\}.. W&‘(Jk .. \QQ AL 1'0 ees QKP?T‘TMC..Q Lo L.
LnapieC.. feedloackK.. frman. e Phaatoma.. il ;
Lewtiadng. ... Safaces - Bevaa. . able. . kel follotu. . caataws,
nade . Dadut S wa koL Jaed P....H{\P_...u.&tz,f.‘....i.q..,iaco..w.‘.’.:;j .....
. .Q;Kq.c.k-.\.\__f) ..... whese... the L cursoc. was. pa.. . BR.Spat.....

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

......................................................................................................

Thank you for your assistance in this research.
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Department of Design and Technology

Loughborough University Loughborough Leicestershire LE11 3TU UK
Direct line: +44 {0)1509 228315 Fax: +44 (0)1509 223999

E-Mail: J.L.Ye@lboro.ac.uk '

B | .oughborough
University

The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Your assistance with this research is
much appreciated. :

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
% Student
r Design Researcher

' RDesign Teacher
7 Industrial Designer
™ Engineering Designer
[ Design Consultant
I~ Design Manager

2. Have you used any CAD system(s) for your design work?
7 No A .
XYes. Please indicate which

KPro/Engineer
™ UniGraphics
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X SolidWorks

JX AutoCAD

I~ ProDesktop

I SolidEdge

[ OB ..ottt e renannes ettt ettt e e enne :

3. What do you think of the overall design functions and tools these CAD systems
provide for your design work?

C1 C2 E3 Ca4 D5 M6 C7 8 X9 [C10
Poor Satisfactory Extremely helpful

QOther comuments:

4. 'What do you think of the interface these CAD system(s) provide- for your design

work? . . )
C1 D2 O3 D4 s O 07 8 }5(9 C10
Poor ' ~ Satisfactory Powerful

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

Part B — Virtual Reality (VR) Technology

1. Have you heard about VR technology?
I No

KYes

2. Have you used any VR-based input/output devices?
I No , |
"E(/ch. Please indicate which ,

I 3D Position Trackers

I”- Navigation & Manipulation Interfaces
I” Gesture Interfaces

[ 3D Stéreoscopic Graphics Displays
I”> 3D Sound Dispalys

P(Haptic Feedback
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3. How do you think of VR-based technologies could be employed to provide better
support to the HCI in the product design process?

...................................................................................................
...................................................................................................
...................................................................................................

....................................................................................................

Part C — Human Computer Interface (HCI)

1. What do ydu think of the typical mouse-keyboard interface used in most CAD

systems? :
C1 m2 O3 C4 O5 Ce 07 X8 D9 Clo
Poor Satisfactory Powerful

Other comments:

...................................................................................................

....................................................................................................

2. Have you used any other HCI for your design work?

Ko

I~ Yes. Please INAICALE. ..ottt s

3. What is your expectation for new HCI to be used in the design process?
..... et et [ 200t AT

..................................................................................................

.................................................................................................

Part D — New Virtual Reality (VR) based Interfaces

Two-handed Operation

1. Is a two-handed operation useful in the design process?

- - - X C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

....................................................................................................

...................................................................................................

2. Do you think two-handed operation can provide a more natural interaction method
for the design process?

~ r r X r
Strongly disagree  Disagree Neither Agree . Strongly agree

275



Other comments:

...................................................................................................

...................................................................................................

3. Do you find the two-handed operation useful in the LUCID system?
= o - S C
Strongly disagree ~ Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

---------------------------------------------------------------------------------------------------

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible? - '
L tr a

......................................................................................

.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing display useful in the design process?
ro = o X r
Strongly disagree  Disagree Neither - Agree Strongly agree
Other comments: .

...................................................................................................

...................................................................................................

2. Do you think stereoscopié viewing display can provide a more realistic three-
dimensional (3D) environment for the design process? )
I - I 4 -
Strongly disagree  Disagree Neither Agree " Strongly agree

QOther comments:

...................................................................................................

...................................................................................................

3. Do you find the stereoscopic viewing display useful in the LUCID system?

r ~ r K r
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

...................................................................................................

...................................................................................................

276



Haptic Feedback Interaction

1. Is a haptic feedback interaction useful in the design process?
I~ | - — - X
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think haptic feedback interaction can provide a more intuitive method in
the design process?

= N I K [
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

....................................................................................................

....................................................................................................

3. Do you find the haptic feedback interaction useful in the LUCID system?
= O C B O
Strongly disagree  Disagree - Neither Agree ‘Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces in the
LUCID system for supporting design process?

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
“5Student |

W Design Researcher

I_: Design Teacher

" Industrial Designer

[ Engineering Designer

[Z Design Consultant

[} Design Manager

2. Have you used any CAD system(s) for your design work?

[ No o
T/ Yes. Please indicate which of the following you have used

[C Pro/Engineer -
[Z UniGraphics
[ Alias ‘
[ CATIA

[= SolidWorks
[%\utoCAD

I ProDesktop
V7 SolidEdge



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

1 D2 ©F4 D4 05 Ce M7 [Eg [O9 C1o
Poor . Satisfactory Extremely helpful
Other commens: Mol

i R i s e

4. What do you think of the user interface these CAD system(s) provide for your
design work?

C1 22 O3 D4 O5 C6 O7 D8 09 D10
Poor - Satisfactory Powerful
Other commcnts

.. Db WTelh _nonoms. [ Kogbomd.., o7lelay.. cormmn. bavelet,.

...................................................................................................

Part B — Virtual Reality (VR) Technology

1. Have you heard about VR technology?
C No
[L-Yes

2. Have you used any VR-based input/output devices? |

= No

[/Yes. Please indicate which of the following you have used
[ 3D Position Trackers
[ Navigation & Manipulation Interfaces
[ Gesture Interfaces '
3D Stereoscopic Graphics Displays
[ 3D Sound Displays Onl Aoiong-rTop W -'
f~Haptic Feedback :

............................................................................................................

3. How do you think VR-based technologies could be employed to provide better
support to the HCI in the product des1gn process?

..@{f.ﬂsm 4’39 M—?—,. Tt iﬁg{ﬂrm ARTE T

....................................................................................................

Cosy o ust ) add wdee, b macass, aif cndvliA,
{@N\Nmb!e, % ust j dwff@/m% oty ; Finrd Sth(/\‘j ) e Py vl
‘ - 280 e, c{’ W



Part C -- Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systems?

I%EZ —3 T4 [Cs5 L6 7 T8 [9 T-10
Poor Satisfactory : Powerful

Other comments:

...................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?
L#rNo

[ Yes. Please indicate...............‘ ..............................................................................

3. Whatis your expectation for any new HCI to be used in the des1gn process?

 £o0y o QS Corfnkible.  Egevanc).  adegtae,........

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation
1. Istwo-handed operation useful in the désign procéss?
G O g C O |
Strongly disagree . Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operétioh could provide a more natural interaction
method for the design process?

m - = O v C
Strongly disagree ~ Disagree Neither Agree Strongly agree
Other comments: :

...................................................................................................

....................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

C O | rd O
Strongly disagree ~ Disagree Neither Agree Strongly agree
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QOther comments:

e T L T T

...................................................................................................

4. How do you think two-handed operation could be used to make the design process

more efficient and flexible?

_— me\ﬁ»?rmmd{ ......... E oo, U aandde oo .Lu?ﬁ“

orxa. ok vl 6.5 e skt

.................................................................................................

L R I I I I R R R R R T L I R R I R R R R R R R R R R L I R R IR )

Stereoscopic Viewing Display

1.

Is a stereoscopic viewing useful in the design process?

o o = c 7
Strongly disagree  Disagree Netther Agree Strongly agree
Other comments: '

...................................................................................................

...................................................................................................

Do you think stereoscopic viewing could provide a more reahstlc three-
d1mens1onal (3D) environment for the design process?

C C = 4 i
Strongly disagree  Disagree Neither ~ Agree Strongly agree
Other comments:’

...................................................................................................

...................................................................................................

Did you find stereoscopic viewing useful in the LUCID system?

| C - = [
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

...................................................................................................

---------------------------------------------------------------------------------------------------

Haptic Feedback Interaction

1.

Is haptic feedback interaction useful in the design prbéess?

I o O B C
Strongly disagree ~ Disagree Neither Agree Strongly agree
Other comments: S

...................................................................................................

...................................................................................................
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

r o C v o
Strongly disagree  Disagree Neither Agree Strongly agree

USSR oo b 55

........................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

I- - C > C
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

Sound Display

1. Is sound display useful in the design process?
C ] O C .
Strongly disagree  Disagree Neither =~  Agree Strongly agree

QOther comments:

..................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the

design process? '
= C ] N
Strongly disagree  Disagree  Neither Agree Strongly agree
Other comments:

....................................................................................................

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?
- C O O n’d
Strongly disagree ~ Disagree ~  Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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Part E — Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths......:...... .

b ondd use pr- defled naue?
Thank you for your assistance in this research.
Cnud of usisy Esc or o el flumddin
f%"‘fs‘ .u-JVb‘ c’ ol be wove WW"‘"‘ .

 Ipeas’ =2
S Tkeerdds
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" Use wore S@e st e ;e fet !
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demons&ation operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and retum it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
C Student
VDesigu Researcher .
I Design Teacher
] Industrial Designer
I”" Engineering Designer
> Design Consultant
[C Design Manager

2. Have you used any CAD system(s) for your design work?
I= No
L‘E/Yes. Please indicate which of the following you have used
P./ProlEngineer
I UniGraphics
F/ Alias
[~ CATIA
W SolidWorks
W/ AutoCAD
I ProDesktop.
™ SolidEdge



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

m1 M2 M3 D4 D05 Ee M7 s MR 10
Poor Satisfactory Extremely helpful

Other comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

C1 C2 03 D4 &5 Oe 07 G8 9 10
"Poor Satisfactory _ Powerful
Other comrnents:

---------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------

Part B - Virtual Reality (VR) Technology

1. Have you heard about VR technology?

D_ No
E/Yes

‘2. Have you used any VR-based input/oﬁtput devices?

12 No
IV/Y es. Please indicate which of the following you have used

[© 3D Position Trackers

[ Navigation & Maniptﬂétion Interfaces
[> Gesture Interfaces

I+ 3D Stereoscopic Graphics Displays
I 3D Sound Displays

I.U:/Haptic Feedback

3. How do you think VR-based technologies could be employed to provide better
support to the HCI in the product design process?

..................................................................................................

HoLxxen Be. ralE. 20 . BE. AE 70,0850 |
A2 QR DENXr . WD SHIAD SO B Y. ciiTa
CAR... SNV R P cDFCRAINKy L S0~tente



Part C — Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systems?

r1 2 I3 14 Wé e 17 128 [I°9 10

Poor Satisfactory . Powerful
Other comments: ) :
ETUUUTTTOI MICE. Are, GFEn2. HAWL? 29 ...

2. Have you used any other HCI for your design work?

¥ No

[0 Yes. Please indicate.......o.oeovevveerverrereniecrinsns et eeetreaaaeeetrisa et aeeeeareanaeranraentriaeaaes

3. What is your expectation for any new HCI to be used in the design process?

..............................................................................................

.................................................................................................

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation ﬁseful in the design process?

I A - = v D
~ Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

....................................................

2. Do you think two-handed operation could provide a more natural. interaction
method for the design process?

R = r- F7/ ¥
Strongly disagree ~ Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

- = - v =
Strongly disagree  Disagree Neither Agree Strongly agree
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Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process

more efficient and flexible?

..............................................................................................

O R SInA\RCE. | F S onS] - IPOIAT ST
LT CGED. NREQ. Do PG SSHEvn

.................................................................................................

Stereoscopic Viewing Display

1.

Is a stereoscopic viewing useful in the design process?

= = v = =R

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: ' '

e NG €D W DR 7R OIS
CIDAWNACT S XUSINY PACKAGED

Do you think stereoscopic viewing could provide a more realistic “three-

dimensional (3D) environment for the design procéss? '

o C C v/ =
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: :

12 CEARSCY UAS RNenDIAT - T8 12 15 A, DD

CHAUD 20 KD SCACE... CF. WIANRQS 7 /Ron)

_ COCA G

- Did you find stereoscopic viewing useful in the LUCID system?

- o I v/ r

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

....................................................................................................

Haptic Feedback Interaction

1.

Is haptic feedback interaction useful in the design process?

= | - C v = |
Strongly disagree =~ Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

I~ - - F/ -
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

r = o ~ =

Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

---------------------------------------------------------------------------------------------------

Three-dimensional (3D) Sound Display

1. Is 3D sound display useful in the design process?

Co . - IE/ C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

2. Do you think 3D sound feedback could enhance the information exchange in
the design process?

oo oo o v o |
Strongly disagree = Disagree Neither Agree Strongly agree
Other comments: '

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find 3D sound feedback us;eful in the LUCID system?

- ' ' = [\'/ R
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly coh_ﬁdential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page. '

Part A — Computer Aided Design (CAD) Systems

1. What is your job function?

\)_7.1/ Student

\,IZ-( Design Researcher _ _
5 Design Teacher ' -
J Industrial Designer
[ Engineering Desigher

- [0 Design Consultant
[T Design Manager

2. Have you used any CAD system(s) for your design work?
- No _
‘/E"_i Yes. Please indicate which of the following you have used

' sz Pro/Engineer
= UniGraphics
I~ Alias
[ CATIA
A= SolidWorks
C AutoCAD

])Z’f ProDesktop
I SolidEdge



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

~1 T2 C3 :4% C6 7 58 [C9 110
Poor Satisfactory Extremely helpful

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

01 C2 Vlz’s Ca4 O5 O6 07 08 09 D10
Poor Satisfactory Powerful

Other comments:

...................................................................................................

...................................................................................................

Part B - Virtual Reality (VR) Technology

1. Have you heard about VR technology?
| I No
VE/YCS

2. Have you used any VR-based input/output devices?

JZ No
l_r Yes. Please indicate which of the followmg you have used
C 3D Position Trackers
'[C Navigation & Manipulation Interfaces
[~ Gesture Interfaces
= 3D Stereoscopic Graphics Displays
o 3D Sound Displays
[ Haptic Feedback
L DT ...ttt ceae b b et e e et s st esas e nesesse s se b e s s paseb s et sasansseemermrrananas

..................................................................................................
...................................................................................................

----------------------------------------------------------------------------------------------------
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Part C -- Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD

systems?
Ci1 C2 O3 04 Os 2 07 Os 09 Olo
Poor Satisfactory Powerful
Other comments: . .
........... 020 1A 10D, Mt 19 1m0k Yeasg wadeled
...... LMMIAG e Y

2. Have you used any other HCI for your design work?

<|Z!/No

Y s, Please INICatE. . i eeeieieveisreeeeeeeesvesassssseeesssaaassesssesssnansaressesarasnssesaeseesanens

3. What is your expectation for any new HCI to be used in the design process?

Lk Slaondd e A5 40 LA . oo

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces
Two-handed Operation
1. Is two-handed operation useful in the design process?
m - - = O
- Strongly disagree  Disagree Neither Agree - Strongly agree

Other comments: .
...................... Speads. . eodelang L

---------------------------------------------------------------------------------------------------

" 2. Do you think two-handed operation could provide a more natural interaction A
method for the design process?

I " — K .
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

- - - J c
Strongly disagree ~ Disagree Neither Agree Strongly agree

295



QOther comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more ¢fficient and flexible?

IHS uselnd kobeablemm ....... m oz, L)iHA ONg.
and. use me.. Ohe . nemd omm\@ondhamml@(.-

.................................................................................................

.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?

[ ' C O - = C
Strongly disagree  Disagree Neither - Agree Strongly agree

QOther comments: Py . -
.................. e 3D ebeur ks aldon o clotdar Aags. ..
- .D.E.n’.\.r?._.m'o.dgi.: .......................................................................

2. Do you think stereoscopic viewing could provide a more reahstlc three-
dimensional (3D) environment for the design process?

B _ (L | \;‘/' O
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID system?

o O = N O
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design process?

I - [ | vt - _
Strongly disagree ~ Disagree Neither Agree - Strongly agree

Other comments:

...................................................................................................

...................................................................................................

296



2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

¥ = - Vtz’ o
Strongly disagree  Disagree Netther. Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find haptic feedback interaction usefitl in the LUCID system?

- C S B S - _
Strongly disagree  Disagree Neither Agree Strongly agree

- Other comments: y | ¢
................... g ik o a 6.5 Mseked ~ hk ik
WaS SefaenAgs. Min AR 0. & Tag. o des in. S spree

p

Sound Display
1. Is sound display useful in the design process?

[ [ C VTZ/ - b
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enbance the information exchange in the
design process? '

C = O T o
Strongly disagree  Disagree Neither - Agree Strongly agree
Other comments:

-----------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?

= C o < -
Strongly disagree  Disagree  Neither Agree Strongly agree

Other comments:

e ekl e Knowing. Ao | 05 domching. ...
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Part E -- Strengths and Weaknesses

~ What do you consider to be the strengths and weaknesses of the interfaces used in the

LUCID system for supporting design process?

Strengths. }’Mm V\&/\J&g D(ﬂdd JA. SD M[)(Q. { S:DLC

1. ﬁ.o{wua,% ) LA, JOF Z00Ming. Aind..........
\-hetemes.. Vu\\} wtull:m&..k:o..u& ........... e

b T D G R f @m)—our ......... NM&
1Sers. for. mw:on%mw ...................... W ....................
akn sdk@@m&w a k aw\ Lncoragorialde.
EVﬂjx(a eﬁf\i “?L WA . ¢ Jo Won QQ]’ he. szé{)@t OF.
il Dm.m.\;.. e ... ). WA L WenC e, for...
amu\\szy\@\/.'f.\ ....... U A e s e e e
A %Q—lnwmdo}mmh&kx{w(#d
LAALDM M. Wk, M&ﬁh’r ..............
l/w/\da% Sanddefse. ... S A, 1 .......................

.....................................................................................................

Cm .........................................................................................

¢ feedbiadc Was o colc,\)r@s Maere, pand | found
uaw\ )f\& pen’ gl dfalt - Pitakc45 iF | usedd iLfol
Thank you for your assistance in this researc@ a \ r mo&[ O_F hm_g__,}— .

WO bSU.OWL ecme/r‘
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and retum it to me at the address on the cover page.

Part A — Computer Aided Design (CAD) Systems

1. What is your job function?
| _ [=-Student

g E/ﬁa'sign Researcher
[Z Design Teacher
[ Industrial Designer -
[ Engineering Designer
{— Design Consultant
[© Design Manager

..............................................................................................................

2. Have you used any CAD system(s) for your design work?
[ No A
RCYes. Please indicate which of the following you have used
[.Pro/Engineer
> UniGraphics
was
[~ CATIA
.. 86lidWorks
[ AttoCAD
[¢_ProDesktop
I> SolidEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)
f1 2 03 C4 05 6 M7 08 09 D10
Poor Satisfactory Extremely helpful

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

C1 D2 O3 C4 O5 ©6 07 Cg 9 10
Poor Satisfactory | Powerful

Other comments:

....................................................................................................

.....................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about‘ VR technology?
[ No |

€s

2. Have you used any VR-based input/oﬁtput devices?

[ No
[Sr%s. Please indicate which of the following you have used

[= 3D Position Trackers

[~ Navigation & Manipulation Interfaces

[0 Gesture Interfaces

[~ 3D Stereoscopic Graphics Displays

> 3D Sound Displays

[ Haptic Feedback .

L OHNET .ttt r et et e st sns e e e st ese e e e b ets e ses s s s bennsnraserens

3. How do you think VR-based technologies could be 'émployed to provide better
support to the HCI in the product design process?

.

L QUAOWS, ene, wsel S clea O e K.
LAAedel L AN naana P wdee. B AR

...................................................................................................

....................................................................................................
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Part C - Human Computer Interface (HCT)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systems?
1 D2 O3 04 BS 06 07 D8 D9 Do
Poor Satisfactory Powerful
Other comments:

...................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?

[F Yes. Please INAICALE........ccecieeeeeeeerereenennseasse s e sresseestreeseessnarsasmeseeneesnasasestensanes

3. What is your expectation for any new HCI to be used in the design process?

ﬂ\&tww&wﬂﬁc\% Mt\:’rl_g ...........
C\LU_LJQ. \ WLNLLPWLQMWL WV ase AR
...MQM_...‘ .................................... V............-...-..' ......................

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process?

= - - = o

Strongly disagree  Disagree Neither Agree ~ Strongly agree
Other comments: :

CMLAAARAS, TR, L ABS Lo PYOTASS. .. woung. (D, ..
Lol ot q/wLU‘?.nf ...................................................... reereereees :

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

oo G o C o
Strongly disagree =~ Disagree =~ Neither . Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

. 3. Did you find the two-handed operation useful in the LUCID system?

= I = O "
Strongly disagree ~ Disagree Neither Agree Strongly agree
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QOther comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible? -

S anda, e coaane.. Y. (e Lok, Ot
o AR, — YoM, CAV) iae I QUNGRC XD . Dae .

Moded easdy grema mavy VI Pouss |
Stereoscopic Viewing Display

1. Is astereoscopic viewing useful in the design process?
= - [ [ _—"
- Strongly disagree . Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic viewing could pfovide a more realistic three-
dimensional (3D) environment for the design process? '

I~ I - - L— -
Strongly disagree  Disagree Neither Agree Strongly agree
. Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereoscopic viewing useful'in the LUCID system?
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

...................................................................................................

---------------------------------------------------------------------------------------------------

Hapﬁc Feedback Interaction

1. Ishaptic feedback interaction useful in the design process?

- C C C R
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

---------------------------------------------------------------------------------------------------
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

C = C o "
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?
I C O G "
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Sound Display

1. Is sound display useful in the design process?

C O o oo v
Strongly disagree ~ Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the
design process?

C [ C o el
Strongly disagree ~ Disagree Neither Agree Strongly agree

{Other comments:.

---------------------------------------------------------------------------------------------------

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?

o S c o 5
Strongly disagree  Disagree Neither . Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................
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Part E - Strengths and Weaknesses -

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths..-:_&&.l.kC,R..m...m%:...‘[){.\ﬂ_.mw. OMALS oand ...
............... 2. waoaspu o DAL MATCAA
............ TT..\/.;\Q.MQ...Q.Q_Q Lo avasuadise. A RD . Lol

WMERCL O LSN,VSCMQIMG.QMB ..............
................ O P L e T,

.......................................................................................................

—

.....................

.......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

......................................................................................................

Weaknesses .....................................
................ TR MO EA R EVAL D Qe wpocl. iDL
SUUUUURIRRIII: #." X I\ « B & B e T RS, T SOl (#.V S5 W< Wo WX TV XoF nll
.................. WSO EWOMA. . JRRLAN . Y e,

......................................................................................................
.......................................................................................................
.......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

.......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
Q/Smdent

[ Design Researcher
C Design Teacher

[ Industrial Designer
[ Engineering Designer
I: Design Consultant

I": Design Manager

2. Have you used any CAD system(s) for your design work?

o
[V Yes. Please indicate which of the following you have used

érolEngjneer
¥ UniGraphics

[ Alias

l?}ATIA

[ SolidWorks

rf/utoCAD

[# ProDesktop

™ SolidEdge

A 0117 SRR SO SO U OSP ROV RO TSR RTOUPPRURU



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

C1 L2 153 4 05 Me ©7 =28 L9 D10
Poor Satisfactory - Extremely helpful
Other comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(é) provide for your
design work?

1 2 o3 [Ca xzé Ce C7 8 C9 10
Poor Satisfactory _ Powerful

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

Part B - Virtual Reality (VR) Technology

1. Have you heafd about VR technology?
3 No

Q/Yes

2. Have you used any VR-based input/output devices?

F’M o
lZ%'\’ s. Please indicate which of the following you have used

f~ 3D Position Trackers

I~ Navigation & Manipulation Interfaces
[= Gesture Interfaces

[ 3D Stereoscopic Graphics Displays
73D Sound Displays

. Haptic Feedback

3. How do you think VR-based technologies could be employed to provide better
support to the HCI in the product design process? '
Bele C?J'ral' o{ 3D Chopes

...............................................................................................

...................................................................................................

....................................................................................................
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Part C —- Human Compauter Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systems?

-1 L2 [E3 G4 [O5 OCe D7 D8 l:\/Q' [J10
Poor Satisfactory Powerful

Other comments:

....................................................................................................

---------------------------------------------------------------------------------------------------

To  Be Co bl SD & recte geecjbc\ch on

..................................................................................
L AL I I R I R I R R N R I I S R AR IR )

..................................................................................................

-------------------------------------------------------------------------------------------------

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation .
1. Is two-handed operation useful in the design process?
I — = IZ/ C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

r i~ r- L—/ I

Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in theplyCID system?

I~ C . r-
Strongly disagree  Disagree Neither Agree Strongly agree
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Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process

more efﬁcmnt and flexible?

c-rec..‘l‘fr lez(fb;h"{-} N Gatol U V'Lm._'lov{a;l.'on_

---------------------------------------------------------------------------------------------
.................................................................................................
..................................................................................................

..................................................................................................

Stereoscopic Viewing Display

1.

1.

Is a stereoscopic viewing useful in the design process?

- o o ol o

Strongly disagree  Disagree =~ Neither = Agree Strongly agree
Other comments: -

...................................................................................................

...................................................................................................

Do you think stereoscopic viewing could provide a more reahstlc three-

dimensional (3D) environment for the design process?

(I T - O [ C

Strongly disagree = Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

Did you find stereoscopic viewing useful in the LUCID system?

i o d = O
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

...................................................................................................

---------------------------------------------------------------------------------------------------

" Haptic Feedback Interaction

Is haptic feedback interaction useful in the design proéess?
C ‘ o C E/ _ [ _
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

= C 7 oo C
Strongly disagree'f Disagree Neither ~  Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system? -

I~ |: = = x
Strongly disagree = Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Sound Display
1. Is sound display useful in the design process?
C | E/ C O
Strongly disagree =~ Disagree  Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the

design process?
- | A O C -
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

.....................................................................................................

---------------------------------------------------------------------------------------------------

3. Did you find stereo sound feedback useful in the LUCID system?

- [ B C - C
Strongly disagree = Disagree Neither Agree - Strongly agree
Other comments: ' '

---------------------------------------------------------------------------------------------------

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths....... OOOJ . Gatol °§ ...... D Po”’l: .......... and .
W - -6 dvc ------ C'-ouﬂ-.i;doi ------- Jrereresereees - !

......................................................................................................
......................................................................................................
......................................................................................................
.......................................................................................................
........................................................................................................
.......................................................................................................
......................................................................................................
.......................................................................................................
......................................................................................................

......................................................................................................

.......................................................................................................
.......................................................................................................
......................................................................................................
......................................................................................................
.......................................................................................................
.......................................................................................................
......................................................................................................
......................................................................................................

T L N R L R I N R I e A L R L A T L

Thank you for your assistance in this research.
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E-Mail: J.L.Ye@lboro.ac.uk

b Loughborou_gh

University

Questionnaire

The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

Participant 9

Department of Design and Technology

Loughborough University

313



The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

‘This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstratibn operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?

[ Student
[~ Design Researcher

' I_-/Dcsigtl Teacher
I Tndustrial Designer
I” Engineering Désigner
I~ Design Consultant
[ Design Managér

2. Have you used any CAD system(s) for your design work?
™ No
[Z"Yes. Please indicate which of the following you have used

I Pro/Engineer
[ UniGraphics
™ Alias

[~ CATIA

[~ SolidWorks
= AutoCAD
I_ ProDesktop
I~ SolidEdge



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

1 G2 O3 B4 Cs Ce 7 Cg L9 10
Poor Satisfactory Extremely helpful -

Other comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

C1 C2 O3 C4 & O6 C7 O8 [C9 [O10
Poor Satisfactory Powerful
(Other comments:

...................................................................................................

P I T T R R R I R N R I N R R N R N L N NS

Part B —- Virtual Reality (VR) Technology

1. Have you heard about VR technology?

[T No
[=Yes

2. Have you used any VR-based input/output devices?

=No

™ Yes. PIease indicate which of the following you have used

l'— 3D Position Trackers .
[; Navigation & Manipulation Interfaces
[; Gesture Interfaces

[ 3D Stereoscopic Graphics Displays

> 3D Sound Displays

I Haptic Feedback

3. How do you think VR-based technologies could be employed to prov1de better
support to the HCI in the product design n/process?

Usetef. Ko, mave. @ercn! complor cemBhen -

...................................................................................................
...................................................................................................

....................................................................................................
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Part C -- Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
Systems?

-1 2 -3 4 [°5 l’% —7 {8 TI-9 T[-10
Poor Satisfactory Powerful

Other comments:

....................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?

['_%\Io

S B =T T o (=TT bt K LaY: k= OO

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process? '
- [ [ L/ [
Strongly disagree  Disagree Neither ‘Agree Strongly agree

QOther comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

r r = Nrd o
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?
r I~ r C i

Strongly disagree  Disagree Neither Agree Strongly agree
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Other comments;

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible? '

.................................................................................................
.................................................................................................
.................................................................................................

.................................................................................................

- Stereoscopic Viéwing Display

1. Is a stereoscopic viewing useful in the design process?

mo = = = e
Strongly disagree  Disagree Neither Agree Strongly agree

QOther comments:

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process? '

r = o - = o
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

.3. Did you find stereoscopic viewing useful in the LUCID system?

= C r Co =
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

....................................................................................................

...................................................................................................

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design procéés?

- = C N v
Strongly disagree  Disagree  Neither Agree Strongly agree

Other comments:

Iﬁﬁﬁﬁﬁﬁfﬁff.ﬁﬁﬁﬁégéiﬁfé;kf'f.'ﬁﬁf%f'éﬁﬁﬁc?ma/"f"ﬁﬁééﬁééféi-ﬁfﬁI'ﬁ""fﬁﬁﬁ..ﬁﬁfffﬁ
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

I - [ C N~
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

I - L I C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

KR A el kR B s el

_ Sound Display

1. Is sound display useful in the design process?

C ul o C m
Strongly disagree = Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the
design process?

- [ = [ C
Strongly disagree  Disagree - Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?

I = @ 0 m
Strongly disagree ~ Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths... /44%‘:‘; b WW'A WM?\/j . Mmm . /‘49("‘“/1 .

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
- which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research i1s much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
~ Part B and Part C first. After the example demonstration operation, please finish the
. others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
I': Student
I Design Researcher
I Design Teacher
= Tndustrial Designer
I~ Engineering Designer
[> Design Consultant
I~ Design Manager

2. Have you used any CAD system(s) for youf design work?

" No . o
[="Tes. Please indicate which of the following you have used

i. Pro/Engineer
™ UniGraphics
™ Alias

. CATIA

- SolidWorks
. P"AutoCAD
[”. ProDesktop
I SolidEdge



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

r1 T2 T3 =4 s e 57 M8 M9 D10
Poor Satisfactory Extremely helpful

QOther comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

M1 G2 03 4 ¥ D6 07 DC8 09 010
Poor Satisfactory ' Powerful
Other comments:

...................................................................................................

...................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?
[z No
=Tes

2. Have you used any VR-based input/outpuf devices?
"No . |
i Yes. Please indicate which of the following you have used
I 3D Position Trackers
[ Navigation & Manipulation Interfaces
Gesture Interfaces '

1

3D Stereoscopic Graphics Displays
3D Sound Displays
Haptic Feedback

a0
o
g

............................................................................................................

3. How do you think VR-based technologies could be‘émplt)yed to provide better
support to the HCI in the product design process?

8o rectucins 7l contes, rm@/wev/%(ry/aw ......

...................................................................................................

....................................................................................................

322



Part C -- Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD
systemns?

M1 C2 3 M4 r/(rs "7 =8 I29 T:10
Poor ' Satisfactory Powerful
Other comments:

......... You oo e/‘é-ua’”é%od"a@‘?ﬁm

...................................................................................................

2. Have you used any other HCI'for your design work?
=No ‘

[ Y es. Please INAICate........ovuiverevseeiereseisereetrosessreessssssssssesasssssssanseossnsesseesensmsssssens

3. What is your expectation for any new HCI to be used in the design process?

/%“’0*4/ Yo do more 4 e J’cu//?fi? .

..................................................................
.................................................................................................
-------------------------------------------------------------------------------------------------

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process?

= - - = O
Strongly disagree  Disagree Netther Agree - Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

T = - =~ r
Strongly disagree  Disagree Neither Agree o Strongly agree

QOther comments:

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

r - = - =
Strongly disagree  Disagree Neither Agree Strongly agree
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QOther comments:

---------------------------------------------------------------------------------------------------

4. How do you think two-handed operation could be used to make the design process

more efficient and flexible?

79 %54’ /nwemer/

......................................................................................
................................................................................................
..................................................................................................

.................................................................................................

Stereoscopic Viewing Display

1.

3.

Is a stereoscopic viewing useful in the design process?

o = = > =
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process?

I~ _ C I l: =~
Strongly disagree  Disagree Neither Agree. Strongly agree -

QOther comments:

...................................................................................................

...................................................................................................

Did you find stereoscopic viewing useful in the LUCID system?

no I~ - =~
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

Haptic Feedback Interaction

1.

Is haptic feedback interaction useful in the design process?

- I C = I
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

---------------------------------------------------------------------------------------------------
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

- r r - r

Strongly disagree  Disagree - Neither =~ Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

r = I - -
Strongly disagree  Disagree Neither Agree Strongly agree

................................................................................................

Sound Display

1.. Is sound display useful in the design process?
ul C = C. C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the
"~ design process?

= - Co = -
- Strongly disagree . Disagree Neither “Agree Strongly agree

Other comments:

....................................................................................................

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?

S ~ I~ I~ o
Strongly disagree  Disagree  Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengthjl Agma//mwam "/7& 09’/"9 .......... !/‘C’?&"' .....

...... ek Inen e A Phe Fot O, Tl NS ...
............. PSANS. Bt Oalien Yo praetbasd.. ...
WY KIS S, . .y ittt st iiegornnerepeennnnnnnnnnnennsnnneronereopes e ereireg e eneens

b el s, 03¢0, . Loda. Zorvr
et GiteodK. LGy Suce

RIS O & n (2T
"""M‘:‘f Q@U ........ e ——— e

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

.......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programrme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?

o Student

. Design Researcher
& Desi gn Teacher

[ Industrial Designer
[ Engineering Designer
[ Design Consultant

I_- Design Manager

- 2. Have you used any CAD system(s) for your design work?
IJ No ‘ .
%es. Please indicate which of the following you have used
Eﬁro/Engi_neer
> UniGraphics
L7 Alias
[C CATIA
[ SolidWorks
LT_/AutoCAD
. [C ProDesktop
I} SolidEdge

.........................................................................................................



3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

m1 M2 3 G4 O5 06 &7 08 C9 D10
Poor Satisfactory Extremely helpful

Other comments:
e SRl TEETa G | MAELEM, BYT | uks  Ge=Dd

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
-design work?
C1 D2 03 D4 Os D6 07 &E D9 O1o
Poor ' Satisfactory - Powerfil

Other comments: _
4 cod — CLrmy¢TED T CELT A s At T b S red

...................................................................................................

...................................................................................................

Part B — Virtual Reality (VR) Technology

1. Have you heard about VR technology?

2 No
‘ E‘A'cs

2. Have you used any VR-bésed input/output devices?
[} No

I'; 3D Position Trackers

[ Navigation & Manipulation Interfaces
[~ Gesture Interfaces

[~3D Stereoscopic Graphics Displays
[/3D Sound Displays

L—.;/Haptic Feedback

3. How do you think VR-based techriologies could be émployed to provide better
support to the HCI in the product design process?
ViguAe SAnL A MorEL  gar 3D U3 feroe  TTeAss

..................................................................................................
...............................................................................................
..............................................

....................................................

4 h e M e mE L asat s B A A4t trauE I kTR EE EEE YT R NG 3 dm hmE A S EAE U N RS LAENe At E b SR A dnds i m s T n R P AR s
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Part C — Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface uséd in most CAD

systems?
rT C2 3 M4 05 C6 D7 O8 D9 (010
Poor ~ Satisfactory Powerfut

Other comments;
FEQ“LILE! Mé‘)//_jg ,A-)Lb pAPIT <anp

..................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?

[ No
¥ Yes. Please indicate.... TAACE T o oeeeeeeeeeeeeeeeeeeeeeeeesneneeenseeeeen
3. ‘What is your expectation for any new HCI to be used in the design process? ,
......... MOLE | INTUTYE | MmoRE | Ling | mofeoma, ST
....... HEde, CITESTL L E T ARG L ST Tk TR
Part D — New Virtual Reality (VR) Based Interfaces
Two-handed Operation
1. Is two-handed operation useful in the design process?'
C I Y O =
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: L
...................... @ﬁiﬁw&on%f“ t/&odl\vw“?“
P caln G 5 f Hhea have.. 42 A Bed LA wacke, F MK

3 st bl {-(‘ “4 o CAL
2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

r I - o gl
Strongly disagree  Disagree Neither Agree Strongly agree

QOther comments:

..................................................................................................

....................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

- o = = = |
Strongly disagree  Disagree Neither Agree Strongly agree.
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QOther comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible?

.................................................................................................
-------------------------------------------------------------------------------------------------
.................................................................................................

.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design prdcesé?

n O = = g
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process? ' '

= = C , v C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: :
LE ... viE? STl HEAY | Momn TED DS AT

---------------------------------------------------------------------------------------------------

e L5 A TP ATRSE Bt Ly s 7Y Ene T ‘

...................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID sysfern?

= 0O 0 e
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

.................................................................................................

..........................................................................................

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design process?

O C O il C
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

P R I R R R R R N R R )

---------------------------------------------------------------------------------------------------
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

- C - r” -
Strongly disagree  Disagree Neither Agree - Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID systemn?
= S S = A
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

....................................................................................................

.......................................................................

Three-dimensional (3D) Sound Display

1. Is 3D sound display useful in the design process?

o [ O I O
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

-----------------------------------------------------------------------------------------------------

...................................................................................................

2. Do you think 3D sound feedback could enhance the information exchange in
the design process? =

o o O 74 O
Strongly disagree = Disagree Neither Agree Strongly agree
Other comments:

T T T I N I

...................................................................................................

3. Did you find 3D sound feedback useful in the LUCID system?

I I'\Z/ = Co [
‘Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: |
Wi o /bv‘j Ve & AAS Apmnsotonc,

..................................................................................................

try. of&f’*/wﬁcj o neor J,,/w

o - \' o s
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

Strengths LoD V:SUA(.,HA"I',OA/

------------------------------------------------------------------------------------------

....................................... P L T R I I
................................................ s 4 et e N EEEAEsaae eI EsAt s T st eA TR Nt AN a st R T PN
.......................... B P At abadsarad At b e n g ada At bba e AR a e LAt b AN AL A NN Al A s sy A
trarenaana TR thraranaa S44rrassrserrsenaannan tesaenannnas R R II At daeneunaan R ]
I R enraaa 4edanamaaay trrnarsaan tetrennes 4a bbb rrirentaannna sessumenaa Prsdnasrsaunans sasanw
................. I I I N LR L L R N R N )
..................................................................................... “rdaaraaraentned
............... P e R R L T R I I A R

...................
nq DUSE Mo E AME AT

..................................
...............................................................
ceens eeerasnneaes reeeeran erarnen PP bt tmeeerenenresrranaae e raraererneeans
Crererans Cereieranenes ceerinn erreereanas Creetrimaaenanaanans ireereeenens feerrenranareeearanaraanennn
......................................................
Cerenas Cerereeenans rvreeen rrereaneanaas e tarateeaeaearareeetaseanaTa e e tareraraarrnn
...............................................................

P et etrmaeeretnetrabaraeer e raarrrerataeranaaes f e eateeneararaetaearataraaranaaas
.......
........................... Lo e s et earataeeteaenaateteneeaatan e aa et e ase st e nen e aenra

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
" Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page. '

Part A - Computer Aided Design (CAD) Systems

1. What is your job function?

O Student

- [0 Design Researcher
E Desi gn Teacher
lT’/Indus trial Designer
[ Engineering Designer
E’Design Consultant
[0 Design Manager

2. Have you used any CAD system(s) for your design work?

C No

E/Y es. Please indicate which of the following you haye used
E/ﬁ'o/Engineer |
™ UniGraphics
" Alias
I\Z}TIA
& SolidWorks
[0 AutoCAD

[~ ProDesktop
™ SolidEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

C1 C2 O3 C4 Os e 9'4 08 @9 O10
Poor Satisfactory Extremely helpful

Other comments:

...................................................................................................

R R N T T T T T T N e R R R R R R ]

4. What do you think of the user interface these CAD system(s) provide for your
design work?

-1 =2 =23 24 s [e =7 Dé =9 [:10
Poor Satisfactory : Powerful

Other comments:

...................................................................................................

...................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?
[C No ‘

E/Yes

2. Have you used any VR-based input/output devices?

v No
I= Yes. Please 1nd1cate which of the following you have used

O 3D Position Trackers

I= Navigation & Manipulation Interfaces
[ Gesture Interfaces

[3 3D Stereoscopic Graphics Displays
- 3D Sound Displays

I Haptic Feedback

3. How do you think VR-based technologies could be employed to prov1de better
support to the HCI in the product design process"
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Part C — Human Computer Interface (HCI)

1. What do you think of the typical mouse-keyboard interface used in most CAD

systems?
-1 =2 [C3 L_/4 =5 Ce6 [C7 128 TIZ9 [H10
Poor Satisfactory Powerful
Other comments: '
AV LTINS G A =

2. Have you used any other HCI for your design work?

[ No , _
L‘Z/Yes. Please indicate...... 2. M ........

3. What is your expectation for any new HCI to be used in the design process?

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation
1. Is two-handed operation useful in the design process?
o [ o 4 G
-Strongly disagree  Disagree Neither =~ Agree - Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

r s o o -4
Strongly disagree ~ Disagree Neither Agree Strongly agree

Othe igmme ts: v :
wﬁl\méw ...... _ b 2

...................................................

3. Did you find the two-handed operation useful in the LUCID system?

= - - 4 &
Strongly disagree ~ Disagree Neither - Agree Strongly agree
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Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible?

.................................................................................................
.................................................................................................
T N R R R N R L R R I R N I N R R I N I I R R Y

.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?

o In o nd O
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process?

- = O v O

Strongly disagree  Disagree Neither Agree Strongly agree S

IUETE oo e, 20 conll gy il toe

3. Did you find stereoscopic viewing useful in the LUCID system?

I~ r > u O
Strongly disagree Disag_ree Neither =~ Agree Strongly agree

Oﬂ?ocnmﬁ%mmm ............ n. e S, Al

...................................................................................................

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design proc‘ess?

G w = > O
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: | '

...................................................................................................

...................................................................................................
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2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process? ‘

S C O O >
Strongly disagree = Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

- & = o O
Strongly disagree  Disagree Neither Agree - Strongly agree
" Other comments: ‘ :

5@@%:7 ......................... W o0 COPSL
Sound Display

1. Is sound display useful in the design process?

= . o s v o

Strongly disagree  Disagree Neither Agree Strongly agree

Other commients:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the
design process? :

C O w vd In
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: ' :

....................................................................................................

...................................................................................................

3. Did yéu find stereo sound feedback useful in the LUCID system?

I >4 C G- m
Strongly disagree  Disagree = Neither Agree Strongly agree
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Part E — Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

------------------------
.................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
.......................................................................................................

------------------------------------------------------------------------------------------------------

»’:&M a@r ......... sua( .......... a@“ ..... s,

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the -
others and return 1t to me at the address on the cover page. ‘ :

Part A — Computer Aided Design (CAD) Systems

1. What is your job function?
- Student
I7 Design Researcher
I™ Design Teacher
” Industoal Designer
™ Engneering Designer
i Design Consultant
I~ Design Manager

2. Have you used any CAD system(s) for your design work? |

I” No
M Yes. Please indicate which of the following you have used

I~ Pro/Engneer
I~ UniGraphics
I~ Alas

r"" .
J7/ SoidWorks

& AutoCAD
I~ ProDesktop
™ SolidEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system }gyﬁve used most)
8

1 Ir2 =3 14 5 16 7 79 110
Poor Satisfactory Extremely helpful

Other comments:

.....................

4. What do you think of the user irterface these CAD syStern(s)_p‘rovide for your
design work?

Ml M2 T3 C4 s 6 7 %rw 10
Poor Satisfactory Powerful

QOther comments:

IIIIIICM.ZZ'.IIMMIIZIIII]I:I:I’IﬁﬁﬁﬁIﬁffﬁﬁﬁfﬁIfﬁﬁﬁﬁﬁﬁﬁﬁﬁfﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁﬁfiﬁﬁﬁfﬁ

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?
" No
Yes
2. Have you used any VR-based input/output devices?

r. .
Vg:;. Please indicate which of the following you have used

™ 3D Positon Trackers
™ Navigation & Manipulation Interfaces

I” Gesture Interfaces )
fﬁSD Stereoscopic Graphics Displays
™ 3D Sound Displays
™ Haptic Feedback
r
3. How do you think VR-based technologies could be employed to provide better
support to the HCI in the product design process?



...................................................................................................

....................................................................................................

Part C — Human Computer Interface (HCI)

I. Whatdo you think o f the t ypical m ouse-keyboard i nterface used in most C AD

systems? :
r1L r2 3 r4 rs r6 7 rs r9 ri
Poor ' Satisfactory Powerful

Other comments:

...................................................................................................

...................................................................................................

2. Haye you used any other HCI for your design work?
. No
I Yes. Please mdicate.......c.oocvomreccnnnnne. .........................................

3. What is your ekpectation for any new HCI to be used in the design process?

Part D — New Virtual Reality (VR) Based Interfaces
Two-handed Operation
1. Is two-handed operation useful in the design process?
- r - I
Strongly disagree ~ Disagree Neither Agree Strongly agree

Other comments: . .

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction

method for the design process? /
I~ _ I~ ' ‘ r
Strongly disagree  Disagree Neither . Agree Strongly agree

Other comments:

...................................................................................................

....................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?
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r~ o r~ S r~

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible?

.................................................................................................
.................................................................................................
.................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?

| - I qvs ' r
Strongly disagree  Disagree Neither Agree -Strongly agree

QOther comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) envuonment for the design proc:is/? -

I~ r (I . I~ .
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. "Did you find stereoscopic viewing useful in the Lljfy/system?
r

I~ SR r _
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

Haptic Feedback Interaction

- | r o r
Strongly disagree  Disagree  Neither Agree Strongly agree

1. Is haptic feedback intera@tion useful in the design p?ess?
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QOther comments;

...................................................................................................

...................................................................................................

2. Do you think haptic feedback interaction could provide a more intuitive method in

the design process? .
r r r / r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

- I~ I~ _ g I~
Strongly disagree  Disagree Neither gree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

...................................................................................................

Sound Display

1. Is sound display useful in the design process?

r r 7 T r
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

2. Do you think sound feedback could enhance the information exchange in n the
design process?

T -

Strongly disagree  Disagree Neither Agree Strongly agree

QOther comments:

3. Did you find stereo sound feedback useful in thyUCID system?
r - - _ r
- Strongly disagree ~ Disagree Neither . Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................



Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

......................................................................................................
.........................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

.......................................................................................................

......................................................................................................

......................................................................................................
......................................................................................................
......................................................................................................
.......................................................................................................
......................................................................................................
------------------------------------------------------------------------------------------------------

......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

- This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A -- Computer Aided Design (CAD) Systems

1. What is your job function?
I Student
I"" Design Researcher
I Design Teacher
™ Industrial Designer
Ju~Engineering Designer
I~ Design Consultant
I” Design Mana,

. r -
~ Omer.........ﬁk?./’.f.% ..... 6 e

2. Have you used any CAD system(s) for your design work?
I” No _ _
T~ Yes. Please indicate which of the following you have used

\Jﬁro/Engineer
I UniGraphics
T~ Alas

I~
J"SolidWorks
Im AutoCAD
I~ ProDesktop
I~ SolidEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

Fr1 r2 r3 r4 rs re r7 oO€ rys rio
Poor : Satisfactory _ Extremely helpful

Other comments:

---------------------------------------------------------------------------------------------------

....................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

Fl1 r2' r3 4 1S5 ©6 77 g8 M9 10
Poor Satisfactory _ Powerful

Other comments:

...................................................................................................

...................................................................................................

Part B - Virtual Reality (VR) Technology

1. Have you heard about VR technology?
I No

Mes

2. Have you used any VR-based input/output devices?

- No
[~ Yes. Please indicate which of the following you have used

. T~ 3D Position Trackers
™ Navigation & Manipulation Interfaces
I~ Gesture Interfaces
J~3D Sterebscopic Graphics Displays
I™ 3D Sound Displays |
I” Haptic Feedback
. .

3. How do you think VR-based technologles could be employed to prov1de better
support to the HCI in the product design process?

U - ZORG. ... Beren. ... szr?cl%rlfs,r/hu
..... I RERBACEE. . 1O ... TR et . TN A ... 3OS r i
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...................................................................................................

....................................................................................................

Part C -- Human Computer Interface (HCI)

1. Whatdo you think o f the t ypical m ouse-keyboard i nterface used in most C AD

systems?
i r2 13 r4 rs J%}"i rg ro i1
Poor Satisfactory Powerful

Other comments:

...................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?

7 No
Wes. Please indicate.........%?&?.—sﬂ'.i&e:u_..‘ .......................................................

3. What is your expectation for any new HCI to be used in the design process?

.................................................................................................
R R L L R I T R R S e T N R T O N T O T Yy
.................................................................................................

..................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation

1. Is two-handed operation useful in the design process?
~ - =  r -
Strongly disagree Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction.
method for the design process?

r r ‘/ ro- r _
Strongly disagree ~ Disagree Neither Agree Strongly agree
Other comments: :

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?

351



r - 7 T r
Strongly disagree =~ Disagree Neither Agree Strongly agree
Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
- more efficient and flexible?

.................................................................................................
.................................................................................................
..................................................................................................

.................................................................................................

Stereoscopic Viewing Display

1. Isa stereoscopic viewing useful in the design process?
N ~ r~ o r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

....................................................................................................

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D) environment for the design process? '

r r r i -
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

---------------------------------------------------------------------------------------------------

....................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID system?

r s r - ro
Strongly disagree  Disagree Neither Apgree Strongly agree
~ Other comments:

...................................................................................................

....................................................................................................

Haptic Feedback Interaction .

1. Is haptic feedback interaction useful in the design process?

- y/ r o r

Strongly disagree  Disagree Neither Agree - Strongly agree

352



Other comments:

...................................................................................................

...................................................................................................

2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process?

r 7 r r r
Strongly disagree ~ Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?
r 7 r r -
- Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: '

...................................................................................................

...................................................................................................

Sound Display

1. Is sound display useful in the design process‘?

- - = - ~

Strongly disagree = Disagree Neither Agree - Strongly agree
Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the

design process?
oo i - r r
Strongly disagree  Disagree = Neither “Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereo sound feedback useful in the LUCID system?

r . e - r r

Strongly disagree - Disagree Neither “Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................



Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

e REER TR LD oL O R ReT. L AR T O
...... B BT St T e

......................................................................................................
......................................................................................................
.......................................................................................................
......................................................................................................

......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
which virtual reality (VR) based technologies are being employed to give better
. support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
- treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example demonstration operation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

- Part A -- Computer Aided Design (CAD) Systems

1. Whatis your job function?
[~ Student
I~ Design Researcher
I™ Design Teacher
I Industrial Designer
~fVEngincerhg Designer
™ Design Consuitant
I~ Design Manager

2. Have you used any CAD system(s) for your design work?

T No
= Yes. Please indicate which of the following you have used

F'-/ﬁro/Engineer
I UniGraphics
[~ Alias

r

= SolidWorks
1= AutoCAD
=~ "ProDesktop
I~ SolidEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

1 2 3 r4 S5 6 7 8 19 A0

Poor Satisfactory _ Extremely helpful |
oueeomsns \Jo| | Nogel Sho ol e T
ConPNY QSE | CAR & Adsstet e s

4. What do you think of the user interface these CAD system(s) provide for your
design work?

ri F2 I3 T4 015 6 r7 rs B T 10
Poor ' Satisfactory Powerful

.................................................................

L I I T I R R I I I I R R R R R LI I R I N

Part B — Virtual Reality (VR) Technology

I. _Have you heard about VR technology?
I No '

%s

2. Have you used any VR-based input/output devices?
I” No
[cAes. Please indicate which of the following you have used -
IL~3D Position Trackers
I™ Navigation & Manipulation Interfaces.
T~ Gesture Interfaces _ ‘
L Stereoscopic Graphics Displays

T~ 3D Sound Displays
T{'/Hﬁ;‘eedback
r

3. How do you thmk VR-based technologies could be employed. to provide better

.C.oa.u.e@\ r\& Io\.ems Lr CP/C*:PES: . La ..... Gmsunvs ........

............................................................................................
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...................................................................................................

....................................................................................................

Part C — Human Computer Interface (HCI)

1. Whatdo you think ofthe typical mouse-keyboard i nterface used in most CAD
systems? '

Fl F2 F3 r4a rs re r1ors BY RO
Poor Satisfactory : Powerful

Other comments:

....................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?
" No

rc-Ces. Please mdlcategrwa&ma/‘rpml‘. ..... B m_l ......... '

3. What is your expéctation for any new HCI to be used in the design process?

.............................................................................................
..................................................................................................

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two-handed Operation
1. Is two-handed operation useful in the design préce’ss?
r - r r~ - I
Strongly disagree  Disagree Neither Agree - Strongly agree

Other comments: .

B R N I I e R R R R L R R L R I

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process?

r T r T r
Strongly disagree ~ Disagree Neither Agree - Strongly agree
Other comments: ‘ '

R I I R I I I - L I R R R L R I I I I )

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?
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r i/ r I~ r

Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: .
. ULAL\M .......

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible?

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?
r r T T r |
Strongly disagree  Disagree . Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic viewing could provide a more realistic three-
dimensional (3D} environment for the design process?

r ~ - e r
Strongly disagree  Disagree Neither Agree Strongly agree

Qther comments:

.....................................................................................................

...................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID system?

P o r r
Strongly disagree = Disagree Neither Agree Strongly agree

Other comments:

Haptic Feedback Interaction

l; Is haptic feedback interaction useful in the design process?
- - " oo -
Strongly disagree  Disagree Neither Agree Strongly agree
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Other comments:

...................................................................................................

...................................................................................................

2. Do you think haptic feedback interaction could provide a more intuitive method in
the design process? '

r r w r r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

....................................................................................................

...................................................................................................

3. Did you find haptic feedback interaction useful in the LUCID system?

= r o r r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments: ‘

Sound Display

1. Is sound display useful in the design process?
I > r O
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think sound feedback could enhance the information exchange in the

design process?
e r o I r
‘Strongly disagree ‘ Disagree Neither Agree - Strongly agree

Other comments:

3. Did you find stereo sound feedback useful in the LUCID system?
e r r r ~ .
Strongly disagree  Disagree Neither . Agree Strongly agree

Other comments:




Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
.......................................................................................................
......................................................................................................
......................................................................................................

......................................................................................................

......................................................................................................

Thank you for your assistance in this research.
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The Use of Virtual Reality Based Interfaces to Support
Computer Aided Conceptual Design Process

This questionnaire is part of a research programme that is investigating the extent to
-which virtual reality (VR) based technelogies are being employed to give better
support to the human computer interface (HCI) in the conceptual design process.

Please tick or write a response as appropriate. Any information you provide will be
~ treated as strictly confidential. Your assistance with this research is much appreciated.

Note: Before your software example dcmoﬁstration opefation, please fill in Part A,
Part B and Part C first. After the example demonstration operation, please finish the
others and return it to me at the address on the cover page.

Part A —~ Computer Aided Design (CAD) Systems

1. What is your job function?
' I” Student
I~ Design Researcher
[ Design Teacher
I~ trial Designer -
l_zné:lsleermg Designer
r Design Consultant
I~ Design Manager

2. Have you used any CAD system(s} for your design work?

™ No |
£/ Yes. Please indicate which of the following you have used

I'\'éro/Engineer
I UniGraphics
- Al

I
F/ SolidWorks

I AutoCAD
I~ ProDesktop
" SoldEdge
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3. What do you think of the overall design functions and tools the CAD system
provide for your design work ? (answer for the system you have used most)

1 rz2 3 r4 rs re ri1 ¥;\17/8 9 [ 1o
Poor Satisfactory Extremely helpful

~ Other comments:

...................................................................................................

...................................................................................................

4. What do you think of the user interface these CAD system(s) provide for your
design work?

F1 rF2 I3 r4 s e 7 RA Mo o
Poor ‘Satisfactory : Powerful

DY AR st ouldlme e -

...................................................................................................

Part B -- Virtual Reality (VR) Technology

1. Have you heard about VR technology?

I No
o/ Yes

2. Have you used any VR-based input/output devices?

I". No A
IZ Yes. Please indicate which of the following you have used

™ 3D Position Trackers
I” Navigation & Manipulation Interfaces
I Gesture Interfaces | '
I/ 3D Stereoscopic Graphics Displays
I 3D Sound Displays
I” Haptic Feedback
r
3. How do you think VR-based technologies could be e mployed to prbvide better

support to the HCI in the product design process?
AIMILE  MoST DESIENES PRE oD, pi.. VBLAaL SN

......................................................................................... e founs

20 SpRan) \heGES 1T GoowD HELR  CoSTaackS .
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...................................................................................................

....................................................................................................

Part C — Human Computer Interface (HCI)

1. Whatdo you think ofthe t ypical m ouse-keyboard interface used in most C AD

systems?
T 72 I'3 IF4 15 1"61\_/71'.8 m9 11
Poor Satisfactory Powerful
Other comments: :

................................................................................................

...................................................................................................

2. Have you used any other HCI for your design work?
I~ No .
™ Yes. Please mdlcate ........................

3. What is your expectation for any new HCI to be used in the design process?

.......................................................................................

.................................................................................................
.................................................................................................

.................................................................................................

Part D — New Virtual Reality (VR) Based Interfaces

Two~handed Operation

1. Is two-handed operation useful in the design prbcess?

r r r/ - -
Strongly disagree . Disagree Neither Agree Strongly agree

o : | _
Other comments: ). )\ ¢ 75 Upve oe. Upnd Flas

...................................................................................................

...................................................................................................

2. Do you think two-handed operation could provide a more natural interaction
method for the design process? '

r r 1 ol r
Strongly disagree  Disagree Neither Agree Strongly agree
Other comments: :

...................................................................................................

...................................................................................................

3. Did you find the two-handed operation useful in the LUCID system?
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- - x -

Strongly disagree  Disagree Netther Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

4. How do you think two-handed operation could be used to make the design process
more efficient and flexible? '

...............................................................................................

.................................................................................................

....................................................................................................

Stereoscopic Viewing Display

1. Is a stereoscopic viewing useful in the design process?

- r =T 4 -
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. Do you think stereoscopic viewing could provide -a more realistic three-
dimensional (3D) environment for the design process?

- r r v ~
Strongly disagree  Disagree Neither Agree ~ Strongly agree

Other comments:

...................................................................................................

...................................................................................................

3. Did you find stereoscopic viewing useful in the LUCID system?

I~ o r 17/ . I~ I o
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:
PoT. & 3T oF A STRAIN) o THe

.................................................................................................

PR N T R R i I I R R R R R R I R I R R R N N I A e N I RN I W)

Haptic Feedback Interaction

1. Is haptic feedback interaction useful in the design process?

r r 7/ r -
Strongly disagree = Disagree Neither Agree Strongly agree
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QOther comments: __
.}-

...................................................................................................

2. Do you think haptic feedback interaction could provide a2 more intuitive method in
the design process?

r r A r r
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

---------------------------------------------------------------------------------------------------

3. Did you find haptic feedback interaction useful in the LUCID system?
r r Iv - I
Strongly disagree  Disagree Neither = Agree _ Strongly agree

Other comments:

.................................................................................................

...................................................................................................

Sound Display

1. Is sound display useful in the design process?

= AR - N
Strongly disagree  Disagree Neither Agree Strongly agree

Other comments:

...................................................................................................

...................................................................................................

2. 'Do you think sound-feedback could enhance the information exchange in the

design process? '
I~ ' I{ r I~ : r
Strongly disagree Disagree Neither Agree Strongly agree
QOther comments:

...................................................................................................

...................................................................................................

3. Daid you find stereo sound feedback useful in the LUCID system?'

r o/ o r -
Strongly disagree ~ Disagree Neither Agree Strongly agree
~ Other comments: ' ' ____

Sl L | LikE T LSRRI TO

...................................................................................................
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Part E -- Strengths and Weaknesses

What do you consider to be the strengths and weaknesses of the interfaces used in the
LUCID system for supporting design process?

....................................................................................

......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................
......................................................................................................

.......................................................................................................
...............................................................................

..............................................................................................

.......................................................................................................
.......................................................................................................
.......................................................................................................
......................................................................................................
B R I I L L R LT O R

......................................................................................................

Thank you for your assistance in this research. -
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APPENDIX III

Publications
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Publications resulting from research

1. Ye, J, Campbell, R.I1. et al. An Investigation into the Implementation of
Virtual Reality Technologies in Support of Conceptual Design. Journal of
Design Studies. Elsevier Science, 2005 (writing).

2. Ye, J. and Campbell, R.I. Supporting Conceptual Design With Multiple
Virtual Reality Based Interfaces. International Journal of Human-computer

Studies, Elsevier Science, 2005 (submitted).

3. Ye, J. and Campbell, RI. 4 New Virtual Reality Based Conce,btual Design
System. Proceedings of .the EVEN International Conference on Virtual
Engineering Applications and Product Development. Trinity College, Dublin,
Ireland. September 4™-5™, 2003. pp. 52-63.

4. Ye, J. and Campbell, R.I. New CAD Interfaces for the Conceptual Design
Process. Proceedings of the 3rd Anhnual International Conference on Rapid
Product Development. Bloemfontein, South of Africa, November 5“‘-7"‘, 2002.
pp. 150-162. |
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