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Abstract This document addresses the comments raised by Lu et al. (2017). Lu et al. (2017) proposed an
alternative numerical treatment for implementing the fully implicit friction discretization in Xia et al. (2017).
The method by Lu et al. (2017) is also effective, but not necessarily easier to implement or more efficient.
The numerical wiggles observed by Lu et al. (2017) do not affect the overall solution accuracy of the surface
reconstruction method (SRM). SRM introduces an antidiffusion effect, which may also lead to more accurate
numerical predictions than hydrostatic reconstruction (HR) but may be the cause of the numerical wiggles.
As suggested by Lu et al. (2017), HR may perform equally well if fine enough grids are used, which has been
investigated and recognized in the literature. However, the use of refined meshes in simulations will inevita-
bly increase computational cost and the grid sizes as suggested are too small for real-world applications.

We thank Lu, Mao, and Dong (Lu et al.,, 2017, hereafter referred to as LMD) for their interest in our work and
providing detailed comments on the Surface Reconstruction Method (SRM) and the implicit friction discreti-
zation method we reported (Xia et al., 2017, hereafter referred to as X17). We largely concur with their sug-
gestion that more studies are needed for solving the shallow water equations and hope our work would
stimulate more research in this field.

LMD’s comments may be summarized into three points: (1) LMD provides an easier to implement and more
efficient numerical treatment as an alternative to the introduction of auxiliary variables for implementing
the fully implicit friction discretization in X17; (2) SRM may create numerical wiggles in certain test cases;
and (3) the original hydrostatic reconstruction (HR) method works equally well if sufficiently fine grids are
used. In the remaining part of this document, we will provide detailed point-to-point response to these
comments and finally point out a few minor mistakes in LMD's original comment document.

C1: As agreed by LMD, the possible extreme value caused by h~ 7’ in the friction terms when the water

depth is small may generate machine error and must be avoided. Numerical treatment is indeed essential.
The introduction of auxiliary variables as proposed in X17 provides a simple but effective approach to avoid
the possible numerical issue. LMD provides an alternative method to deal with the same numerical issue. It
is true that the method in LMD does not require additional local variables to store the auxiliary variables.
But such a difference is too insignificant to affect the overall computational efficiency. In addition, equation
(5) introduced in LMD for calculating the Jacobian matrix is slightly more complex than that in X17, and
requires careful ordering of the arithmetic calculations. Therefore, the method in LMD is not necessarily eas-
ier to implement. Saying this, the alternative method proposed by LMD is also proved to be effective.

C2: LMD has observed small numerical wiggles in a test case involving an oscillating water body moving in
a parabolic bowl. This has pointed out a direction to further improve SRM and develop improved numerical
schemes for solving the shallow water equations. Identifying the cause of these wiggles and designing
methods to remove them should, consequently, be a clear priority for future research. However, at this
moment, we would restrict ourselves to asking: (1) will these small numerical wiggles affect the overall solu-
tion accuracy? and (2) will the numerical inaccuracy as introduced by these wiggles grow with time and
lead to divergent solutions? To answer these questions, we present the numerical results for the same test
case obtained on three different grids, i.e, 1, 10, and 100 m. The L;, L,, and L, errors calculated for the
numerical solutions at t = 5T (T = 1,346.4 s is the oscillation period of the flow) are listed in Table 1. It is evi-
dent that both SRM and HR compute results converging to the analytical solution as the grids being refined.
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Table 1

Numerical Errors Calculated for Different Simulations at t = 5T

For all of the simulations, the numerical errors predicted by SRM are
smaller than those resulting from HR except for the slightly bigger
SRM L, error for the 1 m simulation. Particularly, the SRM L; and L,

Simulations

L

Ly Lo errors, which reflect the overall solution accuracy, are all much smaller

SRM 100 m
HR 100 m
SRM 10 m
HR 10 m
SRM 1 m
HR1m

1629 X 10"
1.114 x 10°

1.747 X 102
5335 X 102
2842 X 103
4078 X 1073

5.956 X 102 7.053 X 107" than the corresponding HR errors on coarser grids (10 and 100 m).
2476 X 10(14 3.446 X 10(11 Taking a closer look at the 100 m simulations, the SRM and HR results
9.032 1073 1.634 X 1071 at t = 1T are similar but the water level profile predicted by HR has
6.090 X 10 1.930 X 10 . .

clearly departed from the analytical solution at t =5T due to the

2444 % 10°° 3431 %102 e i iffusi
3659 X 10-° 1615 x 10-2  energy dissipation introduced by HR's large numerical diffusion. How-

ever, the numerical wiggles predicted by SRM do not grow with time.
Therefore, we may conclude that SRM works well for this test case and it clearly outperforms HR on coarser
grid simulations. Also from the numerical results as presented in X17, the numerical wiggles do not cause
any noticeable concerns for real-world applications.

From the theoretical point of view, it will be interesting to know what causes the numerical wiggles. LMD
reckoned that the cause of the numerical wiggles may be because SRM “may miss representing the gravita-
tional effects.” This could be a reason but we need further elaboration to prove it. Herein, we will share our
own thoughts. From the results as shown in Figure 1, the additional reconstruction “error” introduced by
SRM somehow suppresses the excessive numerical diffusion introduced by HR. We conjecture that the
numerical wiggles may be caused by the SRM’s antidiffusion effect, which is not necessarily a disadvantage
and evidently gives more accurate results than HR on coarser grids in the test case as shown. More research
is needed to theoretically investigate this issue.

C3: LMD has further tested the HR method by performing simulations with varying grid resolutions, using
the test case of steady uniform flow on slopes. Their results indicate that the numerical inaccuracy caused
by HR may be resolved by using highly refined grids. This is not a surprising conclusion and has already
been investigated and recognized (e.g., Delestre et al., 2012). However, the use of refined meshes will inevi-
tably increase computational cost and the spatial resolution as recommended by LMD, i.e., 0.1 and 0.001 m,
is unrealistically small for real-world overland flow simulations.

Finally, we would like to point out a few minor mistakes in LMD's original document:

The HR of the discharge in Hou et al. (2015) is indeed mathematically the same as the one introduced in
Audusse et al. (2004).

The expression of the Sampson'’s analytical solution is not correct and the correct formula is

ZBZ 2 BZ B
azs cosZst———gcosst (1)

t)=ho— 25
10, )=ho 89%ho 49

t:—fD should be changed to ";—f’; otherwise the solution would reach the steady states in approximately a single
step rather than many steps as indicated by LMD.

Table 1, row 8, column 2: The expressions should be (Qy), =uih, (Qx)g=Ui+1hs.

Analytical
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Figure 1. Results obtained on 100 m grid: (@) t =T and (b) t = 5T.
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