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The object of the research described in this thesis is to examine the possibilities of developing analytical and computational procedures for a class of structural optimization problems in the presence of behaviour and side constraints. These are essentially optimal control problems based on the maximum principle of Pontryagin and dynamic programming formalism of Bellman. They are characterised by inequality constraints on the state and control variables giving rise to systems of highly complex differential equations which present formidable difficulties both in the construction of the appropriate boundary conditions and subsequent development of solution procedures for these boundary value probelms. Therefore an alternative approach is used whereby the problem is discretised leading to a non-linear programming approximation. The associated non-linear programs are characterised by non-analytic "black box" type representations for the behaviour constraints. The solutions are based on a "steepest descent alternate step" mode of travel in design space.

The thesis is in two parts: Part $I$ considers structural optimization from a nonlinear programming standpoint and begins by reviewing some constrained problems based on plastic and elastic redesign concepts. This is followed by the development and discussion of procedures applicable to problems with "black box" type behaviour constraints. They are illustrated with reference to the optimal design of a steam turbine disc idealisation subject to stress and vibration constraints.

Part II describes the continuous formulation of the disc problem
based on the formalism of optimal control theory. These problems are characterised by inequality constraints on the state and control variables. Considerable progress has been made in studying these problems using purely analytical techniques embodied in the maximum principle of Pontryagin. This has led to the scope of optimal control theory being extended to include a more general class of structural optimization problem than considered hitherto. Part II includes a derivation of the Principles of Pontryagin and Bellman using a first variation technique in conjunction with generalised Lagrange multipliers.

The thesis concludes with a brief statement of some structural optimization problems under investigation by the author.
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NOMENCLATURE

## Part I - Nonlinear Programming Formulation

## CHAPTER 1

### 1.1 INTRODUCTION

The object of the research described in this thesis is to examine the possibility of developing computational and analytical procedures based on the methods of mathematical programming for a class of structural optimization problems in the presence of design constraints. These problems are essentially of a variational nature and are based on the formalism of optimal control theory. Exact solutions in general are impossible and recourse must be made to numerical procedures based on a discretised nonlinear programming approximation. The behaviour constraints are represented by functional constraints which correspond to nonanalytic constraints in the nonlinear programming formulation. For purposes of simplicity this initial investigation is restricted to a nonlinear programing representation.

The design requirements and specifications are represented by constraints on the behaviour and design variables. The behaviour variables describe the behaviour or response of the structure to the applied design loads and consist of structural variables such as stresses, vibrational frequencies, deformations, creep strains and so on, which are constrained to satisfy specified behaviour conditions in order to prevent failure of the structure. For example, the behaviour constraints may include statical constraints which constrain the stresses to lie below given yield stress levels, instability constraints which prevent failure under given buckling modes, dynamical constraints which constrain the vibrational
frequencies to lie outside specified resonance bands and so on. Similarly, the design variables specify the design configuration of the structure and are constrained to satisfy prescribed side conditions in order to ensure physically reasonable design configurations. For example, the side constraints may impose restrictions on the dimensions of the structure which constrain the design variables to vary within prescribed bounds. The behaviour and side constraints are represented mathematically by a combination of equality and inequality constraints. The merit function to be optimised is usually the weight or cost of manufacture of the structure but other criteria such as some optimal combination of frequencies or structural efficiency may also be used. The problem can be formulated as a problem in nonlinear programing - optimizing a merit function in the presence of equality and inequality constraints. When these functions and conditions are obtainable as analytic functions of the design variables, the solutions can be based on standard nonlinear programming procedures.

Because of the variational nature of some problems, it is not always possible to use closed form analytical functions for describing the behaviour characteristics of the system. The behaviour variables are functions only in the sense that they are computer-oriented rules for determining the behaviour associated with a given design configuration. The behaviour variables may be regarded as a "black box" into which are put the design variables characterising a given design configuration and out of which comes the behaviour variables for that design. The box may contain such
items as differential equations, matrices, numerical procedures, a digital computer and so on.

The synthesis is based on the concept of a design space which is the multi-dimensional Euclidean space spanned by the design variables. The behaviour and side constraints are represented by constraint hypersurfaces which separate the regions of feasible designs from regions of non-feasible designs. Since the behaviour variables are of a "black box" nature, the corresponding surfaces are unknown. The contours of constant merit are also surfaces in this space and the problem consists of determining the path to the optimum merit contour in the feasible regions. The synthesis commences from an initial (feasible) trial design which is systematically improved by an alternating iterative process of analysis and design modification. This automated synthesis capability generates motion in design space along paths on which the merit improves and consists essentially in the proper selection of the directions and distances of travel in design space.

The synthesis procedures specifically applicable to structural optimization problems in the presence of non-analytic constraints on the behaviour variables are those developed by Schmit and his co-workers for the minimum weight design of aerospace structures. Although the behaviour characteristics are described by analytical functions, the synthesis is independent of this analytical representation. Since these procedures are central to this investigation, they are briefly reviewed in this chapter and their applications considered in the following chapters. An attempt is
also made to generalise and modify them to improve their computational efficiency and convergence rates and to develop further methods applicable to a wider range of problems. Other methods which have recently been used in the structural optimization area are based on the penalty function ideas of nonlinear programming $[80,236,237]$ whereby a constrained problem is reduced to a series of unconstrained optimization problems which are solved using the techniques of Rosenbrock (hill-climbing), Powell (conjugate direction), Nelder-Mead (Simplex) and Davidon-Fletcher-Powell (variable metric).

The problems considered by way of illustration are: (Figure 2.1)
(1) weight minimistation of a steam turbine disc idealisation subject to specified behaviour and side constraints. For purposes of simplicity, the behaviour constraints are restricted to a consideration that the stresses everywhere should be below the yield stress for the material and the frequencies of vibration should lie outside specified frequency bands. The side constraints on the other hand impose restrictions on the dimensions and tolerances of the disc. The optimization is in two parts, based on a separate consideration of the stress and vibration constraints.
(2) calculation of the optimal vibrational modes of the disc, whereby some linear combination of the frequencies is optimized in the presence of a constraint on the total weight.

The problem consists essentially in determining an optimal thickness $h(r)$ where $r$ is the radial distance from the axis of
rotation, the thickness being measured parallel to the axis of rotation. The stresses are obtainable from a set of ordinary differential equations which contain $h(r)$ and its derivatives. These equations are solvable only when $h(r)$ is a specified function of $r$. Therefore the stresses are functionals of $h(r)$ and correspond to "black box" type variables. The frequencies have essentially an eigenvalue structure corresponding to a functional differential operator, while the computations are based on a discretised transfer matrix method. The frequencies have again a "black box" type representation. The function $h(r)$ which defines the design configuration is approximated by a discrete set of variables which define the design variables for the disc. These variables are read into standard programs for the stress and frequency calculations. The output from these programs determine the corresponding stresses and vibrational frequencies which must be subsequently checked against the behaviour constraints. The side constraints on the other hand ensure the non-negativity of $h(r)$.

These problems are considered in detail in the following chapters. As a preliminary, this introductory chapter reviews some minimum weight structural optimization problems appearing in the technical literature with emphasis on nonlinear programming procedures of relevance to problems with non-analytic constraints. These problems are based on plastic and elastic design concepts and are briefly described below.

In the past engineers have judged the suitability of materials mainly in relation to their elastic range because a structure must be designed so as not to collapse under the design load system and it has been the custom to consider collapse to have occurred when the first yielding or permanent deformation has taken place. Lately, attention has been extended to the plastic regions in which permanent distortion occurs under stress. This is to enable a more efficient use of materials by obtaining a better understanding of the behaviour of the structure throughout the complete loading range leading up to final collapse, and also in order to understand the processes involved in the mechanics of formation such as the shaping and machining processes.

The theory of elasticity is based on the following assumptions:
(1) there is complete recovery of the initial unstrained configuration when the distorting forces or the externally derived strains are removed.
(2) the deformation of the body depends only on the final stresses not on the previous loading history or strain path.
(3) the stress-strain relations are given by a generalised Hooke's Law.

On the other hand none of these assumptions can be applied to a plastic body. There is no unique correspondence between stress and strain, and the corresponding equations have to be integrated by
following the history of the deformation. Plasticity may be defined as that property which enables a material to be continuously and permanently deformed without rupture during the application of stresses exceeding those necessary to cause yielding of the material. Thus permanent distortion occurs under stress, and this distortion can build up to large amounts if the yield value is exceeded. The final deformation therefore depends not only on the final state of stress but also on the series of intermediate stress states from the initial state. The laws of plastic flow which relate the stress components and the corresponding deformations satisfy four main conditions:
(1) the volume of material remains constant under plastic deformation;
(2) hydrostatic pressure does not cause yielding;
(3) hyrdostatic component of a complex state of stress does not influence the point at which yielding occurs;
(4) a yield criterion must be formulated which will determine when yielding will start under a complex state of stress, given only the yield stress under a simple state of stress (e.g. uniaxial tension).

The yield criteria most frequently used are the Tresca maximum shear stress criterion and the Von Mises criterion. Further requirements must be satisfied in the case of work hardening materials. For problems in which the plastic strains are constrained to be of the same order as the elastic strains, the solutions in the elastic and plastic domains have to be solved side by side. In addition,
various continuity conditions have to be satisfied along the elastic-plastic interface which is itself unknown. For a perfectly plastic material the stresses everywhere are less than, or equal to, the yield limit. Plastic collapse occurs when the design load system reaches a limiting value. As the loads approach their limiting value the deformations increase indefinitely and the body cannot sustain any additional loads. This critical load system can be determined using the theorems of limit analysis. Limit analysis is usually simpler to apply than an elastic analysis and may be used to obtain efficient designs resulting in considerable savings on weight and cost. An analysis based on the elastic-plastic regions is extremely complicated as it involves tracing the entire load history of the structure and a step-by-step integration of the equations of plastic flow. However, for designs based on a limit analysis the critical load system is independent of the previous loading program and may easily be determined using the theorems of 1 imit analysis.

The general theory of minimum weight design may be based on either an elastic analysis or on a plastic analysis. The criterion of minimum weight design based on the theory of perfect plasticity is that the structure is on the verge of unrestricted flow under the applied loads and contains a minimum of material. The solutions are based on the theorems of plastic collapse formulated by Drucker, Prager and Greenberg [3] and applied to the minimum weight design of membranes, shells, plates and discs. These theorems provide bounds on the minimum weight solutions.

However, when it is undesirable to have any permanent plastic deformation and the structure is required to be reusable, the problem of minimum weight design must be formulated within the elastic range. The classical theory of optimal elastic design of structures was formulated by Michell [36] and extended by Cox [45], Hemp [38] and Chan $[40,41]$, who showed that for statically determinate structures subject to a single load condition, the fully-stressed design criterion in which the stresses in the structural members were at their limiting values was equivalent to the minimum weight design. Later generalisations by Schmit and his associates [65-74] to structures under multiple load conditions in the presence of side constraints have shown that the fully-stressed design criterion in general is not always equivalent to weight minimisation.

### 1.3 PLASTIC DESIGN

The problem considered is that of determining the minimum weight of a structure capable of sustaining given design loads in the form of concentrated or continuously distributed force fields. The material is assumed to be perfectly plastic and of uniform density so that the condition of minimum weight is equivalent to minimum volume. The essential characteristics of plastic design are that it provides a first approximation to the behaviour of structural materials beyond their elastic range and provides a more realistic model for the behaviour of ductile materials. The
minimum weight solutions are based on the plastic collapse theorems $[1-3]$ where the geometrical changes of the body prior to and during the initial stages of collapse are neglected. They are valid for the initial motion of rigid perfectly plastic materials. The basic assumptions are:
(a) collapse occurs at constant load and at constant stress;
(b) plastic strains only take place.

These are equivalent to the following collapse theorems.
(1) Upper bound theorem

If an equilibrium distribution of stress exists which is everywhere below yield, then the structure will be safe against collapse at the given loads.
(2) Lower bound theorem

Collapse occurs when the rate at which the design loads do work exceeds the rate of internal plastic energy dissipation.

The yield condition for the structure is assumed to be of the form

$$
\begin{equation*}
f\left(\sigma_{i j}\right)=k^{2} \tag{1.1}
\end{equation*}
$$

The material behaves elastically for $f<k^{2}$ and plastic flow occurs when $f=k^{2}$. Stress fields for which $f>k^{2}$ are inadmissible. The yield condition defines a yield surface in stress space where the
components of stress $\sigma_{i j}$ are used as rectangular cartesian coordinates. The plastic strain rate tensor is then given by the external normal to the yield surface

$$
\begin{equation*}
e_{i j}(p)=\lambda \frac{\partial f}{\partial \sigma_{i j}} \tag{1.2}
\end{equation*}
$$

where $\lambda$ is a small positive constant. At singular points there is no unique normal and the strain rates lie within the cone bounded by the normals to the yield surface at adjacent points. The dissipation rate per unit volume is given by

$$
D\left(e_{i j}\right)=\sigma_{i j} e_{i j}^{*}
$$

where the strain rates treated as purely plastic are defined by

$$
e_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)
$$

where the $u_{i}$ are velocities defining a compatible deformation field. The dissipation function can also be written in the equivalent form

$$
D=\sum Q_{i} q_{i}
$$

where $Q_{i}$ are the generalised stresses corresponding to the generalised strains $q_{i}$. For admissible structures, the lower bound theorem gives

$$
\int_{S} T_{i} u_{i} d S+\int_{V} F_{i} u_{i} d V \leqslant \int_{V} D\left(e_{i j}^{(p)}\right) d V
$$

where rate of internal energy dissipation arises purely from the plastic strain rates.

[^0]So that,

$$
\begin{equation*}
\int_{V} \Delta\left(u_{i}\right) d V \geqslant \int_{S} T_{i} u_{i} d S \tag{1.3}
\end{equation*}
$$

where

$$
\Delta\left(u_{i}\right)=D\left(e_{i j}^{(p)}\right)-F_{i} u_{i}
$$

The surface $S$ can be written in the form

$$
S=S_{T}+S_{U}
$$

where

$$
\begin{aligned}
S_{T}= & \text { part of the surface on which the non-vanishing } \\
& \text { surface tractions } T_{i} \text { are prescribed } \\
S_{U}= & \text { part of the surface on which the velocity } u_{i} \\
& \text { vanishes. }
\end{aligned}
$$

Hence,

$$
\int_{S} T_{i} u_{i} d S=\int_{S_{T}} T_{i} u_{i} d S
$$

For a structure on the verge of collapse

$$
\int_{V_{c}} \Delta\left(u_{i}^{(c)}\right) d V=\int_{S_{T}} T_{i} u_{i}^{(c)} \mathrm{dS}
$$

For any other admissible structure $\mathrm{V}_{\mathrm{S}}$

$$
\int_{V_{s}} \Delta\left(u_{i}^{(c)}\right) d V \geqslant \int_{S_{T}} T_{i} u_{i}^{(c)} \mathrm{dS}
$$

This implies

$$
\int_{V_{s}} \Delta\left(u_{i}^{(c)}\right) d v \geqslant \int_{V_{c}} \Delta\left(u_{i}^{(c)}\right) d v
$$

Let $\Delta\left(u_{i}{ }^{(c)}\right)=$ constant throughout the bounding volume. This means

$$
v_{s} \geqslant v_{c}
$$

and

$$
\begin{equation*}
v_{c}=v_{m} \tag{1.4}
\end{equation*}
$$

where $\mathrm{V}_{\mathrm{m}}$ is the absolute minimum volume. Therefore a structure designed for such a continuous collapse mode will be of minimum weight. Some applications of the condition $\Delta=$ constant, are considered below. Consider first the minimum weight solutions for a circular disc [4] for which the inner radius $a_{1}$ is assumed stress-free while the outer radius $a_{m}$ is subjected to a tensile load $T$ per unit circumferential length. The material is assumed to obey the Tresca maximum shear condition (Figure 1.1a)

$$
\begin{equation*}
\max \left(\left|\sigma_{r}\right|,\left|\sigma_{\theta}\right|,\left|\sigma_{r}-\sigma_{\theta}\right|\right)=\sigma_{0} \tag{1.5}
\end{equation*}
$$

where $\sigma_{0}=$ yield stress.
The equation of dynamic equilibrium is given by [136]

$$
\begin{equation*}
\frac{d}{d r}\left(h \sigma_{r}\right)+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h=0 \tag{1.6}
\end{equation*}
$$

where $\omega$ is the angular velocity. This equation has been derived on the assumption of radially symmetric plane stress. This simplifying assumption in which the influence of the shear stresses have been
disregarded is sufficiently accurate if the thickness does not vary too abruptly and does not become too large in comparison with the diameter. The plastic minimum weight condition becomes

$$
\begin{equation*}
\Delta \equiv \sigma_{\mathbf{r}} \mathbf{e}_{\mathbf{r}}+\sigma_{\theta} \mathbf{e}_{\theta}-\rho \omega^{2} \mathbf{r u}=\text { constant } \tag{1.7}
\end{equation*}
$$

where the strain rates $e_{r}, e_{\theta}$ are given in terms of the radial velocity $u$ by the relationships

$$
\left.\begin{array}{l}
\mathbf{e}_{\mathbf{r}}=\frac{\mathrm{du}}{\mathrm{dr}}  \tag{1.8}\\
\mathbf{e}_{\theta}=\frac{\mathbf{u}}{\mathbf{r}}
\end{array}\right\}
$$

The stress state cannot lie on the sides $A F$ or $C D$ because the normality condition (1.2) requires $e_{r}=0, e_{\theta}=\lambda$ and condition (1.7) cannot be satisfied in view of (1.8). Sides BC, FE are also prohibited because $e_{\theta}=0$ and this implies $u=0$. The normality condition for sides $A B$, ED gives

$$
\left.\begin{array}{rl}
\mathbf{e}_{\mathbf{r}} & =-\mathbf{e}_{\theta}  \tag{1.9}\\
\left|\sigma_{\mathbf{r}}-\sigma_{\theta}\right| & =\sigma_{0}
\end{array}\right\}
$$

From (1.7)

$$
\begin{equation*}
k e_{r}-\rho \omega^{2} r u=\text { constant } \quad\left(k= \pm \sigma_{0}\right) \tag{1.10}
\end{equation*}
$$

From (1.8, 1.9)

$$
\begin{equation*}
\mathbf{u}=\frac{\mathrm{A}}{\mathbf{r}} \tag{1.11}
\end{equation*}
$$

where $A$ is a constant of integration. From equations (1.10, 1.11)

$$
\mathbf{e}_{\mathbf{r}}=\mathrm{B} \quad \text { (constant) }
$$

Therefore from (1.8)

$$
\begin{equation*}
\mathbf{u}=\mathrm{Br}+\mathrm{C} \tag{1.12}
\end{equation*}
$$

where $C$ is a constant of integration. Equations (1.11, 1.12) lead to a contradiction. Therefore the solutions must lie at the vertices of the hexagon. The corners $A, D$ are not permissible because $\sigma_{r}=0$ and equation (1.6) gives $h=0$. The stresses everywhere are tensile so that the vertices $B, C$ are prohibited. The vertex $E$ is also inadmissible as it gives a negative radial velocity at the inner radius al. Therefore the remaining vertex $F$ must define the solution

$$
\sigma_{\mathbf{r}}=\sigma_{\theta}=\sigma_{0}
$$

Substituting this in (1.6) and using the loading condition at $r=a_{m}$ gives

$$
h .=\frac{T}{\sigma_{o}} \exp \frac{\rho \omega^{2}}{2 \sigma_{o}}\left(a_{m}^{2}-r^{2}\right)
$$

The condition $\sigma_{r}=0$ at $r=a_{1}$ can be satisfied by defining the optimal thickness as follows (Figure 1.1b)

$$
\left.\begin{array}{rlrl}
h(r) & =\frac{T}{\sigma_{0}} \exp \frac{\rho \omega^{2}}{2 \sigma_{0}}\left(a_{m}^{2}-r^{2}\right) & a_{2}<r \leqslant a_{m}  \tag{1.13}\\
& =b_{1} & & a_{1} \leqslant r \leqslant a_{2}
\end{array}\right\}
$$

where $b_{l}$ is some specified upper bound on the thickness and the radius $a_{2}$ is to be determined. The stresses within the region $a_{1} \leqslant r \leqslant a_{2}$ are represented by points on the side $A F$ of the hexagon for which $\sigma_{\theta}=\sigma_{0}, 0 \leqslant \sigma_{r}<\sigma_{0}$, so that equation (1.6) becomes on
simplification

$$
\begin{equation*}
\sigma_{r}=\frac{1}{r}\left[\sigma_{0}\left(r-a_{1}\right)-\frac{1}{3} \rho \omega^{2}\left(r^{3}-a_{1}^{3}\right)\right] \tag{1.14}
\end{equation*}
$$

The radial load at $a_{1}$ is continuous, therefore

$$
b_{1}\left(\sigma_{r}\right)_{r=a_{2}-0}=h\left(a_{2}+0\right) \sigma_{0}
$$

and

$$
\begin{equation*}
\frac{b_{1}}{a_{2}}\left[\sigma_{0}\left(a_{2}-a_{1}\right)-\frac{1}{3} \rho \omega^{2}\left(a_{2}^{2}-a_{1}^{3}\right)\right]=T \exp \frac{\rho \omega^{2}}{2 \sigma_{0}}\left(a_{m}^{2}-a_{2}^{2}\right) \tag{1.15}
\end{equation*}
$$

This equation can be used to determine the hub radius $a_{2}$. The thickness is discontinuous at $a_{2}$. The analysis can be extended to include a thickness distribution of the form

$$
\left.\begin{array}{rlrl}
h(r) & =b_{1} & & a_{1} \leq r \leq a_{2} \\
& =h_{0} \exp \left(\frac{-\rho \omega^{2}}{2 \sigma_{0}} r^{2}\right) & & a_{2}<r<a_{m-1}  \tag{1.16}\\
& =b_{m} & & a_{m-1} \leq r \leq a_{m}
\end{array}\right\}
$$

where $b_{1}, b_{m}, a_{1}, a_{m}, a_{m-1} h_{0}$ are constants, $b_{1}, b_{m}$, being the thickness at the inner and outer radii respectively assumed constant. The stresses at these edges are given by

where $s, S$ are constants.
$\qquad$

* A more general analysis based on limit theorems in the presence of side constraints is given by Kowlowski and Mroz [226]

The calculation of $a_{2}$ proceeds along lines similar to that considered earlier. A point $r_{0}$ is first considered where $a_{1}<r_{0}<a_{2}$, such that $\sigma_{r} \leqslant 0$ in $a_{1} \leqslant r \leqslant r_{0}$ and $\sigma_{r} \geqslant 0$ in $r_{0} \leqslant r \leqslant a_{2}$.

Let $r_{0}$ be the radius at which $\sigma_{r}=0$. The stress states within the region $r_{0} \leqslant r \leqslant a_{2}$ are represented by points on the side FA of the hexagon where

$$
\left.\begin{array}{l}
\sigma_{\theta}=\sigma_{0}  \tag{1.18}\\
0 \leq \sigma_{r} \leq \sigma_{0}
\end{array}\right\}
$$

Solving the differential equation (1.6) gives

$$
\begin{equation*}
\sigma_{r}=\sigma_{0}\left(1-\frac{r_{0}}{r}\right)-\frac{\rho \omega^{2} r^{2}}{3}\left(1-\frac{r_{0}^{3}}{r^{3}}\right) \quad \text { when } \quad r_{0} \leqslant r \leqslant a_{2} \tag{1.19}
\end{equation*}
$$

Again, $\sigma_{\theta}-\sigma_{r}=\sigma_{0}$ where $a_{1} \leqslant r \leqslant r_{0}$

This corresponds to stress states on the branch BA of the hexagon.
Solving (1.6) using the condition $\sigma_{r}=s$ at $r=a_{l}$ gives

$$
\begin{equation*}
s=\sigma_{0} \ln \frac{a_{1}}{r_{0}}-\frac{\rho \omega^{2}}{2}\left(a_{1}^{2}-r_{0}^{2}\right) \tag{1.20}
\end{equation*}
$$

This equation enables $r_{0}$ to be calculated. The radial load at $a_{2}$ is continuous, which implies

$$
\mathrm{b}_{1}\left(\sigma_{\mathrm{r}}\right)_{\mathrm{a}_{2-0}}=\mathrm{h}\left(\mathrm{a}_{2}+0\right) \sigma_{0}
$$

From (1.16 , 1.19) ,

$$
\begin{equation*}
b_{1}\left[\sigma_{0}\left(1-\frac{r_{0}}{a_{2}}\right]-\frac{\rho \omega^{2}}{3 a_{2}}\left(a_{2}^{3}-r_{o}^{3}\right)\right]=h_{0} \sigma_{0} \exp \left\{-\frac{\rho \omega^{2}}{2 \sigma_{0}} a_{2}^{2}\right\} \tag{1.21}
\end{equation*}
$$

For $a_{m-1} \leqslant r \leqslant a_{m}$, the stress states are represented by points on the side AF .

$$
\left.\begin{array}{rl}
0 \leq \sigma_{r} & \leq \sigma_{0}  \tag{1.22}\\
\sigma_{\theta} & =\sigma_{0}
\end{array}\right\}
$$

Using (1.6) in conjunction with $\sigma_{r}=S$ at $r=a_{m}$ gives

$$
\begin{align*}
& \sigma_{r}=\sigma_{0}\left(1-\frac{a_{m}}{r}\right)+\frac{a_{m}}{r} S+\frac{\rho \omega^{2}}{3 r}\left(a_{m}^{3}-r^{3}\right), \\
& \text { when } a_{m-1} \leqslant r \leqslant a_{m} \tag{1.23}
\end{align*}
$$

The radial load at $r=a_{m-1}$ is continuous, therefore

$$
b_{m}\left(\sigma_{r}\right)_{a_{m-1+0}}=h\left(a_{m-1}-0\right) \sigma_{0}
$$

Hence,

$$
\begin{equation*}
b_{m}\left[\sigma_{0}\left(1-\frac{a_{m}}{a_{m-1}}\right)+\frac{a_{m}}{a_{m-1}} s+\frac{\rho \omega^{2}}{3 a_{m-1}}\left(a_{m}^{3}-a_{m-1}^{3}\right)\right]=\sigma_{0} h_{0} \exp \left\{\frac{-\rho \omega^{2}}{2 \sigma_{0}} a_{m-1}^{2}\right\} \tag{1.24}
\end{equation*}
$$

From (1.21, 1.24)

$$
\frac{b_{m}}{b_{1}} \frac{\sigma_{0}\left(1-\frac{a_{m}}{a_{m-1}}\right)+\frac{a_{m}}{a_{m-1}} s+\frac{\rho \omega^{2}}{3 a_{m-1}}\left(a_{m i}^{3}-a_{m-1}^{3}\right)}{\sigma_{0}\left(1-\frac{r_{0}}{a_{2}}\right)-\frac{\rho \omega^{2}}{3 a_{2}}\left(a_{2}^{3}-r_{0}^{3}\right)}=\exp \left(\frac{-\rho \omega^{2}}{2 \sigma_{0}}\right)\left(a_{m-1}^{2}-a_{2}^{2}\right)
$$

Equations ( $1.20,1.25$ ) enable $a_{2}$ to be determined. Some numerical computations based on this analysis are considered. The computations were performed for a standard turbine disc of the type
considered in this investigation. The results are summarised below:

DATA

$$
\begin{aligned}
& a_{1}=14 \cdot 0^{\prime \prime}, \quad a_{m}=32 \cdot 3^{\prime \prime}, \quad a_{m-1}=30 \cdot 3^{\prime \prime}, \quad b_{1}=9 \cdot 0^{\prime \prime} \\
& b_{m}=3 \cdot 0^{\prime \prime}, \quad m=7, \quad \rho=0 \cdot 283 \mathrm{lb} / \mathrm{in}^{3}, \quad \sigma_{0}=6 \times 10^{4} 1 \mathrm{~b} / \mathrm{in}^{2}
\end{aligned}
$$

TABLE 1

| RADIUS (ins) | OPTIMAL THICKNESS (ins) |
| :---: | :---: |
| $a_{2}=15.58$ | $7.053 \times 10^{-2}$ |
| 21.313 | $6.618 \times 10^{-2}$ |
| 22.813 | $6.487 \times 10^{-2}$ |
| 29.5 | $5.838 \times 10^{-2}$ |
| 30.3 | $5.755 \times 10^{-2}$ |

MINIMUM WEIGHT $=0.7463 \times 10^{3} \mathrm{lbs}$

The corresponding results based on an elastic analysis are also included in this chapter for purposes of comparative study. These optimal designs have been derived in the absence of side constraints. The modifications in the presence of side constraints are considered in Chapters 2 and 3. Further applications of the optimality condition $\Delta=$ constant are considered below. In the absence of body forces ( $\mathrm{F}_{\mathbf{i}}=0$ ) the minimum weight condition reduces to

$$
\Delta\left(u_{i}\right) \equiv D\left(e_{i j}\right)=\text { constant }
$$

This means that the designs must be based on a constant dissipation rate per unit volume over the entire structure.

For thin plates $[4,5]$, the dissipation rate is linear over the thickness, thus precluding the possibility of $D=$ constant everywhere. The strain rates are given by

$$
\mathbf{e}_{\alpha \beta}=\frac{2 z}{h} e_{\alpha \beta}^{o}
$$

where $z$ is measured from the undeformed middle surface and $e_{\alpha \beta}^{0}$ is the maximum value of the strain rate. The rate of internal energy dissipation is given by

$$
\begin{equation*}
D\left(e_{\alpha \beta}\right)=\frac{2|z|}{h} D^{0} \tag{1.26}
\end{equation*}
$$

Suppose the plate is on the verge of collapse under a transverse load $p$ per unit area. Therefore,

$$
\int_{A} \mathrm{pW}^{(c)} \mathrm{dA}=\int_{V} D\left(e_{\alpha B}\right) d V=\int_{A_{c}} \frac{2 D^{\circ}}{h} d A \int_{-h / 2}^{+h / 2}|z| d z=\int_{A_{c}} \frac{1}{2} D_{c}^{o} h_{c} d A
$$

This corresponds to the critical thickness $h=h_{c}$.
For a plate not on the verge of collapse

$$
\int_{\mathrm{A}} \mathrm{pW}{ }^{(\mathrm{c})} \mathrm{dA} \leqslant \int_{\mathrm{A}_{\mathrm{s}}} \frac{1}{2} \mathrm{D}_{\mathrm{s}}^{0} \mathrm{~h}_{\mathrm{s}} \mathrm{dA}
$$

Hence,

$$
\begin{equation*}
\int_{A_{c}} \frac{1}{2} D_{c}^{o} h_{c} d A \leqslant \int_{A_{s}} \frac{1}{2} D_{s}^{0} h_{s} d A \tag{1.27}
\end{equation*}
$$

Consider a small perturbation in the critical configuration

$$
\left.\begin{array}{l}
h_{s} \simeq h_{c}+\delta h  \tag{1.28}\\
A_{s} \simeq A_{c}
\end{array}\right\}
$$

From (1.26)

$$
\begin{equation*}
\frac{D_{s}^{o}}{D_{c}^{o}}=\frac{h_{s}}{h_{c}} \tag{1.29}
\end{equation*}
$$

From (1.27, 1.28), neglecting second order terms in $\delta h$

$$
\int_{A_{c}} D_{c}^{o} \delta h \mathrm{dA} \geqslant 0
$$

Suppose $D_{c}^{\circ}$ is a positive constant over $A$.
From (1.27),

$$
\int_{A_{c}} h_{c} d A \leqslant \int_{A_{s}} h_{s} d A
$$

Therefore plates which are compatible with a deflection rate for which $\mathrm{D}_{\mathrm{C}}^{\mathrm{o}}$ is a constant on the middle surface provide a relative minimum. An alternate formulation can be based on the bending moments $M_{\alpha \beta}$ and curvatures $k_{\alpha \beta}$ of the middle surface. The rate of dissipation per unit area is given by

$$
M_{\alpha \beta} k_{\alpha \beta}=\int_{-h / 2}^{h / 2} D d z=\frac{1}{2} D^{o} h
$$

Therefore the condition for a relative minimum becomes

$$
\begin{equation*}
\frac{M_{\alpha \beta} k_{\alpha \beta}}{h}=\text { constant } \tag{1.30}
\end{equation*}
$$

This result was derived independently by Freiberger and Tekinalp [6] using the calculus of variations. The latter approach required far greater effort and there was no real indication that the solutions corresponded to an actual minimum.

They considered the case of a simply supported thin circular plate under a transverse load $p(r)$. The generalised stresses were the principal bending moments $M_{r}, M_{\theta}$ while the generalised strain rates were the curvatures $k_{r}, k_{\theta}$, in the radial and circumferential directions respectively. On account of radial symmetry these variables are functions of radial distance only. The equations of equilibrium were given by

$$
\begin{equation*}
\frac{d}{d r}\left(r M_{r}\right)-M_{\theta}+\int_{0}^{r} r p(r) d r=0 \tag{1.31}
\end{equation*}
$$

The yield condition for the plate was given by

$$
\begin{equation*}
F\left(M_{r}, M_{\theta}\right)=M_{0}^{\frac{1}{2}} \tag{1.32}
\end{equation*}
$$

where $M_{o}$ is the fully plastic moment of theplate defined by

$$
M_{0}=\int_{-h / 2}^{h / 2}|z| \sigma_{0} d z=\frac{1}{4} \sigma_{0} h^{2}
$$

where $\sigma_{0}$ is the yield stress in simple tension or compression. The function $F$ was assumed to be continuously differentiable and homogeneous of order $\frac{1}{2}$ in $M_{r}, M_{\theta}$. The weight of the plate is proportional to

$$
\begin{equation*}
W=\int_{0}^{R} r M_{o}^{\frac{1}{2}} d r \tag{1.33}
\end{equation*}
$$

where $R$ is the radius of the plate. The minimum weight solutions are obtained by minimising (1.33), subject to the constraint conditions (1.31, 1.32). These are provided by the Euler-Lagrange equations which give on simplification

$$
\begin{equation*}
\frac{\mathrm{D}}{\mathrm{~h}}=\text { constant } \tag{1.34}
\end{equation*}
$$

where $D$ is the rate of energy dissipation per unit area defined by

$$
D=M_{r} k_{r}+M_{\theta} k_{\theta}
$$

where

$$
\begin{aligned}
& \mathbf{k}_{r}=-\frac{\mathrm{d}^{2} W}{\mathrm{dr}^{2}}=\lambda \frac{\partial \mathrm{F}}{\partial M_{r}} \\
& \mathbf{k}_{\theta}=-\frac{i}{\mathrm{r}} \frac{\mathrm{dW}}{\mathrm{dr}}=\lambda \frac{\partial F}{\partial M_{\theta}}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
D=\lambda\left(M_{r} \frac{\partial F}{\partial M_{r}}+M_{\theta} \frac{\partial F}{\partial M_{\theta}}\right)=\lambda \cdot \frac{1}{2} F=\frac{1}{2} \lambda M_{0}^{\frac{1}{2}} \tag{1.35}
\end{equation*}
$$

Equation (1.34) was derived on the assumption of a smooth yield surface. Therefore the analysis is applicable to the Von Mises yield condition but not to the Tresca yield condition. Equations (1.33, 1.35) indicate that for each plate element at collapse, the weight is proportional to the dissipation rate. This is a generalisation of a result obtained by Foulkes [7] for structural frames. The minimum weight solutions for the Tresca yield condition have been derived by Hopkins and Prager $[8,9]$ using the concept of a hinge circle [10] to show that the radial and circumferential bending
moments at each point are equal to the fully plastic bending moment at that point.

$$
\begin{equation*}
M_{r}=M_{\theta}=M_{0}(r)=\frac{1}{4} \sigma_{0} h^{2}(r) \tag{1.36}
\end{equation*}
$$

This corresponds to the stress state represented by the point $F$ of the Tresca hexagon (Figure 1.1a).

The concept of a hinge circle is a generalisation of the concept of a plastic hinge used in the theory of the plastic analysis of beams and frames. Substituting (1.36) in (1.31) gives

$$
\begin{equation*}
\frac{d}{d r}\left(r M_{0}\right)-M_{0}+\int_{0}^{r} r p(r) d r=0 \tag{1.37}
\end{equation*}
$$

where $M_{0}(R)=0$ theplate being assumed to be simply supported at the outer edge. Therefore for a uniform pressure $p$ this gives on integration

$$
M_{0}(r)=\frac{\mathrm{pR}^{2}}{4}\left(1-\frac{\mathrm{r}^{2}}{\mathrm{R}^{2}}\right)
$$

Therefore the optimal thickness is given by

$$
\begin{equation*}
h(r)=R\left(\frac{P}{\sigma_{0}}\right)^{\frac{1}{2}}\left(1-\frac{r^{2}}{R^{2}}\right)^{\frac{1}{2}} \tag{1.38}
\end{equation*}
$$

This plate design theory has seen significant improvements and modifications in recent years, details of which are given in references $[11,12,196]$. Megarefs [106-108] gives a comprehensive analysis of minimum weight plate theory based on the Tresca condition.

For shells $[13,14]$ condition (1.34), becomes $D / h=$ constant where $h$ is now the thickness of the face sheets gives an absolute minimum weight solution. This result can also be derived using the
calculus of variations $[15,16]$. This section on optimal plastic design is concluded by a brief discussion of the design of beams and frames. They are based on the limit theorems given at the beginning of this section. The minimum weight design of continuous beams and frames which derive their strength from a bending action is based on the concept of a plastic hinge and is characterised by a finite number of design variables. A linear relationship between bending moment and curvature is assumed for small values of the curvature. As the curvature is increased the bending moment tends to a maximum limiting value called the fully plastic moment and a plastic hinge is formed at the cross section where the bending moment attains this critical value. A plastic hinge allows a finite change of slope to occur at the place where it forms. The structure collapses when a sufficient number of hinges have formed to transform the structure, or any part of it, into a mechanism. This represents a deformation field corresponding to rotation at the hinges. The design is based on the assumption of a linear relationship between the weight per unit length ( m ) and the fully plastic moment M

$$
m=a+b M
$$

where $\mathrm{a}, \mathrm{b}$ are constants over the entire frame. Therefore the total weight of the frame is given by

$$
a \sum_{i} l_{i}+b \sum_{i} l_{i} M_{i}
$$

where $\ell_{i}$ is the length of the $i^{\text {th }}$. structural member and $M_{i}$ is its fully plastic moment. Theproblem is that of minimising the weight
function $G$ defined by

$$
\begin{equation*}
G=\sum_{i} M_{i} \ell_{i} \tag{1.39}
\end{equation*}
$$

where the constraint conditions are provided by the second collapse theorem

$$
\mathrm{W} \leqslant \sum_{i} \mathrm{M}_{i} \theta_{i} \quad \cdot\left(\theta_{i}=\text { hinge rotation }\right)
$$

where $W$ is the work done by the applied loads, the right hand side representing the rate of internal energy dissipation at the plastic hinges. Hence,

$$
\sum_{i} a_{i} M_{i} \geqslant 1
$$

where

$$
a_{i}=\frac{\theta_{i}}{W}
$$

Therefore the behaviour characteristics of the frame are described by linear inequalities of the form

$$
\begin{equation*}
\sum_{i} a_{j i} M_{i} \geqslant 1 \quad j \varepsilon J \tag{1.40}
\end{equation*}
$$

where $J$ is the set of all possible collapse mechanisms. Therefore the problem of minimising (1.39) when the non-negative variables $M_{i}$ satisfy the constraint conditions (1.40) constitutes a linear programming problem.

Foulkes $[7,17,18]$, Chan $[198]$ have derived necessary and sufficient conditions for a minimum weight solution by representing the collapse mechanisms in a hyperspace whose coordinate axes are the fully plastic
moments. The inequalities (1.40) define a polyhedron dividing the hyperspace into a feasible and a nonfeasible region. The minimum weight solutions lie at the vertices where the constant weight hyperplanes (1.39) touch the feasible region.

Methods of solution to the linear programming problem include: the method of inequalities developed by Neal and Symonds [19] for determining the load-carrying capacity of a frame. The method consists in the successive elimination of redundant variables and was applied by Heyman $[20,21]$, Livesley [22] to the design of frames subject to single and multiple load conditions. Livesley [23] and Toakley [24] have proposed a modified simplex method of solution which is suitable for programming on a digital computer. Livesley starts from an initial trial design and uses a steepest descent technique to reach a vertex of the constraint set. The method then moves from vertex to vertex until a minimum is attained. Toakley, on the other hand, uses the dual simplex algorithm to obtain his solutions. Prager [25] uses network theory [26], and has also considered a weight function given by [27]

$$
\begin{equation*}
G=\sum_{i} \ell_{i} M_{i}^{\alpha} \tag{1.41}
\end{equation*}
$$

where $\alpha$ is a positive exponent less than unity. . This means that the function $G$ is convex in the variables $M_{i}$ and the problem of minimising (1.41) subject to the linear constraints (1.40) constitutes a convex programming problem. The weight contours are convex surfaces in the plastic moment space and the optimal design lies at a vertex of the constraint set where the tangent hyperplane to the weight contour
contains the collapse mechanism associated with the vertex. Similar problems have been investigated by Chires [28], and Chan [199], amongst others. Brotchie [29] and Cohn [35] have discussed the practical design considerations involved in these minimum weight design problems.

The minimum weight design of beams of variable cross-section is based on a deflection shape which gives a constant rate of curvature $[30,31]$. Gross and Prager $[32,33]$ have used this result to design beams under a single moving load assuming piecewise linear variation of the plastic moment along the length of the beam, thereby reducing the problem to a linear programming problem. Save and Prager [34] have extended the analysis to beams under the combined action of fixed and moving loads. More powerful procedures applicable to a wider class of problems have been developed by Megarefs and Sidhu [109], Gjelsrik [230], based on a different minimality criterion. The volume was expressed as a functional of the bending moment, giving rise to a variational problem.

### 1.4 ELASTIC DESIGN

Elastic minimum weight design is based on the assumption that the optimum lies at the intersection of the behaviour constraints in the absence of side constraints. Such problems include the design of aerospace structures with buckling constraints, and the design of discs, plates, pressure vessels and so on where the solutions have been based on the assumption that the material is everywhere at the yield stress. The presence of side constraints restricts the
design variables to vary within specified bounds, the minimum weight solutions being based on the methods of nonlinear programming. A fully automated synthesis technology has been developed by Schmit and his associates [65-74] for such problems where they use a combination of steepest descent and random search procedures for the exploration of the feasible regions of design space. Modifications of these procedures have been applied by Gellatly and Gallagher $[82,83,97]$, Best [84], and de Silva [179] amongst others to structural optimization problems. Taylor [90], Turner $[85,86]$, Zarghamee $[87,8 \overline{8}]$ and de Silva [235] have used variational techniques to study the design vibrational characteristics of such problems. Recently the penalty function concept of nonlinear programming has been introduced into the structural optimization area to transform a constrained problem into a series of unconstrained optimization problems, which are solved using the minimisation techniques of Rosenbrock, Powell, Nelder-Mead and Davidon-Fletcher-Powell [80].

The introductory stages of this section sketch the historical development of optimal elastic design, followed by the modern nonlinear programming treatment of the subject.

The classical theory of elastic design was formulated by Michell [36], in 1904 for the minimum weight design of statically determinate structures under a single load condition. According to him, the weight of a structure is a minimum when the space which it occupies can be subjected to a virtual deformation such that the strain in the direction of each member is $\pm e(e>0)$ where the sign agrees with that of the end load carried by the member. No other member is to have an
extension or compression numerically greater than $e$.
The deformation field which extends over the whole region of space occupied by the structure is characterised by an orthogonal system of curves along which the members of the optimal design lie. These curves remain orthogonal after the deformation and are lines of constant principal strain equal to $\pm$. For two-dimensional problems this condition is identical to that governing the slip lines for two-dimensional perfectly plastic flow [37,40]. Using this analogy ${ }^{*}$, Hemp $[38,200]$ and Chan $[39,41]$ have made a comprehensive study of the Michell theory using the methods of linear programming to determine the optimal design. Schmidt [42] has extended the theory to problems with multiple load conditions, where optimal design is based on the assumption that each member of the structure reaches its maximum allowable stress in at least one load condition. Cox [43-46] has applied the fully stressed design criterion of the theory to the design of beams and frames. For statically indeterminate problems [47-49] a solution is obtained only after a sufficient number of redundant members have been removed to give a statically determinate structure. Further applications to problems with creep and vibration conditions are given by Hegemier and Prager [50]. The minimum weight of structures subject to buckling constraints is attained when all the possible buckling modes occur simultaneously [51,52]. The condition that all the possible failure modes are equally likely to occur under a single load condition is satisfied in the absence of side constraints and enables the determination of as many optimal design variables as
there are failure modes. Gerard $[153,211]$, Lakshmikantham and Gerard [152] have made an extensive study of these design concepts as applied to aerospace vehicles based on cylindrical shell concepts. Reference [153] includes an extensive literature survey of minimal weight based on stability considerations.

Hilton and Feigen [53], Moses and Kinser [54] have considered optimal design from a probabilistic standpoint. The strength properties of the material and the structure and also the magnitude of the loads obey statistical laws. Knowing the distribution of these quantities, the form of structural members can be determined from conditions connected with the minimum volume for the prescribed safety of the entire structure. The solutions are based on the assumption of Gaussian distribution and concern problems with multiple load conditions.* Kalaba [55] has solved a similar problem using the dynamic, programming formalism of Bellman [56,57]. Further applications of the Bellman principle in the structural optimization area are given in $[58,59]$.

The optimal design of circular discs is now considered. The radial and tangential stresses are assumed to be everywhere equal to the critical stress [60],

$$
\sigma_{r}=\sigma_{\theta}=\sigma_{0} .
$$

This corresponds to a state represented by the point $F$ of the Tresca hexagon, Figure 1.1a.

[^1]From (1.6)

$$
\begin{equation*}
h=h_{o} \exp \left(-\frac{\rho \omega^{2} r^{2}}{2 \sigma_{o}}\right) \tag{1.42}
\end{equation*}
$$

when $h_{o}$ is a constant of integration. This result is of the same form as that derived for the plastic case (1.13). But the displacement for the elastic case is given by

$$
\left.\begin{array}{l}
\sigma_{r}=\frac{E}{1-v^{2}}\left(e_{r}+v e_{\theta}\right)  \tag{1.43}\\
\sigma_{\theta}=\frac{E}{1-v^{2}}\left(v e_{r}+e_{\theta}\right)
\end{array}\right\}
$$

where

$$
\left.\begin{array}{rl}
\mathbf{e}_{\mathbf{r}} & =\frac{\mathrm{du}}{\mathrm{dr}}  \tag{1.43a}\\
\vdots & =\frac{u}{r}
\end{array}\right\}
$$

where $E$ is Young's modulus and $v$ is the Poisson ratio for the material. These equations give

$$
\begin{equation*}
u=\frac{(1-v) \sigma_{0}}{\mathrm{E}} \mathrm{r} \tag{1.44}
\end{equation*}
$$

at the optimum. (Compare:
$u=\frac{C}{r}\left[\exp \frac{\rho \omega^{2}}{2 \sigma_{0}}\left(r^{2}-a_{2}^{2}\right)\left(1-\frac{2 \rho \omega^{2}}{2 \sigma_{0}} a_{2}^{2}\right)-1\right]$ for plastic analysis
based on a $\Delta=$ constant. This result is given in [4].)
As in the plastic case, the optimal thickness is assumed to be of the form

$$
\left.\begin{array}{rl}
h(r) & =b_{1} \\
& =h_{0} \exp \left(-\frac{\rho \omega^{2} r^{2}}{2 \sigma_{0}}\right)  \tag{1.45}\\
& =a_{1} \leq r \leq a_{2} \\
a_{2}<r<a_{m-1}
\end{array}\right\}
$$

where $b_{l}, b_{m}$ are constants, the boundary conditions being given by $\left(\sigma_{r}\right)_{a_{1}}=s<0,\left(\sigma_{r}\right)_{a_{m}}=S>0$. The problem is to determine the hub radius $a_{2}$, given $a_{1}, a_{m-1}, a_{m}$. The thickness is discontinuous at $r=a_{2}, a_{m-1}$.

For $a_{1} \leqslant r \leqslant a_{2}$, equations (1.6) give, in conjunction with (1.43)

$$
\begin{equation*}
u=C_{1} r+\frac{C_{2}}{r}-\frac{\rho}{8} \frac{\omega^{2}\left(1-v^{2}\right)}{E} r^{3} \tag{1.46}
\end{equation*}
$$

where $C_{1}, C_{2}$ are constants of integration. Substituting (1.46) in (1.43, 1.43a) gives on simplification

$$
\left.\begin{array}{c}
\sigma_{r}=\left(\frac{E C_{1}}{1-v}\right)-\left(\frac{E C_{2}}{1+v}\right) \frac{1}{\mathrm{r}^{2}}-\left(\frac{3+v}{8} \rho \omega^{2}\right) \mathrm{r}^{2}  \tag{1.47}\\
\sigma_{\theta}=\left(\frac{E C_{1}}{1-v}\right)+\left(\frac{E C_{2}}{1+v}\right) \frac{1}{\mathrm{r}^{2}}-\left(\frac{1+3 v}{8} \rho \omega^{2}\right) \mathrm{r}^{2}
\end{array}\right\}
$$

Elastic continuity conditions on radial load and displacement at a ${ }_{2}$ give
and

$$
\begin{gather*}
b_{1}\left(\sigma_{r}\right)_{a_{2}-0}=h\left(a_{2}+0\right) \sigma_{0} \\
c_{1} a_{2}+\frac{c_{2}}{a_{2}}-\frac{\rho}{8} \frac{\omega^{2}\left(1-\nu^{2}\right)}{E} a_{2}^{3}=\frac{(1-\nu)}{E} \sigma_{0} \cdot a_{2} \tag{1.48}
\end{gather*}
$$

The constants $C_{1}, C_{2}$ are eliminated using (1.47,1.48). This gives on simplification,

$$
\frac{\frac{\rho \omega^{2}}{4}\left(a_{2}^{2}-a_{1}^{2}\right)\left[\nu\left(a_{2}^{2}-a_{1}^{2}\right)-\left(a_{2}^{2}+3 \dot{a}_{1}^{2}\right)\right]+\sigma_{0}(1-\nu)\left(a_{2}^{2}-a_{1}^{2}\right)+2 s a_{1}^{2}}{(1-\nu) a_{2}^{2}+(1+\nu) a_{1}^{2}}=
$$

$$
\begin{equation*}
\frac{\sigma_{o}}{b_{1}} h_{o} \exp \left(-\frac{\rho \omega^{2}}{2 \sigma_{o}} a_{2}^{2}\right) \tag{1.49}
\end{equation*}
$$

Similarly continuity conditions at $a_{m-1}$ are given by

$$
\begin{gather*}
\frac{\frac{\rho \omega^{2}}{4}\left(a_{m}^{2}-a_{m-1}^{2}\right)\left[\nu\left(a_{m}^{2}-a_{m-1}^{2}\right)+\left(a_{m-1}^{2}+3 a_{m}^{2}\right)\right]-\sigma_{0}(1-v)\left(a_{m}^{2}-a_{m-1}^{2}\right)+2 S a_{m}^{2}}{(1-v) a_{m-1}^{2}+(1+\nu) a_{m}^{2}}= \\
\frac{\sigma_{0}}{b_{m}} h_{0} \exp \left(-\frac{\rho \omega^{2}}{2 \sigma 0} a_{m-1}^{2}\right) \tag{1.50}
\end{gather*}
$$

Eliminating $h_{o}$ from equations ( $1.49,1.50$ ) gives an equation for determining $a_{2}$. Some numerical computations for $a_{2}$ are given below, the data being the same as in Table 1 for the plastic case.

TABLE 2

| RADIUS (ins) | OPTIMAL THICKNESS (ins) |
| :---: | :---: |
| $a_{2}=16.46$ | $1.962 \times 10^{-1}$ |
| 21.313 | $1.857 \times 10^{-1}$ |
| 22.813 | $1.820 \times 10^{-1}$ |
| 29.5 | $1.638 \times 10^{-1}$ |
| 30.3 | $1.615 \times 10^{-1}$ |
| MINIMUM WEIGHT $=1.036 \times 10^{3} \mathrm{lbs}$ |  |

A comparison of Tables $(1,2)$ shows that the plastic optimal design is lighter than the corresponding elastic design. The optimal thickness (1.42) was calculated on the a priori assumption that the stress state was characterised by $\sigma_{r}=\sigma_{\theta}=\sigma_{0}$. As before, the stresses must satisfy (1.6) which was derived on the assumption of radially symmetric plane stress, whereby the axial and shear stresses were neglected. Ranta [63] has derived optimal designs on the assumption of rotationally symmetric stress in conjunction with the condition $\sigma_{r} / \sigma_{\theta}=$ constant at the optimum.

Tadjbakhsh $[61]$ has designed thin circular plates using the Tresca condition and assuming that at the optimum the plate begins to yield simultaneously along its top and bottom surfaces under the applied lateral pressure. The theory assumes rotational symmetry for which the equilibrium equation is given by

$$
\begin{equation*}
\frac{d}{d r}\left(r M_{r}\right)-M_{\theta}+\int_{a}^{r} r p(r) d r+v(a)=0 \tag{1.51}
\end{equation*}
$$

where $a$ is the inner radius of the plate and $V(a)$ is the shear force (compare with equation 1.31 for the plastic case).

The bending moments $M_{r}, M_{\theta}$ are given by

$$
\left.\begin{array}{l}
M_{r}=\frac{E h^{3}(r)}{12\left(1-v^{2}\right)}\left(\frac{d^{2} W}{d r^{2}}+\frac{v}{r} \frac{d W}{d r}\right)  \tag{1:52}\\
M_{\theta}=\frac{E h(r)}{12\left(1-v^{2}\right)}\left(v \frac{d^{2} W}{d r^{2}}+\frac{1}{r} \frac{d W}{d r}\right)
\end{array}\right\}
$$

and the bending stresses are given by

$$
\left.\begin{array}{l}
\sigma_{r}=\frac{E z}{1-v^{2}}\left(\frac{d^{2} W}{d r^{2}}+\frac{v}{r} \frac{d w}{d r}\right)  \tag{1.53}\\
\sigma_{\theta}=\frac{E z}{1-v^{2}}\left(v \frac{d^{2} W}{d r^{2}}+\frac{1}{r} \frac{d w}{d r}\right)
\end{array}\right\}
$$

Optimal design is based on the condition

$$
\begin{equation*}
\left|\sigma_{r}-\sigma_{\theta}\right|_{z= \pm h / 2}=\sigma_{0} \tag{1.54}
\end{equation*}
$$

and on substituting (1.53) in (1.54)

$$
\begin{equation*}
\mathrm{hr} \frac{\mathrm{~d}}{\mathrm{dr}}\left(\frac{1}{r} \frac{\mathrm{dw}}{\mathrm{dr}}\right)=\frac{2(1+v)}{\mathrm{E}} \mathrm{k} \tag{1.55}
\end{equation*}
$$

where

$$
k= \pm \sigma_{0}
$$

Substituting (1.52) in (1.51) and simplifying

$$
\left.r \frac{d}{d r}\left(r h^{3} \frac{d^{2} W}{d r^{2}}\right)+\left(v r \frac{d h^{3}}{d r}-h^{3}\right) \frac{d w}{d r}=\frac{-12\left(1-v^{2}\right) r}{E} \iint_{a}^{r} r p(r) d r+V(a)\right)
$$

Equations (1.55, 1.56) constitute a set of nonlinear differential equations for the optimal thickness. Solutions of these equations for particular boundary conditions are given in $[61]$.

An alternative derivation has been given by Huang [62] based on the elastic analogue of equation (1.34):

$$
\frac{\mathrm{U}}{\mathrm{~h}}=\text { constant }
$$

where $U$ is the strain energy per unit area of the plate given by

$$
\mathrm{U}=\frac{E h^{3}}{12\left(1-v^{2}\right)}\left[\left(\frac{\mathrm{d}^{2} W}{d r^{2}}+\frac{1}{r} \frac{d w}{d r}\right)^{2}-\frac{2(1-v)}{r} \frac{d^{2} W}{d r^{2}} \frac{d w}{d r}\right]
$$

From the optimality condition

$$
\begin{equation*}
\frac{E h^{2}}{12\left(1-v^{2}\right)}\left[\left(\frac{d^{2} W}{d r^{2}}+\frac{1}{r} \frac{d w}{d r}\right)^{2}-\frac{2(1-v)}{r} \frac{d^{2} W}{d r^{2}} \frac{d w}{d r}\right]=C \tag{1.57}
\end{equation*}
$$

For simplicity, take $V(a)=0$ and the pressure $p$ to be uniform. Hence, from the principle of virtual work

$$
\begin{align*}
\text { Work done } & =\frac{1}{2} \pi\left(R^{2}-a^{2}\right) \mathrm{p} \bar{W} \\
& =\int_{a}^{R} U \cdot(2 \pi r d r) \\
& =2 \pi C \int_{a}^{R} h r d r \\
& =C V \tag{1.58}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathrm{R}=\text { outer radius } \\
& \mathrm{V}=\text { volume of plate } \\
& \overline{\mathrm{W}}=\frac{2}{\mathrm{R}^{2}-\mathrm{a}^{Z}} \int_{\mathrm{a}}^{\mathrm{R}} \mathrm{Wr} \mathrm{dr}-\text { mean deflection }
\end{aligned}
$$

Eliminating $C$ from (1.57, 1.58) gives the central equation for this formulation. Full details of the approach are given in [62].

For pressure vessels, the equilibrium equations are given by
Lakshmikantham and Gerard [64]

$$
\left.\begin{array}{rl}
\frac{\sigma_{1} h}{R_{1}}+\frac{\sigma_{2} h}{R_{2}} & =p  \tag{1.59}\\
\sigma_{2} & =\frac{p R_{1}}{2 h}
\end{array}\right\}
$$

when $\sigma_{1}, \sigma_{2}=$ principal circumferential and meridianal stresses $R_{1}, R_{2}=$ radii of curvature in the circumferential and meridianal planes
p. = internal pressure
$h=$ thickness of the she ${ }_{1} 1$

These have been derived on the assumption that the shell thickness is small compared to the radii of curvature and neglecting the effects of gravity.

From (1.59)

$$
\sigma_{1}=\frac{\mathrm{pR}_{1}}{2 h}\left(2-\frac{\mathrm{R}_{1}}{\mathrm{R}_{2}}\right)
$$

The minimum weight analysis is based on the Tresca condition and for purposes of simplicity it is assumed $\sigma_{3}=0, \sigma_{1} \geqslant 0, \sigma_{1} \geqslant \sigma_{2} \geqslant 0$. Therefore the optimal design lies on the branch EF of the hexagon (Figure 1.1a).

$$
\sigma_{1}=\sigma_{0}
$$

and the optimal thickness is given by

$$
\begin{equation*}
h=\frac{\mathrm{pR}_{1}}{2 \sigma_{o}}\left(2-\frac{\mathrm{R}_{1}}{\overline{\mathrm{R}}_{2}}\right) \tag{1.60}
\end{equation*}
$$

Further results on the optimal design of pressure vessels are given in [222]. Schmit et al $[65-74]$ have formulated an automated synthesis capability for the weight minimisation of structures based on the methods of nonlinear programming. The weight is assumed to be a single valued differentiable function $W\left(x_{1}, \ldots, x_{m}\right)$ in the $m$ design variables which define a point in an m-dimensional design space where each dimension represents a design variable. The weight contours
$W\left(x_{1}, \ldots, x_{m}\right)=C$ generate family of hypersurfaces in design space for different values of the parameter $C$.

The side constraints usually arise from considerations of analysis limitations, compatibility constraints and fabrication limitations and are expressible in the form

$$
L_{j} \leqslant x_{j} \leqslant U_{j} \quad \text { for } j=1,2, \ldots, m
$$

where the bounds $L_{j}, U_{j}$ are either constants or functions of the other variables. In vector notation these inequalities become

$$
\begin{equation*}
\underline{L} \leqslant \underline{x} \leqslant \underline{U} \tag{1.61}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\underline{x}=\left(x_{1}, \ldots, x_{m}\right) \\
\underline{\underline{L}}=\left(L_{1}, \ldots, L_{m}\right) \\
\underline{U}=\left(U_{1}, \ldots, U_{m}\right)
\end{array}\right\}
$$

A design-satisfying condition (1.61) is said to be feasible with respect to the side constraints. The response characteristics of the system are determined by the behaviour variables which relate the design variables and the design requirements to the response of the system. The behaviour variables for a framed structure are typically of the form

$$
\underline{B F}(x)=\left(\sigma_{1}, \ldots, \sigma_{p} ; \delta_{1}, \ldots, \delta_{q}\right)
$$

where $\sigma_{1}, \ldots, \sigma_{p}$ are the stresses and $\delta_{1}, \delta_{2}, \ldots, \delta_{q}$ the deflections at nodal points of the structure. The behaviour variables for structures subject to multiple load conditions are represented by matrices. For example, the behaviour variables for $k$ load conditions
are given by


The behaviour constraints can be expressed in the form

$$
\begin{equation*}
\underline{L}^{*} \leqslant \underline{B F}(x) \leqslant \underline{U}^{*} \tag{1.63}
\end{equation*}
$$

and a design satisfying condition (1.63) is said to be feasible with respect to the behaviour constraints.

The weight minimisation problem can therefore be formulated as follows:

Given matrices $\underline{L}, \underline{U}, \underline{L}^{*}, \cdot \underline{U}^{*}$, determine a design which satisfies the conditions
(a) $\mathrm{L} \leqslant \mathrm{x} \leqslant \underline{\mathrm{U}}$
(b) $\underline{L}^{*} \leqslant \underline{B F}(\mathrm{x}) \leqslant \underline{U}^{*}$
and minimises the weight $W(x)$.
This constitutes a nonlinear programming problem - the minimisation of a general function subject to nonlinear inequality constraints. The behaviour and side constraints are represented by hypersurfaces in design space and the complete set of these individual constraint surfaces considered collectively forms a composite constraint surface dividing the design space into a feasible region and a nonfeasible
region. Designs above the composite surface are feasible designs and correspond to designs feasible with respect to both behaviour and side constraints. Designs below this surface are nonfeasible designs and correspond to regions of constraint violation. Designs on the composite surface are said to be boundary designs and correspond to critical designs on the verge of failure. The minimum weight solutions usually, but not necessarily, lie on the composite surface at the intersection of individual contributing constraint surfaces. But it is equally possible for the solutions to lie on the composite surface where the lowest weight contour touches a single contributing surface. The synthesis starts from an initial feasible design and generates steepest descent motion defined by

$$
\begin{equation*}
\underline{x}^{(q+1)}=\underline{x}^{(q)}+t^{(q)} \psi^{(q)} \quad q=0,1, \ldots \tag{1.64}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{x}^{(q)}={\left(x_{1}^{(q)}, \ldots \ldots, x_{m}^{(q)}\right) \quad \begin{array}{l}
\text { design point at } \\
q^{\text {th }} \text { iteration }
\end{array}}_{\Psi^{(q)}=\frac{-\underline{\nabla} W\left(x^{(q)}\right)}{\left|\underline{\nabla} W\left(x^{(q)}\right)\right|} \quad \begin{array}{l}
\text { normalised steepest } \\
\text { descent vector }
\end{array}}^{t^{(q)}=\text { step length at } q^{\text {th }} \text { iteration }}
\end{aligned}
$$

The step length is defined by

$$
\begin{equation*}
t^{(q)}=2^{q} \varepsilon ; \quad E>0 \tag{1.65}
\end{equation*}
$$

where $\varepsilon$ is a predetermined increment. At each iteration the designs are checked against the behaviour and side constraints and if they
are found to be feasible, the step length is doubled and steepest descent motion continues until a constraint is encountered. The distance of travel back to the constraint is calculated by successively halving the step length until the design converges to a point on the constraint (to within a specified tolerance). Steepest descent motion is no longer possible without piercing the constraint surface and an alternative procedure was devised by Schmit whereby the structure is redesigned at constant weight.

This was the method of alternate base planes [70] and was used to generate the directions of search along the constant weight contour through the current boundary point.

The basic steps of the algorithm are:
(a) Set $\mathrm{i}=1$
(b) Generate normalised directions of search

$$
\left.\begin{array}{rlrl}
\psi_{j}^{(i)} & =R_{j} /\left(\sum_{j \neq i}^{m} R_{j}^{2}\right)^{\frac{1}{2}} ; & j=1, \ldots, m ; j \neq i \\
& =0 & ; \quad j=i
\end{array}\right\}
$$

where $R_{j}$ are random numbers
(c) Calculate distances to the side constraints
$t_{j}{ }^{(i)}=\left(L_{j}-x_{j}\right) / \psi_{j}^{(i)} ; \quad j=1, \ldots, m ; j \neq i$
$t_{m+j}^{(i)}=\left(U_{j}-x_{j}\right) / \psi_{j}^{(i)} ; j=1, \ldots, m ; j \neq i$
where $x_{j}$ are coordinates of the boundary point and $L_{j}, U_{j}$ are assumed constant.

Define

$$
\begin{aligned}
& \lambda^{(i)}=\left\{\min t_{j} ; t_{j}>0, j=1, \ldots, 2 m, j \neq i\right\} \\
& \mu^{(i)}=\left\{\min \left|t_{j}\right| ; t_{j}<0, j=1, \ldots, 2 m, j \neq i\right\}
\end{aligned}
$$

(d) Proposed distance of travel in design space is given by

$$
\left.\begin{array}{rlrl}
t_{k}^{(i)} & =R_{k} \lambda^{(i)} ; & & k=1,2,3 \\
& =R_{k} \mu^{(i)} ; & & k=4,5,6
\end{array}\right\}
$$

where $R_{k}$ is a random number such that $0<R_{k}<1 ; k=1, \ldots, 6$
(e) Proposed new designs are

$$
\begin{gathered}
\underline{x}^{(i, k)}=\left(x_{1}+t_{k}^{(i)} \psi_{1}^{(i)}, x_{2}+t_{k}^{(i)} \psi_{2}^{(i)}, \ldots \ldots, x_{i}^{(i, k)}, \ldots \ldots,\right. \\
\\
\left.x_{n}+t_{k}^{(i)} \psi_{n}^{(i)}\right) ; k=1, \ldots, 6
\end{gathered}
$$

where $x_{i}(i, k)$ is calculated from the constant weight condition

$$
\begin{gathered}
w\left(x_{1}, \ldots, x_{n}\right)=w\left(x+t_{k}^{(i)} \psi_{1}^{(i)}, x_{2}+t_{k}^{(i)} \psi_{2}^{(i)}, \ldots, x_{i}^{(i, k)},\right. \\
\left.\ldots, x_{n}+t_{k}^{(i)} \psi_{n}^{(i)}\right) ; k=1, \ldots, 6
\end{gathered}
$$

(f) Check these six designs against the side and behaviour constraints in that order. If any one of $\underline{x}^{(i, k)}$ is feasible steepest descent motion continues as before. Otherwise go to step (g)
(g) Set $\mathrm{i} \rightarrow \mathrm{i}+1$; go to step (b) and repeat iterations.

Step (g) is equivalent to changing the base plane. If still no feasible designs are forthcoming, the boundary point may be taken as the optimum. This "steepest descent - alternate step" search technique was applied by Schmit et al to the design of trusses and waffle plates, under multiple load conditions. For waffle plates, the behaviour constraints were provided by stability failure modes of gross and local buckling. The side constraints imposed lower and upper bounds on the design variables. This nonlinear programming problem being characterised by (a) multi-dimensional design space, (b) presence of relative minima, (c) nonlinear weight function, (d) nonlinear behaviour constraints, (e) linear side constraints. The design variables for the truss problems were the cross-sectional areas, the weight being linear in the areas. The side constraints ensured non-negative areas. The behaviour constraints imposed limitations on the stresses and deflections and precluded the occurrence of certain buckling modes.

They also consider the problem of a simple shock isolator. A shock isolator being essentially a one-dimensional spring-mass-damper system. The supporting base was subjected to a series of shocks, which were transmitted to the attached mass through the spring-damper combination.

These induced accelerations in the mass which provided a measure of the response to the impulses. The function to be minimised was the maximum value of the accelerations induced by the shocks. The accelerations were functions of the spring stiffness and the damping coefficient which corresponded to the design variables for the problem.

The accelerations had, to some extent, a "black box" representation function, the synthesis being again based on a combination of steepest descent travel in the feasible regions followed by an alternate step which is a move more or less along the constant merit contour. The gradient directions were computed using finite differences. The problem was further complicated by the poor behaviour of the merit contours which gave rise to considerable zig-zagging. This occurs when a ridge is present causing the gradient directions to change sharply from point to point on the merit contour, so that the optimum direction of travel should be along the general direction of the axis of the ridge. Schmit and Fox [73] use a simple procedure for estimating this direction. They consider three consecutive designs $\underline{x}^{(q-2)}$, $\underline{x}^{(q-1)}, \underline{x}^{(q)}$ using steepest descent motion (1.64).

Define

$$
\left.\begin{array}{l}
\underline{m}^{(q-1)}=\underline{x}^{(q-1)}-\underline{x}^{(q-2)} \\
\underline{m}^{(q)}=\underline{x}^{(q)}-\underline{x}^{(q-1)}
\end{array}\right\}
$$

For zigzag

$$
\underline{m}^{(q)} \cdot \underline{m}^{(q-1)} \leqslant 0
$$

and the new direction of travel should be $\left(\underline{x}^{(q)}-\underline{x}^{(q-2)}\right)$. Motion continues along this direction with a step length given by (1.65) until either a constraint is encountered or the merit fails to improve. In the latter case a new steepest descent direction is used to search the feasible regions. Steepest descent procedures break down completely when there are cusps where the gradient is undefined. The cusp "groove" can be estimated using procedures
similar to those employed above. When a cusp is encountered, a feasible design was sought in a more or less random manner. Steepest descent motion is initiated from this point until no further progress is possible. This situation corresponds to the vicinity of a second cusp and the line joining the two cusps would define the direction of search in the feasible region. The sense of the vector is from the point of lower merit to that of higher merit. For boundary points, the gradient to the merit contour is estimated using finite differences. This enables the tangent $p l a n e$ to be calculated. Motion along this plane in one direction leads into nonfeasible regions, while in the opposite direction, leads into feasible regions. For concave contours a move in the latter direction would usually lead to designs of improved merit, while for very flat contours, a tangent move usually leads to designs of worse merit. For this case a feasible design is sought which lies inside the merit contour. This is achieved by searching the feasible regions along small steps perpendicular to the tangent plane. Troitskii $[126]$ considers a similár problem using a variational approach. An experimental discussion of the response characteristics of a shock isolator in the absence of side constraints is given in [75].

An alternate approach to the nonlinear programming problem is to use penalty functions to simulate the constraints by unfavourably weighting the merit function in their vicinity. The successive iterations of the problem are forced to lie in the feasible region since the violation of constraint results in a sudden and rapid deterioration of the objective function. This technique enables the
constrained problem to be transformed into a sequence of unconstrained optimization problems, and has recently come into prominence in the structural optimization area $[65,7 \overline{6}]$ where penalty functions are introduced through the Heaviside unit function defined by

$$
\left.\begin{array}{rl}
H(t) & =1 \quad \text { for } t<0  \tag{1.66}\\
& =0 \quad \text { for } t \geqslant 0
\end{array}\right\}
$$

Consider the function

$$
\begin{align*}
\phi(\underline{x})= & \sum_{j=1}^{m}\left\{\left(x_{j}-L_{j}\right)^{2} H\left(x_{j}-L_{j}\right)+\left(U_{j}-x_{j}\right)^{2} H\left(U_{j}-x_{j}\right)\right\} \\
& +\sum_{p, q}\left\{\left(B F_{p q}-L_{p q}^{*}\right)^{2} H\left(B F_{p q}-L_{p q}^{*}\right)+\left(U_{p q}^{*}-B F_{p q}\right)^{2} H\left(U_{p q}^{*}-B F_{p q}\right)\right\} \tag{1.67}
\end{align*}
$$

For feasible designs

$$
\left.\begin{array}{l}
L_{j} \leqslant x_{j} \leqslant U_{j}  \tag{1.68}\\
L_{p q}^{*} \leqslant B F_{p q}(x) \leqslant U_{p q}^{*}
\end{array}\right\}
$$

Therefore from (1.66, 1.67)

$$
\phi(\underline{x})=0
$$

In general

$$
\phi(\underline{x}) \geqslant 0 .
$$

Define

$$
\begin{equation*}
\psi_{S}(\underline{x})=\phi(\underline{x})+\left(W-W_{s}\right)^{2} H\left(W_{s}-W\right) ; \quad s=0,1, \ldots \tag{1.69}
\end{equation*}
$$

where $W_{0}$ is an initial estimate for the weight satisfying the condition

$$
W_{0}>\min _{\underline{x} \varepsilon R} W(\underline{x})
$$

and $R$ is the feasible region defined by (1.68). The parameters $W_{s}$ are sometimes called the "draw-down" weights.

Hence

$$
\left.\begin{array}{rlrl}
\psi_{s} & =0 & \text { for } \phi=0 ; & W \leqslant W_{s} \\
& >0 & \text { for } \phi=0 ; & W>W_{s}
\end{array}\right\}
$$

Therefore solutions for which $\psi_{s} \rightarrow 0$ are feasible designs of weight less than or equal to $W_{s}$. The procedure is made to generate a sequence of feasible designs of decreasing wieght

$$
w^{1}, w^{2}, \ldots \ldots
$$

with corresponding draw-down weights

$$
W_{0}, W_{1}, \ldots \ldots
$$

where

$$
\begin{aligned}
& W_{s+1}=W_{s}-\Delta W \\
& \Delta W=\text { specified weight reduction }
\end{aligned}
$$

This procedure continues until it is not possible to make $\psi$ tend to zero. One of the main advantages of this integrated approach is that only feasible designs which offer a specified weight reduction are examined, thereby eliminating nonfeasible designs. Schmit et al [ 65,77$]$ have used this formulation to obtain minimum weight solutions to trusses and cylindrical shells [78] in the presence of stress and
buckling constraints. Marcal and Gellatly [79] and Felton and Nelson [231]* solved truss problems using a different penalty function transformation based on Carroll's created response surface technique [127] where the modified merit function is given by

$$
\begin{equation*}
\psi_{s}(\underline{x})=W(\underline{x})+r_{s} \sum_{i} \frac{1}{c_{i}(x)} \tag{1.70}
\end{equation*}
$$

where the design constraints are represented by $c_{i}(x) \geqslant 0$ and $r_{s}$ is a positive constant which is monotonically decreased to zero. The function (1.70), is minimised for a given $r_{s}>0$, and this minima is used as the starting point for the next minimization with a reduced value of $r_{s}$. This procedure is repeated with $r_{s}=0$. Nonfeasible designs are excluded from the iterations. An efficient strategy for selecting the sequence $\left\{x_{s}\right\}$ is given in $[236]$. The minima of $\psi_{s}(\underline{x})$ as $r_{s} \rightarrow 0+$ converge to the constrained minima. The constraints correspond to stress and deflection constraints. ${ }^{\dagger}$ Klein [81] has obtained optimal designs using slack variables to transform inequality constraints into equality constraints. These were incorporated into the weight function using lagrange multiplier techniques. A detailed discussion of the various penalty function techniques is given in reference [80]. Gellatly and Gallagher $[82,83]$ consider the weight minimisation of a truss system under multiple load conditions with constraints on the

[^2]stress and deflection fields. The design variables were the crosssectional areas, giving a linear weight function subject to nonlinear behaviour constraints. Constant weight redesign was based on a calculation of the normals to the behaviour constraints usirg the finite element methods of structural analysis. This normal was projected onto the constant weight hyperplane to generate a direction of travel away from the boundary point.

The behaviour variables are given by

$$
\underline{B F}(\underline{x})=(\underline{\sigma} ; \underline{\delta})
$$

where the stress and nodal deflections are given by

$$
\left.\begin{array}{l}
\underline{\mathrm{P}}=\underline{K}_{0} \cdot \underline{\delta}  \tag{1.71}\\
\underline{\sigma}=\underline{S} \cdot \underline{\delta}
\end{array}\right\}
$$

and

$$
\begin{aligned}
& \underline{\mathrm{K}}_{\mathbf{0}}=\text { stiffness matrix } \\
& \underline{\dot{S}}=\text { stress matrix } \\
& \underline{\mathrm{P}}=\text { load matrix }
\end{aligned}
$$

For a small perturbation in the $i^{\text {th }}$ element

$$
\left.\begin{array}{l}
\underline{\mathrm{K}}^{\prime}=\underline{\mathrm{K}}_{\mathrm{o}}+\delta \alpha_{\mathrm{i}} \underline{\mathrm{~K}}_{\mathrm{i}}  \tag{1.72}\\
\underline{\delta}^{\prime}=\underline{\delta}+\delta(\underline{\delta}) \\
\underline{\sigma}=\underline{\sigma}+\delta \underline{\sigma}
\end{array}\right\}
$$

where $\underline{K}_{i}$ is the stiffness and $\delta \alpha_{i}$ the fractional increase in the area of the $i^{\text {th }}$ element.

From (1.71, 1.72)


Neglecting second order terms

$$
\begin{array}{r}
\delta \alpha_{i} \underline{K}_{i} \delta+\underline{K}_{0} \delta(\underline{\delta})=0 \\
\underline{S} \delta(\underline{\delta})=\delta \underline{\sigma}
\end{array}
$$

This reduces to

$$
\left.\begin{array}{rl}
\frac{\partial \underline{\delta}}{\partial \alpha_{i}} & =-\underline{k}_{0}^{-1} \underline{K}_{i} \underline{\delta}  \tag{1.73}\\
\frac{\partial \underline{\sigma}}{\partial \alpha_{i}} & =S \frac{\partial \underline{\delta}}{\partial \alpha_{i}}
\end{array}\right\}
$$

Equations (1.73) determine the components of the normal to the behaviour constraint surfaces. The direction of travel is obtained by projecting the normals onto the constant weight hyperplane

$$
\Psi_{D}=\frac{\psi_{c}}{\left(\psi_{c} \cdot \psi_{W}^{T}\right)}-\psi_{W}
$$

where

$$
\begin{aligned}
\Psi_{\mathrm{C}}= & \text { normal to the behaviour constraints as defined by } \\
& (1.73) \\
\Psi_{W}= & \text { normal to the weight hyperplanes }
\end{aligned}
$$

A search is made along this direction until the nearest behaviour constraint is encountered. The point midway between the current nonfeasible point and theprevious boundary point is taken as the feasible point from which to continue steepest descent motion according to (1.64, 1.65). When a boundary design lies on a side constraint the
the direction of travel was along the direction of constrained steepest descent obtained by projecting the steepest descent vector onto the side constraints, the side constraints being assumed linear.

In most structural problems the constraints of primary importance are the behaviour constraints. A major part of the synthesis has been devoted to developing efficient algorithms for redesign from boundary points on the behaviour constraints. The above problems have been based on an equal weight redesign philosophy.

Best [84] uses a different philosophy by moving along the behaviour constraints instead of moving away from them. As before, the mode of travel in the feasible regions is along the gradient direction but with a step length estimated to the nearest behaviour constraint. The method then moves along the surface in a direction in which the weight decreases most rapidly.

The behaviour variables are given by

$$
\begin{equation*}
B F(\underline{x})=\left(b_{1}, b_{2}, \ldots, b_{t}\right) \tag{1.74}
\end{equation*}
$$

The behaviour constraints are given by

$$
\mathrm{BF}^{(\mathrm{b})}=\left(\mathrm{b}_{1}^{(\mathrm{b})}, \mathrm{b}_{2}^{(\mathrm{b})}, \ldots, \mathrm{b}_{\mathrm{t}}^{(\mathrm{b})}\right)
$$

The gap vector is defined by

$$
\Delta b_{i}=\varepsilon_{1}^{i}\left(b_{i}^{(b)}-b_{i}\right)
$$

where

$$
\left.\begin{array}{rl}
\varepsilon_{1}^{i} & =+1 \text { if } b_{i}^{b} \text { is an upper bound } \\
& =-1 \text { if } b_{i}^{b} \text { is a lower bound }
\end{array}\right\}
$$

Therefore a negative gap implies the violation of a constraint.

Equation (1.74) may be written in the form

$$
\begin{equation*}
\mathrm{BF}(\mathrm{x})=(\underline{\sigma} ; \underline{\delta}) \tag{1.75}
\end{equation*}
$$

where $\underline{\sigma}, \underline{\delta}$ are the element stress and displacement vectors. As before the nodal displacements satisfy the equilibrium equation.

$$
\cdot \underline{p}=\underline{K} \underline{\delta}
$$

Therefore, for a small change $\delta \underline{K}$ in $\underline{K}$, comparison with equation (1.72) shows $\delta \underline{K}=\sum \delta \alpha_{i} K_{i}$.

$$
\underline{P}=(\underline{K}+\delta \underline{K}) \underline{\delta}^{\prime}
$$

and

$$
\underline{\delta}^{\prime}=\underline{F}\left(\underline{P}-\delta \underline{K} \underline{\delta}^{\prime}\right)
$$

where $F$ is the flexibility matrix defined by

$$
\underline{F}=\underline{K}^{-1}
$$

and
$\oint^{\prime}$ was determined from the iterative relations


The term $-\delta \underline{K}_{\delta}{ }^{(q)}$ was treated as an additional load removing the necessity for recomputing the stiffness matrix at each iteration. This enabled the determination of the matrix $\mathbb{R}$ defined by

$$
\underline{R}=\left[r_{i j}\right]_{t \times m}
$$

where

$$
r_{i j}=\frac{\partial b_{i}}{\partial x_{j}} \quad i=1,2, \ldots, t ; \quad j=1,2, \ldots, m ;
$$

Comparison with (1.72) shows that the design variables $x_{j}$ correspond to $\delta \alpha_{j}=\delta x_{j} / x_{j}$.

The direction of travel was as follows: consider a boundary design lying at the intersection of $r$ behaviour constraints. The $r \times m$ matrix $\underline{C}$ formed from those rows of $\underline{R}$ associated with the closed gaps satisfies the condition

$$
\begin{equation*}
\underline{\mathrm{C}} \underline{\mathrm{u}}^{\mathrm{T}}=\underline{0} \tag{1.77}
\end{equation*}
$$

where the direction of travel $\underline{u}$ satisfies the normalisation condition

$$
\begin{equation*}
\underline{\mathbf{u}}_{\underline{u}}{ }^{\mathrm{T}}=1 \tag{1.78}
\end{equation*}
$$

Consider the function defined by

$$
\begin{equation*}
\phi=\frac{\mathrm{d}}{\mathrm{~d} \lambda} W(\underline{\mathrm{x}}+\lambda \underline{\mathrm{u}})=\sum_{i=1}^{\mathrm{m}} \frac{\partial W}{\partial x_{i}} \mathbf{u}_{i}=\underline{g} \underline{u}^{\mathrm{T}} \tag{1.79}
\end{equation*}
$$

where

$$
\mathrm{g}=\underline{\nabla} W(\underline{x})
$$

The function $\phi$ measures the rate of change of the weight in the direction $\underline{\mathbf{u}}$. The direction $\underline{u}$ is obtained by maximising (1.79) subject to the constraint conditions (1.77, 1.79).

Therefore there exist Lagrange multipliers $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{r}$ such that

$$
-g_{j}+\sum_{i=1}^{r} \lambda_{i} c_{i j}+2 \lambda_{o} u_{j}=0 \quad j=1,2, \ldots, m
$$

In matrix notation this becomes

$$
-g+\underline{\underline{C}}+2 \lambda_{\mathrm{o}} \underline{\underline{u}}=\underline{0}
$$

where

$$
\Lambda=\left(\lambda_{1}, \ldots, \lambda_{r}\right)
$$

On simplification

$$
\begin{equation*}
\underline{u}=-\underline{v}\left(\underline{v} \underline{v}^{T}\right)^{\frac{1}{2}} \tag{1.80}
\end{equation*}
$$

where

$$
\underline{\mathbf{v}}=-\mathrm{g}+\mathrm{g} \underline{\mathrm{c}}^{\mathbf{T}}\left(\underline{\mathrm{C}} \underline{\mathrm{C}}^{\mathbf{T}}\right)^{-1} \underline{\mathrm{C}}
$$

Motion continues along this constrained gradient until the next smallest gap is closed and this is continued until the design lies on as many behaviour constraints as possible. Schmit [125] has pointed out a possible inconsistency in the closed gap assumption, where condition (1.77) is replaced by $\underline{\mathbf{C}} \underline{\mathbf{u}}^{\mathrm{T}} \geqslant 0$, giving an inequality constrained problem. The distance of travel was estimated from the condition

$$
b_{j}(\underline{x}+\lambda \underline{u})=b_{j}^{(b)} \quad j=1,2, \ldots, t
$$

Taylor series expansion gives

$$
\mathrm{b}_{\mathrm{j}}(\underline{\mathrm{x}})+\lambda \frac{\partial \mathrm{b}_{j}}{\partial \underline{u}} \simeq \mathrm{~b}_{\mathrm{j}}^{(\mathrm{b})}
$$

where

$$
\frac{\partial b_{j}}{\partial \underline{u}}=\sum_{i=1}^{m} u_{i} \frac{\partial b_{j}}{\partial x_{i}}
$$

Hence

$$
\lambda=\frac{\varepsilon_{1}^{j} \Delta b_{j}}{\partial b_{j} / \partial \underline{u}}
$$

The step length is calculated from the condition

$$
\begin{equation*}
t=\min _{j}\left(\lambda_{j}, \lambda_{j}>0\right) \tag{1.81}
\end{equation*}
$$

where

$$
\lambda_{j}=\varepsilon_{1}^{j} \Delta b_{j} /\left(\frac{\partial b_{j}}{\partial \underline{u}}\right)
$$

These procedures were used to obtain minimum weight solutions to a cantilevered box. A possible disadvantage of the method is that once a constraint is encountered, it is never to be left. In general, there is no guarantee that the optimum will lie on the behaviour constraints when there are side constraints present. This is confirmed by Schmit who has found numerical evidence showing that the fully-stressed design is not always the minimum weight design. The technique used by Best for finding the permissible direction along which the rate of weight decrease is most rapid is essentially a quadratic programming procedure. An earlier version of a synthesis capability proposed by Gellatly et al [97] was based on the derivation of a set of optimum feasible directions. However, there were indications that it was not always possible to obtain such directions. Pope [98] uses an alternate procedure based on Zoutendijks method of feasible directions [99] for reducing the problem to a series of linear programming problems. Considerable progress has been made by Tumer $[85,86]$, Zarghamee $[87,88]$, Rubin $[194]$, McCart et al [195] in applying the finite element methods of structural analysis to optimization problems, in thepresence of dynamic constraints. For example, Zarghamee [87] maximises the lowest natural frequency of vibration of a composite structure subject to a constraint on the total weight. The frequency was calculated from the eigenvalue equation

$$
\begin{equation*}
\left(\underline{K}-\lambda^{(i)} \underline{M}\right) \underline{\delta}^{(i)}=\underline{0} \tag{1.82}
\end{equation*}
$$

where $\underline{K}, \underline{M}$ are the stiffness and mass matrices respectively and $\underline{\delta}^{(i)}$ the eigenvector of displacements corresponding to the eigenfrequency $\lambda^{(i)}$. From (1.72)

$$
\left.\begin{array}{l}
\underline{K}=\underline{K}_{o}+\sum_{j} x_{j} \underline{K}_{j} \quad\left(x_{j}=\delta \alpha_{j}\right)  \tag{1.83}\\
\underline{M}=\underline{M}_{0}+\sum_{j} x_{j} \underline{M}_{j} \quad
\end{array}\right\}
$$

where $\mathrm{x}_{\mathrm{j}}$ correspond to the design variables. Differentiating (1.82) partially with respect to $\mathrm{x}_{\mathrm{j}}$ and using (1.83) gives

$$
\begin{equation*}
\left(\underline{K}_{j}-\lambda^{(i)} \underline{M}_{j}\right) \underline{\delta}^{(i)}-\frac{\partial \lambda^{(i)}}{\partial x_{j}} \underline{M}_{\delta^{(i)}}^{(i)}+\left(\underline{K}-\lambda^{(i)} \underline{M}\right) \frac{\partial \underline{\delta}^{(i)}}{\partial x_{j}}=0 \tag{1.84}
\end{equation*}
$$

Assume the eigenvectors $\underline{\delta}^{(i)}$ to be normalised with respect to the mass matrix $M$ and to form a complete set so that

$$
\left.\begin{array}{l}
\frac{\partial \delta}{\partial x_{j}}=\sum_{k} \beta_{k}^{(i)} \underline{\delta}^{(k)}  \tag{1.85}\\
\underline{\delta}^{(i)^{T}} \underline{M}^{(i)}(j)=\delta_{i j} t
\end{array}\right\}
$$

From (1.84, 1.85)

$$
\begin{equation*}
\frac{\partial \lambda^{(i)}}{\partial x_{j}}=\underline{\delta}^{(i)^{T}}\left(\underline{K}_{j}-\lambda^{(i)} \underline{M}_{j}\right) \underline{\delta}^{(i)} \tag{1.86}
\end{equation*}
$$

Equation (1.86) measures the rate of change of the eigenfrequency in terms of the corresponding eigenvector. The weight is assumed to be a linear function of the form
$\dagger$ This is the kronecker delta defined as $\begin{aligned} \delta_{i j} & =0, \text { if } i \neq j \\ & =1, \text { if } i=j\end{aligned}$

$$
\begin{equation*}
m(x)=m_{o}+\sum_{j} x_{j} m_{j} \tag{1.87}
\end{equation*}
$$

where

$$
m \leqslant m_{o}, \quad m_{j} \text { constants for all } j \text {. }
$$

Hence

$$
\begin{equation*}
\sum_{j} x_{j} m_{j} \leqslant 0 \tag{1.88}
\end{equation*}
$$

The problem consists in maximising the lowest frequency $\lambda^{(0)}=\lambda^{(0)}(\underline{x})$ subject to condition (1.88) which is linear in x. This was solved using Rosen's gradient projection method [ 89 ] for linear constraints. The gradient direction being given by (1.86). Similar techniques were applied to the minimum weight design of radio-telescope antennae [88]. The optimal frequency problem was studied by Taylor [90] for the special case of a bar using a variational approach based on energy considerations.

The vibration characteristics of a general system are described by the eigenvalue equation (1.82),

$$
(\underline{\mathrm{K}}-\lambda \underline{M}) \underline{\delta}=\underline{0}
$$

Substituting (1.83) in the above equation gives

$$
\sum_{j}\left(\underline{K}_{j}-\lambda \underline{M}_{j}\right) \underline{\delta x}_{j}=-\left(\underline{K}_{o}-\lambda \underline{M}_{o}\right) \underline{\delta}
$$

Turner [85] considers weight minimization subject to the condition that the natural frequencies of vibration must assume prescribed values. For purposes of simplicity he assumes $\underline{K}_{0}=\underline{0}$ and $\lambda=\lambda_{.}$( 0 ) corresponding to the lowest frequency. This gives

$$
\sum_{j} \underline{B}_{j} \underline{\delta}_{\mathrm{x}}^{\mathrm{j}} \text { = } \lambda^{(0)} \underline{M}_{0} \underline{\delta}
$$

where

$$
\underline{B}_{j}=\underline{K}_{j}-\lambda^{(0)} \underline{M}_{j}
$$

This equation can be written in the form

$$
\underline{D} \underline{x}=\lambda^{(0)} \underline{M}_{0} \underline{\delta}
$$

where

$$
\left.\begin{array}{l}
\underline{\mathrm{D}}=\left(\underline{B}_{1} \underline{\delta}, \underline{\mathrm{~B}}_{2} \underline{\delta}, \ldots \ldots\right) \\
\underline{\mathrm{x}}=\left(\mathrm{x}_{1}, \mathrm{x}_{2}, \ldots \ldots\right)^{\mathrm{T}}  \tag{1.89}\\
\underline{\underline{x}}=\lambda^{(0)} \underline{\underline{D}}^{-1} \underline{M}_{0} \underline{\delta}
\end{array}\right\}
$$

The weight is a special case of function (1.87) with $m_{0}=0$, and $m_{j}=1$ for all $j$.

This implies

$$
\begin{equation*}
\mathrm{m}=\sum \mathrm{x}_{\mathrm{j}}=\lambda^{(0)}(1,1, \ldots, 1) \underline{\mathrm{D}}^{-1} \underline{\mathrm{M}}_{0} \underline{\delta} \tag{1.90}
\end{equation*}
$$

This result follows from (1.89). The weight minimisation condition is given by

$$
\begin{align*}
& \frac{\partial m}{\partial \delta_{j}} \equiv \lambda^{(0)}(1,1, \ldots, 1)\left\{\frac{\partial \underline{D}^{-1}}{\partial \delta_{j}}\right\} \underline{M}_{0} \underline{\delta}+\lambda^{(0)}(1,1, \ldots, 1) \underline{D}^{-1}\left\{\underline{M}_{0}^{(j)}\right\} \\
&=0 \quad \text { for all } j \tag{1.91}
\end{align*}
$$

where $\left\{M_{o}^{(j)}\right\}$ is the $j^{\text {th }}$ column of $M_{o}$. But from matrix theory

$$
\frac{\partial \underline{D}^{-1}}{\partial \delta_{j}}=-\underline{D}^{-1} \frac{\partial \underline{D}}{\partial \delta} \underline{D}^{-1}
$$

Substituting this in (1.91) gives

$$
\lambda^{(0)}(1,1, \ldots, 1) \underline{D}^{-1}\left\{\underline{M}_{0}^{(j)}-\frac{\partial \underline{D}}{\partial \delta_{j}} \underline{D}^{-1} \underline{M}_{0} \underline{\delta}\right\}=0, \text { for all } j
$$

Turner uses this result to show that the minimisation problem is equivalent to optimising the function

$$
\phi(\underline{x}, \underline{\delta}) \equiv \sum x_{j}+\underline{D} \underline{x}-\lambda_{0}^{2} \underline{\Lambda} \underline{M}_{0} \underline{\delta}
$$

This stationary condition is expressed by the system of equations

$$
\left.\begin{array}{l}
\frac{\partial \phi}{\partial \underline{x}}=0 \\
\frac{\partial \phi}{\partial \underline{\delta}}=0
\end{array}\right\}
$$

This gives a system of nonlinear equations which were solved using a modified Newton-Raphson procedure. Applications to more complex aerospace structures* are given by Turner [86], McCart et al $[195]$, and Rudisill and Bhatia [233]. A similar class of problems is discussed by McIntosh and Eastep [93] using the methods of the variational calculus. Other problems of interest include minimum weight problems [96] based on an extension of the fully-stressed design concept to include resonance conditions. Fried [91] has studied the eigenvalue problem (1.82) using Powell's conjugate gradient method of minimisation [92]. Some optimal vibrational problems as applied to beams are given in $[94,95,111]$. Newton and Scholes $[128]$ introduce exponential-type penalty functions to investigate the optimal design of diesel engine pistons. The behaviour characteristics are

* Recently Fox and Kapoor [223] have introduced further generalisations based on inequality constraints on the vibrational frequencies. The resulting nonlinear program being solved using Zoutendijk's feasible direction method [99].
represented by the linear equations

$$
\underline{K} \underline{y}=\underline{B}
$$

where

$$
\begin{aligned}
& \underline{K}=\underline{K}(\underline{x}) \text { is a matrix function of the design } \\
& \\
& \text { variables. }
\end{aligned}
$$

The problem is to minimise the susceptibility to fatigue failure subject to constraints on the piston deflection, weight and design configuration. The fatigue susceptibility criterion is defined by the relation

$$
\begin{equation*}
\underline{\underline{f}}=\underline{K}_{2} \underline{y}=\underline{K}_{2} \underline{K}^{-1} \underline{B} \tag{1.92}
\end{equation*}
$$

The deflection vector is given by
$\left.\begin{array}{c}\underline{\delta}=\underline{K}_{1} \underline{y}=\underline{K}_{1} \underline{\mathrm{~K}}^{-1} \underline{\mathrm{~B}} \\ \text { where } \quad \\ \underline{\delta} \leq \underline{\delta}^{(\max )}\end{array}\right\}$

The side constraints are defined by
and

where $L, \underline{U}$, are constant row vectors, and $W_{O}$ is an upper bound on the total weight. From conditions (1.92-1.94) the nonlinear programming problem is defined by

$$
\begin{gather*}
\min \max _{i, j} f_{i j}(\underline{x}) \\
\text { subject to the design conditions } \\
\underline{K}_{1} \underline{K}^{-1}(\underline{x}) \underline{B} \leqslant \underline{\delta}^{(\max )}  \tag{1.95}\\
W(\underline{x}) \leqslant W_{0} \\
\underline{L} \leqslant \underline{x} \leqslant \underline{U}
\end{gather*}
$$

The corresponding unconstrained representation was defined by the modified merit fumction

$$
\begin{equation*}
\operatorname{Min}\left\{\alpha_{1} \max _{i, j} f_{i j}(\underline{x})+\alpha_{2} e^{\beta_{1}\left(\underline{K}_{1} \underline{K}^{-1} \underline{B}-\underline{\delta}^{\max }\right)}+\alpha_{3} e^{\beta_{2}\left(W-W_{0}\right)}\right\} \tag{1.96}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{1}, \beta_{2}$ are süitable scale factors. Function (1.96) is essentially a "black box" function, with the penalty terms having an exponential character. This was solved using the methods of Rosenbrock $[129]$ and Nelder and Mead [130]. Available computational experience indicates the simplex method of Nelder and Mead as yielding better results. Kavlie et al [131] studied a class of minimal weight design problems arising in the shipbuilding industry. They used a penalty functions concept based on the sequential unconstrained minimisation technique (SUMT) developed by Fiacco and McCormick [134, 135. This transformation is similar to Carroll's equation (1.70). The unconstrained problem was solved using the variable metric method of Davidon-Fletcher-Powell $[132,133]$.

This review is concluded by a discussion of some miscellaneous structural optimization problems. Moses $[100]$ obtained minimum weight
solutions to a truss using Kelly's cutting plane method [101] to reduce the problem to a series of linear programming problems. Applications to purely linear programming situations are given in [110]. Reinschmidt et al [191], Chern and Prager [232], consider some nonlinear programming situations arising from such problems. Some Russian work [102] is available in this area of minimal design using integer and geometric programming procedures [188]. Similar problems have also been investigated by Toakley $[105]$ and Corcoran [190]. Brown and Ang [103] study truss optimal design using Rosen's gradient projection method for nonlinear constraints [104]. Further examples of minimal weight design include cooling towers [114], sandwich panels [193], and shields for nuclear reactors [115]. Other design criteria include optimal strength [12] and deflection [113] problems which were studied using variational techniques. Similar problems are also discussed by Prager and Taylor [119], Prager [192]. Optimal design of torsion springs are studied by Pascual and Ben-Israel [181] using geometric programming techniques whereby the potential energy is minimised subject to stress and side constraints. Razani [116] studied the relationship between the fully-stressed and minimum weight design concepts, and showed that the fully-stressed design does not always converge to the minimum weight design. Criteria are given for the rate of convergence of the iterations in the fully-stressed design procedure and a method based on the Kuhn-Tucker optimality condition of nonlinear programming $[120,123]$ is presented for determining whether a fully-stressed design is the minimum weight design. If this does not correspond to

* With associated convex programs based on stress and deflection constraints
minimum weight, a procedure is given for detemining the minimum weight design. Kicher [117] studies this relationship using the Lagrange multiplier matrix. The feasibility aspects of the fully stressed design are discussed by Dayaratnam and Patnaik [118]. For a further literature review of some optimal design problems the reader is referred to reference [124].


### 1.5 SOME LATE ADDITIONS

Since going to press some further additions to the technical literature have appeared. Pappas and Amba-Rao [216] have used penalty function techniques in conjunction with an improved version of the Hooke-Jeeves direct search algorithm [161] for the synthesis of cylindrical shells. A review of some feasible direction methods as applied to structural optimization problems is given by de Silva [217]. A more general class of beam problems is described by Chern [220] using variational techniques. Linear programming type algorithms for the plastic design of frames are given by Charrett and Watson 218 . Reiss and Megarefs [221] consider further extensions of the limit theorems of plastic theory to the design of sandwich plates using variational techniques. Optimal design in rheology is discussed by Zyczlowski [219].

### 1.6 OPTIMIZATION PROGRAMMING PACKAGES

A comprehensive list of linear and quadratic programs and a class of convex programs written in Algol-Fortran programming
languages is given in the book by Künzi et al [168]. Programming packages based on the algorithms of Rosenbrock, Powel1, Nelder-Mead, Davidon-Fletcher-Powell are available from the Director, Numerical Optimization Centre, The Hatfield Polytechnic, Hatfield, Herts. These are scheduled to be published shortly by the Centre in book form.


Figs. 1.1a \& 1.1b

CHAPTER 2

MINIMUM WEIGHT DESIGN OF DISCS BASED ON A STRESS CONSTRAINT

### 2.1 DESIGN CONCEPTS

The object of the research described in this chapter is to examine the possibilities of developing an automated synthesis capability for a class of minimum weight design problemsin the presence of non-analytic constraints. The design configuration is completely specified by the design variables which are constrained to vary within a prescribed range, thus making it possible to optimize the system for minimum weight. The side constraints ensure physically reasonable designs and may be expressed in the form

$$
\begin{equation*}
S_{i}\left(x_{1}, \ldots . ., x_{n}\right) \geqslant 0 ; \quad i=1, \ldots, I, \tag{2.1}
\end{equation*}
$$

where the $n$ real variables $x_{1}, \ldots, x_{n}$ correspond to the design variables. For example the condition (2.1) would include as a special case

$$
\begin{equation*}
\ell_{i} \leqslant x_{i} \leqslant u_{i}, \quad i=1, \ldots, n \tag{2.1a}
\end{equation*}
$$

where the bounds $\ell_{i}, u_{i}$ are usually assumed constant. The behaviour or response characteristics of the system are described by the behaviour variables. The behaviour constraints ensure the structural integrity of the system and may be expressed in the form ${ }^{*}$

$$
\begin{equation*}
b_{j}\left(x, \ldots, x_{n}\right) \geqslant 0 ; j=1, \ldots, J \tag{2.2}
\end{equation*}
$$

A special case of this would include constraints of the form

[^3]\[

$$
\begin{equation*}
L_{j} \leqslant Y_{j}\left(x_{1}, \ldots, x_{n}\right) \leqslant U_{j} ; \quad j=1, \ldots, m \tag{2.2a}
\end{equation*}
$$

\]

The weight is assumed to be a single-valued differentiable function

$$
W=W\left(x_{1}, \ldots, x_{n}\right)
$$

The minimum weight solutions are obtained by minimising $W\left(x_{1}, \ldots\right.$ $x_{n}$ ) subject to the constraint conditions (2.1, 2.2, or $2.1 \mathrm{a}, 2.2 \mathrm{a}$ ). The functions $W, b_{j}, Y_{j}$ are nonlinear in general and the solutions are based on a nonlinear programming formulation. The problems considered are restricted to those for which the behaviour variables cannot be expressed as analytically defined functions of the design variables. The behaviour variables are functions only in the sense that they are computer-oriented rules for determining the behaviour associated with a given design and are not given in a closed analytical form in terms of the design variables. The behaviour variables may be regarded as a "black box" into which are put the design variables representing a given design and out of which comes the corresponding behaviour variables for that design. The box contains such devices as differential equations, matrices, finite difference procedures, a digital computer and so on. This means that the functions $b_{j}, Y_{j}$ are essentially numerically defined functions.

These synthesis concepts are illustrated by considering the problem of minimising the weight of a steam turbine disc subject to specified behaviour and side constraints. For purposes of simplicity in this initial investigation the behaviour constraints have been restricted to a consideration that the stresses everywhere whould be below the yield stress. The side constraints on the other hand,
impose restrictions on the dimensions and tolerances of the disc. The problem is essentially that of determining the optimal thickness $h(r)$. The stresses are governed by a system of ordinary differential equations containing $h(r)$ and its derivatives. These can be solved only when $h(r)$ is prescribed. The stresses are functionals of $h(r)$ and the problem has essentially a continuous or variational structure. For purposes of numerical computation the problem is discretised and in this representation the stresses correspond to "black box" type variables. The side constraints ensure designs for which $h(r)$ is non-negative. Before a detailed discussion of the problem, some preliminary synthesis concepts are introduced which constitute a framework, within which the problem is formulated.

The design variables define a point in an $n$-dimensional real Euclidean space $\mathrm{E}^{\mathrm{n}}$ called design space

$$
\begin{equation*}
\underline{x}=\left(x_{1}, \ldots, x_{n}\right) \tag{2.3}
\end{equation*}
$$

Consider functions $g_{k}(\underline{x}): k=1, \ldots, 2(n+m)$ defined by

$$
\left.\begin{array}{rl}
g_{k}(\underline{x}) & =\ell_{k}-x_{k} ; \quad k=1, \ldots, n \\
& =x_{k-n}-u_{k-n} ; \quad k=n+1, \ldots, 2 n \\
& =L_{k-2 n}-Y_{k-2 n}(\underline{x}) ; k=2 n+1, \ldots, 2 n+m \\
& =Y_{k-2 n-m}(\underline{x})-U_{k-2 n-m} ; k=2 n+m+1, \ldots, 2(n+m)
\end{array}\right\}
$$

From (2.1a, 2.2a)

$$
\begin{equation*}
g_{k}(\underline{x}) \leqslant 0 ; \quad k=1, \ldots, 2(n+m) \tag{2.4a}
\end{equation*}
$$

The feasible region $R$ is a subspace of $E^{n}$ and consists of points $\underline{x}$ which satisfy the constraint conditions (2.1a, 2.2a, or 2.4a). Therefore

$$
\begin{equation*}
R \equiv\left\{\underline{x} \mid \underline{x} \varepsilon E^{n} ; g_{k}(\underline{x}) \leqslant 0, \forall k=1, \ldots, 2(n+m)\right\} \tag{2.5}
\end{equation*}
$$

Design points which belong to $R$ are called feasible points. There is associated with each constraint function $g_{k}(\underline{x})$ a hypersurface defined by

$$
\begin{equation*}
G_{k} \equiv\left\{\underline{x} \mid g_{k}(\underline{x})=0\right\} ; \quad k=1, \ldots, 2(n+m) \tag{2.5a}
\end{equation*}
$$

The composite constraint surface is defined by

$$
\mathrm{G} \equiv \mathrm{R} \cap \mathrm{G}^{*}
$$

where

$$
G^{*}=G_{1} \cup G_{2} \cup \ldots \cup G_{2(n+m)}
$$

This defines the boundary of $R$ and points which belong to $G$ are called boundary points. The hypersurfaces (2.5a) for the behaviour constraints are nonanalytic and correspond to unknown surfaces in $\mathrm{E}^{\mathrm{n}}$. The weight contours

$$
W(\underline{x})=c
$$

define a family of hypersurfaces in $E^{n}$ for different values of the parameter C. A point $\underline{x} \varepsilon R$ is a feasible point while $\underline{x} \notin R$ is a nonfeasible point. The synthesis generates a sequence of feasible designs of decreasing weight which converge to the least weight contour in R. An initial design is established and is systematically improved by an alternating iterative process of analysis and design modifications. These redesign cycles correspond to motion in design
space along trajectories on which the weight decreases. Therefore the problem consists essentially in the proper selection of the directions and distances of travel.

### 2.2 STEAM TURBINE DISCS

The steam turbine disc to be optimized is shown in Figure 2.1. The width of the hub and the rim shape have been specified to allow for the attachment of the discs and the spacing of the blades in the turbine, while the depth of the hub is variable to permit adjoining discs to be shrunk on to a common shaft. The thickness distribution for the remainder of the disc is variable but symmetrically distributed about a .plane perpendicular to the axis of rotation through the midpoint of the width at the bore.

The overall diameter of steam turbine discs is fixed from considerations of blade strength and steam flow, while the shape of the rim is determined by the aerodynamic and centrifugal loading on the blade. The hub width on discs integral with the shaft are fixed by a combination of the expansion allowances, diaphragm thickness and blade width. However, on shrunk-on discs, the hub width is determined by the stresses at the bore using the Tresca yield condition that the principal shearing stresses at thebore should be below the maximum allowable shear stress. A three-dimensional stress analysis indicates that quite high axial stresses are present at the bore even when the disc is stationary and that these stresses tend to increase
with the hub width. Therefore in future work there may be an incentive to reduce the hub width.

The hub depth for shrunk-on discs is determined by the following considerations:

1. It must be the same as that of adjacent discs.
2. It must not be too small as it locates against the face of the shaft during assembly.
3. It must not lie outside the critical radius. The critical radius is defined as the radius such that if further mass is added at a greater radius, the bore stresses will increase, while if further masses are added at a lesser radius, the bore stresses will decrease.

The thickness distribution function describing the disc profile should be a continuous function of the radial distance, with a continuous derivative, and should be blended evenly to the hub and rim to avoid stress concentration effects. This implies that the radius of curvature at any point on the profile would be large compared to the thickness and that there should be no discontinuities in the radius of curvature. If the thickness has a singularity at which there is a discontinuity in derivative then the values of the derivatives on either side are blended to remove the discontinuity. In certain types of steam turbine discs there are balance holes distributed in the circumferential direction to balance the axial steam pressures by reducing the pressure differences on either side of the disc. However, in modern turbines the tendency is for most of the cylinders to be "double flow". The steam enters halfway down the cylinders and splits
into two streams which then circulate in opposite directions. The steam pressures are thus self-balancing and no balance holes are needed. The advantages to be gained from balance holes are relatively few, while the increased stresses in their neighbourhood could impose restrictions on the design especially as the allowable stresses are limited by creep; the only cylinders on which balance holes are found in modern turbines are on the single flow intermediate pressure shafts on machines of 350 MW and below.

Creep effects do not usually occur on shrunk-on discs as the temperatures are very low $\left(<400^{\circ} \mathrm{F}\right)$. However on discs integral with the shaft where temperatures of up to $1050^{\circ} \mathrm{F}$ are encountered, the allowable stresses are limited by creep behaviour of the material.

This means that the strains are calculated in the elastic range. For shrunk-on discs it is necessary to get the maximum possible rim radius and hence high strength steels are used. These do not have a pronounced yield point. For discs designed on a plastic analysis the hoop strains at the bore may be such as to remove the interference between disc and shaft. Therefore the design problem is formulated in the elastic range.

The allowable stresses are governed by the stresses at the bore based on the Tresca yield condition and by the average tangential stresses evaluated at all disc sections from the bore to the rim which should not exceed the ratio of the ultimate tensile strength at the operating temperatures to the bursting factor of safety (= 3.0). However, for practical design purposes the Tresca condition gives a good approximation to the stress limitations throughout the disc.

The stress calculations are based on a two-dimensional analysis on the assumption of radially symmetric plane stress, which means that the axial and shear stresses are neglected compared to the radial and hoop stresses. This implies that the disc should not be too thick. The temperature variations are usually neglected, but the computer program includes the thermal stress calculations as well. The frequency constraint usually adopted in design work is that the ratio of the lowest natural frequency of vibration to the number of nodal diameters should exceed the speed of rotation of the disc. It is generally found that when a curve of frequency against the number of nodal diameters is plotted the minimum occurs at about eight nodal diameters and for this reason in most practical work the constraints are based on eight nodal diameters. However this is not true in general, and sometimes the designs are based on nine nodal diameters. The amplitudes and stresses at resonance decrease as the number of nodal diameters increase rendering resonance less dangerous.

### 2.3 VARIATIONAL FORMULATION

The weight is given by the functional expression

$$
\begin{equation*}
W=\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{2.6}
\end{equation*}
$$

where $a_{1}, a_{m}$ are the inner and outer radii respectively, $\rho$ is the density and $h(r)$ is the thickness at a radial distance $r$ from the
axis of rotation. The thickness distribution is defined by Figure 2.1.

$$
\left.\begin{array}{rlrl}
h(r) & =b_{1} & & \text { for } a_{1} \leqslant r \leqslant a_{2}  \tag{2.7}\\
& =h(r) & & \text { for } a_{2} \leqslant r \leqslant a_{m-1} \\
& =b_{m} & & \text { for } a_{m-1} \leqslant r \leqslant a_{m}
\end{array}\right\}
$$

where $b_{1}, b_{m}, a_{1}, a_{m}, a_{m-1}$ are constants, while $h(r), a_{2}$ are variables satisfying the side conditions

$$
\left.\begin{array}{l}
L \leqslant a_{2} \leqslant U  \tag{2.8}\\
\varepsilon \leqslant h(r)<\infty \forall r \in\left[a_{2}, a_{m^{-1}}\right]
\end{array}\right\}
$$

where the bounds $L, U, \varepsilon$ are constants determined from design considerations and correspond to constraints on the design configuration of the disc.

From (2.6, 2.7)

$$
\begin{align*}
W & =\int_{a_{1}}^{a_{2}} 2 \pi \rho r b_{1} d r+\int_{a_{2}}^{a_{m-1}} 2 \pi \rho r h(r) d r+\int_{a_{m-1}}^{a_{m}} 2 \pi \rho r b_{m} d r \\
& =\pi \rho\left[b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)\right]+2 \pi \rho \int_{a_{2}}^{a_{m-1}} r h(r) d r( \tag{2.9}
\end{align*}
$$

The stress distribution is determined on the assumption of radially symmetrical plane stress which means that the axial and shear stresses are neglected compared to the radial and tangential stresses. The physical implications of this assumption is that the disc is not too thick and not too asymmetric about the midplane. Otherwise the assumption that the axial and shear stresses are the
same as on the surface (that is, they vanish) is not valid. If the disc were asymmetric shear stresses would be set up. However a small deviation from asymmetry is tolerable.

The equation of dynamic equilibrium is given by $[136]$.

$$
\begin{equation*}
\frac{d}{d r}\left(h \sigma_{r}\right)+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h=0 \tag{2.10}
\end{equation*}
$$

where $\sigma_{r}, \sigma_{\theta}$ are the radial and tangential stresses and $\omega$ is the angular velocity of rotation of the disc. (NOTE: This equation is the same as equation (1.6) for the plastic case.)

The material is assumed to obey a yield condition of the form

$$
\begin{equation*}
F\left(\sigma_{r}, \sigma_{\theta}\right) \leqslant \sigma_{0} \tag{2.11}
\end{equation*}
$$

where $\sigma_{0}$ is the yield stress.
The yield condition used in this investigation is the Tresca maximum shear condition

$$
\begin{equation*}
F\left(\sigma_{r}, \sigma_{\theta}\right)=\max \left\{\left|\sigma_{r}\right|,\left|\sigma_{\theta}\right|,\left|\sigma_{r}-\sigma_{\theta}\right|\right\} \tag{2.12}
\end{equation*}
$$

The stresses are expressed in terms of the radial displacement $u(r)$ by the following compatibility relations

$$
\left.\begin{array}{rl}
\dot{\sigma}_{r} & =\frac{E}{1-v^{2}}\left(e_{r}+v e_{\theta}\right)  \tag{2.13}\\
\sigma_{\theta} & =\frac{E}{1-v^{2}}\left(v e_{r}+e_{\theta}\right) \\
e_{r} & =\frac{d u}{d r} \\
e_{\theta} & =\frac{u}{r}
\end{array}\right\}
$$

where $e_{r}, e_{\theta}$ are the radial and tangential strains, $E$ is Young's Modulus and $\nu$ is Poisson's ratio.

From (2.10, 2.13)

$$
\left.\begin{array}{l}
\frac{d \sigma_{r}}{d r}=-\frac{1}{h}\left[\sigma_{r} \frac{d h}{d r}+\left(\sigma_{r}-\sigma_{\theta}\right) \frac{h}{r}+\rho \omega^{2} r h\right]  \tag{2.14}\\
\frac{d \sigma_{\theta}}{d r}=\frac{\left(\sigma_{r}-\sigma_{\theta}\right)}{r}-\frac{v}{h} \sigma_{r} \frac{d h}{d r}-v \rho \omega^{2} r
\end{array}\right\}
$$

The stresses are obtained by solving these differential equations for a given $h=h(r)$, for all $r \varepsilon\left[\underline{a}_{1}, a_{m}\right]$. The boundary conditions on the stresses are given by

$$
\begin{equation*}
\left[\sigma_{r}\right]_{r=a_{1}}=s_{1} \cdot\left[\sigma_{r}\right]_{r=a_{m}}=s_{m} \tag{2.15}
\end{equation*}
$$

For purposes of simplicity thermal stresses have been neglected. The effect of these is considered 1ater on. The minimisation problem may now be formulated mathematically as follows:

Determine an optimal thickness $h(r)$ and a radius $a_{2}$ such that the functional

$$
\begin{equation*}
W=\int_{a_{1}}^{a_{m}} 2 \pi \rho h(r) d r \tag{2.6}
\end{equation*}
$$

is minimised subject to the constraint conditions:

$$
\left.\begin{array}{l}
\frac{d \sigma_{r}}{d r}=-\frac{1}{h}\left[\sigma_{r} \frac{d h}{d r}+\left(\sigma_{r}-\sigma_{\theta}\right) \frac{h}{r}+\rho \omega^{2} r h\right]  \tag{2.14}\\
\frac{d \sigma_{\theta}}{d r}=-\frac{1}{h}\left[v \sigma_{r} \frac{d h}{d r}-\left(\sigma_{r}-\sigma_{\theta}\right) \frac{h}{r}+v \rho \omega^{2} r h\right]
\end{array}\right\}
$$

$$
\begin{align*}
& \mathrm{F}\left(\sigma_{\mathrm{r}}, \sigma_{\theta}\right)-\sigma_{0} \leqslant 0  \tag{2.11}\\
& \varepsilon-\mathrm{h} \leqslant 0 \\
& \mathrm{a}_{2} \leqslant \mathrm{~L} \leqslant \mathrm{U} .  \tag{2.8}\\
& \text { and the boundary conditions }
\end{align*}
$$

This is a very general problem in optimal control theory [139]. The formal solutions are based on the maximum principle of Pontryagin [137] and the optimality principle of Bellman [56,57,140,14]. The former provides the first order necessary conditions for an optimum: Euler-Lagrange equations, transversality conditions and the Weierstrass condition. Ge1fand and Fomin [138] give a qualitative illustration of these principles by considering the propagation of a disturbance which can be described in two ways - either in terms of the trajectories along which the disturbance propagates (the 'ray' approach in optics) or in terms of the motion of the wavefront. The wave approach leads to the Hamilton-Jacobi partial differential equation and corresponds to the optimality principle of dynamic programming while the 'ray' approach leads to the classical canonical Euler Lagrange equations which form a system of ordinary differential equations and corresponds to the Pontryagin Principle.

For complex systems, closed analytical solutions are generally impossible to obtain and recourse must be made to numerical procedures.

Computationally, the Bellman formulation is more complex and requires substantial amounts of computer programming and storage facilities, whereas the Pontryagin formulation suffers from all the inherent difficulties of a two-point boundary value problem. Some of the available numerical schemes for solving these boundary value problems include: (a) steepest ascent on the variational Hamiltonian $[142-144]$. The methods being first order, are relatively simple to implement even for complex problems. Initially when far from the optimum, these methods work well, but as the optimum is approached they tend to exhibit poor convergence properties. Convergence can be accelerated using second order methods such as approximating the Hamiltonian by a quadratic in the neighbourhood of the optimum; (b) quasilinearisation [145] on the state and adjoint equations in conjunction with a generalised Newton-Raphson method to generate a sequence of approximating functions. For further details on these methods, the reader is referred to $[146-148,139]$. More powerful techniques have recently been developed based on a conjugate gradient technique [149-151] . They are based on the condition that at the optimum the Hamiltonian must be maximised with respect to the controls. The basic steps are outlined below:
(a) Set $i=0 ;$ compute $\underline{g}^{(0)}=\left.\underline{\nabla} \mathbf{u} H\right|_{\underline{\mathbf{u}=\underline{\mathrm{u}}}}(0) ;$ set $\underline{\mathrm{S}}^{(0)}=\underline{g}^{(0)}$
(b) $\operatorname{Set} \underline{u}^{(i+1)}=\underline{u}^{(i)}+t^{(i)} \underline{s}^{(i)}$ where $\left.t^{(i)} \operatorname{minimises} W \underline{u}^{(i)}+t^{(i)} \underline{S}^{(i)}\right)$
(c) Compute $\underline{g}^{(i+1)}=\left.\underline{\nabla u H}\right|_{\underline{u}=\underline{u}}(i+1)$
set $\underline{s}^{(i+1)}=\underline{g}^{(i+1)}+\beta^{(i)} \underline{s}^{(i)}$
where

$$
\beta^{(i)}=\frac{\left\langle\underline{g}^{(i+1)} \mid \underline{g}^{(i+1)}\right\rangle}{\left\langle\underline{g}^{(i)} \mid \underline{g}^{(i)}\right\rangle}
$$

and

$$
\left\langle_{\underline{g}} \underline{g}^{(i)} \mid \underline{g}^{(j)}\right\rangle=\int_{a_{1}}^{a_{m}} \underline{g}^{(i)} \underline{g}^{(j)^{T}} d r
$$

(d) Set i $\rightarrow$ i+1 go to (b).

The Hamiltonianused in this algorithm is defined by
$H=-\frac{\lambda_{1}}{h}\left[\sigma_{r} \frac{d h}{d r}+\left(\sigma_{r}-\sigma_{\theta}\right) \frac{h}{r}+\rho \omega^{2} r h\right]-\frac{\lambda_{2}}{h}\left[\sigma_{r} \frac{d h}{d r}-\left(\sigma_{r}-\sigma_{\theta}\right) \frac{h}{r}+v \rho \omega^{2} r h\right]$
where $\lambda_{1}(r), \lambda_{2}(r)$, are the adjoint variables satisfying the equations

$$
\begin{equation*}
\frac{d}{d r}\binom{\lambda_{1}}{\lambda_{2}}=-\binom{\frac{\partial H}{\partial \sigma_{r}}}{\frac{\partial H}{\partial \sigma_{\theta}}} \tag{2.17}
\end{equation*}
$$

In the presence of the inequality constraints (2.8, 2.11) the merit functional $W$ used in step (b) must be replaced by

$$
\begin{equation*}
W_{k}=W+\eta_{k}\left(\int_{a_{1}}^{a_{m}} \frac{d r}{\sigma_{0}-F\left(\sigma_{r}, \sigma_{\theta}\right)}+\frac{d r}{h-\varepsilon}\right) \tag{2.18}
\end{equation*}
$$

where $\eta_{k} \rightarrow 0$ as $k \rightarrow \infty$.
The modified functional (2.18) is essentially an extension of the SUMT procedure of Fiacco and McCormick [134-135]. This can be solved using a penalty function formulation in conjunction with the optimization procedures of Rosenbrock, Powell, Nelder-Mead [129, 130, 92. An alternate formulation is available when it is possible to parametrise the controls, thereby reducing the problem to a constrained optimization problem. This requires a suitable parametric representation for the controls and could lead to increased computation, especially when the number of parameters involved is large. Due to the formidable computational difficulties associated with the variational formulation, a different mode of solution procedure is proposed.* The problem is discretised using finite difference techniques. The weight integral is replaced by a summation over a discrete set of variables and the stresses correspond to "black box" type functionals, the problem being transformed into a nonlinear programming problem characterised by nonanalytic behaviour constraints. This is essentially a form of parametrisation of the control by piecewise linear function.

[^4]
### 2.4 FINITE DIFFERENCE FORMULATION

The disc profile is approximated by a sequence of straight lines (Figures 2.2, 2.3). The interval $\left[\underline{a}_{2}, a_{m}-\overline{1}\right]$ is divided into a finite number of subintervals by points $a_{2}, a_{3}, \ldots, a_{m-1}$ where

$$
a_{2}<a_{3}<\ldots \ldots<a_{m-1}
$$

The thickness $h(r)$ is approximated by a sequence of piecewise linear functions $h_{j}(r)$ defined as follows:

Let

$$
\begin{aligned}
& h\left(a_{j}\right)=b_{j} \\
& h_{j}(r)=b_{j-1}+\left(\frac{b_{j}-b_{j-1}}{a_{j}-a_{j-1}}\right)\left(r-a_{j-1}\right) \quad a_{j-1} \leq r \leq a_{j}
\end{aligned}
$$

and

$$
h(r) \quad h_{j}(r) \quad a_{j-1} \leqslant r \leqslant a_{j} ; \quad j=3, \ldots,(m-1)
$$

From (2.9, 2.19)

$$
\begin{align*}
W= & \pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\int_{a_{2}}^{a_{m-1}} 2 \pi \rho r h(r) d r \\
= & \pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+ \\
& \sum_{j=3}^{m-1} \int_{a_{j-1}}^{a} 2 \pi \rho r h_{j}(r) d r \tag{2.20}
\end{align*}
$$

The problem has been transformed into a finite
difference formulation by approximating $h(r)$ by a series of linear functions $h_{j}(r) ; j=3, \ldots,(m-1)$. This gives a linearised model for the disc. The thickness at radii $a_{1}, a_{2}, \ldots, a_{m}$ are $b_{1}, b_{2}, \ldots$ .., $b_{m}$ respectively, and are measured parallel to the axis of rotation.

### 2.5 SIDE CONSTRAINTS

The constraints on the design configuration are defined by (see equations (2.7, 2.8))
(i) $\quad a_{1}<a_{2}<\ldots .<a_{m-1}<a_{m}$
(ii) $b_{1}=b_{2}$ constant
(iii) $b_{m}=b_{m-1}$ constant
(iv) $a_{1}, a_{3}, \ldots, a_{m-1}, a_{m}$ constants
(v) $\quad a_{2}$ variable
(vi) $\quad b_{j}$ variable $j=3, \ldots, m-2$
(vii) $b_{j} \geqslant \varepsilon \quad j=3, \ldots, m-2$
(viii) $L \leqslant a_{2} \leqslant U$

The widths of the hub and rim and rim depth are fixed while the hub depth is variable. Constraints (vii, viii) ensure physically reasonable designs by ensuring that the variable thicknesses $b_{j}$ are non-negative. The hub radius $a_{2}$ is constrained to vary between fixed limits, L, U.

The design variables are given by

$$
\begin{equation*}
\underline{x}=\left(b_{3}, \ldots, b_{m-2}, a_{2}\right) \tag{2.21}
\end{equation*}
$$

This defines a ( $\mathrm{m}-3$ ) dimensional design space. The side constraints are given by

$$
\begin{equation*}
\underline{\ell} \leqslant \underline{x} \leqslant \underline{u} \tag{2.22}
\end{equation*}
$$

where the constant row vectors $\underline{\ell}, \underline{\underline{u}}$, are defined by

$$
\begin{aligned}
& \underline{\ell}=(\varepsilon, \ldots, \varepsilon, \mathrm{L}) \\
& \underline{\mathbf{u}}=(\infty, \ldots, \infty, \mathrm{U})
\end{aligned}
$$

They are linear and correspond to hyperplanes in design space.

### 2.6 BEHAVIOUR CONSTRAINTS

The disc is symmetrical with respect to both its axis of rotation and its midplane and is in dynamic equilibrium under the action of the centrifugal and thermal loading. The stress distribution is determined on the assumption of radially symmetric plane stress. The stress calculations are based on Donaths method [154, 155], which consists essentially in replacing the disc by a series of annular rings of constant width. The stresses at the outer edge of a ring are determined in terms of the stresses at the inner edge. Continuity is ensured by equating the radial displacement and the radial load at the interface of adjacent rings.

The primary goal of this investigation is the study of methods for optimising a class of structural systems in the presence of
non-analytic (behaviour) constraints. The analysis phases of the redesign cycle are regarded as a series of "black boxes". The actual mechanisms within the boxes are disregarded. The optimisation procedures are independent of the analysis routines employed and can be used in conjunction with structural analysis programs that are already available. The need for more sophisticated analysis routines for performing more effective redesign cycles may be better assessed after an initial evaluation of the results using existing programs. This is the justification for using the Donath method. It is a relatively simple method and was already available at the commencement of this investigation. The basic equations used are summarised for easy reference. During the stress analysis each of the intervals $\left[a_{j-1}, a_{j}\right]$ for $j=3, \ldots,(m-1)$ is further subdivided and the calculations are performed on this subdivided disc. This is to ensure a greater degree of accuracy for the stress computations. Substituting (2.13) in (2.10) gives

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+\left(\frac{1}{r}+\frac{1}{h} \frac{d h}{d r}\right) \frac{d u}{d r}-\left(\frac{1}{r}-\frac{v}{h} \frac{d h}{d r}\right) \frac{u}{r}+\frac{\rho \omega^{2}\left(1-v^{2}\right) r}{E}=0 \tag{2.23}
\end{equation*}
$$

Within each annular ring $h(r)$ is constant and therefore (2.23) reduces to

$$
\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \frac{d u}{d r}-\frac{u}{r^{2}}+\frac{\rho \omega^{2}\left(1-v^{2}\right) r}{E}=0
$$

Solving this equation gives

$$
u=c_{1} r+\frac{c_{2}}{r}-\frac{\rho}{8} \frac{\omega^{2}\left(1-v^{2}\right)}{E} r^{3}
$$

where $C_{1}, C_{2}$ are constants of integration.

From (2.13)

$$
\left.\begin{array}{l}
\sigma_{r}=\left(\frac{\mathrm{EC}}{1} 1\right.  \tag{2:24}\\
1-v
\end{array}\right)-\left(\frac{\mathrm{EC}}{2}\left(\frac{1}{1+\nu}\right) \frac{1}{r^{2}}-\left(\frac{3+v}{8} \rho \omega^{2}\right) r^{2},\right\}
$$

These are the equations describing the rotational stresses within each ring. Similar equations can be formulated for the thermal stresses which are determined from the equation,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{dr}}\left(\mathrm{~h} \sigma_{r}\right)+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)=0 \tag{2.25}
\end{equation*}
$$

where the thermal stresses $\sigma_{r}, \sigma_{\theta}$ are given by

$$
\begin{align*}
& \sigma_{r}=\frac{E}{1-v^{2}}\left[\left(e_{r}-\alpha \phi\right)+v\left(e_{\theta}-\alpha \phi\right)\right] \\
& \sigma_{\theta}=\frac{E}{1-v^{2}}\left[v\left(e_{r}-\alpha \phi\right)+\left(e_{\theta}-\alpha \phi\right)\right]  \tag{2.26}\\
& e_{r}=\frac{d u}{d r} \\
& e_{\theta}=\frac{u}{r}
\end{align*}
$$

where $\alpha$ is the coefficient of linear expansion and $\phi$ is the temperature. Substituting (2.26) in (2.25) gives (with $h(r)=$ constant within each ring)

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \frac{d u}{d r}-\frac{u}{r^{2}}-(1+v) \alpha \frac{d \phi}{d r}=0 \tag{2.27}
\end{equation*}
$$

Solving

$$
u=C_{1} r+\frac{C_{2}}{\bar{r}}+(1+v) \frac{\alpha}{r} \int^{r} r \phi d r
$$

where $C_{1}, C_{2}$ are constants of integration.
From (2.26)

$$
\begin{aligned}
& \sigma_{r}=\frac{-\alpha E}{r^{2}} \int^{r} r \phi d r+\frac{E}{1-v^{2}}\left[C_{1}(1+v)-\frac{C_{2}(1-v)}{r^{2}}\right] \\
& \sigma_{\theta}=\frac{\alpha E}{r^{2}} \int^{r} r \phi d r-\alpha E \phi+\frac{E}{1-v^{2}}\left[C_{1}(1+v)+\frac{C_{2}(1-v)}{r^{2}}\right]
\end{aligned}
$$

These determine the thermal stresses within each ring for a prescribed temperature function $\phi(r)$. The resultant stress distribution is given by

$$
\left.\begin{array}{l}
\sigma_{r}=\sigma_{r}(\text { rotational })+\sigma_{r}(\text { thermal })  \tag{2.28}\\
\sigma_{\theta}=\sigma_{\theta}(\text { rotational })+\sigma_{\theta}(\text { thermal })
\end{array}\right\}
$$

Although theprogram used includes thermal computations for purposes of simplicity, these are neglected and the results are based entirely on the rotational stresses.

At each stress calculation the computer program subdivides the intervals $\left[a_{j-1}, a_{j}\right]$ for $j=3, \ldots,(m-1)$ into further subintervals by points $r_{2}, \ldots, r_{n-1}$ where

$$
\dot{a}_{2}=r_{2}<r_{3}<\ldots<r_{n-1}=a_{m-1}
$$

In addition

$$
\begin{align*}
& r_{1}=a_{1}  \tag{2.29}\\
& r_{n}=a_{m}
\end{align*}
$$

The condition for subdividing the interval $\left[a_{j-1}, a_{j}\right]$ is

$$
\begin{equation*}
\left|b_{j}-b_{j-1}\right|>\frac{\delta}{2}\left(b_{j}+b_{j-1}\right) \tag{2.30}
\end{equation*}
$$

where $\delta$ is a small positive tolerance. If this condition is satisfied, $\left[a_{j-1}, a_{j}\right]$ is subdivided into $u$ equal subintervals by points $q_{o}, q_{1}, \ldots, q_{u}$ where

$$
\begin{equation*}
a_{j-1}=q_{o}<q_{1}<\ldots \ldots<q_{u}=a_{j} \tag{2.31}
\end{equation*}
$$

The corresponding thicknesses at these points are given by

$$
p_{i}=h\left(q_{i}\right) \quad i=0,1, \ldots, u ;
$$

and

$$
\begin{aligned}
\left|p_{j}-b_{j-1}\right|= & \left|p_{o}-p_{u}\right| \\
= & \mid\left(p_{o}-p_{1}\right)+\left(p_{1}-p_{2}\right)+\ldots+ \\
& \left(p_{u-2}-p_{u-1}\right)+\left(p_{u-1}-p_{u}\right) \mid \\
\leqslant & \left|p_{o}-p_{1}\right|+\left|p_{1}-p_{2}\right|+\ldots+ \\
& \left|p_{u-2}-p_{u-1}\right|+\left|p_{u-1}-p_{u}\right| \\
\leqslant & \frac{\delta}{2}\left[\left(p_{0}+p_{1}\right)+\left(p_{1}+p_{2}\right)+\ldots+\right. \\
& \left.\left(p_{u-2}+p_{u-1}\right)+\left(p_{u-1}+p_{u}\right)\right] \\
\leqslant & \frac{\delta}{2}(2 u) K_{j}
\end{aligned}
$$

where $K_{j}=\max \left(b_{j}, b_{j-1}\right)$

Hence,

$$
u \geqslant \frac{1}{\delta K_{j}}\left|b_{j}-b_{j-1}\right|
$$

or

$$
\begin{equation*}
u=1+\left\langle\frac{b_{j}-b_{j-1}}{\delta K_{j}}\right\rangle \tag{2.32}
\end{equation*}
$$

where $\langle x\rangle$ denotes the largest integer not exceeding $x$. The total number of points of subdivision for all the intervals $\left[a_{j-1}, a_{j}\right]$ is $n$, the points being labelled $r_{1}, r_{2}, \ldots, r_{n}$ with corresponding thicknesses $h_{1}, h_{2}, \ldots, h_{n}$ respectively. The reason for this subdivision is to obtain a better estimate for the stress distribution. The number $n$ varies from dsign to design.

For each design the stresses at these $n$ points are calculated. The principal shearing stresses are then given by $[156]$.

$$
\left.\begin{array}{l}
\tau_{1}=\left|\sigma_{r}-\sigma_{\theta}\right|  \tag{2.33}\\
\tau_{2}=\left|\sigma_{r}\right| \\
\tau_{3}=\left|\sigma_{\theta}\right|
\end{array}\right\}
$$

The stress constraints are defined by the Tresca maximum shear condition

$$
\begin{equation*}
\sigma \leqslant \sigma_{0} \tag{2.34}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sigma=\max \left(\tau_{1}, \tau_{2}, \tau_{3}\right) \\
& \sigma_{0}=\text { yield stress for the material. }
\end{aligned}
$$

Therefore the behaviour variables are given by

$$
B F(\underline{x})=\left(\sigma_{r_{1}}, \sigma_{r_{2}}, \cdots, \sigma_{r_{n}}\right)
$$

while the behaviour constraints are defined by

$$
\begin{equation*}
\underline{\mathrm{L}} \leqslant \underline{\mathrm{BF}}(\underline{\mathrm{x}}) \leqslant \underline{\mathrm{U}} \tag{2.35}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{L}=(0,0, \ldots, 0) \\
& \underline{\mathrm{U}}=\left(\sigma_{0}, \sigma_{0}, \ldots \ldots, \sigma_{0}\right)
\end{aligned}
$$

and

$$
n=n(\underline{x})
$$

One of the essential features of this investigation is the absence of closed analytical expressions for the stresses in terms of the design variables. The stresses are functions only in the sense that they are computer oriented rules for determining the behaviour associated with a given design. Therefore the stresses may be regarded as a "black box". The contents of the box are ignored. What is essential is the output from the box which enables the stresses to be checked against the yield criterion (2.34). Due to the "black box" nature of the stresses the behaviour constraints correspond to unknown surfaces in design space.

From (2.20) and conditions (ii, iii) of section 2.5 , the weight is given by

$$
\begin{align*}
W= & \frac{\pi \rho}{3} \sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) b_{j}+\frac{\pi \rho}{3} b_{1}\left(-3 a_{1}^{2}+a_{2}^{2}+\right. \\
& \left.a_{3}^{2}+a_{2} a_{3}\right)+\frac{\pi \rho}{3} b_{m}\left(3 a_{m}^{2}-a_{m-1}^{2}-a_{m-2}^{2}-a_{m-1} a_{m-2}\right) \tag{2.36}
\end{align*}
$$

Therefore $W=W\left(b_{3}, \ldots, b_{m-2}, a_{2}\right)$ is linear in $b_{j}$ and quadratic in $a_{2}$. It is a non-convex function and could give rise to points of relative (local) minima.

### 2.7 THE NON-LINEAR PROGRAMMING PROBLEM

The problem can be formulated mathematically as a nonlinear programming problem as follows.

Given $\ell, \underline{u}, \underline{L}, \underline{U}$, determine a design $\underline{x}$ which satisfies the conditions
(a) $\underline{\ell} \leq \underline{x} \leq \underline{u}$
(b) $\underline{L} \leqslant \underline{B F}(\underline{x}) \leqslant \underline{U}$
and minimises
(c) $W(\underline{x})$

The variational structure has been discretised by a nonlinear programming approximation characterised by non-analytic constraints on the behaviour variables. The objective is the development of optimisation procedures applicable to such problems by extending existing methods and formulating new ones. Methods available at the time of this investigation were the "steepest descent - alternate step" mode of travel in design space, developed by Schmit and his associates $[64-74$ for the automated weight minimisation of trusses and waffle plates with instability constraints. Modifications are introduced to improve their computational efficiency and convergence rates, and generalisations lead to new methods. These are applied to obtain numerical solutions to the disc problem on an English Electric KDF 9 computer. As a preliminary, some of the more commonly used non-linear progranming procedures in structural problems are briefly reviewed below.

### 2.8 NON-LINEAR PROGRAMMING METHODS

Some computational algorithms for minimising a non-linear function subject to a set of inequality constraints are considered. For an unconstrained function with continuous partial derivatives, a minimum occurs at that point where the partial derivatives of the function with respect to its independent variables are zero and its matrix of second partial derivatives is positive definite. These necessary conditions for a minimum correspond to a set of simultaneous equations for which an exact solution is in general impossible, and recourse must be made to approximate or numerical methods. Some commonly used methods for minimisation are based on the method of steepest descent $[157-159,17 \overline{4}]$. This is an iterative method for determining a good step direction and then minimising the function in this direction. Another group of methods is based on approximating the merit function by the first and second order terms of its Taylor series expansion about a given point $[160,161]$. The minimum of the resulting quadratic may be determined exactly and an expansion of the function about this new point obtained. If the third and higher order terms of the series are small the new point will be a better approximation to the solution than the old one, and the closer the point is to the solution, the more negligible will be the effect of the higher order terms. Direct search methods applicable to unconstrained functions include Fibonacci search [162] (this is best suited to one-dimensional unimodal functions); pattern methods [161] based on a combination of local univariate moves followed by
pattern moves along the best direction given by the local search; random search methods [163,164] where the independent variables are selected in either a purely random manner or according to some probability distribution function. A detailed discussion of the above methods can be found in the book by wilde [165]. Recently the techniques of Rosenbrock [129], Powell [92], Nelder-Mead [130] and Davidon-Fletcher-Powell [132,13] have come into prominence in the structural optimization area. These provide very powerful tools for solving unconstrained optimization problems. Future developments in the structural optimization area seem to be centred on these methods, used in conjunction with penalty functions to introduce inequality constraints. A comprehensive description and evaluation of suchmethods is given in the book by Kowalik and Osborne [80]. The Kuhn-Tucker optimality condition [120-123] establishes conditions for transforming a constrained minimisation problem into an unconstrained problem using Lagrange multipliers and slack variables to convert inequality constraints into equality constraints. The solution to the constrained problem is then given by the saddle point of the Lagrangian formulation. Alternatively, penalty functions may be used to simulate the constraints by unfavourably weighting the merit function in their vicinity $[76,80,127,134,135,16]$. The successive iterations of the problem are forced to lie in the feasible region, since the violation of the constraint results in a sudden and rapid deterioration of the merit function. Methods for handling the constraints implicitly include: Kelly's cutting plane method [101] for transforming the problem to a series of linear
programming problems. The resulting linear programs can be solved using the well-known simplex algorithms of linear programing [ $166-16 \overline{8}]$. The: book by Kunzi et al [168] contains the actual Algol and Fortran programs for executing these algorithms. Zoutendijk's method of feasible direction [9히, gives methods for determining the optimal search vector.

Rosen's gradient projection methods [89,104] can be used for moving on the boundary of a constraint set by projecting the directions of steepest descent onto the tangent planes to the boundary. Alternatively, it is possible to leave the boundary of the feasible region along the constant merit contour [169]. The optimal direction for the "bounce" being given by a quadratic programning problem. A comprehensive list of linear and non-linear programming methods is given in $[170-173]$.

### 2.9 COMPARISON WITH SCHMIT'S METHOD

Equations (2.13, 2.23, 2.26, 2.27, 2.28) applied to condition (2.34) give a behaviour constraint of the form

$$
\begin{equation*}
\sigma[\mathrm{h}] \equiv \int_{a_{1}}^{\mathrm{a}_{\mathrm{m}}} \psi\left(\mathrm{r}, \mathrm{~h}(\mathrm{r}), \frac{\mathrm{dh}}{\mathrm{dr}}\right) \mathrm{dr} \leqslant \sigma_{0} \tag{2.37}
\end{equation*}
$$

The stresses are functionals of the thickness and have a "black box" representation in the discretised non-linear programming formulation. The non-linear programming procedures reviewed in
section 2.8 do not apply to constraints of the type (2.37). Methods specifically applicable are those developed by Schmit and his associates [64-74]. Their methods were discussed in Chapter 1. The central theme of this research is to examine the possibilities of improving and extending Schmit's work to problems with constraints of the type (2.37). Their work is discussed in this article in the light of the synthesis procedures developed for the disc optimization. They start from an initial feasible design and move in the direction of steepest descent to a better design some finite distance away. This procedure is repeated until a constraint is encountered which prevents further moves in the gradient direction. Then an alternate step is taken which is a move along the constant weight contour. After an alternate step, a feasible design should be forthcoming from which a steep descent can be made as before. This process is repeated util no move can be made by either mode at which time an optimum is said to be achieved. The reasoning behind this technique is that since the gradient points in the direction of greatest change it is the best direction to move to move to improve the design. If a move cannot be made in the best direction, then a feasible design is sought which at least does not increase the weight of the design. They use a fixed incremental step length scale in conjunction with steepest descent motion in the feasible region. If the new design is feasible the step length is doubled and this doubling process is continued until a design is reached which violates on a main constraint (side constraints are ignored at this stage). The total distance of travel back to an already
feasible design is halved and the direction reversed. In all subsequent iterations, the distance is always halved and the direction reversed after each transition between a feasible and non-feasible design. This doubling and halving technique is thus directed to and converges upon the constraint surface. The method employed here moves in the gradient direction with an accelerated step length directed to the nearest behaviour constraint. This is similar to the step length calculations used by Best [84] (see Chapter 1 for his derivation). The step length decreases as a constraint is approached thus enabling a behaviour constraint to be encountered in a very small number of iterations. Therefore the method is more selective and enables a constraint to be more rapidly encountered than that used by Schmit and his associates. When a design violates a constraint a linear interpolation procedure is used to converge to the composite constraint. The interpolations are always made between a feasible and non-feasible condition. Therefore convergence is more stable and more rapid than a simple halving and doubling process. When a design lies on a constraint it is generally impossible to steep descent without piercing the constraint. An alternate step is then taken such that the weight does not increase (i.e. the point lies on the weight contour through the boundary point). Schmit et al use the method of alternate base planes to generate the directions of search along the weight contour. They obtain a sequence of proposed new designs which are tested in turn against the side and behaviour constraints. If any one of these designs is found to be feasible steepest descent motion
is continued as before. The method of alternate base planes was applied to the disc problem and thereafter more selective methods were sought for moving away from the boundary. Initially a direction of search was generated whereby the sections not at yield stress were thinned down in proportion to their relative stress levels while the section at yield was thickened up by a predetermined amount. The distance of bounce was calculated using the constant weight condition. This gave a quadratic equation for the step length. A major disadvantage was the possibility of obtaining complex roots. When real roots were obtained the side (and behaviour) constraints were found to be violated. Thereafter a method was sought which, at least, guaranteed non-violation of the side constraints. The proposed designs then need only be tested against the yield criterion. When yield is violated a simple modification can be introduced to generate a new design, either by reducing the step length which is equivalent to propagating a new direction of search, or by changing the base plane of reference and repeating the process. The satisfaction of the side constraints is ensured by the proper selection of the step length using the linearity condition (2.22) from which the direction of bounce is calculated. The direction is determined by thickening the section of the disc at yield while thinning down the section furthest from yield in such a manner as to leave the weight unchanged. The remaining thickness variables are unaltered. Mathematically this always gives real directions and is more selective than the method of alternate base planes. The physics of the problem being utilised to indicate a direction for bouncing
back into the feasible regions. When a design violates the side constraints the boundary nearest to the last feasible point can be easily calculated since the side constraints are linear. Subsequent motion is confincd to projected gradient motion.

One of the inherent difficulties of any synthesis is the possibility of obtaining points of relative minima due to non-convexity of $W$ and $R$. For such cases there is no known method of establishing whether a proposed optimum is, in fact, a global minimum or not. However, it is possible to establish a reasonable degree of confidence in the results obtained by searching a fairly wide region of the feasible domain. It is also possible to select two distinct initial points and rum the synthesis along distinct paths. If the final optimum attained is the same (to within a specified tolerance) in the two cases, then it is reasonable to assume that the proposed optimum design is, in fact, an absolute minimum weight design.

Complete details of the analysis and computational procedures are given in de Silva $[179,180$, 181]. For purposes of ready reference some of the more important aspects of this investigation are summarised below.

The optimization problem is characterised by
(a) multi-dimensional design space
(b) non-linear weight function
(c) possible relative minima due to non-convex weight function and feasible region
(d) linear side constraints
(e) stresses "black box" type functions.
while the optimization procedure is characterised by (Figure 2.4)
(a) Accelerated steepest descent motion in the feasible region until a constraint is encountered.
(b) constrained steepest descent motion from a side constraint. Since a move in the direction of steepest descent cannot generally be made without piercing the constraint surface, this method moves in the next best direction, the projection of the direction of steepest descent on the constraint surface.
(c) equal weight redesign from a stress constraint surface. Constrained steepest descent motion cannot take place as the surface is unknown. A move is therefore made which, at least, does not increase the weight of the design causing the iterations to diverge away from the minimum weight solutions.

The computer program starts from a feasible initial design and generates steepest descent motion defined by the following iterative equation

$$
\begin{equation*}
\underline{x}^{(q+1)}=\underline{x}^{(q)}+t^{(q)} \psi^{(q)} \tag{2.38}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\underline{x}^{(q)}=\left(b_{3}^{(q)}, \ldots \ldots, b_{m-2}^{(q)}, a_{2}^{(q)}\right) \\
\left.\underline{\Psi}^{(q)}=-\nabla W\left(\underline{x}^{(q)}\right) \mid \nabla W \underline{x}^{(q)}\right) \mid  \tag{2.39}\\
\underline{\nabla}^{(q)}=\left(\frac{\partial}{\partial b_{3}}, \ldots \ldots, \frac{\partial}{\partial b_{m-2}}, \frac{\partial}{\partial a}\right) \\
t^{(q)}=\text { distance of travel in steepest descent. }
\end{array}\right\}
$$

From (2.36)

$$
\begin{aligned}
& \frac{\partial W}{\partial b_{j}}=\frac{\pi \rho}{3}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) \quad \text { for } j=3, \ldots,(m-2) \\
& \frac{\partial W}{\partial a_{2}}=\frac{\pi \rho}{3}\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right)
\end{aligned}
$$

Therefore using (2.39), equation (2.38) reduces to
$b_{j}^{(q+1)}=b_{j}^{(q)}-\frac{\pi \rho}{3}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) t(q) / N(q)$
for $\mathrm{j}=3, \ldots,(m-2)$;
$a_{2}^{(q+1)}=a_{2}^{(q)}-\frac{\pi \rho}{3}\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right) t^{(q)} / N_{N}^{(q)}$
where the normalisation factor $N^{(q)}$ is given by

$$
\begin{aligned}
N^{(q)}= & {\left[\sum_{j=3}^{m-2}\left(\frac{\partial W}{\partial b_{j}}\right)^{2}+\left(\frac{\partial W}{\partial a_{2}}\right)^{2}\right]^{\frac{1}{2}} } \\
= & \frac{\pi \rho}{3}\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)^{2}\left(a_{j+1}+a_{j}+a_{j-1}\right)^{2}\right. \\
& \left.\quad+\left(2 a_{2}+a_{3}\right)^{2}\left(b_{1}-b_{3}\right)^{2}\right]^{\frac{1}{2}}
\end{aligned}
$$

The distance of travel to a stress constraint surface cannot be determined exactly as the surfaces are unknown. Therefore the distance is estimated as follows:

Let

$$
\begin{aligned}
& h_{i}^{(q)}=\text { thickness at } r_{i} \\
& \sigma_{\mathbf{r}_{\mathbf{i}}}^{(q)}=\text { maximum shearing stress at } r_{i} . \\
& \sigma_{0}=\text { yield stress. }
\end{aligned}
$$

For purposes of this estimation, it is assumed that each $h_{i}^{(q)}$ can be varied independently without affecting the stress distribution elsewhere. Therefore to bring $\mathrm{h}_{\mathrm{i}}^{(\mathrm{q})}$ to yield, it must be changed to $\bar{h}_{\mathrm{i}}^{(q)}$ given by

$$
\left(2 \pi r_{i} \bar{h}_{i}^{(q)}\right) \sigma_{o} \simeq\left(2 \pi r_{i} h_{i}^{(q)}\right) \sigma_{r_{i}}
$$

so that

$$
\bar{h}_{i}^{(q)} \simeq \frac{\sigma_{r_{i}}}{\sigma_{o}} h_{i}^{(q)}
$$

This relation is derived on the assumption that the load remains unchanged, so that the distance $t_{i}^{(q)}$ to the behaviour constraint surface at $r_{i}$ is given by

$$
\bar{h}_{i}^{(q)}=h_{i}^{(q)}-t_{i}^{(q)} \phi_{i}^{(q)} \quad\left(0 \leqslant \phi_{i}^{(q)} \leqslant 1\right)
$$

Hence

$$
t_{i}^{(q)}=\frac{h_{i}^{(q)}-\bar{h}_{i}^{(q)}}{\phi_{i}^{(q)}}
$$

$$
\simeq\left(\frac{\sigma_{o}-\sigma_{r_{i}}}{\sigma_{0}}\right) \frac{h_{i}^{(q)}}{\phi_{i}^{(q)}}
$$

or

$$
t_{i}^{(q)} \geqslant\left(\frac{\sigma_{0}-\sigma_{r_{i}}}{\sigma_{0}}\right)_{i}^{(q)}
$$

and

$$
\begin{equation*}
t^{(q)}=\operatorname{minimum}_{3 \leqslant i \leqslant(n-2)} t_{i}^{(q)} \tag{2.40}
\end{equation*}
$$

Thus $t^{(q)}$ decreases as the point approaches a behaviour surface. At each iteration the design is checked against the side and stress constraints and, if satisfactory, the corresponding stress distribution is calculated and checked against the yield criterion. If the stresses are below yield stress, a feasible design is obtained, and steepest descent motion continues until a non-feasible design is encountered. A non-feasible design corresponds to a region of constraint violation, i.e. violation of either the side or the behaviour constraints.

### 2.11 GEOMETRICAL CONSTRAINT VIOLATION

When the design violates the side constraints (2.22), the distances from the last feasible point to the side constraints are calculated and the smallest positive distance is taken, giving a point lying on the nearest side constraint.

### 2.12 STRESS CONSTRAINT VIOLATION

When a behaviour constraint is violated, a series of linear interpolations are used to converge to a boundary point on a stress constraint surface (to within a given tolerance). Due to their linearity, the side constraints are never violated during the interpolations. The interpolations are always between a feasible and non-feasible design (i.e. a design violating the yield condition).

### 2.13 BOUNDARY POINT ON A STRESS CONSTRAINT

Suppose the design lies on a behaviour constraint. An alternate step design is sought which preserves the weight constant. Since the synthesis either reduces the weight or holds it constant, it is not possible for the iterations to diverge away from the desired minimum. The direction cosines of the direction of bounce can be determined using either random methods or more selective methods. The random methods are based on the method of alternate base planes described in Chapter 1 and in reference $[70]$. A random number generator is used to select the directions. The intersection of the directions with the constant weight contour are found and tested as trial designs. If any one of these designs is feasible, steepest descent motion continues as before until a constraint is encountered again. The selective methods utilise the physics of the problem to indicate more systematic directions of search.

Let the current boundary point be given by

$$
\begin{equation*}
\underline{x}=\left(b_{3}, \ldots, b_{m-2}, a_{2}\right) \tag{2.41}
\end{equation*}
$$

and the corresponding behaviour functions by

$$
\begin{equation*}
\operatorname{BF}(\underline{x})=\left(\sigma_{r_{1}}, \sigma_{r_{2}}, \cdots, \ldots, \sigma_{r_{n}}\right) \tag{2.42}
\end{equation*}
$$

where the stresses are evaluated at radii ( $r_{1}, \ldots, r_{n}$ )

The proposed alternate step design is defined by

$$
\begin{equation*}
\overline{\bar{x}}=\underline{x}+\Delta \underline{\lambda} \tag{2.43}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
\underline{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{m-4}, \lambda_{\mathrm{m}-3}\right)  \tag{2.44}\\
\Delta=\text { step length }
\end{array}\right\}
$$

The constant weight condition gives

$$
\begin{equation*}
W(\underline{x})=W(\underline{x}+\Delta \underline{\lambda}) \tag{2.45}
\end{equation*}
$$

From (2.36) condition (2.45) gives, on simplification
$\lambda_{1} \lambda_{m-3}^{2} \Delta^{3}-\lambda_{m-3}\left[\left(b_{1}-b_{3}\right) \lambda_{m-3}-\left(a_{3}+2 a_{2}\right) \lambda_{1}\right] \Delta^{2}-\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\right.$
$\left.\times\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}+\left(b_{1}-b_{3}\right)\left(a_{3}+2 a_{2}\right) \lambda_{m-3}\right] \Delta=0$

There is a common factor of $\Delta$, indicating a zero root. This is reasonable because $\Delta=0$ corresponds to $\underline{x}$ which is on the constant weight contour. Therefore

$$
\begin{align*}
& \lambda_{1} \lambda_{m-3}^{2} \Delta^{2}-\lambda_{m-3}\left[\left(b_{1}-b_{3}\right) \lambda_{m-3}-\left(a_{3}+2 a_{2}\right) \lambda_{1}\right] \Delta-\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\right. \\
& \left.\quad \times\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}+\left(b_{1}-b_{3}\right)\left(a_{3}+2 a_{2}\right) \lambda_{m-3}\right]=0 \tag{2.46}
\end{align*}
$$

### 2.14 RANDOM SEARCH

This is the method of alternate base planes described in Chapter 1 and [70]. The directions of search are defined by

$$
\left.\begin{array}{l}
\lambda_{1}=0  \tag{2.47}\\
\lambda_{j}=\frac{R_{j}}{N} \quad j=2, \ldots,(m-3)
\end{array}\right\}
$$

where $R_{j}$ are random numbers and the normalisation factor $N$ is defined by

$$
N=\left(\sum_{j \neq 1} R_{j}^{2}\right)^{\frac{1}{2}}
$$

Therefore the distances to the side constraints are given by

$$
\begin{aligned}
& t_{j}=\frac{b_{j}-\varepsilon}{-\lambda_{j-2}} \quad j=3, \ldots,(m-2) \\
& t_{1}=\frac{\left(a_{2}-L\right)}{-\lambda_{m-3}} \\
& t_{2}=\frac{\left(U-a_{2}\right)}{\lambda_{m-3}}
\end{aligned}
$$

Let $\Delta_{1}=\underset{1 \leqslant j \leqslant m-2}{\operatorname{minimum}}\left(t_{j} ; t_{j}>0\right)$

$$
\Delta_{2}=\underset{1 \leqslant j \leqslant m-2}{\operatorname{maximum}}\left(t_{j} ; t_{j}<0\right)
$$

Define $\left.\begin{array}{rlrl}\Delta_{\mathbf{r}} & =\mathrm{R}_{\mathbf{r}} \Delta_{1} & & \mathbf{r}=1,2,3 \\ & =\mathrm{R}_{\mathbf{r}} \Delta_{2} & \mathbf{r}=4,5,6\end{array}\right\}$
where $0<R_{r}<1 ; \quad r=1, \ldots 6$

The constant weight equation (2.46) is used to recalculate $\lambda_{1}$
where $\left(\lambda_{2}, \ldots, \lambda_{m-4}, \lambda_{m-3}\right)$ are given by (2.47)

$$
\begin{equation*}
\text { Consider } \underline{x}^{(r)}=\underline{x}+\Delta_{r} \underline{\lambda} \tag{2.49}
\end{equation*}
$$

where

$$
\underline{x}^{(r)}=\left(b_{3}+\Delta_{r} \lambda_{1}, b_{4}+\Delta_{r} \lambda_{2}, \ldots, b_{m-2}+\Delta_{r} \lambda_{m-4}, a_{2}+\Delta_{r} \lambda_{m-3}\right)
$$

The points (2.49) are tested against the design constraints and if any one of these is feasible steepest descent motion proceeds as before until a constraint is encountered. If none of these six designs is feasible the base plane is changed (i.e. $\lambda_{2}=0, \lambda_{j}=\frac{R_{j}}{N}$ for $\mathbf{j} \neq 2$ ), and a new set of proposed designs is generated. This process is continued until a feasible design is obtained or the current boundary point is accepted as the proposed optimum.

### 2.15 SELECTOR METHOD I

This was the first attempt at using the physics of the problem for bouncing back into the feasible regions. For a prescribed set of direction cosines $\lambda_{j}$ equation (2.46) is a quadratic for the step length $\Delta$. The direction of bounce, $\underline{\lambda}$, is as follows.

Let

$$
\sigma_{r_{q}}=\sigma_{0} \quad q=2, \ldots, n-1
$$

where

$$
a_{j-1} \leqslant r_{q} \leqslant \dot{a}_{j} \quad \text { for some } j \in[3, m-1]
$$

Define

$$
\sigma_{a_{\ell}}=\max \left(\sigma_{a_{j-1}}, \sigma_{a_{j}}\right)
$$

The direction ratios are defined by

$$
\begin{aligned}
\lambda_{j} & =\left(\sigma_{a_{j}}-\sigma_{o}\right) \quad j \neq \ell \\
& =\frac{\partial W}{\partial b_{\ell}}(x) /|\nabla W(x)| \quad j=\ell
\end{aligned}
$$

where

$$
\lambda_{\ell}>0 ; \quad \lambda_{j}<0 \quad j \neq \ell
$$

Therefore the direction cosines are given by

$$
\left.\begin{array}{l}
\lambda_{j}=\left(\sigma_{a_{j}}-\sigma_{0}\right) / \mathrm{N}  \tag{2.50}\\
\lambda_{\ell}=\frac{\partial W}{\partial_{a_{\ell}}}(x) /|\nabla W(x)|
\end{array}\right\}
$$

where the normalisation factor is given by

$$
\begin{aligned}
\lambda_{\ell}^{2}+\sum_{j \neq \ell}\left(\frac{\sigma_{a_{j}}-\sigma_{0}}{N}\right)^{2} & =1 \\
N^{2} & =\sum_{j \neq \ell}\left(\sigma_{a_{j}}-\sigma_{0}\right)^{2} /\left(1-\lambda_{\ell}^{2}\right)
\end{aligned}
$$

Therefore $\Delta$ can now be calculated using equation (2.46). The method of alternate base planes consumed considerable computer time in searching through the random directions to find a feasible point on the weight contour. Selector I reduces the degree of randomess by examining only those directions which on physical considerations tend to move away from a behaviour constraint. The disadvantages of the method are possibilities of (a) complex roots for the quadratic in $\Delta$, (b) negative $\Delta$, (c) violation of side (and behaviour) constraints.

### 2.16 SELECTOR METHOD II

This is a more selective version designed to overcome the above difficulties. Consider a step length $\Delta$ defined by

$$
\begin{equation*}
\Delta=\min _{i}\left(x_{i}-\ell_{i}, u_{i}-x_{i}\right) \tag{2.51}
\end{equation*}
$$

From (2.22) this corresponds to an alternate step within the design variable bounds

$$
\begin{equation*}
\underline{\ell} \leqslant \bar{x} \leqslant \underline{u} \tag{2.52}
\end{equation*}
$$

For a given-step length (2.51) the constant weight equation (2.46) can be viewed as a condition on the direction of bounce $\underline{\lambda}$. This
must also satisfy the normalisation condition

$$
\begin{equation*}
\sum_{i=1}^{m-3} \lambda_{i}^{2}=1 \tag{2.53}
\end{equation*}
$$

This gives two equations for ( $m-3$ ) unknown giving an infinity of solutions for $\lambda_{j}$. To obtain determinate solutions the number of variables is reduced to two by assigning prescribed values to (m-5) components of $\lambda$, these being made zero to obtain real solutions enabling an alternate step to be taken.

The side constraints are linear and it is therefore possible to determine easily a step length $\Delta$ which will ensure that the side constraints are never violated. However it is not possible to ensure beforehand that the yield criterion is not violated, as the behaviour surfaces are unknown. Hence an alternate step design can be found which lies on the same weight contour and lying within the design variable bounds. The design is tested against the yield criterion and, if satisfactory, steepest descent motion continues as before. If the design is not satisfactory the step length is progressively reduced by specified amounts, and if no feasible point is forthcoming, a different combination of the direction cosines is set to zero, and hence a different direction of search is propagated. If the yield criterion is still violated, the above method is discontinued and a random search is made to locate possible alternate step designs. In practice, Selector II always worked and therefore there was no necessity to use a random search. Random methods consume computer time in searching through the random directions to find a line which would yield a feasible point on the same weight contour.

However, the method suggested above reduces the degree of randomness and searches only for designs lying within the design variable bounds. Therefore the method is more selective in its directions and was found to be very efficient.

### 2.17 CONSTRAINED STEEPEST DESCENT MOTION

This corresponds to motion along a side constraint. The boundary iterations are given by a simplified version of Rosen's gradient projection method for linear constraints [89].

### 2.18 RESULTS AND DISCUSSION

The following problems are considered by way of illustration.

Case (1): A standard turbine disc idealisation characterised by a four-dimensional design space. (m $=7$ )

Case (2): An arbitrary design configuration to study the possibilities of relative minima due to the absence of convexity conditions. The problem again being characterised by a four-dimensional design space. (m = 7)

Case (3): A standard disc characterised by an eleven-dimensional design space $(m=14)$. This corresponds to case (1) with a finer grid system to study the stability aspects of the synthesis. This
provides a scientific aid for assessing the practical utilisation of the various synthesis capabilities developed here.

Case (4): Synthesis based on the proposed optimal for case (1) with a larger number of grid points. This again corresponds to an elevendimensional design space $(m=14)$.

Cases $(1,2,3)$ are exploited in two sets of subcases labelled (a,b) corresponding to random and Selector II search procedures respectively from a behaviour constraint. Case (4) was run using Selector II only due to time constraints.

The synthesis programs are capable of handling thermal stress computations and multiple load conditions due to centrifugal load factors on the turbine blades. The computations were performed on an English Electric KDF9 computer using Algol. The initial and final designs are shown in Figures (2.5-2.17). Some of the essential features of the synthesis are summarised below. Selector I proved unsuccessful because the quadratic equation for calculating the step length in constant weight bounce gave complex roots. When real roots were forthcoming the synthesis generated designs violating the side constraints. Selector II, however, proved extremely successful. The synthesis starts from afeasible trial design. Initially, the boundary points are not highly constrained: In the initial phases, an alternate step mode of redesign encounters relatively few design constraints in attempting to move from a boundary design. As the synthesis proceeds, the designs become more highly constrained with a correspondingly reduced wedge of acceptability. The average number
of redesign attempts associated with each successful redesign tends to increase as the synthesis progresses. However, in the initial stages, Selector $I$ located a feasible design at the first attempt and even in the later stages a successful design was obtained after 1 or 2 attempts. In contrast, the random procedures deteriorated sharply as the synthesis progressed. Both procedures, after a certain stage, gave weight reductions which were negligible in comparison to the time invested. This means that the evaluation of a synthesis capability for large scale systems must be based on effective convergence rather than on total or complete convergence. The results presented here represent a compromise with total convergence.

Selector II exhibited very rapid initial convergence rates and stable characteristics. In contradistinction, random search was less rapid and consumed considerable computer time in searching through the random directions for a feasible point. In addition, the effectiveness of random techniques decrease for high order design spaces.

As regards relative minima, in the absence of convexity conditions there are no known mathematical procedures to provide guidelines. What is possible is to establish a satisfactory degree of confidence in the results using, in part, engineering judgement, experience and intuition. This confidence can be established by subjecting the constant weight contour corresponding to the proposed optimal to close scrutiny. If no feasible designs are forthcoming then, in most cases, the design will be optimal. In practice, such an exhaustive search procedure would be impossible in terms of computer time. An
alternate procedure is to run the synthesis from distinct points. If the synthesis converges to designs of similar configuration and weight, confidence is established in the results. The final designs for case (2) are similar to the designs for cases ( $1,3,4$ ).

| Case (i) | ```DIMENSION OF DESIGN SPACE (m-3)``` | INITIAL weight <br> (1bs) | FINAL WEIGHT (lbs) |  | NUMBER OF ITERATIONS |  | RUN TIME (mins) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Case (ia) | Case (ib) | Case (ia) | Case (ib) | Case (ia) | Case (ib) |
| 1 | 4 | $\begin{aligned} & 3.58934 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 1.66187 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 2.25877 \\ & \times 10^{3} \end{aligned}$ | 62 | 80 | 5 | 7.8 |
| 2 | 4 | $\begin{aligned} & 3.60248 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 1.64547 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 2.32714 \\ & \times 10^{3} \end{aligned}$ | 74 | 40 | 5 | 4.9 |
| 3 | 11 | $\begin{aligned} & 3.58973 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 1.61401 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 2.14537 \\ & \times 10^{3} \end{aligned}$ | 186 | 408 | 30 | 60 |
| 4 | 11 | $\begin{aligned} & 1.65165 \\ & \times 10^{3} \end{aligned}$ | $\begin{aligned} & 1.03400 \\ & \times 10^{3} \end{aligned}$ | - | 188 | - | 30 | - |
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Case 1a; 62 cycles. Final designt, Weight $=1.65187 \times 10^{3} \mathrm{lb}$.
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Case 1b; 80 cycles. Final design. Weight $=2.25877 \times 10^{3} \mathrm{lb}$.
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Cases 3a, 3b. Ir:itial design. Weight $=3.58973 \times 10^{3} \mathrm{ib}$.


Fig. 2.12
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Case 3b. Final design. Weight $=2.14537 \times 10^{3} \mathrm{lb}$.
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Case 4. Initial design. Weight $=1.65165 \times 10^{3} \mathrm{lb}$.
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## CHAPTER 3

MINIMUM WEIGHT DESIGN OF DISCS BASED ON A VIBRATION CONSTRAINT

### 3.1 INTRODUCTION

In Chapter 2, computational procedures based on the methods of non-linear programming were successfully developed for minimising the weight of an axi-symmetric disc of variable thickness subject to specified behaviour and side constraints. For purposes of simplicity in this initial investigation, the behaviour constraints were restricted to a consideration that the stresses should be below the yield stress while the side constraints imposed restrictions on the dimensions and tolerances of the disc. The problem was formulated analytically as a very general optimal control problem. Solutions were obtained by transforming the variational formulation into a non-linear programming formulation by approximating the disc by a discrete model using a piecewise linear representation for the thickness variable. Stability of the solutions was established by subjecting the thickness profile to different representations.

The stresses for the non-linear program were functionals which associated with every point in design space a stress matrix, the columns corresponding to specified loading conditions. The stresses were defined by a set of computer oriented rules which were represented by a "black box" into which were put the design parameters specifying a given design configuration and out of which comes the corresponding stress distributions which were checked against the stress constraints. The associated synthesis procedures were characterised by:
(a) accelerated steepest descent motion in the feasible regions,
(b) constrained steepest descent motion along a known constraint,
(c) constant weight bounce from an unknown constraint.

In the present investigation, these procedures are further generalised and used to synthesise the disc using a dynamics technology in the absence of any statical constraints, whereby the lowest natural frequency of vibration should exceed a specified resonance frequency.

The frequency is again a functional which associates with every point in design space a set of fundamental vibrational frequencies and has a "black box" type representation. The frequency calculations are performed inside the box and the redesign procedures are based entirely on the output - a set of numbers giving the fundamental frequencies at each design iteration. These procedures are independent of the analysis employed and are applicable to problems in conjunction with analysis programs already available. Alternatively, the mechanisms inside the box may be utilised $[\overline{8} 5,87,93,9 \underline{6}$ to generate the directions of search in design space. However, the need for refined analysis routines for performing more effective redesign cycles can be more readily assessed after the initial results have been evaluated using existing programs.

The numerical computations were performed on a KDF9 computer giving weight reductions of $56 \%$ and $28 \%$ for resonance frequencies of 440 and 2000 cycles per second respectively using a turbine disc idealisation. A discussion of these results is included together with a description of some instabilities in the synthesis procedures used arising from the absence of any stress constraints on the problem.

### 3.2 CONTINUOUS VARIATIONAL FORMULATION

As before the weight is given by

$$
\begin{equation*}
W[h]=\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{3.1}
\end{equation*}
$$

The small deflection motion of a thin disc in polar co-ordinates is given by [175].

$$
\left.\begin{array}{l}
\rho h \frac{\partial^{2} u}{\partial t^{2}}-\frac{1}{r} \frac{\partial}{\partial r}\left(r Q_{r}\right)-\frac{1}{r} \frac{\partial Q_{\theta}}{\partial \theta}=0 \\
\frac{1}{r} \frac{\partial}{\partial r}\left(r M_{r}\right)-\frac{M_{\theta}}{r}-\frac{1}{r} \frac{\partial M_{r \theta}}{\partial \theta}-Q_{r}=0  \tag{3.2}\\
\frac{1}{r} \frac{\partial M_{\theta}}{\partial \theta}-\frac{M_{r \theta}}{r}-\frac{1}{r} \frac{\partial}{\partial r}\left(r M_{r \theta}\right)-Q_{\theta}=0
\end{array}\right\}
$$

where

$$
\begin{aligned}
& M_{r}, M_{\theta}, M_{r \theta}=\text { bending moments } \\
& Q_{r}, Q_{\theta}=\text { shear forces } \\
& u(r, \theta, t)=\text { axial displacement at time } t \text { of section } \\
& \text { whose initial coordinates are } r, \theta . \\
& \text { Eliminating } Q_{r}, Q_{\theta} \text { from (3.2) }
\end{aligned}
$$

$\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}\left(r M_{r}\right)+\left(\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}-\frac{1}{r} \frac{\partial}{\partial r}\right) M_{\theta}-\frac{2}{r}\left(\frac{\partial^{2}}{\partial r \partial \theta}+\frac{1}{r} \frac{\partial}{\partial \theta}\right) M_{r \theta}=\rho h \frac{\partial^{2} u}{\partial t^{2}}$
where

$$
\begin{align*}
& M_{r}=-\frac{E h^{3}(r)}{12\left(1-\nu^{2}\right)}\left[\frac{\partial^{2} u}{\partial r^{2}}+v\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right] \\
& M_{\theta}=-\frac{E h^{3}(r)}{12\left(1-\nu^{2}\right)}\left[\nu \frac{\partial^{2} u}{\partial r^{2}}+\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right]  \tag{3.4}\\
& M_{r \theta}=\frac{E h^{3}(r)}{12(1+\nu)}\left[\frac{1}{r} \frac{\partial^{2} u}{\partial r \partial \theta}-\frac{1}{r^{2}} \frac{\partial u}{\partial \theta}\right]
\end{align*}
$$

E is Young's modulus and $v$ Poisson's ratio for the material.

Consider solutions harmonically dependent on both $\theta$ and $t$

$$
\begin{equation*}
u=w(r) \sin (n \theta+p t) \tag{3.5}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathrm{n}=\text { number of nodal diameters round the disc } \\
& \mathrm{p}=\text { frequency of vibration }
\end{aligned}
$$

Substituting (3.4, 3.5) in (3.3) gives on simplification

$$
\begin{align*}
& \frac{d^{4} W}{d r^{4}}+2\left(\frac{3}{h} \frac{d h}{d r}+\frac{1}{r}\right) \frac{d^{3} W}{d r^{3}}+\left[\frac{3}{h} \frac{d^{2} h}{d r^{2}}+\frac{6+3 v}{h r} \frac{d h}{d r}+\frac{6}{h^{2}}\left(\frac{d h}{d r}\right)^{2}-\frac{2 n^{2}+1}{r^{2}}\right] \frac{d^{2} W}{d r^{2}} \\
& +\left[\frac{3 v}{h r} \frac{d^{2} h}{d r^{2}}-\frac{6 n^{2}+3}{h r^{2}} \frac{d h}{d r}+\frac{6 v}{h^{2} r}\left(\frac{d h}{d r}\right)^{2}+\frac{2 n^{2}+1}{r^{3}}\right] \frac{d W}{d r}-n^{2}\left[\frac{3 v}{h r^{2}} \frac{d^{2} h}{d r^{2}}-\right. \\
& \left.\frac{9}{h r^{3}} \frac{d h}{d r}+\frac{6 v}{h^{2} r^{2}}\left(\frac{d h}{d r}\right)^{2}+\frac{4-n^{2}}{r^{4}}\right] W=\frac{12\left(1-v^{2}\right) \rho p^{2} W}{E h^{2}} \tag{3.6}
\end{align*}
$$

Introducing the transformations

$$
\left.\begin{array}{rlrl}
x_{i} & =\frac{d^{(i-1)} W}{d r^{(i-1)}}, & & i=1,2,3,4  \tag{3.7}\\
x_{i+4} & =\frac{d^{(i-1)} h}{d r^{(i-1)}}, & & i=1,2 \\
u & =\frac{d^{2} h}{d r^{2}} &
\end{array}\right\}
$$

Equation (3.6) reduces to

$$
\begin{aligned}
\frac{d x_{i}}{d r}= & x_{i+1}, \quad i=1,2,3 \\
\frac{d x_{4}}{d r}= & {\left.\left[\frac{12\left(1-v^{2}\right) \rho p^{2}}{E x_{5}^{2}}+\frac{3 n^{2} v}{x_{5} r^{2}} u-\frac{9 n^{2}}{x_{5} r^{3}} x_{6}+\frac{6 n^{2} v}{x_{5}^{2} r^{2}} x_{6}^{2}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}\right] x_{1}\right] } \\
& -\left[\frac{3 v}{x_{5} r} u-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 v x^{2}}{x_{5} r}+\frac{2 n^{2}+1}{r^{3}}\right] x_{2} \\
& -\left[\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}\right] x_{3}-2\left(\frac{3 x_{5}}{x_{5}}+\frac{1}{r}\right) x_{4} \\
\frac{d x_{5}}{d r}= & x_{6} \\
\frac{d x_{6}}{d r}= & u
\end{aligned}
$$

The inner edge of the disc is clamped while the outer edge is free, so that the associated boundary conditions are given by

$$
u=\frac{\partial u}{\partial r}=0
$$

at the clamped edge $r=a_{1}$ and (with $h=$ constant, see Figure 2.1)

$$
\begin{aligned}
& M_{r} \equiv \frac{\partial^{2} u}{\partial r^{2}}+v\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta}\right)=0 \\
& \left.\frac{1}{r} \frac{\partial M_{r \theta}}{\partial \theta} \equiv \frac{\partial}{\partial r}\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)+\frac{(1-v)}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)=0\right)
\end{aligned} \begin{aligned}
& \text { at the } \\
& \text { free } \\
& \text { edge } \\
& r=a_{m}
\end{aligned}
$$

$$
\begin{align*}
x_{1}\left(a_{1}\right) & =x_{2}\left(a_{1}\right)=0 \\
x_{3}\left(a_{m}\right) & +v\left[\frac{x_{2}\left(a_{m}\right)}{a_{m}}-n^{2} \frac{x_{1}\left(a_{m}\right)}{a_{m}^{2}}\right]=0 \\
x_{4}\left(a_{m}\right) & +\frac{x_{3}\left(a_{m}\right)}{a_{m}}-\frac{x_{2}\left(a_{m}\right)}{a_{m}^{2}}-\frac{n^{2}}{a_{m}^{2}} x_{2}\left(a_{m}\right)+\frac{2 n^{2} x_{1}\left(a_{m}\right)}{a_{m}^{3}}+  \tag{3.9}\\
& =\frac{n^{2}(1-v)}{a_{m}^{2}}\left[x_{2}\left(a_{m}\right)-\frac{x_{1}\left(a_{m}\right)}{a_{m}}\right]=0
\end{align*}
$$

This problem has been formulated as a problem in optimal control theory where $\mathrm{x}_{\mathrm{i}}(\mathrm{r}), \mathrm{i}=1,2, \ldots, 6$ are the state variables, $u(r)$ is the control variable and $p$ is a control parameter. The optimal control aspects of this problem are discussed further in Chapters 4 and 6.

Therefore the merit functional becomes

$$
\begin{equation*}
W=\int_{a_{1}}^{a_{m}} 2 \pi \rho r x_{5}(r) d r \tag{3.10}
\end{equation*}
$$

Since from (3.7) $h(r)=x_{5}(r)$. Conditions (3.9) correspond to the transversality conditions.

## 3. 3 NON-LINEAR PROGRAMMING FORMULATION

For purposes of numerical computations, this continuous formulation is transformed into a discretised non-linear programming
approximation using finite differences and is characterised by a "black box" type representation for the frequency.

The weight functional (3:1) is transformed as before (see equation (2.20) of Chapter 2) into a function of the design variables.

$$
\mathrm{W}[\mathrm{~h}] \rightarrow \mathrm{W}\left(\mathrm{~b}_{3}, \ldots, \mathrm{~b}_{\mathrm{m}-2}, \mathrm{a}_{2}\right)
$$

where
$b_{j} \geqslant \varepsilon \quad j=3, \ldots,(m-2)$
$L \leq a_{2} \leq U$
In addition the frequency satisfies the condition $p \geqslant P_{0}$
where $p_{0}$ is the resonance frequency
The equations of state and transversality $(3.8,3.9)$ are contained inside the "black box", together with the associated numerical procedures for solving these equations for a prescribed thickness $h(r)$ to determine the vibrational frequencies.

The design parameters representing a given design configuration are put into the "black box", out of which come the corresponding vibrational frequencies which are checked against the vibration constraints (3.11). The mechanisms inside the box include analysis routines for the frequency calculations which are based on an iterative solution of the differential equations of vibrations (3.6) using the Myklestad - Holzer matrix technique [176-17 $\overline{7}$. This consists essentially in approximating the disc by a series of massless circumferential strips of constant thickness.

Equation (3.6) thus reduces to
$\frac{d^{4} W}{d r^{4}}+\frac{2}{r} \frac{d^{3} W}{d r^{3}}-\frac{2 n^{2}+1}{r^{2}} \frac{d^{2} W}{d r^{2}}+\frac{2 n^{2}+1}{r^{3}} \frac{d W}{d r}+\frac{n^{2}\left(n^{2}-4\right)}{r^{4}} W=0$

This is a fourth order homogeneous differential equation for which the solution is given by

$$
W(r)=A_{1} r^{n}+A_{2} r^{-n}+A_{3} r^{2+n}+A_{4} r^{2-n} \quad n \geqslant 2
$$

where $A_{1}, A_{2}, A_{3}, A_{4}$ are constants of integration. These are then eliminated using matrix recurrence relations which enable the consideration of all possible combinations of boundary conditions. The method is relatively simple and was alreadyprogramned at the start of this investigation. The contents of the box are disregarded since the purpose of this investigation is to develop computational procedures for describing problems with non-analytic constraints.

Complete details of the analysis are given in de Silva $[182,183]$. A summarised version of this work is given below.

### 3.4 SYNTHESIS PROCEDURES

The synthesis procedures in the absence of any stress constraints are characterised by:
(a) steepest descent motion until a vibration constraint is encountered;
(b) constaint weight redesign at the resonance frequency
(c) design parameter bounds never violated.

The computer program (Figure 3.1) consists of moving from an initial feasible design in the direction of the gradient to a better design some finite distance away. This process is repeated until a vibration constraint is encountered which prevents further moves in the gradient direction. Then an alternate step is taken which is a move along the constant weight surface.

The step length in steepest descent mode of travel is determined using a simplified form of Rosen's gradient projection method in conjunction with the linear side constraints. This enables fairly large step lengths to be taken, thereby economising on computer time.

As the designs approach a vibration constraint surface, it is possible that the step lengths used in the steepest descent procedure are too large with the result that the design pierces the constraint surface and moves into a region of constraint violation where the vibrational frequencies of the designs are below the resonance frequency. If this is the case, a quadratic interpolation procedure is used to converge to a design at the resonance frequency by thickening up the variable sections of the disc. This gives a design point on the boundary of the vibration constraint which is a nonanalytic surface due to the "black box" nature of the frequency, thereby precluding the use of standard methods of non-linear programming, such as moving along the constraint in a direction in which the weight decreases. Instead, an alternate step is taken along
the constant weight surface, where the directions of search are based on either selective methods utilising the physics of the problem or random methods, and are summarised below:
(1) Selector I - Two design parameters are changed leaving the rest unchanged. All possible combinations are considered. (This is identical to Selector II of Chapter 2.)
(2) Selector II - A perturbation method using the Lagrangian energy density vector to estimate the normal to the vibration constraint. The analysis is based on the concept of efficiency coefficients [ 184,185 ] in conjunction with Rayleigh's principle for relating small changes in frequency to small changes in design.
(3) Selector III - Three successive designs are used to estimate a new direction of search. This is used in case there are sharp ridges on the vibration constraint surface. This is essentially an extension of the "zigzag" procedure developed by Schmit and Fox [73].
(4) Random Methods - This is based on the method of alternate base planes described in Chapters 1 and 2.

Since the above search procedures with the exception of Selectors II and III were discussed in Chapter 2, the latter methods only are summarised below.

### 3.5 SELECTOR II

Rayleigh's principle $[184,18 \overline{5}]$ is used to alter the design to achieve changes in frequency. Consider small perturbations about a configuration of stable equilibrium. The kinetic and potential energies are given by $[18 \overline{6}]$.

$$
\left.\begin{array}{rl}
T & =\frac{1}{2} T_{i j} \dot{n}_{i} \dot{n}_{j}  \tag{3.12}\\
v & =\frac{1}{2} V_{i j} \eta_{i} \eta_{j}
\end{array}\right\}
$$

where

$$
\begin{aligned}
\eta_{i}= & \text { deviations of the generalised coordinates from } \\
& \text { equilibrium } \\
T_{i j}, V_{i j} & =\text { symmetric constants }
\end{aligned}
$$

The Lagrangian is defined by

$$
\begin{equation*}
L=\frac{1}{2}\left(T_{i j}{\dot{\eta_{i}}}^{\dot{\eta}_{j}}-v_{i j} \eta_{i} \eta_{j}\right) \tag{3.13}
\end{equation*}
$$

Therefore the equations of motion are given by Lagrange's equations

$$
\begin{equation*}
T_{i j} \ddot{n}_{j}+v_{i j} \eta_{j}=0 \tag{3.14}
\end{equation*}
$$

Consider the harmonic solutions

$$
\begin{equation*}
\eta_{i}=a_{i} \sin (p t+\varepsilon) \tag{3.15}
\end{equation*}
$$

Substituting (3.15) in (3.14)

$$
\begin{equation*}
-p^{2} T_{i j} a_{i} a_{j}+V_{i j} a_{i} a_{j}=0 \tag{3.16}
\end{equation*}
$$

Consider small changes in $T_{i j}, V_{i j}$

$$
-p^{2} \delta T_{i j} a_{i} a_{j}-2 p \delta p T_{i j} a_{i} a_{j}+\delta V_{i j} a_{i} a_{j}=0
$$

Therefore from $(3.12,3.15,3.16)$ this reduces to

$$
\begin{equation*}
\frac{\delta p}{p}=-\frac{\Delta T_{\max }-\Delta V_{\max }}{2 V_{\max }} \tag{3.17}
\end{equation*}
$$

where

$$
\begin{aligned}
T_{\max } & =\frac{1}{2} p^{2} \cdot T_{i j} a_{i} a_{j} \\
V_{\max } & =\frac{1}{2} V_{i j} a_{i} a_{j}
\end{aligned}
$$

Equation (3.17) may be written in the alternative form

$$
\begin{equation*}
\delta \mathrm{p}=\eta \delta \mathrm{m} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{aligned}
\delta \mathrm{m} & =\text { change in mass } \\
\eta & =\text { efficiency coefficient. }
\end{aligned}
$$

The efficiency coefficient in turn is defined by

$$
\begin{equation*}
n=-\frac{p_{0} \ell}{2 \rho V_{\max }} \tag{3.19}
\end{equation*}
$$

where

$$
\begin{aligned}
T_{\max } & =\mathrm{tdV} \\
\mathrm{~V}_{\max } & =\mathrm{vdV} \\
\ell & =\mathrm{t}-\mathrm{v} \\
\mathrm{t} & =\text { kinetic energy density } \\
\mathrm{v} & =\text { potential energy density } \\
\ell & =\text { Lagrangian energy density }
\end{aligned}
$$

In general

$$
\begin{equation*}
\delta p=\sum_{\mathbf{j}} \eta_{j} \delta m_{j} \tag{3.20}
\end{equation*}
$$

where $\delta m_{1}, \delta m_{2}, \ldots$, are changes in mass at the variable sections of the disc

$$
\left.\begin{array}{l}
\delta m_{j}=\left(\frac{\partial W}{\partial b_{j+2}}\right) \Delta b_{j+2}, \quad j=1,2, \ldots, m-4  \tag{3.21}\\
\delta m_{m-3}=\left(\frac{\partial W}{\partial a_{2}}\right) \Delta a_{2}
\end{array}\right\}
$$

substituting (3.21) in (3.20)

$$
\begin{align*}
\delta p & =\sum_{j=1}^{m-4} \eta_{j} \frac{\partial W}{\partial b_{j+2}} \Delta b_{j+2}+\eta_{m-3} \frac{\partial W}{\partial a_{2}} \Delta a_{2} \\
& =t \sum_{j=1}^{m-4} \lambda_{j} \eta_{j} \frac{\partial W}{\partial b_{j+2}}+t \lambda_{m-3} n_{m-3} \frac{\partial W}{\partial a_{2}} \tag{3.22}
\end{align*}
$$

In order to ensure $\delta p>0$ the direction is defined by

$$
\begin{align*}
\lambda_{j} & =\eta_{j} & & j=1, \ldots, m-4 \\
\lambda_{m-3} & =\eta_{m-3} & & \text { if } \frac{\partial W}{\partial a_{2}}>0  \tag{3.23}\\
& =-\eta_{m-3} & & \text { if } \frac{\partial W}{\partial a_{2}}<0
\end{align*}
$$

The step length is given by

$$
\begin{equation*}
t=\operatorname{Min}\left\{\left[\operatorname{Min}_{3 \leqslant j \leqslant m-2}\left(b_{j}-\varepsilon\right)\right],\left(a_{2}-L\right),\left(U-a_{2}\right)\right\} \tag{3.24}
\end{equation*}
$$

to ensure designs within the design parameter bounds.
The efficiency coefficients are calculated by considering the bending of the massless elastic circumferential plates of constant thickness used in the frequency calculation.

The strain energy is given by 187 .

$$
\begin{align*}
v= & \iint \frac{E h^{3}}{24\left(1-v^{2}\right)}\left\{\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right\}^{2}-2(1-v)\left[\frac{\partial^{2} u}{\partial r^{2}}\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right.\right. \\
& \left.\left.-\left(\frac{\partial}{\partial r} \frac{1}{r} \frac{\partial u}{\partial \theta}\right)^{2}\right]\right\} r d \theta d r+\iint \rho \Omega^{2} h r^{2} u \frac{\partial u}{\partial r} d r d \theta \tag{3.25}
\end{align*}
$$

where
$\Omega=$ speed of rotation of the disc.
Substituting (3.5) in (3.25) and averaging over time gives for the strain energy density

$$
\begin{align*}
v= & \frac{E^{2}}{24\left(1-v^{2}\right)}\left\{\left(\frac{d^{2} W}{d r^{2}}+\frac{1}{r} \frac{d W}{d r}-\frac{n^{2}}{r^{2} W}\right)^{2}-2(1-v)\left[\frac{d^{2} W}{d r^{2}}\left(\frac{1}{r} \frac{d W}{d r}-\frac{n^{2}}{r^{2} W}\right)\right.\right. \\
& \left.\left.-\frac{n^{2}}{r^{2}}\left(\frac{d W}{d r}-\frac{W}{r}\right)^{2}\right]\right\}+\rho \Omega^{2} W r \frac{d W}{d r} \tag{3.26}
\end{align*}
$$

The deflection and slope $W, \frac{d W}{d r}$ respectively are given by the nodal shape matrix from which $\frac{d^{2} W}{d r^{2}}$ is calculated using finite differences.

The kinetic energy is given by

$$
\begin{equation*}
T=\iint \frac{1}{2} \rho h\left(\frac{\partial u}{\partial t}\right)^{2} r d r d \theta \tag{3.27}
\end{equation*}
$$

Substituting (3.5) in (3.27) and averaging over time gives

$$
\begin{equation*}
t=\frac{1}{2} \rho p_{o}^{2} W^{2} \tag{3.28}
\end{equation*}
$$

Equations ( $3.26,3.28$ ) determine the strain and kinetic energey densities from which the direction ratios (3.23) may be computed. The direction of bounce is then obtained by projecting this direction onto the hyperplane defined by the intersection of

$$
\left.\begin{array}{rl}
\mathrm{W}\left(\mathrm{~b}_{3}, \ldots, \mathrm{~b}_{\mathrm{m}-2}, \mathrm{a}_{2}\right) & =\text { constant }  \tag{3.29}\\
a_{2} & =\text { constant }
\end{array}\right\}
$$

### 3.6 SELECTOR III

Consider three successive designs $\underline{x}^{(q-2)}, \underline{x}^{(q-1)}, \underline{x}^{(q)}$ generated by the constrained steepest descent equation (2.38). The corresponding frequencies are given by

$$
\begin{equation*}
p_{o} \equiv p^{(q)}<p^{(q-1)}<p^{(q-2)} \tag{3.30}
\end{equation*}
$$

Let $\hat{\underline{x}}$ be the foot of the perpendicular from $\underline{x}^{(q)}$ onto the direction $\Psi^{(q-2)}$ defined by $\underline{x}^{(q-2)}, \underline{x}^{(q-1)}$ : The associated frequency $p$ is estimated by linearly interpolating on $\psi^{(q-2)}$

$$
\begin{equation*}
\hat{p}=\left(1+\frac{t^{(q-1)}}{t^{(q-2)}} \cdot \cos \theta\right) p^{(q-1)}-\frac{t^{(q-1)}}{t^{(q-2)}} \cos \theta \cdot p^{(q-2)} \tag{3.31}
\end{equation*}
$$

where

$$
\cos \theta=\psi^{(\mathrm{q}-1)} \cdot \psi^{(\mathrm{q}-2)}
$$

The direction ratios are given by

$$
\left.\begin{array}{rlrl}
\Psi & =\underline{x}^{(q)}-\underline{\hat{x}} & \text { if } \hat{p} \leqslant p_{0}  \tag{3.32}\\
& =\underline{\hat{x}}-\underline{x}^{(q)} & & \text { otherwise }
\end{array}\right\}
$$

The direction of bounce back into the feasible regions is obtained by projecting this direction onto the hyperplane (3.29). The step length is given by (3.24). If the proposed alternate step designs are non-feasible the step length is progressively reduced.

### 3.7 RESULTS AND DISCUSSION

The numerical work was carried out on an English Electric KDF9 computer using Segmented Algol. The following cases characterised by a four-dimensional design space were considered.

Cases (1,2): a standard turbine disc idealisation using resonance frequencies 440,2000 cycles per second respectively, (figures 2.5 , 3.2, 3.3). The frequency of the initial design, figure 2.5 was $2753 \cdot 65$ cycles per second.

Case (3): an arbitrary design configuration in conjunction with a resonance frequency of 2000 c.p.s. to examine the possibilities of relative minima in the absence of convexity conditions on the weight and feasible regions, (figures 2.8, 3.4-3.6). The frequency of the design of figure 2.8 was 2182.98 c.p.s.

Case (1) using a resonance frequency of 440 c.p.s. gave designs which never encountered a vibration constraint during convergence to the optimum. Therefore an artificial resonance frequency of 2000 cycles per second was introduced to study the interactions of the synthesis with the constraints giving rise to cases (2,3); the initial designs for cases (1,2) being identical.

The programs were run using Selectors I and II in turn for each of the cases $(2,3)$. The results presented here are based on Selector I. Selector II failed to generate a satisfactory direction each time due to the fact that the kinetic energy density at one of the variable sections became very large (of the order of $10^{6}$ in suitable
units) in relation to the potential energy densities which were everywhere of the same order of magnitude $\left(\simeq 10^{3}\right)$. This part of the investigation consumed comsiderable computer time and it was therefore decided to try Selector III only on the final designs in cases $(2,3)$ to see whether further improvements were possible. Some improvement was obtained but not commensurate with the time consumed. In the initial stages the boundary designs were not highly constrained and a feasible design was obtained at the first attempt using Selector I. Thereafter the designs became more highly constrained with a correspondingly reduced wedge of feasibility requiring a greatly increased number of redesign attempts before a successful design was obtained. This accounts for the shape of the plots of weight versus total redesign attempts (figure 3.6 ) where its arbitrary nature and the decreasing convergence rate make it impossible to determine when the synthesis is complete. Attempts to consider higher order design spaces proved unsuccessful as the program became too big for the machine.

The final design in case (1) was bounded by all four design parameter constraints, while the final designs in cases $(2,3)$ were bounded to within a reasonable tolerance by the vibration constraint and the design parameter constraint $a_{2}=L$. However, this does not necessarily mean that the optimum lies at the intersection of one or more constraint surfaces. The final designs (figures $3.4,3.5$ ) in cases $(2,3)$, although differing in weight by less than $1 \%$, are radically different in configuration. This may be due to local instabilities or to the presence of pockets of relative minima in the composite constraint surface. Further research is needed to establish this point more conclusively.

### 3.8 CONCLUSIONS

An automated synthesis capability was developed for discs using a "black box" type representation for the frequency, weight reductions of $56.3 \%, 28.6 \%$ and $29.4 \%$ being recorded for the three cases presented here. The frequency calculations used here, though reiatively simple from a mathematical standpoint, involve the programming of extremely long and complex routines. This could mean run times of about one hour for comparatively few design cycles, over $98 \%$ of the time being consumed in the frequency calculations. The time and the design iterations required to achieve a specified weight reduction increases at an increasing rate with the dimension of the design space, thus precluding any systematic evaluation of such cases. In addition, severe limitations would already be present from storage considerations.

Alternative analysis routines which could be used include an eigenvalue formulation $\overline{85}, 87,93,9 \overline{6}$ based on the methods of finite elements or finite differences [197]. This approach seems to offer better possibilities for exploiting Selector II, where the Lagrangian energy density vector which determines the normal to the vibration constraint surface could be readily calculated using the member stiffness and mass matrices. A derivation of this normal is given in references 87,194 . The same difficulties regarding storage and time could still be present. In any case, these programs were not available to the author at the start of this investigation. Another possibility is an equivalent reformulation of the problem in which, instead of the weight being minimised, the frequency is maximised with a constraint on the
weight $W\left[h^{-}\right] \leqslant W_{o}$, along with the other constraints. These constraints are much easier to handle and enable the more conventional methods of non-linear programming [171] to be better utilised. The synthesis procedures used here displayed the same general characteristics as those developed in the earlier investigation using a stress constraint. That is to say, rapid initial convergence followed by slow convergence as the designs became more highly constrained with a correspondingly reduced wedge of feasibility. The number of iterations and the time consumed increase very considerably with the dimension of the design space. For instance, cases (1,2), using a stress constraint required 62 iterations with a run time of 5 minutes to achieve a weight reduction of $54 \%$, while the corresponding figures for an eleven-dimensional design space were 186 iterations with a run time of 30 minutes. It is estimated that on the average, the time for a frequency calculation exceeds that for a stress calculation by a factor of over 10:1. It should also be noted that the designs presented here would be substantially modified in the presence of a yield constraint on the stress with a correspondingly reduced weight change.

From a design standpoint, the problem of interest is optimization based on a combined stress and vibration constraint. The program for this investigation is a combination of the separate synthesis programs for stress and vibration constraints. This is primarily an exercise in computer programming and a really effective utilisation requires the development of more automatic software packages for handing such large scale systems.
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## Part II - Optimal Control Formulation

## CHAPTER 4

### 4.1 INTRODUCTION

In Chapters 2 and 3 the problem of minimising the weight of a steam turbine disc subject to specified behaviour and side constraints was considered. The disc was modelled by a piecewise linear function and its design configuration was represented by a discrete set of independent variables which defined a multi-dimensional vector space, called design space. Every design configuration was represented by a unique vector in the space. The side constraints imposed bounds on the design variables to assure physically reasonable designs and corresponded to hyperplanes in design space. The behaviour variables on the other hand were functionals which associated to every vector in the space a uniquely defined vector function - the behaviour constraints corresponding to unknown surfaces in the space. The weight which was a function of the design variables was represented by a family of contours of constant weight. The problem consisted in determining those points on the least weight contour which lie in the feasible region enveloped by the constraint surfaces and was based on a non-linear programming formulation.

This chapter, however, recognises the continuous formulation of the problem [201,202] which is equivalent to a very general optimal control problem with inequality constraints on the behaviour and design variables. The solutions are given by the maximum principle of Pontryagin [137] and the optimality principle of Bellman [140,141]. These represent the first order necessary conditions for an optimal solution: first order conditions meaning those derivable by the use
of first variations, namely the Euler-Lagrange equations, the transversality conditions and the Weierstrass condition or their equivalents. Pontryagin's principle is characterised by a system of ordinary differential equations of the Hamiltonian kind, while the dynamic programming formalism of Bellman yields a partial differential equation which is a generalisation of the Hamilton-Jacobi theory of the classical calculus of variations.

These principles have been derived in their full generality using a modified first variation method developed by Breakwell and others $\underline{2} 03-2 \overline{6}]$ for introducing inequality constraints into a Lagrange multiplier formulation. The mathematics is comparatively simple and should be more readily acceptable to design engineers than the more sophisticated approach based on set-theoretic considerations [207]. This chapter contains all the main results derived in [20그.

### 4.2 STRUCTURAL OPTIMIZATION PROBLEMS

The systems considered are restricted to structures whose state is governed by a set of ordinary differential equations of the form

$$
\begin{equation*}
\frac{\mathrm{d} \underline{\mathrm{x}}}{\mathrm{dt}}=\underline{\mathrm{f}}(\underline{\mathrm{x}}, \underline{\mathrm{u}}, \underline{\mathrm{w}}, \mathrm{t}) ; \tag{4.1}
\end{equation*}
$$

where $t$ is the independent variable, $t_{o} \leqslant t \leqslant t_{1}$ and $\underline{x}, \underline{u}$, ware the state, control and control parameter vectors respectively.

$$
\begin{aligned}
& \underline{x}=\underline{x}(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right) \\
& \underline{u}=\underline{u}(t)=\left(u_{1}(t), \ldots, u_{m}(t)\right) \\
& \underline{w}=\left(w_{1}, \ldots, w_{\ell}\right)
\end{aligned}
$$

The control parameters correspond to global variables such as the natural frequencies of vibration and total energy, while the state and control vectors correspond roughly to the generalised coordinates and their derivatives. These include behaviour variables such as stresses, deformations and creep strain fields and design variables which specify the design configuration of the structure.

The vectors ( $\underline{x}, \underline{\underline{u}}, \underline{w}$ ) are permitted to vary in some prescribed manner so as to optimize a merit criterion of the form

$$
\begin{equation*}
I=G(\underline{w})+\int_{t_{0}}^{t_{1}} f_{0}(\underline{x}(t), \underline{u}(t), \underline{w}, t) d t \tag{4.2}
\end{equation*}
$$

This would include as special cases:
(1) the minimum weight or minimum cost design of structures,
(2) selection of some optimal combination of vibrational modes,
(3) efficiency of some engineering component such as minimising the power loss during the transmission of electricity in cables,
(4) maximising the range of a thrust limited rocket.

The constraints on the state and control vectors and parameters are given by inequalities of the form

$$
\begin{equation*}
\mathrm{g}_{\mathrm{k}}(\underline{x}, \underline{u}, \underline{w}, \mathrm{t}) \leqslant 0 ; \quad \mathrm{k}=1, \ldots, \mathrm{p} \tag{4.3}
\end{equation*}
$$

These correspond to the behaviour and side constraints.

The boundary or end conditions are given by:

$$
\left.\begin{array}{l}
\theta_{\rho}^{(0)}\left(\underline{x}\left(t_{0}\right), \underline{u}\left(t_{0}\right), t_{0}\right)=0 ; \quad \rho=1, \ldots, r \leqslant n+m+1  \tag{4.4}\\
\theta_{\rho}^{(1)}\left(\underline{x}\left(t_{1}\right), \underline{u}\left(t_{1}\right), t_{1}\right)=0 ; \quad \rho=1, \ldots, s \leqslant n+m+1
\end{array}\right\}
$$

and correspond to the external load conditions on the structure.

### 4.3 OPTIMAL CONTROL PROBLEM

Therefore a very general class of structural optimization problems has been formulated as problems in optimal control theory with the addition of inequality constraints on the state and control vectors and parameters.

Summarising, minimise the functional

$$
I=G(\underline{w})+\int_{t_{0}}^{t_{l}} f_{0}(\underline{x}, \underline{u}, \underline{w}, t) d t
$$

in a class of functions and parameters

$$
x_{i}(t), u_{j}(t), w_{k}
$$

$\left(t_{0} \leqslant t<t_{1} ; \quad i=1, \ldots, n ; \quad j=1, \ldots, m ; \quad k=1, \ldots, \ell\right)$
satisfying the differential equations and inequality constraints.

$$
\begin{array}{ll}
\frac{d x_{i}}{d t}=f_{i}(\underline{x}, \underline{u}, \underline{w}, t) ; & i=1, \ldots, n \\
g_{k}(\underline{x}, \underline{u}, \underline{w}, t) \leqslant 0 & \quad k=1, \ldots, p
\end{array}
$$

and the end conditions

$$
\begin{aligned}
& \theta_{\rho}^{(0)}\left(\underline{x}\left(t_{0}\right), \underline{u}\left(t_{0}\right), t_{0}\right)=0 ; \quad \rho=1, \ldots, r \leqslant n+m+1 \\
& \theta_{\rho}^{(1)}\left(\underline{x}\left(t_{1}\right), \underline{u}\left(t_{1}\right), t_{1}\right)=0 ; \quad \rho=1, \ldots, s \leqslant n+m+1
\end{aligned}
$$

## Assumptions

(a) Limits of integration $t_{0}, t_{l}$ are variable
(b) $\underline{u}(t)$ is continuous and piecewise differentiable in $\left[t_{0}, t\right]$
(c). $f_{i}, g_{k} ; i=1, \ldots, n ; k=1, \ldots, p$ are of class $C^{2}$.
(d) $\theta_{\rho}^{(0)}, \theta_{\rho}^{(1)}$ possess first partial derivatives.

The Pontryagin representation of the problem is considered below. The central result of this formulation is the maximisation of the Hamiltonian with respect to the control functions lying in a control set $\Omega$. In the absence of such a constraint set the problem reduces to a general calculus of variations problem.

### 4.4 METHOD OF SOLUTTON

Consider

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{1}} F d t \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
F(\underline{x}, \dot{x}, \underline{u}, \underline{w}, t)= & -f_{0}(\underline{x}, \underline{u}, \underline{w}, t)+\lambda_{i}(t)\left[f_{i}(\underline{x}, \underline{u}, \underline{w}, t)-\right. \\
& \left.\dot{x}_{\underline{i}}\right]-\mu_{k}(t) g_{k}(\underline{x}, \underline{u}, \underline{w}, t) \tag{4.6}
\end{align*}
$$

The summation convention is implied where a repeated suffix denotes summation with respect to that suffix unless otherwise stated or implied. $\quad \lambda_{i}(t), \mu_{k}(t)$ have the status of generalised Lagrange multiplier functions.

Define

$$
\begin{equation*}
\mu_{k}(t)=0 \text { if } g_{k}\left(\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t\right)<0 \tag{4.7}
\end{equation*}
$$

where ( $\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}$ ) are the optimal combination of vectors which minimise the functional $I$.

Consider small perturbations about the optimal combination of vectors, consistent with the constraint conditions (4.1, 4.3, 4.4).

$$
\begin{aligned}
\underline{x}(t) & =\underline{x}^{*}(t)+\delta \underline{x} \\
\underline{u}(t) & =\underline{u}^{*}(t)+\delta \underline{u} \\
\underline{w} & =\underline{w}^{*}+\delta \underline{w} \\
I & =I^{*}+\delta I
\end{aligned}
$$

From (4.2, 4.5-4.7)

$$
\begin{align*}
\delta I & =\delta G-\delta J-\delta \int_{t_{0}}^{t_{1}} \mu_{k}(t) g_{k} d t \\
& =\delta G-\delta J-\left[\mu_{k} g_{k} \delta t\right]_{t_{0}}^{t_{l}}-\int_{t_{0}}^{t_{1}} \mu_{k} \delta g_{k} d t \\
& =\delta G-\delta J-\int_{t_{0}}^{t_{l}} \mu_{k} \delta g_{k} d t \tag{4.8}
\end{align*}
$$

The only non-zero contribution to the above integral comes from those intervals in which $\mu_{k} \neq 0$.

This implies

$$
\left.\begin{array}{l}
g_{\mathrm{k}}\left(\underline{\mathrm{x}}^{*}, \underline{\mathrm{u}}^{*}, \underline{\mathrm{w}}^{*}, \mathrm{t}\right)=0 \\
\mathrm{~g}_{\mathrm{k}}\left(\underline{\mathrm{x}}^{*}, \underline{\mathrm{u}}^{*}, \underline{\mathrm{w}}^{*}, \mathrm{t}\right)+\delta \mathrm{g}_{\mathrm{k}}<0
\end{array}\right\}
$$

i.e.

$$
\left.\begin{array}{l}
\mu_{k}(t) \neq 0  \tag{4.9}\\
\delta g_{k}<0
\end{array}\right\}
$$

The minimising condition

$$
\begin{equation*}
\delta I \geqslant 0 \tag{4.10}
\end{equation*}
$$

for all perturbations consistent with the constraint conditions gives, using (4.7-4.9)

$$
\left.\begin{array}{l}
\mu_{k}(t) \geqslant 0 ; \quad k=1, \ldots, p ; \quad \text { for all } t \in\left[t_{0}, t_{1}\right] \\
\delta G-\delta J=0
\end{array}\right\}(4.11)
$$

From (4.5, 4.6)

$$
\begin{align*}
\delta J & =[F \delta t]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \delta F(\underline{x}, \underline{x}, \underline{u}, \underline{w}, t) d t \\
& =[F \delta t]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}}\left(\frac{\partial F}{\partial x_{i}} \delta x_{i}+\frac{\partial F}{\partial \dot{x}_{i}} \delta \dot{x}_{i}+\frac{\partial F}{\partial u_{j}} \delta u_{j}\right. \\
& \left.+\frac{\partial F}{\partial w_{k}} \delta w_{k}\right) d t \tag{4.12}
\end{align*}
$$

But

Hence,

$$
\delta \int_{t_{0}}^{t_{1}} \dot{x}_{i} \delta t=\left[\dot{x}_{i} \delta t\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \delta \dot{x}_{i} d t
$$

$$
\int_{t_{0}}^{t_{1}} \delta \dot{x}_{i} d t=\delta \int_{t_{0}}^{t_{1}} \dot{x}_{i} d t-\left[\dot{x}_{i} \delta t\right]_{t_{0}}^{t_{1}}
$$

$$
\begin{equation*}
=\left[\delta x_{i}-\dot{x}_{i} \delta t\right]_{t_{0}}^{t_{1}} \tag{4.13}
\end{equation*}
$$

Therefore integrating by parts using (4.6, 4.13)

$$
\begin{align*}
\int_{t_{0}}^{t_{1}} \frac{\partial F}{\partial x_{i}} \delta \dot{x}_{i} d t & =\left[\left(\delta x_{i}-\dot{x}_{i} \delta t\right) \frac{\partial F}{\partial \dot{x}_{i}}\right]_{t_{0}}^{t_{1}}-\int_{t_{0}}^{t_{1}} \delta x_{i} \frac{d}{d t}\left(\frac{\partial F}{\partial \dot{x}_{i}}\right) d t \\
& =-\left[\left(\delta x_{i}-\dot{x}_{i} \delta t\right) \lambda_{i}(t)\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \delta x_{i} \dot{\lambda}_{i}(t) d t \tag{4.14}
\end{align*}
$$

Substituting (4.14) in (4.12)

$$
\begin{align*}
\delta J= & {\left[\left(F+\lambda_{i} \dot{x}_{i}\right) \delta t-\lambda_{i} \delta x_{i}\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}}\left\{\left(\dot{\lambda}_{i}+\frac{\partial F}{\partial x_{i}}\right) \delta x_{i}+\frac{\partial F}{\partial u_{j}} \delta u_{j}\right.} \\
& \left.+\frac{\partial F}{\partial w_{k}} \delta w_{k}\right\} d t \tag{4.15}
\end{align*}
$$

Define the variational Hamiltonian

$$
\begin{align*}
& H(\underline{x}, \underline{u}, \underline{w}, t ; \underline{\lambda}, \underline{u})=F+\lambda_{i} \dot{x}_{i} \\
& =-f_{o}(\underline{x}, \underline{u}, \underline{w}, t)+\lambda_{i} f_{i}(\underline{x}, \underline{u}, \underline{w}, t)-\mu_{k} g_{k}(\underline{x}, \underline{u}, \underline{w}, t) \tag{4.16}
\end{align*}
$$

where

$$
\begin{aligned}
& \underline{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \\
& \underline{\underline{\mu}}=\left(\mu_{1}, \ldots, \mu_{p}\right)
\end{aligned}
$$

Substituting (4.16) in (4.15)

$$
\begin{align*}
\delta J= & {\left[H \delta t-\lambda_{i} \delta x_{i}\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \frac{\partial H}{\partial w_{k}} \delta w_{k} d t+\int_{t_{0}}^{t}\left[\left(\dot{\lambda}_{i}+\frac{\partial H}{\partial x_{i}}\right) \delta x_{i}\right.} \\
& \left.+\frac{\partial H}{\partial u_{j}} \delta u_{j}\right] d t \tag{4.17}
\end{align*}
$$

From (4.11, 4.17)

Adjoint Equations: $\quad \dot{\lambda}_{i}=-\frac{\partial H}{\partial x_{i}} ; \quad i=1, \ldots, n$

$$
\frac{\partial H}{\partial u_{j}}=0 \quad ; \quad j=1, \ldots, m
$$

## Transversality conditions

$-\delta G+\left[H \delta t-\lambda_{i} \delta x_{i}\right]_{t_{0}}^{t_{1}}+\int_{t_{0}}^{t_{1}} \frac{\partial H}{\partial w_{k}} \delta w_{k} d t=0$

This must be satisfied for all perturbations consistent with (4.4) From (4.1, 4.16)

$$
\begin{equation*}
\dot{x}_{i}=f_{i}=\frac{\partial H}{\partial \lambda_{i}} ; \quad i=1, \ldots, n \tag{4.21}
\end{equation*}
$$

Therefore the solutons are characterised by a set of ordinary differential equations of the Hamiltonian kind.

$$
\left.\begin{array}{l}
\frac{d \lambda_{i}}{d t}=-\frac{\partial H}{\partial x_{i}} ; \quad i=1, \ldots, n  \tag{4.22}\\
\frac{d x_{i}}{d t}=\frac{\partial H}{\partial \lambda_{i}} ; \quad i=1, \ldots, n
\end{array}\right\}
$$

The transversality conditions (4.20) in conjunction with the end conditions (4.4) provide a sufficient set of boundary conditions for solving (4.22).

The following consistency condition can be obtained as a byproduct of the analysis

$$
\begin{align*}
\frac{d H}{d t} & =\frac{\partial H}{\partial x_{i}} \dot{x}_{i}+\frac{\partial H}{\partial u_{j}} \dot{u}_{j}+\frac{\partial H}{\partial w_{k}} \dot{w}_{k}+\frac{\partial H}{\partial t}+\frac{\partial H}{\partial \lambda_{i}} \dot{i}_{i}+\frac{\partial H}{\partial \mu_{k}} \dot{\mu}_{k} \\
& =\frac{\partial H}{\partial x_{i}} f_{i}+0+0+\frac{\partial H}{\partial t}-f_{i} \frac{\partial H}{\partial x_{i}}-g_{k} \dot{\mu}_{k} \\
& =\frac{\partial H}{\partial t} \tag{4.23}
\end{align*}
$$

Consider

$$
\begin{align*}
& \left.\int_{t_{0}}^{t_{1}}\left[\underline{x}^{*}, \underline{u}, \underline{w}^{*}, \mathrm{t} ; \underline{\lambda}, \underline{0}\right)-H\left(\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t ; \underline{\lambda}, \underline{0}\right)\right] d t \\
& = \\
& \int_{t_{0}}^{t}\left[\underline{f}_{0}\left(\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t\right)-f_{0}\left(\underline{x}^{*}, \underline{u}, \underline{w}^{*}, \underline{t}\right)\right] d t \\
& \left.\quad+\int_{t_{0}}^{t} \lambda_{i}(t)\left[\underline{f}_{i}\left(\underline{x}^{*}, \underline{u}, \underline{w}^{*}, t\right)-f_{i} \underline{(x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t\right)\right] d t \quad(4.24)  \tag{4.25}\\
& =I^{*}-I \leqslant 0
\end{align*}
$$

provided

$$
\begin{equation*}
\mathrm{g}_{\mathrm{k}}\left(\underline{\underline{*}}^{*}, \underline{\underline{u}}, \underline{\underline{w}}^{*}, \mathrm{t}\right)<0 \tag{4.26}
\end{equation*}
$$

Equation (4.25) must be satisfied by all controls $\underline{u}(t)$ within a sufficiently small neighbourhood of $\underline{u}^{*}(t)$ and satisfying (4.26). This implies

$$
\begin{equation*}
\mathrm{H}\left(\underline{x}^{*}, \underline{u}, \underline{w}^{*}, \mathrm{t} ; \underline{\lambda}, \underline{0}\right) \leqslant \mathrm{H}\left(\underline{x}^{*}, \underline{u}^{*}, \underline{\underline{w}}^{*}, \mathrm{t} ; \underline{\lambda}, \underline{0}\right) \tag{4.27}
\end{equation*}
$$

provided equation (4.26) is satisfied. This is the Weierstrass condition that the Hamiltonian must be maximised with respect to the controls within the interior of the constraint region bounded by the $g_{k}$. (This implies $\mu_{k}=0$.) The equations derived in this section are summarised below. .

### 4.5 PONTRYAGIN'S PRINCIPLE

Consider the Hamiltonian
$H(\underline{x}(t), \underline{u}(t), \underline{w}, t ; \underline{\lambda}(t), \underline{u}(t))$

$$
\begin{align*}
= & -f_{0}(\underline{x}(t), \underline{u}(t), \underline{w}, t)+\lambda_{i}(t) f_{i}(\underline{x}(t), \underline{u}(t), \underline{w}, t) \\
& -u_{k}(t) g_{k}(\underline{x}(t), \underline{u}(t), \underline{w}, t) \tag{4.16}
\end{align*}
$$

where

$$
t_{0} \leqslant t \leqslant t_{1} ; \quad i=1, \ldots, n ; \quad k=1, \ldots, p
$$

For optimal solutions $\left(\underline{x}^{*}(t), \underline{u}^{*}(t), \underline{w}^{*}\right)$ to the problem formulated in section 4.3 , the multipliers $\underline{\lambda}(t), \underline{\mu}(t)$ must satisfy the following
conditions
(a) $u_{k}(t)=0$ if $g_{k}\left(\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t\right)<0$

$$
\begin{equation*}
>0 \text { if } g_{k}\left(\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}, t\right)=0 \tag{4.11}
\end{equation*}
$$

(b) Adjoint equations

$$
\begin{array}{ll}
\dot{\lambda}_{i}=-\frac{\partial H}{\partial x_{i}} ; & i=1, \ldots, n \\
\dot{x}_{i}=\frac{\partial H}{\partial \lambda_{i}} ; & i=1, \ldots, n \\
\frac{\partial H}{\partial u_{j}}=0 \quad ; & j=1, \ldots, m \tag{4.19}
\end{array}
$$

This is the equivalent statement of the Weierstrass condition that $H$ must be maximised with respect to the controls within the interior of the constraint region.
(c) Consistency condition

$$
\begin{equation*}
\frac{\mathrm{dH}}{\mathrm{dt}}=\frac{\partial \mathrm{H}}{\partial \mathrm{t}} \tag{4.23}
\end{equation*}
$$

(d) Transversality condition
$-\delta G+\left[H \delta t-\lambda_{i} \delta x_{i}\right]_{t_{0}}^{t_{1}}+\int_{t}^{t_{1}} \frac{\partial H}{\partial w_{k}} \delta w_{k} d t=0$.

This must be satisfied for perturbations consistent wifp the end condition (4.4).
(e) Weierstrass condition


### 4.6 RESTRICTED MAXIMUM PRINCIPLE

This corresponds to an arc of the optimal trajectory lying on the boundary of the constraint domain. So that without loss of generality, assume
where

$$
\begin{aligned}
& t \varepsilon \cdot\left[t_{e}, t_{\ell}\right] \\
& t_{0} \leqslant t_{e}<t_{\ell} \leqslant t_{1}
\end{aligned}
$$

Therefore from the implicit function theorem there exists a neighbourhood of ( $\underline{x}^{*}, \underline{u}^{*}, \underline{w}^{*}$ ) such that

$$
\begin{equation*}
g_{k}(\underline{x}, \underline{u}, \underline{w}, t)=0 ; \quad k=1, \ldots, p^{\prime} \tag{4.29}
\end{equation*}
$$

This may be solved uniquely for $p^{\prime}$ components of $\underline{u}$ as functions of the remaining ( $m-p^{\prime}$ ) components of $\underline{u}$ and $\underline{x}, \underline{w}, t$. Without loss of generality let these $p^{\prime}$ components be $u_{1}, u_{2}, \ldots, u_{p}{ }^{\prime}$

Let

$$
\begin{equation*}
\underline{u}_{c}=\left(u_{1}, \ldots, u_{p^{\prime}}\right) \tag{4.30}
\end{equation*}
$$

where

$$
\underline{u}_{c}=\underline{u}_{c}\left(u_{p}^{\prime}+1, \ldots, u_{m} ; \underline{x}, \underline{w}, t\right)
$$

and

$$
\underline{u}=\left(\underline{u}_{c} ; u_{p}{ }^{\prime}+1, \ldots, u_{m}\right)
$$

From (4.16)

$$
\begin{equation*}
\mathrm{H} .=\hat{\mathrm{H}}-\sum_{\mathrm{k}=1}^{\mathrm{p}} \mu_{k} g_{\mathrm{k}} \tag{4.31}
\end{equation*}
$$

where

$$
\hat{H}=-\dot{f}_{0}+\lambda_{i} f_{i}
$$

This corresponds to the Hamiltonian in the absence of inequality constraints.

From (4.7, 4.18, 4.19, 4.28)

$$
\left.\begin{array}{l}
\frac{d \lambda_{i}}{d t}=-\frac{\partial \hat{H}}{\partial x_{i}}+\sum_{k=1}^{p^{\prime}} \mu_{k}(t) \frac{\partial g_{k}}{\partial x_{i}} ; \quad i=1, \ldots, n  \tag{4.32}\\
\frac{\partial H}{\partial u_{j}}=\frac{\partial \hat{H}_{j}}{\partial u_{j}}-\sum_{k=1}^{p^{\prime}} \mu_{k}(t) \frac{\partial g_{k}}{\partial u_{j}}=0 ; j=1, \ldots, p^{\prime}
\end{array}\right\}
$$

These may be written more compactly using matrix algebra as

$$
\begin{align*}
& \frac{d \underline{\lambda}}{d t}=-\nabla_{x} \hat{H}+\hat{\mu} \frac{\partial \underline{g}}{\partial \underline{x}}  \tag{4.33}\\
& \nabla_{u} \hat{H}-\hat{\mu} \frac{\partial \underline{g}}{\partial \underline{u}_{c}}=0 \tag{4.34}
\end{align*}
$$

where

$$
\begin{aligned}
& \hat{\underline{u}}=\left(\mu_{1}, \ldots, \mu_{p}\right) \\
& \nabla_{x}=\left(\frac{\partial}{\partial x_{1}}, \ldots, \frac{\partial}{\partial x_{n}}\right)
\end{aligned}
$$

$$
\nabla_{u}=\left(\frac{\partial}{\partial u_{1}}, \ldots, \frac{\partial}{\partial u_{p^{\prime}}}\right)
$$



$$
\frac{\partial \underline{g}}{\partial \underline{u}_{c}}=\left[\begin{array}{ccc}
\frac{\partial g_{1}}{\partial u_{1}} & \ldots \ldots \ldots \ldots & \frac{\partial g_{1}}{\partial u_{p}^{\prime}} \\
\vdots & & \vdots \\
\frac{\partial g_{p}^{\prime}}{\partial u_{1}} & \cdots \ldots \ldots \ldots & \frac{\partial g_{p}^{\prime}}{\partial u_{p^{\prime}}^{\prime}}
\end{array}\right]_{p^{\prime} \times p^{\prime}}
$$

Eliminating $\hat{\mu}$ from ( $4.33,4.34$ ) gives

$$
\begin{equation*}
\frac{\underline{d} \lambda}{d t}=-\nabla_{x} \hat{H}+\nabla_{u} \hat{H}\left(\frac{\partial \underline{g}}{\partial \underline{g}_{c}}\right)^{-1}\left(\frac{\partial \underline{g}}{\partial \underline{x}}\right) \tag{4.35}
\end{equation*}
$$

Define

$$
\begin{align*}
p_{k}(\underline{x}, \underline{u}, \underline{w}, t) & =\nabla_{x} g_{k} \cdot \underline{£} ; \quad k=1, \ldots, p^{\prime} \\
& =\nabla_{x} g_{k} \cdot \frac{d \underline{x}}{d t} \tag{4.36}
\end{align*}
$$

Suppose the constraints $g_{k}$ are functions of the state variabies only

$$
\begin{equation*}
g_{k}=g_{k}(\underline{x}) ; \quad k=1, \ldots, p^{\prime} \tag{4.37}
\end{equation*}
$$

From (4.29, 4.36)

$$
\begin{equation*}
p_{k}=\frac{\mathrm{dg}_{k}}{d t}=0 ; \quad k=1, \ldots, p^{\prime} \tag{4.38}
\end{equation*}
$$

Equations (4.35-4.38) represent the equations of the restricted maximum principle. The Weierstrass condition corresponds to maximising $\hat{\mathrm{H}}$ subject to the constraint (4.38).

### 4.7 JUMP CONDITION

The condition on the adjoint vector $\lambda$ at the entry and leaving points $t_{e}, t_{\ell}$, defined in (4.28) is considered below.

From (4.33)

$$
\begin{equation*}
\lambda(t+h)-\lambda(t)=-h \nabla_{x} \hat{H}+h \hat{\mu}\left(\frac{\partial \underline{g}}{\partial \underline{x}}\right)-h \underline{O}(h) \tag{4.39}
\end{equation*}
$$

where

$$
\begin{aligned}
& \frac{d \underline{\lambda}}{d t}=\frac{\underline{\lambda}(t+h)-\underline{\lambda}(t)}{h}+\underline{o}(h) \\
& t_{0} \leqslant t_{e} \leqslant t<t+h \leqslant t_{\ell} \leqslant t_{1} \\
& \underline{Q}(h) \rightarrow 0 \text { as } h \rightarrow 0
\end{aligned}
$$

Let

$$
\left.\begin{array}{l}
t \rightarrow t_{\ell}  \tag{4.40}\\
h \rightarrow 0+
\end{array}\right\}
$$

From (4.39)

$$
\underline{\lambda}\left(t_{\ell}+0\right)-\underline{\lambda}\left(t_{\ell}\right)=+\underline{v}\left(t_{\ell}\right)\left(\frac{\partial \underline{g}}{\partial \underline{x}}\right)_{t=t_{\ell}}
$$

i.e.

$$
\begin{equation*}
\underline{\lambda}\left(t_{\ell}+0\right)=\underline{\lambda}\left(t_{\ell}\right)+\underline{v}\left(t_{\ell}\right)\left(\frac{\partial \underline{g}}{\partial \underline{x}}\right)_{t=t_{\ell}} \tag{4.41}
\end{equation*}
$$

where

$$
\underline{\hat{\mu}}(t) \rightarrow \infty
$$

such that

$$
\begin{equation*}
h \hat{\underline{\mu}}(t) \rightarrow \text { a finite limit } \equiv \underline{\nu}\left(t_{\ell}\right) \tag{4.42}
\end{equation*}
$$

From (4.11)

$$
\begin{equation*}
\underline{v}\left(t_{\ell}\right) \geqslant 0 \tag{4.43}
\end{equation*}
$$

Suppose

$$
\begin{equation*}
t<t_{e} \tag{4.44}
\end{equation*}
$$

and

This corresponds to approaching the entry point $t_{e}$ from within the constraint domain.

From (4.11, 4.16, 4.33)

$$
\begin{align*}
& \frac{d \underline{\lambda}}{d t}=-\nabla_{x} \hat{H} \\
& \underline{\lambda}(t)-\lambda(t-h)=-h \nabla_{x} \hat{H}-h \underline{Q}(h) \tag{4.45}
\end{align*}
$$

Let

$$
\begin{aligned}
& \mathrm{t} \rightarrow \mathrm{t}_{\mathrm{e}} \\
& \mathrm{~h} \rightarrow 0+
\end{aligned}
$$

then

$$
\begin{align*}
& \underline{\lambda}\left(t_{e}\right)-\underline{\lambda}\left(t_{e}-0\right)=\underline{0} \\
& \underline{\lambda}\left(t_{e}\right)=\underline{\lambda}\left(t_{e}-0\right) \tag{4.46}
\end{align*}
$$

Equations (4.41, 4.43, 4.46) define the jump conditions. $\underline{\lambda}(t)$ is continuous at an entry point but is discontinuous on leaving.

### 4.8 BELLMAN'S PRINCIPLE

The results of the preceding sections were obtained by minimising G-J from (4.11) with respect to the controls $\underline{u}(t)$ belonging to a control set $U$ defined by ( $4.3,4.4$ ). The following minimum cost function is defined corresponding to (4.11)

$$
\begin{align*}
v(t, \underline{x}(t), \underline{\dot{x}}(t), \underline{w})=\operatorname{Min}_{\substack{\underline{u}(\sigma) \varepsilon U \\
t} \sigma \leqslant t_{1}}\{ & \int_{t}^{t_{1}}-F(\underline{x}(\sigma), \underline{\dot{x}}(\sigma), \underline{u}(\sigma), \underline{w}, \sigma) d \sigma \\
& +G(\underline{w})\} \tag{4.47}
\end{align*}
$$

$$
\begin{align*}
& =\operatorname{Min}_{\underset{t}{u(\sigma) \varepsilon U} \underset{t}{\operatorname{Min}}}^{\operatorname{Min}}\left\{\int_{\substack{\underline{u}(\sigma) \varepsilon U \\
t+h \leqslant t \leqslant t_{1}}}^{t+h}-F(\underline{x}(\sigma), \underline{\dot{x}}(\sigma), \underline{u}(\sigma), \underline{w}, \sigma) d \sigma\right. \\
& \left.+\int_{t+h}^{t_{1}}-F(\underline{x}(\sigma), \underline{\dot{x}}(\sigma), \underline{u}(\sigma), \underline{w}, \sigma) d \sigma+G(\underline{w})\right\} \tag{4.48}
\end{align*}
$$

This is obtained by splitting the integral and minimisation operation in (4.47) into two parts: $(t, t+h),\left(t+h, t_{1}\right)$ and in the limit $h \rightarrow 0$. The first integral in (4.48) depends only on values of $\sigma \varepsilon[t, t+\bar{h}]$ and is independent of minimisation for $\sigma>t+h$. Therefore, using mean value theorem for small $h$

$$
\left.\begin{array}{rl} 
& \operatorname{Min}_{\substack{\underline{u}(\sigma) \in U \\
t} \sigma \leqslant t+h} \operatorname{Min}_{\underline{u}(\sigma) \varepsilon U}^{t}+h \leqslant \sigma \leqslant t_{1}
\end{array}\left\{\int_{t}^{t+h}-F(\underline{x}(\sigma), \underline{\dot{x}}(\sigma), \underline{u}(\sigma), \underline{w}, \sigma) d \sigma\right\}\right)
$$

For the remaining term in (4.8) for which $\sigma$ varies from ( $t+h$ ) to $t_{1}$, the only effect on control applied from ( $t, t+h$ ) is to determine ( $\underline{x}, \dot{\underline{x}}$ ) at $\mathrm{t}+\mathrm{h}$. So that, from the definition (4.47) this term reduces to


$$
\begin{equation*}
=\operatorname{Min}_{\underline{u}(t) \in U}\{v(t+h, \underline{x}(t+h), \underline{\dot{x}}(t+h), \underline{w})\} \tag{4.50}
\end{equation*}
$$

Combining (4.47-4.50), the following iterative functional equation is obtained.
$V(t, \underline{x}(t), \underline{\dot{x}}(t), \underline{w})=\operatorname{Min}_{\underline{u} \varepsilon U}[-h \tilde{F}(\underline{x}, \underline{\dot{x}}, \underline{u}, \underline{w}, t)+V(t+h, \underline{x}(t+h), \underline{x}(t+h), \underline{w})]$

This is the mathematical statement of the optimality principle of dynamic programming $[140,14]$. But from Taylor's theorem $V(t+h, \underline{x}(t+h), \underline{\dot{x}}(t+h), \underline{w})=V(t, \underline{x}, \underline{x}, \underline{w})+h \frac{\partial V}{\partial t}+h \dot{x}_{i} \frac{\partial V}{\partial x_{i}}+h \ddot{x}_{i} \frac{\partial V}{\partial \dot{x}_{i}}+O\left(h^{2}\right)$ Therefore substituting in (4.51) and taking $h \rightarrow 0$

$$
\frac{\partial V}{\partial t}+\operatorname{Min}_{\underline{u} \in U}\left[-F+f_{i} \frac{\partial V}{\partial x_{i}}+\frac{d f_{i}}{d t} \frac{\partial V}{\partial \dot{x}_{i}}\right]=0
$$

On further simplification this becomes

$$
\begin{equation*}
\frac{\partial V}{\partial t}+\operatorname{Min}_{\underline{u} \varepsilon U}\left[f_{o}+\mu_{k} g_{k}+f_{i} \frac{\partial V}{\partial x_{i}}+\left(\frac{\partial f_{i}}{\partial x_{\ell}} f_{\ell}+\frac{\partial f_{i}}{\partial u_{j}} \dot{u}_{j}+\frac{\partial f_{i}}{\partial t}\right) \frac{\partial V}{\partial \dot{x}_{i}}\right]=0 \tag{4.52}
\end{equation*}
$$

This equation contains the inequality constraints $g_{k}$ and corresponds to the generalised Hamilton-Jacobi partial differential
equation of dynamic programming. Equations (4.52) can be solved using the method of characteristics to yield the Pontryagin equations of the previous sections. The dynamic programming approach presents considerable storage difficulties for high order systems.

### 4.9 DISCUSSION

The principles of Pontryagin and Bellman have been derived for a class of structural optimization problems which have been formulated as general optimal control problems. A first variation method was used for introducing the inequality constraints into a generalised Lagrange multiplier formulation. Variations in the functional J defined by (4.5) gave the desired results. One of the difficulties in the simplified approach presented here lies in formulating necessary and sufficient conditions on $f_{i}, g_{k}, \theta_{\rho}^{(0)}, \theta_{\rho}^{(1)}$ for the existence of (4.17) and the derivation of the jump conditions. These difficulties could be resolved using the methods of functional analysis which. lie outside the scope of this thesis.

### 4.10 STRUCTURAL PROBLEMS IN CONTROL FORMULATION

The application of optimal control theory to the structural optimization area is of more recent origin. The formalism is based on the maximum principle of Pontryagin and the optimality principle
of Bellman in the theory of dynamic programming. They provide the first order conditions for an optimal: Euler-Lagrange equations, transversality conditions and the Weierstrass condition. These are essentially a systematisation of the variational calculus where an entire function, or functions, is determined to optimise some performance criterion subject to specified constraints. The applications are based on a continuous model and one-dimensional structures $[90$, 93-95,113,119, 126,208-210] have been formulated as optimal control problems with, for example, skin thickness or a beam dimension playing the role of a control function. These are studied in conjunction with static and dynamic technologies. In this connection the work of Haug and Kirmser [208] is of special interest as they consider beam problems in the presence of inequality constraints on the stress and deflection fields using Lagrange multiplier functions.

In Chapters 5 and 6 the scope of optimal control theory is further extended to include more complex structural optimization problems.

### 5.1 TURBINE DISC PROBLEM

The principles of Pontryagin and Bellman developed in Chapter 4 are applied to the structural optimization problem studied in Chapter 2 where the weight of the turbine disc was minimised in the presence of a stress constraint. The variational formulation was already developed in Chapter 2 and is summarised below for purposes of ready reference.

The weight functional to be minimised is

$$
\begin{equation*}
W=\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{5.1}
\end{equation*}
$$

where the thickness distribution is defined by

$$
\left.\begin{array}{rl}
h(r) & =b_{1}  \tag{5.2}\\
& =h(r) \\
& =a_{1} \leqslant r \leqslant a_{2} \\
& b_{m} \leq r \leq a_{m-1} \\
a_{m-1} \leq r \leqslant a_{m}
\end{array}\right\}
$$

The behaviour characteristics are described by the ordinary differential equations

$$
\begin{align*}
& \frac{d \sigma_{r}}{d r}=-\frac{1}{h}\left[\sigma_{r} \frac{d h}{d r}+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h\right] \\
& \frac{d \sigma_{\theta}}{d r}=\frac{\sigma_{r}-\sigma_{\theta}}{r}-\frac{\nu}{h} \sigma_{r} \frac{d h}{d r}-\nu \rho \omega^{2} r \tag{5.3}
\end{align*}
$$

and

$$
\begin{array}{lll}
\sigma_{r}=s_{1} & \text { at } & r=a_{1} \\
\sigma_{r}=s_{m} & \text { at } & r=a_{m}
\end{array}
$$

These equations were derived on the assumption of radially symmetric plane stress.

The behaviour and side constraints were defined by
$F\left(\sigma_{r}, \sigma_{\theta}\right) \leqslant \sigma_{o}$
where
$F\left(\sigma_{r}, \sigma_{\theta}\right) \equiv \max \left(\left|\sigma_{r}\right|,\left|\sigma_{\theta}\right|,\left|\sigma_{r}-\sigma_{\theta}\right|\right)$
$h(r) \geqslant \varepsilon \quad$ for all $\quad r \varepsilon\left[a_{2}, a_{m-1}\right]$
$\mathrm{a}_{1}<\mathrm{L} \leqslant \mathrm{a}_{2} \leqslant \mathrm{U}<\mathrm{a}_{\mathrm{m}-1}$

### 5.2 OPTIMAL CONTROL FORMULATION

The behaviour differential equations (5.3) are transformed into the optimal control formulation by the transformation equations.

$$
\left.\begin{array}{l}
x_{1}=\sigma_{r}  \tag{5.5}\\
x_{2}=\sigma_{\theta} \\
x_{3}=h(r) \\
u=\frac{d h}{d r} \quad .
\end{array}\right\}
$$

From (5.3, 5.5)

$$
\begin{align*}
& \frac{d x_{1}}{d r}=-\frac{1}{x_{3}}\left[x_{1} u+\frac{x_{3}}{r}\left(x_{1}-x_{2}\right)+\rho \omega^{2} r x_{3}\right] \\
& \frac{d x_{2}}{d r}=\frac{x_{1}-x_{2}}{r}-\frac{v x_{1} u}{x_{3}}-v \rho \omega^{2} r  \tag{5.6}\\
& \frac{\mathrm{dx}_{3}}{\mathrm{dr}}=u
\end{align*}
$$

Equations (5.6) correspond to the state equations where

$$
\begin{align*}
\text { state vector: } \underline{x} & =\left(\sigma_{r}, \sigma_{\theta} ; h\right)_{1 \times 3} \\
\text { control vector: } \underline{u} & =\left(\frac{d h}{d r}\right)_{1 \times 1} \tag{5.7}
\end{align*}
$$

Therefore the state variables $x_{i}(r) \quad i=1,2,3$ correspond to the stresses and disc thickness and the control $u(r)$ is given by the rate of change of thickness.

The constraint conditions (5.4) are given by

$$
F\left(x_{1}, x_{2}\right) \leqslant \sigma_{0}
$$

where

$$
\left.\begin{array}{l}
\mathrm{F}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right) \equiv \max \left(\left|\mathrm{x}_{1}\right|,\left|\mathrm{x}_{2}\right|,\left|\mathrm{x}_{1}-\mathrm{x}_{2}\right|\right)  \tag{5.8}\\
\mathrm{x}_{3} \geqslant \varepsilon \\
\mathrm{~L} \leq \mathrm{a}_{2} \leq \mathrm{U}
\end{array}\right\}
$$

The projection of the three-dimensional state space ( $\mathrm{x}_{1}, \mathrm{x}_{2}, \mathrm{x}_{3}$ ) onto the $\left(x_{1}, x_{2}\right)$ subspace is given by the Tresca hexagon of figure (1.la). All admissible states must lie within or on the hexagon. The hub radius $a_{2}$ in (5.8) has the status of a control parameter.

The control $u(r)$ is unbounded so that

$$
\begin{equation*}
|u(r)| \leqslant \infty \tag{5.9}
\end{equation*}
$$

The transversality conditions associated with the differential system (5.3) are given by

$$
\left.\begin{array}{llll}
\theta^{(1)}: & x_{1}=s_{1}, & x_{3}=b_{1} & \text { at }  \tag{5.10}\\
\theta^{(m)}: & x_{1}=a_{1} \\
s_{m} ; & x_{3}=b_{m} & \text { at } & r=a_{m}
\end{array}\right\}
$$

The control $u(r)$ is said to be admissible if it is continuous in
( $a_{2}, a_{m-1}$ ) and satisfies constraint condition (5.9). Therefore for a given admissible control $u(r), a_{2} \leqslant r \leqslant a_{m-1}$ the state equations (5.6) in conjunction with the transversality conditions (5.10) possess a unique continuous solution which defines a trajectory in threedimensional state space $\left(0 x_{1} x_{2} x_{3}\right)$ along which the states of the system are transferred between the end manifolds $\theta^{(1)}, \theta^{(m)}$. These trajectories are constrained to lie within the region of state space defined by (5.8). The problem is to determine an optimal control which affects such a transfer while minimising the weight integral.

$$
\begin{equation*}
\mathrm{W}=\int_{\mathrm{a}_{1}}^{\mathrm{a} m} 2 \pi \rho r \mathrm{x}_{3} \mathrm{dr} \tag{5.11}
\end{equation*}
$$

The problem has been reduced to a constrained optimal control problem to which the Pontryagin formulation is applicable.

### 5.3 UNCONSTRAINED PROBLEM

The constraint set (5.8) is a necessary condition for the existence of solutions to the problem. This is proved by considering the one-dimensional unconstrained problem

$$
\begin{equation*}
\operatorname{Minimise} W\left[x_{3}\right]=\int_{r_{0}}^{r_{1}} 2 \pi \rho r x_{3} d r ; \quad x_{3} \in E^{l} \tag{5.12}
\end{equation*}
$$

where

$$
a_{2} \leqslant r_{0}<r_{1} \leqslant a_{m-1}
$$

Let $x_{3}(r)=x_{3}^{*}(r), r \varepsilon\left[r_{0}, r_{1}\right]$ be the minimising function in class $C^{2}$. Then it certainly minimises in the subclass

$$
\begin{equation*}
x_{3}(r)=x_{3}^{*}(r)+\varepsilon_{0} \eta(r) ; \eta(r) \varepsilon C^{2} \tag{5.13}
\end{equation*}
$$

## Therefore

$$
\begin{align*}
F\left(\varepsilon_{0}\right) & =W\left[x_{3}\right] \\
& =W\left[x_{3}^{*}\right]+\varepsilon_{0} \int_{r_{0}}^{r_{1}} 2 \pi \rho \mathrm{rn}(\mathrm{r}) \mathrm{dr} \tag{5.14}
\end{align*}
$$

But, by definition, $F\left(\varepsilon_{0}\right)$ is a minimum at $\varepsilon_{0}=0$.
Therefore

$$
F^{\prime}(0)=0
$$

So that

$$
\begin{equation*}
\int_{r_{0}}^{r_{1}} 2 \pi \rho r \eta(r) d r=0 \text { for arbitrary } \eta(r) \varepsilon C^{2} \tag{5.15}
\end{equation*}
$$

But this is impossible and the problem has no finite solutions for unbounded $x_{3}(r)$.
5.4 CONSTRAINTS ON THICKNESS $x_{3}(x)$

Let

$$
\begin{equation*}
x_{3}(r) \geqslant \varepsilon \quad \text { for all } r \varepsilon\left[r_{0}, r_{1}\right] \tag{5.16}
\end{equation*}
$$

where

$$
\left[r_{0}, r_{1}\right] \subseteq\left[a_{2}, a_{m-1}\right]
$$

## From (5.12)

$$
\begin{equation*}
W\left[x_{3}\right] \geqslant \pi \rho\left(r_{1}^{2}-r_{0}^{2}\right) \varepsilon \tag{5.17}
\end{equation*}
$$

Hence

$$
\left.\begin{array}{l}
\mathrm{x}_{3}^{*}(\mathrm{r})=\varepsilon \quad \text { for all } \mathrm{r} \varepsilon\left[\mathrm{r}_{0}, \mathrm{r}_{1}\right]  \tag{5.18}\\
\mathrm{W}\left[\mathrm{x}_{3}^{*}\right]=\pi \rho\left(\mathrm{r}_{1}^{2}-\mathrm{r}_{\mathrm{o}}\right)^{2} \varepsilon
\end{array}\right\}
$$

Therefore the optimal trajectory lies on the boundary of the state constraint region $x_{3}=\varepsilon$.

### 5.5 CONSTRAINED PROBLEM

Finally, the problem is considered in the presence of the constraint set (5.8).

From (5.1, 5.2, 5.5)

$$
\begin{equation*}
W=\pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\int_{a_{2}}^{a_{m-1}} 2 \pi \rho r x_{3} d r \tag{5.19}
\end{equation*}
$$

where

$$
W=W\left(a_{2}, x_{3}\right)
$$

$W$ is a minimum when given $a_{2} \varepsilon[L, U]$

$$
\begin{equation*}
\dot{x}_{3}^{*}(r)=\varepsilon \quad \text { for all } \quad r \varepsilon\left[a_{2}, a_{m-1}\right] \tag{5.20}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\operatorname{Min} \int_{a_{2}}^{a m-1} 2 \pi \rho r x_{3}{ }^{*} d r=\pi \rho\left(a_{m-1}^{2}-a_{2}^{2}\right) \varepsilon \tag{5.21}
\end{equation*}
$$

and

$$
\begin{align*}
W=W\left(a_{2}\right) & =\pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\pi \rho\left(a_{m-1}^{2}-a_{2}^{2}\right) \varepsilon \\
& =\pi \rho\left[\left(b_{1}-\varepsilon\right) a_{2}^{2}+b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\varepsilon a_{m-1}^{2}-b_{1} a_{1}^{2}\right] \tag{5.22}
\end{align*}
$$

This function of $a_{2}$ is to be minimised. Solutions exist only for bounded $a_{2}$ and are given by

$$
\left.\begin{array}{rlrl}
\mathrm{a}_{2}^{*} & =\mathrm{L} & & \text { if } \mathrm{b}_{1}>\varepsilon  \tag{5.23}\\
& =\mathrm{U} & & \text { if } \mathrm{b}_{1}<\varepsilon
\end{array}\right\}
$$

The optimal control formulation of the problem is now considered.

### 5.6 MAXIMUM PRINCIPLE

The control characteristics of the structural system are described by the maximum principle of Pontryagin which defines the interaction between optimal control and optimal trajectory in state space.

The unconstrained Hamiltonian $\hat{H}$ is defined by

$$
\begin{array}{r}
\hat{H}\left(\lambda_{1}, \lambda_{2}, \lambda_{3} ; x_{1}, x_{2}, x_{3}, r ; u\right) \\
=-2 \pi \rho r x_{3}-\frac{\lambda_{1}(r)}{x_{3}}\left[x_{1} u+\frac{x_{3}}{r}\left(x_{1}-x_{2}\right)+\rho \omega^{2} r x_{3}\right]  \tag{5.24}\\
\\
+\lambda_{2}(r)\left(\frac{x_{1}-x_{2}}{r}-v \frac{x_{1} u}{x_{3}}-v \rho \omega^{2} r\right)+\lambda_{3}(r) \cdot u(5.24)
\end{array}
$$

Therefore the adjoint equations are

$$
\begin{align*}
& \frac{d \lambda_{1}}{d r} \equiv-\frac{\partial \hat{H}}{\partial x_{1}}=\left(\lambda_{1}+v \lambda_{2}\right) \frac{u}{x_{3}}+\frac{\lambda_{1}-\lambda_{2}}{r} \\
& \frac{d \lambda_{2}}{d r} \equiv-\frac{\partial \hat{H}}{\partial x_{2}}=-\frac{\lambda_{1}-\lambda_{2}}{r}  \tag{5.25}\\
& \frac{d \lambda_{3}}{d r} \equiv-\frac{\partial \hat{H}}{\partial x_{3}}=2 \pi \rho r-\left(\lambda_{1}+v \lambda_{2}\right) \frac{x_{1} u}{x_{3}^{2}}
\end{align*}
$$

These are derived on the assumption that the optimal trajectory lies within the interior of the state constraint domain (5.8)

$$
\left.\begin{array}{rl}
\mathrm{F}\left(\mathrm{x}_{1}(\mathrm{r}), \mathrm{x}_{2}(\mathrm{r})\right) & <\sigma_{o}  \tag{5.26}\\
\mathrm{x}_{3}>\varepsilon
\end{array}\right\}
$$

The control $u(r)$ is unbounded, 'hence

$$
\begin{equation*}
\frac{\partial \hat{H}}{\partial u}=-\left(\lambda_{1}+\nu \lambda_{2}\right) \frac{x_{1}}{x_{3}}+\lambda_{3}=0 \tag{5.27}
\end{equation*}
$$

this being the condition for maximising the Hamiltonian $\hat{H}$. The Hamiltonian (5.24) corresponds to a singular unbounded control. The Hamiltonian is linear in the control so that the optimal control must either lie at a bound or be such that (5.27) is satisfied. There are three possible boundary configurations for the optimal trajectory and are described below.

### 5.7 RES'TRICTED MAXIMUM PRINCIPLE I

Suppose the optimal trajectory belongs to the boundary configuration

$$
\left.\begin{array}{rlrl}
F\left(x_{1}(r), x_{2}(r)\right)<\sigma_{0} & \text { for all } & r \varepsilon\left[\begin{array}{ll}
r_{e}, & r_{\ell}
\end{array}\right.  \tag{5.28}\\
x_{3}=\varepsilon & \text { for all } & r \varepsilon\left[r_{e}, r_{\ell}\right.
\end{array}\right\}
$$

where

$$
\begin{equation*}
a_{2} \leqslant r_{e}<r_{\ell} \leqslant a_{m-1} \tag{5.29}
\end{equation*}
$$

From (4.38)

$$
\text { Define } \begin{align*}
p(\underline{x}, r ; u) & =\nabla_{\underline{x}}\left(x_{3}-\varepsilon\right) \cdot \frac{d \underline{x}}{d r}  \tag{5.30}\\
& =\frac{d x_{3}}{\overline{d r}} \\
& =u \tag{5.31}
\end{align*}
$$

From (4.38)

$$
\begin{equation*}
\mathbf{u}=0 \tag{5.32}
\end{equation*}
$$

This is expected because $h \equiv x_{3}=\varepsilon$ in $\left[r_{e}, r_{\ell}\right]$ implies $u \equiv \frac{d h}{d r}=0$ Substituting (5.32) in (5.25) using (4.33)

$$
\begin{align*}
& \frac{d \lambda_{1}}{d r}=\frac{\lambda_{1}-\lambda_{2}}{r} \\
& \frac{d \lambda_{2}}{d \mathbf{r}}=-\frac{\dot{\lambda}_{1}-\lambda_{2}}{r}  \tag{5.33}\\
& \frac{d \lambda_{3}}{\mathrm{dr}}=2 \pi \rho r+\hat{\mu}
\end{align*}
$$

Integrating

$$
\left.\begin{array}{l}
\lambda_{1}=A+B r^{2}  \tag{5.34}\\
\lambda_{2}=A-B r^{2} \\
\lambda_{3}=\pi \rho r^{2}+\int \hat{\mu}(r) d r+C
\end{array}\right\}
$$

where $A, B, C$ are constants of integration. The projection of the adjoint vector $\underline{\lambda}$ on ( $\lambda_{1}, \lambda_{2}$ ) subspace is a two-parameter family of
parabolas whose foci lie on the axis of rotation.
Substituting (5.32) in state equations (5.6) and simplifying

$$
\left.\begin{array}{l}
\frac{d x_{1}}{d r}=-\frac{x_{1}-x_{2}}{r}-\rho \omega^{2} r  \tag{5.35}\\
\frac{d x_{2}}{d r}=\frac{x_{1}-x_{2}}{r}-\nu \rho \omega^{2} r \\
\frac{d x_{3}}{d r}=0
\end{array}\right\}
$$

Integrating

$$
\left.\begin{array}{l}
x_{1}=C_{1}-\frac{c_{2}}{r^{2}}-\frac{3+v}{8} \rho \omega^{2} r^{2}  \tag{5.36}\\
x_{2}=C_{1}+\frac{C_{2}}{r^{2}}-\frac{1+3 v}{8} \rho \omega^{2} r^{2} \\
x_{3}=\varepsilon
\end{array}\right\}
$$

where $C_{1}, C_{2}$ are constants of integration. Eliminating $r$ from (5.36)

$$
\begin{gather*}
(1+3 v) x_{1}^{2}-(3+v) x_{2}^{2}-2(1-v) x_{1} x_{2}-8 C_{1} v x_{1}+8 C_{1} x_{2} \\
-4 C_{1}^{2}(1-v)-2(1+v)^{2} C_{2} \rho \omega^{2}=0 \tag{5.37}
\end{gather*}
$$

This defines a family of hyperbolas in ( $x_{1}, x_{2}$ ) subspace whose centres lie on the line

$$
\left.\begin{array}{rl}
x_{2} & =x_{1}  \tag{5.38}\\
x_{3} & =\varepsilon
\end{array}\right\}
$$

This analysis is applicable to those parts of the optimal trajectory which lie on the boundary $x_{3}=\varepsilon$.

### 5.8 RESTRICTED MAXIMUM PRINCIPLE II

The second possibility is

$$
\begin{align*}
F\left(x_{1}(r), x_{2}(r)\right) & =\sigma_{0} & \text { for all } & r \varepsilon\left[\begin{array}{lll}
r_{e} & \left.r_{\ell}\right] \\
x_{3} & >\varepsilon & \text { for all } \\
& r \varepsilon\left[\begin{array}{rl}
r_{e} & r_{\ell}
\end{array}\right\}
\end{array}\right\}, ~ \tag{5.39}
\end{align*}
$$

where

$$
a_{2} \leqslant r_{e}<r_{\ell} \leqslant a_{m-1}
$$

Let

$$
\begin{equation*}
\underline{-}_{x} F=\left(\frac{\partial F}{\partial x_{1}}, \frac{\partial F}{\partial x_{2}}, 0\right) \tag{5.40}
\end{equation*}
$$

From (4.36)

$$
\begin{align*}
p(\underline{x}, r ; u)= & -\frac{1}{x_{3}}\left[x_{1} u+\frac{x_{3}}{r}\left(x_{1}-x_{2}\right)+\rho \omega^{2} r x_{3}\right] \frac{\partial F}{\partial x_{1}} \\
& +\left(\frac{x_{1}-x_{2}}{r}-\frac{v x_{1} u}{x_{3}}-v \rho \omega^{2} r\right) \frac{\partial F}{\partial x_{2}} \tag{5.41}
\end{align*}
$$

Since the optimal trajectory lies on the boundary (5.39)

$$
\begin{equation*}
p(\underline{x}, r ; u)=0 \tag{5.42}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left.\frac{u}{x_{3}}=-\frac{1}{x_{1}}\left[\frac{x_{1}-x_{2}}{r}\right] \frac{F_{x_{1}}-F_{x_{2}}}{F_{x_{1}}+V F_{x_{2}}}+\rho \omega^{2} r\right] \tag{5.43}
\end{equation*}
$$

where $\mathrm{F}_{\mathrm{x}_{1}}$, $\mathrm{F}_{\mathrm{x}_{2}}$ denote partial derivatives of F with respect to $\mathrm{x}_{1}, \mathrm{x}_{2}$ respectively.

From (5.6, 5.43)

$$
\begin{array}{r}
x_{3}(r)=x_{3}^{o} \exp \left\{-\int \frac{1}{x_{1}}\left[\left(\frac{x_{1}-x_{2}}{r}\right) \frac{F_{x_{1}}-F_{x_{2}}}{F_{x}+v F_{x}}+\rho \omega^{2} r\right] d r\right. \\
\text { for all } r \varepsilon\left[\vec{r}_{e}, r_{\ell}\right] \tag{5.44}
\end{array}
$$

where $x^{\circ}$ is a constant of integration.

Substituting (5.44) in (5.6) and simplifying

$$
\left.\begin{array}{l}
\frac{d x_{1}}{d r}=-\frac{1+v}{r} \frac{\left(x_{1}-x_{2}\right) F_{x_{2}}}{F_{x_{1}}+\nu F_{x_{2}}} \\
\frac{d x_{2}}{d r}=\frac{1+v}{r} \frac{\left(x_{1}-x_{2}\right) F_{x_{1}}}{F_{x_{1}}+\nu F_{x_{2}}}  \tag{5.45}\\
\frac{d x_{3}}{d r}=-\frac{x_{3}}{x_{1}}\left[\left(\frac{x_{1}-x_{2}}{r}\right)_{x_{x_{1}}-F_{x_{2}}}^{F_{x_{1}}+\nu F_{x_{2}}}+\rho \omega^{2} r\right]
\end{array}\right\}
$$

This two-parameter family of optimal trajectories is based on the assumption that $F$ has continuous first partial derivatives on the boundary. This is true for most engineering yield conditions, in particular the Tresca yield condition, except at the vertices of the hexagon.

In matrix form the Hamiltonian (5.24) reduces to

$$
\begin{equation*}
\hat{\mathrm{H}}=-2 \pi \rho \mathrm{rx}_{3}+\underline{\lambda} \underline{\mathrm{f}} \tag{5.46}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{\lambda}=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \\
& \underline{f}=\left(\begin{array}{l}
-\frac{1}{x_{3}}\left[x_{1} u+\frac{x_{3}}{r}\left(x_{1}-x_{2}\right)+\rho \omega^{2} r x_{3}\right] \\
\frac{x_{1}-x_{2}}{r}-\frac{v x_{1} u}{x_{3}}-v \rho \omega^{2} r \\
u
\end{array}\right)
\end{aligned}
$$

From (5.41)

$$
\begin{equation*}
\nabla_{\mathbf{x}} \mathrm{F} \underline{\mathrm{f}}=0 \tag{5.47}
\end{equation*}
$$

From the Weierstrass condition the Hamiltonian (5.46) must be maximised with respect to the control $u$, subject to the constraint condition (5.47).

Using the method of Lagrange multipliers

$$
\lambda_{i} \frac{\partial f_{i}}{\partial u}+\alpha \frac{\partial F}{\partial x_{i}} \frac{\partial f_{i}}{\partial u}=0
$$

Therefore

$$
\begin{equation*}
\alpha=-\lambda_{i} / \frac{\partial F}{\partial x_{i}} \tag{5.48}
\end{equation*}
$$

and

$$
\frac{\lambda_{1}}{\mathrm{~F}_{\mathrm{x}_{1}}}=\frac{\lambda_{2}}{\mathrm{~F}_{\mathrm{x}_{1}}}=\frac{\lambda_{3}}{0}
$$

Hence

$$
\begin{equation*}
\lambda_{3}=0 \tag{5.49}
\end{equation*}
$$

From (5.46, 5.41)

$$
\nabla_{x} \hat{H}=\underline{\lambda}\left(\begin{array}{ccc}
-\frac{1}{x_{3}}\left(u+\frac{x_{3}}{r}\right), & \frac{1}{r}, & \frac{x_{1} u}{x_{3}^{2}}  \tag{5.50}\\
\frac{1}{r}-\frac{\nu u}{x_{3}}, & -\frac{1}{r}, & \frac{x_{1} u}{x_{3}^{2}} \\
0 & 0, & 0
\end{array}\right]+(0,0,-2 \pi \rho r)
$$

and

$$
\nabla_{x} p=\left(\begin{array}{l}
-\frac{1}{x_{3}}\left(u+\frac{x_{3}}{r}\right) F_{x_{1}}+\left(\frac{1}{r}-\frac{v u}{x_{3}}\right) F_{x_{2}}+\frac{d}{d r} F_{x_{1}}  \tag{5.51}\\
\frac{F_{x_{1}}-F_{x_{2}}}{r}+\frac{d}{d r} F_{x_{2}} \\
\frac{x_{1} u}{x_{3}^{2}}\left(F_{x_{1}}+\nu F_{x_{2}}\right)
\end{array}\right]^{T}
$$

From (4.35)

$$
\begin{equation*}
\frac{d \underline{\lambda}}{d r}=-\nabla_{x} \hat{H}+\left(\frac{\partial H}{\partial u}\right)\left(\frac{\partial p}{\partial u}\right)^{-1} \nabla_{x} p \tag{5.52}
\end{equation*}
$$

Substituting (5.24, 5.41, 5.49-5.51) in (5.52) and simplifying

$$
\begin{align*}
& \frac{d \lambda_{1}}{d \mathbf{r}}=\frac{\lambda_{1}-\lambda_{2}}{r}-\frac{\lambda_{1}+v \lambda_{2}}{F_{x_{1}}+v F_{x_{2}}}\left(\frac{F_{x_{1}}-F_{x_{2}}}{r}-\frac{d}{d r} F_{x_{1}}\right) \\
& \frac{d \lambda_{2}}{d \mathrm{r}}=-\frac{\lambda_{1}-\lambda_{2}}{r}+\frac{\lambda_{1}+\nu \lambda_{2}}{F_{x_{1}}+F_{x_{2}}}\left(\frac{F_{x_{1}}-F_{x_{2}}}{r}+\frac{d}{d r} F_{x_{2}}\right)  \tag{5.53}\\
& \frac{d \lambda_{3}}{d r}=2 \pi \rho r=0+
\end{align*}
$$

The analysis is applicable to a general yield criterion $F=F\left(x_{1}, x_{2}\right)$. These results are now interpreted for the Tresca yield criterion (5.8).

[^6]
### 5.9 TRESCA YIELD CRITERION

On each branch of the Tresca hexagon (figure 1.la), $\mathrm{F}_{\mathrm{x}_{1}}, \mathrm{~F}_{\mathrm{x}_{2}}$ are constant, therefore

$$
\begin{equation*}
\frac{d}{d r} F_{x_{1}}=\frac{d}{d r} F_{x_{2}}=0 \tag{5.54}
\end{equation*}
$$

Substituting (5.54) in (5.53) and simplifying

$$
\begin{align*}
& \frac{d}{d r}\left(-\lambda_{1} F_{x_{2}}+\lambda_{2} F_{x_{1}}\right)=(1+\nu) \frac{F_{x_{1}}+F_{x_{2}}}{F_{x_{1}}+\nu F_{x_{2}}}\left(\frac{-\lambda_{1} F_{x_{2}}+\lambda_{2} F_{x_{1}}}{r}\right)  \tag{5.55}\\
& \frac{d}{d r}\left(\lambda_{1}+\lambda_{2}\right)=0
\end{align*}
$$

Integrating

$$
\left.\begin{array}{l}
\lambda_{1}+\lambda_{2}=\mathrm{D}  \tag{5.56}\\
-\lambda_{1} \mathrm{~F}_{\mathrm{x}_{2}}+\lambda_{2} \mathrm{~F}_{\mathrm{x}_{1}}=\mathrm{Cr}^{\alpha}
\end{array}\right\}
$$

where

$$
\begin{aligned}
& \alpha=(1+V) \frac{\mathrm{F}_{\mathrm{x}_{1}}+\mathrm{F}_{\mathrm{x}_{2}}}{\mathrm{~F}_{\mathrm{x}_{1}}+V \mathrm{~F}_{\mathrm{x}_{2}}} \\
& \mathrm{C}, \mathrm{D}=\text { constants of integration }(\mathrm{C}>0) .
\end{aligned}
$$

Solving

$$
\left.\begin{array}{l}
\lambda_{1}=\frac{D F_{x_{1}}-\mathrm{Cr}^{\prime}}{\mathrm{F}_{\mathrm{x}_{1}}+\mathrm{F}_{\mathrm{x}_{2}}}  \tag{5.57}\\
\lambda_{2}=\frac{\mathrm{DF} \mathrm{x}_{2}+\mathrm{Cr}^{\alpha}}{\mathrm{F}_{\mathrm{x}_{1}}+\mathrm{F}_{\mathrm{x}_{2}}}
\end{array}\right\}
$$

Substituting (5.43,5.57) in (5.24) and simplifying

$$
\begin{equation*}
\hat{\mathrm{H}}=-2 \pi \rho \mathrm{r} \mathrm{x}_{3}+\mathrm{C}(1+v) \frac{\mathrm{x}_{1}-\mathrm{x}_{2}}{\mathrm{~F}_{\mathrm{x}_{1}}+v \mathrm{~F}_{\mathrm{x}_{2}}} \mathrm{r}^{\alpha-1} \tag{5.58}
\end{equation*}
$$

On FA, CD (figure 1.1a) the second term on the right of (5.58) is negative, while it is positive on $E F, B C, D E, A B$. Therefore optimal control must operate along the latter branches of the Tresca hexagon.

Consider states on DE

$$
\left.\begin{array}{l}
x_{2}=x_{1}-\sigma_{0}  \tag{5.59}\\
0 \leqslant x_{1} \leqslant \sigma_{0} \\
F_{x_{1}}=1 \\
F_{x_{1}}=-1
\end{array}\right\}
$$

Therefore from (5.57, 5.59) for finite $\lambda_{1}, \lambda_{2}$

$$
\begin{equation*}
C=D=0 \tag{5.60}
\end{equation*}
$$

Substituting (5.59) in (5.45)

$$
\begin{equation*}
\frac{d x_{1}}{d r}=\frac{1+v}{1-v} \frac{\sigma_{0}}{r} \tag{5.61}
\end{equation*}
$$

Integrating

$$
\left.\begin{array}{l}
x_{1}=\sigma_{0} \ln \operatorname{ar}^{\beta} \quad a>0  \tag{5.62}\\
x_{2}=\sigma_{0}\left(\ln \operatorname{ar}^{\beta}-1\right)
\end{array}\right\}
$$

where

$$
\beta=\frac{1+v}{1-v}>1
$$

Substituting (5.59, 5.62) in (5.44) and simplifying

$$
\begin{align*}
x_{3}:= & x_{3}^{o} \exp \left\{-\frac{1}{\sigma_{0}} \int^{r} \frac{1}{\ln a r^{\beta}}\left(\frac{2 \sigma_{o}}{(1-v) r}+\rho \omega^{2} r\right) d r\right.  \tag{5.63}\\
u= & -\frac{x_{3}^{o}}{\sigma_{0} \ln a r^{\beta}}\left[\frac{2 \sigma_{o}}{(1-v) r}+\rho \omega^{2} r\right] \exp \left\{-\frac{1}{\sigma_{0}} \int^{r} \frac{1}{\ln a r^{\beta}} \times\right.  \tag{5.64}\\
& {\left.\left[\frac{2 \sigma_{0}}{(1-v) r}+\rho \omega^{2} r\right] d r\right\} }
\end{align*}
$$

Equations (5.62-5.64) determine the state and control vectors on branch DE. From (5.59, 5.62)

$$
\begin{equation*}
\frac{1}{a} \leqslant r^{\beta} \leqslant \frac{e}{a} \tag{5.65}
\end{equation*}
$$

This inequality cannot be satisfied for arbitrary values of the constant of integration $a$, hence optimal control cannot operate along DE. Similarly it cannot operate along $A B$ either.

Therefore optimal control must operate along BC or EF. Consider states on EF.

$$
\left.\begin{array}{l}
x_{1}=\sigma_{0}  \tag{5.66}\\
0 \leq x_{2} \leq \sigma_{0} \\
\mathbf{F}_{x_{1}}=1 \\
F_{x_{2}}=0
\end{array}\right\}
$$

Substituting (5.66) in (5.45) and simplifying

$$
\begin{align*}
& \frac{d x_{2}}{\mathrm{dr}}=\frac{(1+\nu)}{\mathrm{r}}\left(\sigma_{0}-\mathrm{x}_{2}\right) \\
& \frac{\mathrm{dx}}{\mathrm{dr}}=-\frac{\mathrm{x}_{3}}{\sigma_{0}}\left(\frac{\sigma_{0}-\mathrm{x}_{2}}{\mathrm{r}}+\rho \omega^{2} r\right) \tag{5.67}
\end{align*}
$$

Integrating,

$$
\left.\begin{array}{l}
x_{2}=\sigma_{0}-b r^{-(1+v)}, \quad b>0  \tag{5.68}\\
x_{3}=x_{3}^{0} \exp \frac{1}{\sigma_{0}}\left[\frac{b r^{-(1+v)}}{1+v}-\frac{\rho \omega^{2} r^{2}}{2}\right]
\end{array}\right\}
$$

where $b$ is $a$ constant of integration.
From (5.43, 5.68)

$$
\begin{equation*}
u=-\frac{x_{3}^{o}}{\sigma_{0}}\left[b r-(2+v)+\rho \omega^{2} r\right] \exp \frac{1}{\sigma_{0}}\left[\frac{b r}{1+(1+v)}-\frac{\rho \omega^{2} r^{2}}{2}\right] \tag{5.69}
\end{equation*}
$$

Equations (5.68, 5.69) determine the optimal trajectory and control on the branch EF defined by $\mathrm{x}_{1}=\sigma_{0}$. Equation (5.68) defines a monotonic decreasing function of $x_{3}(r)$ so that from (5.8)

$$
\begin{equation*}
\mathrm{x}_{3}^{o} \geqslant \varepsilon \exp \left\{-\frac{1}{\sigma_{0}}\left[\frac{\mathrm{br}_{\ell}^{-(1+\nu)}}{1+v}-\frac{\rho \omega^{2} \mathrm{r}_{\ell}^{2}}{2}\right]\right\} \tag{5.70}
\end{equation*}
$$

### 5.10 RESTRICTED MAXIMUM PRINCIPLE III

The final possibility is

$$
\left.\begin{array}{rl}
F\left(x_{1}(r), x_{2}(r)\right) & =\sigma_{0}  \tag{5.71}\\
x_{3}(r) & =\varepsilon
\end{array}\right\}
$$

for all $r \in \varepsilon\left[\begin{array}{ll}r_{e} & r_{\ell}\end{array}\right] \leq\left[a_{2}, a_{m-1}\right]$.
From (5.32, 5.43)

$$
\begin{equation*}
\frac{x_{1}-x_{2}}{r} \frac{F_{x_{1}}-F_{x_{2}}}{F_{x_{1}}+v F_{x_{2}}}+\rho \omega^{2} r=0 \tag{5.72}
\end{equation*}
$$

Substituting (5.66) in (5.72)

$$
\begin{equation*}
b r^{-(2+v)}+\rho \omega^{2} r=0 \tag{5.73}
\end{equation*}
$$

This clearly is inadmissible for all $r \in\left[r_{e}, r_{\ell}\right]$ and hence (5.71) is not a valid proposition.

### 5.11 OPTIMAL CONTROL RESULTS

The results derived thus far may be summarised as follows:
(i) $F\left(x_{1}(r), x_{2}(r)\right)<\sigma_{0} \quad$ for all $r \in\left[a_{1}, a_{2}\right]$.
(ii) $F\left(x_{1}(r), x_{2}(r)\right)<\sigma_{0} \quad$ for all $r \in\left[a_{m-1}, a_{m}\right]$.
(iii) $F\left(x_{1}(r), x_{2}(r)\right)=\sigma_{0} \quad$ for all $r \in\left[a_{2}, a_{m-1}\right]$
(iv) $F\left(x_{1}(r), x_{2}(r)\right)<\sigma_{0} \quad$ for all $r \varepsilon\left[r_{e}, r_{\ell}\right]$.
(v) $\quad F\left(x_{1}(r), x_{2}(r)\right)=\sigma_{0} \quad$ for all $r \varepsilon\left[r_{\ell}, a_{m-1}\right]$

Conditions (iii, v) correspond to $\left|\sigma_{\mathbf{r}}\right|=\sigma_{0}$ with

$$
h^{*}(r)=h_{0} \exp \frac{1}{\sigma_{0}}\left\{\frac{b}{(1+v)} \mathbf{r}^{-(1+v)}-\frac{\rho \omega^{2} r^{2}}{2}\right\}
$$

where the constant $h_{o}$ satisfies the condition

$$
h_{0}>\varepsilon \exp -\frac{1}{\sigma_{0}}\left[\frac{b}{(1+\nu)} r^{-(1+\nu)}-\frac{\rho \omega^{2} r_{\ell}^{2}}{2}\right]
$$

Condition (iv) corresponds to $h^{*}(r)=\varepsilon$. The analysis given here is essentially a modification of an earlier version proposed by de Silva [212]. This chapter is concluded with a brief description of the jump conditions (see section 4.7) on the adjoint vector. These are the conditions at the entry and leaving points for arcs of the optimal trajectory on the boundary of the state constraint region.

### 5.12 JUMP CONDITIONS

The adjoint vector is continuous at the entry point $r=r_{e}$

$$
\begin{equation*}
\underline{\lambda}\left(r_{e}-0\right)=\underline{\lambda}\left(r_{e}\right) \tag{5.74}
\end{equation*}
$$

Therefore from (5.34, 5.57, 5.66)

$$
\left.\begin{array}{rl}
A+\mathrm{Br}_{\mathrm{e}}^{2} & =\mathrm{D}-\mathrm{Cr}_{\mathrm{e}}^{1+\nu}  \tag{5.75}\\
\mathrm{A}-\mathrm{Br}_{\mathrm{e}}^{2} & =\mathrm{Cr}_{\mathrm{e}}^{1+\nu}
\end{array}\right\}
$$

But the adjoint vector is discontinuous on leaving (4.41)

$$
\begin{equation*}
\underline{\lambda}\left(r_{\ell}+0\right)=\underline{\lambda}\left(r_{\ell}\right)-\mu\left(r_{\ell}\right) \underline{\nabla F} \tag{5.76}
\end{equation*}
$$

where (see Leitmann [207], Chapter 4) from (5.41)

$$
\begin{align*}
\mu(r) & =\lambda\left(\frac{\partial \underline{f}}{\partial u}\right)\left(\frac{\partial p}{\partial u}\right)^{-1} \\
& =\frac{\lambda_{1}+\nu \lambda_{2}}{F_{x_{1}}+\nu F_{x_{2}}} \quad \text { for all rer }\left[r_{e}, r_{\ell}\right] \tag{5.77}
\end{align*}
$$

Substituting. (5.66) in (5.57, 5.77)

$$
\begin{equation*}
\mu(r)=D-(1-v) C r^{(1+v)}, \quad r_{e} \leqslant r \leqslant r_{\ell} \tag{5.78}
\end{equation*}
$$

Substituting (5.78) in (5.76), using (5.34, 5.66)

$$
\begin{align*}
A^{\prime}+B^{\prime} r_{\ell}^{2} & =D^{\prime}-C^{\prime} r_{\ell}^{(1+v)}-D^{\prime}+(1-v) C^{\prime} r_{\ell}^{(1+v)} \\
& =-v C^{\prime} r_{\ell}^{(1+v)}  \tag{5.79}\\
A^{\prime}-B r_{\ell}^{2} & =C^{\prime} r_{\ell}^{(1+v)}
\end{align*}
$$

Equations (5.75, 5.79) determine the adjoint vectors on leaving in terms of the hyperbolas on entry. One of the major difficulties lies in determining these entry and leaving points.

### 6.1 INTRODUCTION

This chapter ${ }^{*}$ is essentially a continuation of the research programe described in earlier chapters into analytical and computational procedures based on the methods of mathematical programming for optimising structural systems in the presence of design constraints. As a first step in this direction, the weight of a turbine disc was minimised subject to specified behaviour and side constraints. The behaviour constraints were restricted to a consideration that the stresses should be below the yield stress for the material of the disc while the vibrational frequencies were constrained to be outside given critical resonance bands. The side constraints, on the other hand, imposed restrictions on the dimensions and tolerances of the disc. The problem was formulated as a general problem in optimal control theory with the addition of inequality constraints on the state variables. The state and control variables were given by functions describing the variations in the thickness, stress and deformation fields, with the frequencies corresponding to control parameters.

The continuous formulation was described by the maximum principle of Pontryagin, while for purposes of simplicity, the numerical computations were based on a discretised non-linear programming approximation obtained by using a piecewise linear representation for the thickness variables. The non-linear programming formulation was characterised by non-analytic "black box" type constraints for the behaviour constraints corresponding to functional inequality constraints. These, together with the side constraints, were represented in design

* An improved version of this chapter is given in de Silva [239].
space by constraint hypersurfaces which formed a composite constraint surface. The weight was represented by a family of quadratic contours of constant weight and the problem consisted of determining the least weight contour within the feasible region enveloped by the composite constraint surface. The solutions were based on a modified "steepest descent-alternate step" mode of travel in design space developed by Schmit et al $[70]$ : this being one of the most powerful methods available at the time for handling structural optimization problems with non-analytic constraints. This chapter describes further developments in this direction by considering the dual problem of maximising a specified linear combination of the frequencies of vibration of the turbine disc with a constraint on the total weight. The problem is again formulated as a general optimal control problem in the presence of inequality constraints on the state variables. Significant progress has been made in solving the problem using analytical procedures based on the maximum principle of Pontryagin. The adjoint systems of the Pontryagin formulation are solved using perturbation techniques which give rise to fourth order differential equations. These are solved using WKB expansions [213]. These analytical procedures transform the problem into a non-linear programming problem which can then be solved using the Heaviside penalty function transformations $[76,80]$ of non-linear programming in conjunction with Rosenbrock's hill-climbing techniques [129]. This chapter includes a description of the synthesis procedures used to implement the optimized design cycles on an English Electric KDF9 computer together with a preliminary discussion of results.


### 6.2 OPTIMAL CONTROL FORMULATION

The behaviour analysis for the disc was described in section (3.2). The basic equations are summarised below for purposes of ready reference.

The state equations for the system are given by

$$
\begin{aligned}
\frac{d x_{i}}{d r}= & x_{i+1} \quad i=1,2,3 \\
\frac{d x_{4}}{d r}= & {\left[\frac{12\left(1-v^{2}\right) \rho p^{2}}{E x_{5}^{2}}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}+\frac{6 n^{2} v x_{6}}{x_{5}^{2} r^{2}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}\right] x_{1} } \\
& -\left[\frac{3 v u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 v x_{6}^{2}}{x_{5}^{2} r}+\frac{2 n^{2}+1}{r^{3}}\right] x_{2}- \\
& {\left[\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}\right] x_{3}-2\left[\frac{3 x_{6}}{x_{5}}+\frac{1}{r}\right] x_{4} }
\end{aligned}
$$

$$
\frac{d x_{5}}{d r}=x_{6}
$$

$$
\frac{\mathrm{dx}_{6}}{\mathrm{dr}}=\mathrm{u}
$$

where

$$
\begin{align*}
x_{i} & =\frac{d^{(i-1)}}{d r^{(i-1)}} \quad i=1,2,3,4 \\
x_{i+4} & =\frac{d^{(i-1)} h}{d r^{(i-1)}} \quad i=1,2  \tag{6.2}\\
u & =\frac{d^{2} h}{d r^{2}}
\end{align*}
$$

The state and control variables and parameters are defined by

> state vector: $\underline{x}=\left(x_{1}, \ldots, x_{6}\right)=\left(W, \frac{d W}{d r}, \frac{d^{2} W}{d r^{2}}, \frac{d^{3} W}{d r^{3}} ; h, \frac{d h}{d r}\right)$
> control vector: $u=\frac{d^{2} h}{d r^{2}}$
> control parameter vector: $\underline{p}=\left(p_{1}, \ldots, p_{\ell} ; a_{2}\right)$

The $p_{i}, i=1,2, \ldots, \ell$ are the first $\ell$ vibrational frequencies of the disc. The transversality conditions at $r=a_{1}, a_{m}$ are given by
$x_{1}\left(a_{1}\right)=x_{2}\left(a_{1}\right)=0$
$x_{3}\left(a_{m}\right)+v\left[\frac{x_{2}\left(a_{n n}\right)}{a_{m}}-\frac{n^{2}}{a_{m}^{2}} x_{1}\left(a_{m}\right)\right]=0$
$x_{4}\left(a_{m}\right)+\frac{x_{3}\left(a_{m}\right)}{a_{m}}-\frac{x_{2}}{a_{m}^{2}}\left(a_{m}\right)-\frac{n^{2}}{a_{m}^{2}} x_{2}\left(a_{m}\right)+\frac{2 n^{2} x_{1}\left(a_{m}\right)}{a_{m}^{3}}$.
$+\frac{n^{2}(1-v)}{a_{m}^{2}}\left[x_{2}\left(a_{m}\right)-\frac{x_{1}\left(a_{m}\right)}{a_{m}}\right]=0$
These correspond to the initial and terminal transversality conditions. The state and control inequality constraints are given by

$$
\begin{align*}
& \left.x_{5} \geqslant \varepsilon \quad \text { for all re } \varepsilon a_{2}, a_{m-1}\right] \\
& L \leqslant a_{2} \leqslant U  \tag{6.4}\\
& \int_{a_{1}}^{a_{m}} 2 \pi \rho r x_{5} d r \leqslant W_{0}
\end{align*}
$$

where $W_{0}$ is a given upper bound on the weight.

The merit criterion is defined by a function of the form

$$
\begin{equation*}
G(p)=\sum_{i=1}^{\ell} \pm c_{i} p_{i} \tag{6.5}
\end{equation*}
$$

where the coefficients $c_{i}$ are weighting factors based on the Gaussian distribution function

$$
\begin{align*}
c_{i} & =\Phi\left(\frac{p_{i}-p_{1}}{p_{i}}\right) \quad i=1, \ldots, \ell \\
\Phi(t) & =\frac{1}{\sqrt{2 \pi}} e^{-t^{2} / 2} \tag{6.6}
\end{align*}
$$

so that

$$
\left|c_{1}\right|>\left|c_{2}\right|>\ldots .>\left|c_{\ell}\right|
$$

$$
\}
$$

$$
\int
$$

The frequencies $p_{i}$ are assumed to be arranged in ascending order, so that

$$
\mathrm{p}_{1}<\mathrm{p}_{2}<\ldots \cdots<\mathrm{p}_{\ell}
$$

From engineering considerations, the designs must avoid specified frequency bands centred on given resonance frequencies $p_{1}^{0}, \ldots, p_{\ell}^{0}$.

Then

$$
\left.\begin{array}{rl}
a_{i} & =+\left|c_{i}\right| \quad \text { if } p_{i}>p_{i}^{0} ; \quad i=1, \ldots, \ell  \tag{6.7}\\
& =-\left|c_{i}\right| \quad \text { if } p_{i}<p_{i}^{o} ; i=1, \ldots, \ell
\end{array}\right\}
$$

where

$$
\mathrm{p}_{1}^{\mathrm{o}}<\mathrm{p}_{2}^{\circ}<\ldots \ldots<\mathrm{p}_{\ell}^{\circ}
$$

So that (6.5) gives

$$
\begin{equation*}
G(\underline{p})=\sum_{i=1}^{\ell} a_{i} p_{i} \tag{6.8}
\end{equation*}
$$

The initial values for $p_{i}$ are obtained from experimental data for standard turbine design configurations. When one of these $p_{i}$ is to the right of the resonance band centred on $p_{i}^{0}$, the frequency must be maximised to move $p_{i}$ away from $p_{i}^{o}$. Similarly when $p_{i}<P_{o}^{0}$ for some i $\varepsilon[1, \ell]$ the corresponding $p_{i}$ must be minimised to move the optimized designs away from $p_{i}^{\circ}$. For most design calculations, the lowest frequency $P_{1}$ is the most significant, with the others of rapidly decreasing importance. This is ensured by the selection of the $c_{i}$ according to (6.6). For purposes of simplicity, the $c_{i}$ are calculated at the standard configurations and are assumed constant during the synthesis.

### 6.3 THE PONTRYAGIN FORMULATION

The unconstrained Hamiltonian is given by

$$
\begin{aligned}
\hat{H}(\underline{\lambda} ; \underline{x} ; r ; u)= & \sum_{i=1}^{3} \lambda_{i} x_{i+1}+\lambda_{4}\left[\left(\frac{12\left(1-v^{2}\right)}{E x_{5}^{2}} \rho p^{2}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}+\right.\right. \\
& \left.\frac{6 n^{2} v x_{6}^{2}}{x_{5}^{2} r^{2}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}\right) x_{1}-\left(\frac{3 v u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\right. \\
& \left.\frac{6 v x_{6}^{2}}{x_{5}^{2} r}+\frac{2 n^{2}+1}{r^{3}}\right) x_{2}-\left(\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\frac{2 n^{2}+1}{r^{2}}\right) x_{3}-2\left(\frac{3}{x_{5}} x_{6}+\frac{1}{r}\right) x_{4}\right]+\lambda_{5} x_{6}+\lambda_{6} u \tag{6.9}
\end{equation*}
$$

where $\lambda_{i}(r) ; i=1, \ldots, 6$ are the components of the adjoint vector. Control $u(r)$ is unbounded and continuous in $\left[a_{2}, a_{m-1}\right]$, so that from the maximum principle

$$
\begin{equation*}
\frac{\partial \hat{H}}{\partial u} \equiv \lambda_{4}\left(\frac{3 n^{2} v x_{1}}{x_{5} r^{2}}-\frac{3 v x_{2}}{x_{5} r}-\frac{3 x_{3}}{x_{5}}\right)+\lambda_{6}=0 \tag{6.10}
\end{equation*}
$$

The solutions are based on the following representations for the optimal trajectory:
(i) optimal trajectory lies within the interior of the state constraint region $x_{5}>\varepsilon$.
(ii) optimal trajectory lies on the boundary $x_{5}=\varepsilon$ for which the restricted maximum principle is applicable.

A detailed consideration of these cases is presented below.

### 6.4 INTERIOR OF CONSTRAINT REGION

For $x_{5}>\varepsilon$, the adjoint equations are given by
$\frac{d \lambda_{1}}{d r}=-\frac{\partial H}{\partial x_{1}}=-\lambda_{4} A$
$\frac{\mathrm{d} \lambda_{2}}{\mathrm{dr}}=-\frac{\partial \mathrm{H}}{\partial \mathrm{x}_{2}}=-\lambda_{1}+\lambda_{4} \mathrm{~B}$
$\frac{d \lambda_{3}}{d r}=-\frac{\partial H}{\partial x_{3}}=-\lambda_{2}+\lambda_{4} C$
$\frac{\mathrm{d} \lambda_{4}}{\mathrm{dr}}=-\frac{\partial H}{\partial \mathrm{x}_{4}}=-\lambda_{3}+\lambda_{4} \mathrm{D}$
$\frac{\mathrm{d} \lambda_{5}}{\mathrm{dr}}=-\frac{\partial \mathrm{H}}{\partial \mathrm{x}_{5}}=-\lambda_{4} \mathrm{E}$
$\frac{d \lambda_{6}}{d r}=-\frac{\partial H}{\partial x_{6}}=-\lambda_{4} F-\lambda_{5}$
where
$A=\frac{12\left(1-v^{2}\right) \rho p^{2}}{E x_{5}^{2}}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}+\frac{6 n^{2} v x_{6}^{2}}{x_{5}^{2} r^{2}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}$
$B=\frac{3 v u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 v x_{6}^{2}}{x_{5}^{2} r}+\frac{2 n^{2}+1}{r^{3}}$
$c=\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} x} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}$
$D=2\left(\frac{3 x_{6}}{x_{5}}+\frac{1}{r}\right)$.
$E=\left[-\frac{24\left(1-\nu^{2}\right) \rho p^{2}}{E x_{5}^{3}}-\frac{3 n^{2} v u}{x_{5}^{2} r^{2}}+\frac{9 n^{2} x_{6}}{x_{5}^{2} r^{3}}-\frac{12 n^{2} v x_{6}^{2}}{x_{5}^{3} r^{2}}\right] x_{1}-\left[-\frac{3 v u}{x_{5}^{2} r}+\right.$
$\left.\frac{6 n^{2}+3}{x_{5}^{2} r^{2}} x_{6}-\frac{12 v x_{6}^{2}}{x_{5}^{3} r}\right) x_{2}-\left(-\frac{3 u}{x_{5}^{2}}-\frac{6+3 v}{x_{5}^{2} r} x_{6}-\frac{12 x_{6}^{2}}{x_{5}^{3}}\right) x_{3}+$
$\frac{6 x_{6}}{x_{5}^{2}} x_{4}$
$F=\left(-\frac{9 n^{2}}{x_{5} r^{3}}+\frac{12 n^{2} v x_{6}}{x_{5}^{2} r^{2}}\right) x_{1}-\left(-\frac{6 n^{2}+3}{x_{5} r^{2}}+\frac{12 v x_{6}}{x_{5}^{2} r}\right) x_{2}-$

$$
\left(\frac{6+3 v}{x_{5} r}+\frac{12 x_{6}}{x_{5}^{2}}\right) x_{3}-\frac{6 x_{4}}{x_{5}}
$$

Consider the series solutions of the form

$$
\begin{equation*}
\lambda_{i}=\sum_{j=0}^{\infty} \lambda_{i j} \eta^{j} \quad i=1,2, \ldots, 6 \tag{6.12}
\end{equation*}
$$

where $\eta$ is a small parameter.

Assume $\lambda_{4}$ small. Substituting (6.12) in (6.10, 6.11) gives

$$
\begin{align*}
& \lambda_{40}=\lambda_{50}=\lambda_{60}=0 \\
& \lambda_{10}=\lambda_{1}^{0}  \tag{6.13}\\
& \lambda_{20}=-\lambda_{1}^{0} r+\lambda_{2}^{0} \\
& \lambda_{30}=\lambda_{1}^{0} \frac{r^{2}}{2}-\lambda_{2}^{0} r+\lambda_{3}^{0}
\end{align*}
$$

Therefore the adjoint vector is given by

$$
\begin{align*}
& \lambda_{1}=\lambda_{1}^{0}+0(n) \\
& \lambda_{2}=-\lambda_{1}^{0} r+\lambda_{2}^{0}+0(n) \\
& \lambda_{3}=\lambda_{1}^{0} \frac{r^{2}}{2}-\lambda_{2}^{0} r+\lambda_{3}^{0}+0(n)  \tag{6.14}\\
& \lambda_{4}=0(n) \\
& \lambda_{5}=0(n) \\
& \lambda_{6}=0(n)
\end{align*}
$$

For consistency

$$
\begin{equation*}
|\mathrm{D}| \longrightarrow \infty \tag{6.15}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\frac{3}{h} \frac{d h}{d r}+\frac{1}{r} \simeq k ; \tag{6.16}
\end{equation*}
$$

where $|k|$ is a large constant, therefore

$$
h(r) \simeq \frac{C}{r^{l / 3}} e^{k r / 3} ; \quad C>0
$$

and

$$
\begin{align*}
h^{\prime}(r) & \simeq \frac{k}{3} h  \tag{6.17}\\
h^{\prime \prime}(r) & \simeq \frac{k^{2}}{9} h
\end{align*}
$$

These determine the optimal thickness for subintervals of $\left[a_{2}, a_{m-1}\right]$ for which $h(r)>\varepsilon$. The proof of condition $|k|$ large is given in section 6.6.

Therefore ( $6.14,6.17$ ) determine a compatible set of solutions for the adjoint equations (6.11).

Substituting (6.16, 6.17) in (6.1) and simplifying using (6.2)
$\frac{d^{4} W}{d r^{4}}+2 k \frac{d^{3} W}{d r^{3}}+k^{2} \frac{d^{2} W}{d r^{2}}+\frac{\nu k^{2}}{r} \frac{d W}{d r}-\left[\frac{12\left(1-v^{2}\right) \rho p^{2}}{E h^{2}}+\frac{n^{2} \nu k^{2}}{r^{2}}\right] W=0$

The solutions to this equation are given below.

Case (1a): $k<0$

Put $x=-k\left(r-a_{2}\right), \quad|k| \rightarrow \infty$

$$
\begin{equation*}
\frac{d^{4} W}{d x^{4}}-2 \frac{d^{3} W}{d x^{3}}+\frac{d^{2} W}{d x^{2}}-\dot{\Lambda}^{4} f(x) W=0 \tag{6.19}
\end{equation*}
$$

where

$$
\left.\begin{array}{rl}
\Lambda^{4} & =e^{-2 k a_{2} / 3}(\text { large }) \\
f(x) & =\frac{12\left(1-v^{2}\right) \rho p^{2}}{E C^{2}|k|^{14 / 3}}\left\{-k a_{2}+x\right)^{2 / 3} e^{2 / 3 x}>0 \tag{6.20}
\end{array}\right\}
$$

Put

$$
\begin{equation*}
\dot{W}=e^{x / 2} u(x) \tag{6.21}
\end{equation*}
$$

This gives

$$
\begin{equation*}
\frac{d^{4} u}{d x^{4}}-\frac{1}{2} \frac{d^{2} u}{d x^{2}}+\left[\frac{1}{16}-\Lambda^{4} f(x)\right] u=0 \tag{6.22}
\end{equation*}
$$

Therefore the WKB solutions are given by $[213]$

$$
\begin{equation*}
u(x)=g_{o}(x) e^{\Lambda \phi(x)}\left\{1+\frac{g_{1}(x)}{\Lambda}+\frac{g_{2}(x)}{\Lambda^{2}}+\cdots\right\} \tag{6.23}
\end{equation*}
$$

Substituting (6.23) in (6.22) and equating to zero coefficients of $\Lambda^{4}, \Lambda^{3}, \ldots$, gives

$$
\left.\begin{array}{l}
\phi_{s}^{\prime}=\{f(x)\}^{1 / 4} e^{i s \pi / 2} \quad s=0,1,2,3  \tag{6.24}\\
g_{0}=\{f(x)\}^{-3 / 8}
\end{array}\right\}
$$

Hence

$$
\begin{align*}
W(x)= & \sum_{s=0}^{3} \alpha_{s} e^{x / 2}[f(x)]^{-3 / 8} \exp \left[\Lambda e^{i s \pi / 2} \int^{x}\{f(x)\}^{1 / 4} d x\right] \times \\
& \left(1+0\left(\frac{1}{\Lambda}\right)\right\} \tag{6.25}
\end{align*}
$$

where $\alpha_{s}, s=0,1,2,3$ are constants of integration.

Case (1b): $k>0$

Put $\quad x=k\left(r-a_{2}\right) ; \quad k \rightarrow \infty$

$$
\frac{d^{4} W}{d x^{4}}+2 \frac{d^{3} W}{d x^{3}}+\frac{d^{2} W}{d x^{2}} \simeq 0
$$

Hence

$$
\begin{equation*}
W(r)=\alpha_{4}+\alpha_{2} r+\left(\alpha_{6}+\alpha_{7} r\right) e^{-k r} \tag{6.26}
\end{equation*}
$$

where $\alpha_{4}, \alpha_{5}, \alpha_{6}, \alpha_{7}$ are constants of integration. Equations (6.25, 6.26) determine the solutions to (6.18). The state and control variables are given by ( $6.2,6.17,6.25,6.26$ ). These equations in conjunction with ( 6.14 ) determine the complete representation for the system when the optimal trajectory belongs to the interior of the state constraint region.

The corresponding equations when the optimal trajectory belongs to the boundary are now considered.

### 6.5 BOUNDARY OF CONSTRAINT REGION

The restricted maximum principle is applied to arcs of the optimal trajectory lying on the state constraint boundary.

$$
\begin{equation*}
x_{5}(r)=\varepsilon \text { for all } r \varepsilon\left[r_{e}, r_{\ell}\right] \tag{6.27}
\end{equation*}
$$

where

$$
a_{2}<r_{e}<r_{\ell}<a_{m-1}
$$

Therefore

$$
\nabla \underline{x}\left(\mathrm{x}_{5}-\varepsilon\right)=(0,0,0,0,1,0)
$$
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Therefore

$$
\left.\begin{array}{l}
x_{6}=0  \tag{6.28}\\
u=0
\end{array}\right\}
$$

Substituting in state equations (6.1) and simplifying

$$
\begin{gather*}
\frac{\mathrm{d}^{4} W}{d r^{4}}+\frac{2}{r} \frac{d^{3} W}{d r^{3}}-\frac{2 n^{2}+1}{r} \frac{d^{2} W}{d r^{2}}+\frac{2 n^{2}+1}{r^{3}} \frac{d W}{d r}+\left[\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}-\right. \\
\left.\frac{12\left(1-v^{2}\right) \rho p^{2}}{E \varepsilon^{2}}\right] W=0 \tag{6.29}
\end{gather*}
$$

and

$$
\begin{equation*}
W(r)=\alpha_{8} J_{n}(\Omega r)+\alpha_{9} Y_{n}(\Omega r)+\alpha_{10} I_{n}(\Omega r)+\alpha_{11} K_{n}(\Omega r) \tag{6.30}
\end{equation*}
$$

where

$$
\Omega^{4}=\frac{12\left(1-v^{2}\right) \rho p^{2}}{E \varepsilon^{2}}
$$

State and control variables are given by (6.2, 6.27, 6.28, 6.30). $J_{n}(\Omega r), Y_{n}(\Omega r)$ are Bessel functions and $I_{n}(\Omega r), K_{n}(\Omega r)$ are the modified Bessel functions. $\alpha_{8}, \alpha_{9}, \alpha_{10}, \alpha_{11}$ are constants of integration.

### 6.6 OPTIMAL THICKNESS PATTERNS

The optimal thickness is given by figures (6.1, 6.2, 6.3)

$$
\begin{align*}
h^{*}(r) & =h^{-}(r) & & a_{2} \leqslant r \leqslant r_{e} \\
& =\varepsilon & & r_{e} \leqslant r \leqslant r_{\ell}  \tag{6.31}\\
& =h^{+}(r) & & r_{\ell} \leqslant r \leqslant a_{m-1}
\end{align*}
$$

But from physical continuity conditions

$$
\left.\begin{array}{ll}
h^{-}\left(a_{2}\right)=b_{1} ; & h^{-}\left(r_{e}\right)=\varepsilon  \tag{6.32}\\
h^{+}\left(r_{\ell}\right)=\varepsilon ; & h^{+}\left(a_{m-1}\right)=b_{m}
\end{array}\right\}
$$

Therefore from (6.17)

$$
\begin{aligned}
\mathrm{b}_{1} & =\frac{\mathrm{c}^{-}}{\mathrm{a}_{2}^{\frac{1}{3}}} e^{\mathrm{k}^{-} \mathrm{a}_{2} / 3} \\
\varepsilon & =\frac{\mathrm{c}^{-}}{\mathrm{re}_{\mathrm{e}}^{1 / 3}} e^{\mathrm{k}^{-} \mathrm{r}_{\mathrm{e}} / 3}
\end{aligned}
$$

So that

$$
\begin{equation*}
\mathrm{k}^{-}=\frac{3}{\mathrm{a}_{2}-\mathrm{r}_{\mathrm{e}}} \ln \left[\frac{\mathrm{~b}_{1}}{\varepsilon}\left(\frac{\mathrm{a}_{2}}{\mathrm{r}_{\mathrm{e}}}\right)^{1 / 3}\right] \tag{6.33}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\left|\mathrm{k}^{-}\right| \rightarrow \infty \quad \text { as } \quad \varepsilon \rightarrow 0+ \tag{6.34}
\end{equation*}
$$

Again,

$$
\begin{aligned}
& b_{m}=\frac{e^{+}}{a_{m-1}^{1 / 3}} e^{k^{+} a_{m-1} / 3} \\
& \varepsilon=\frac{c^{+}}{r_{l}^{1 / 3}} e^{k^{+} r_{l} / 3}
\end{aligned}
$$

Therefore

$$
\begin{align*}
& \mathrm{k}^{+}=\frac{3}{\mathrm{a}_{\mathrm{m}-1}-\mathrm{r}_{\ell}} \ln \left[\frac{\mathrm{b}_{\mathrm{m}}}{\varepsilon}\left(\frac{\mathrm{a}_{\mathrm{m}-1}}{\mathrm{r}}\right)^{1 / 3}\right]  \tag{6.35}\\
& \rightarrow \infty \text { as } \varepsilon \rightarrow 0+ \tag{6.36}
\end{align*}
$$

Conditions ( $6.34,6.35$ ) establish the validity of the result that $|k|$ must be large. Equations (6.32-6.36; 6.17) also establish the continuity of $x_{5} \equiv h, x_{6} \equiv \frac{d h}{d r}$ at $r=r_{e}, r_{\ell}$, which is a necessary condition for the analysis to be valid. This is demonstrated below:

From (6.33, 6.34, 6.17),

$$
\begin{align*}
h^{-}(r) & =\frac{C^{-}}{r^{1 / 3}} e^{k^{-} r / 3} \\
& =\varepsilon\left(\frac{r^{e}}{r}\right)^{1 / 3} e^{-k^{-}\left(r_{e}-r\right) / 3} \\
& \rightarrow \varepsilon \text { as } r \rightarrow r_{e}-0 \tag{6.37}
\end{align*}
$$

Therefore from (6.31, 6.32, 6.37)
$h^{-}(r)$ is continuous at $r=r_{e}$. Similarly $h^{+}(r)$ is continuous at $r=r_{\ell}$. Again, $h^{\prime}(r) \simeq \frac{k}{3} h$, implies the continuity of $h^{\prime}(r)$ at $r=r_{e}, r_{\ell}$.

### 6.7 SIDE CONSTRAINTS

These represent constraints on the geometrical configuration of of the disc. From figures (6.2, 6.3)

$$
\begin{aligned}
& r_{\ell} \geqslant \frac{1}{k^{+}}=\frac{a_{m-1}-r_{\ell}}{3}\left[\ln \frac{b_{m}}{\varepsilon}\left(\frac{a_{m-1}}{r_{\ell}}\right)^{1 / 3}\right]^{-1} \\
& r_{\ell} \geqslant \frac{a_{m-1}}{3 \ln \frac{b_{m}}{\varepsilon}\left(\frac{a_{m-1}}{r_{\ell}}\right)^{1 / 3}+1} \rightarrow 0 \text { as } \varepsilon \rightarrow 0+
\end{aligned}
$$

So that

$$
\begin{equation*}
0 \leqslant r_{\ell}<a_{m-1} \tag{6.38}
\end{equation*}
$$

Again

$$
\begin{equation*}
a_{2}<r_{e}<r_{\ell} \tag{6.39}
\end{equation*}
$$

The weight is given by
$\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r=\int_{a_{1}}^{a_{2}} 2 \pi \rho r b_{1} d r+\int_{a_{2}}^{r_{e}} 2 \pi \rho r^{-}(r) d r+\int_{r_{e}}^{r_{\ell}} 2 \pi \rho r \varepsilon d r$

$$
+\int_{r_{\ell}}^{a} 2 \pi \rho r h^{+}(r) d r+\int_{a_{m-1}}^{a} 2 \pi \rho r b_{m} d r
$$

$$
\begin{aligned}
& =\pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\pi \rho \varepsilon\left(r_{\ell}^{2}-r_{e}^{2}\right) \\
& +2 \pi \rho \int_{a_{2}}^{r} r h^{-}(r) d r+2 \pi \rho \int_{m_{l}}^{a_{m} 1} r^{+}(r) d r
\end{aligned}
$$

Therefore the constraint on the weight is given by

$$
\begin{equation*}
f_{1}\left(a_{2}, r_{e}, r_{\ell}\right) \leqslant 0 \tag{6.40}
\end{equation*}
$$

where
$f_{1}\left(a_{2}, r_{e}, r_{\ell}\right) \equiv \pi \rho b_{1}\left(a_{2}^{2}-a_{l}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\pi \rho \varepsilon\left(r_{\ell}^{2}-r_{e}^{2}\right)$

$$
+2 \pi \rho \int_{a_{2}}^{r} \operatorname{rh}^{-}(r) d r+2 \pi \rho \int_{r_{\ell}}^{a_{m-1}} r h^{+}(r) d r-W_{0}
$$

These integrals are evaluated using standard numerical integration procedures 214.

The side constraints are given by (6.38-6.40) and their twodimensional representation in the $\left(r_{e}, r_{\ell}\right)$ plane is shown in figure (6.4).

### 6.8 BEHAVIOUR CONSTRAINTS

The radial deformations within the subintervals $\left[a_{1}, a_{2}\right]$, $\left[a_{m-1}, a_{m}\right]$ are given by

$$
\left.\begin{array}{r}
W(r)=\alpha_{12} J_{n}(\Omega r)+\alpha_{13} Y_{n}(\Omega r)+\alpha_{14} I_{n}(\Omega r)+\alpha_{15} K_{n}(\Omega r) ; \\
=\alpha_{16} J_{n}(\Omega r)+\alpha_{17} Y_{n}(\Omega r)+\alpha_{18} I_{n}(\Omega r)+a_{19}  \tag{6.41}\\
= \\
a_{n-1} \leqslant r \leq a_{m}(\Omega r) ;
\end{array}\right\}
$$

where $\alpha_{12}, \ldots, \alpha_{19}$ are constants of integration (see equations $6.25,6.26,6.30$ ). The behaviour requirements are given by eliminating the constants of integration $\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{19}\right)$ from equations $(6.25,6.26,6.30,6.41)$. The boundary conditions are
obtained from $\left(6.2,6.3\right.$ ) and the continuity of $W, \frac{d W}{d r}, \frac{d^{2} W}{d r^{2}}, \frac{d^{3} W}{d r^{3}}$ at $r=a_{2}, r_{e}, r_{\ell}, a_{m-1}$. These arise from continuity requirements for the state vector. They are also necessary physical conditions for the continuity of deflection, slope, bending and shear forces. The elimination process gives a $(20 \times 20)$ determinantal equation of the form

$$
\left.\mathbf{f}_{2}\left(a_{2}, r_{e}, r_{\ell}, p\right) \equiv \operatorname{det} \left\lvert\, \begin{array}{lllll}
\underline{A}_{11} & \underline{0} & \underline{0} & \underline{A}_{14} & \underline{0}  \tag{6.42}\\
\underline{A}_{21} & \underline{0} & \underline{A}_{23} & \underline{0} & \underline{0} \\
\underline{0} & \underline{A}_{32} & \underline{A}_{33} & \underline{0} & \underline{0} \\
\underline{0} & \underline{A}_{42} & \underline{0} & \underline{0} & \underline{A}_{45} \\
\underline{0} & \underline{0} & \underline{0} & \underline{0} & \underline{B}_{1} \\
\underline{0} & \underline{0} & \underline{0} & \underline{B}_{2} & \underline{0}
\end{array}\right.\right)=0
$$

where $\underline{A}_{i j}$ are $4 \times 4$ submatrices, while $\underline{B}_{1}, \underline{B}_{2}$ are of order $2 \times 4$. The function $f_{2}$ is a polynomial in the frequency so that it can be written in the form

$$
\begin{equation*}
\mathrm{f}_{2} \equiv \sum_{\mathrm{i}} \mu_{\mathrm{i}}\left(\mathrm{a}_{2}, \mathrm{r}_{\mathrm{e}}, \mathrm{r}_{\ell}\right) \mathrm{p}^{\mathrm{i}}=0 \tag{6.43}
\end{equation*}
$$

Therefore the frequencies correspond to the roots of this polynomial

$$
\begin{equation*}
\underline{p}=\underline{p}\left(a_{2}, r_{e}, r_{\ell}\right) \tag{6.44}
\end{equation*}
$$

From (6.5)

$$
\begin{equation*}
G(\underline{p}) \rightarrow f_{0}\left(a_{2}, r_{e}, r_{\ell}\right) \tag{6.45}
\end{equation*}
$$

The vibrational frequencies are introduced into the synthesis
procedures through equation (6.42) which is computed numerically using standard triangularisation procedures.

### 6.9 NONLINEAR PROGRAMMING FORMULATION

The nonlinear programming transformation is given by

$$
\left.\begin{array}{l}
\text { Maximise } G(\underline{p}) \\
\text { subject to: } \\
f_{1}\left(a_{2}, r_{e}, r_{\ell}\right) \leqslant 0  \tag{6.46}\\
\\
L \leq a_{2} \leq U \\
\\
a_{2}<r_{e}<r_{\ell}<a_{m-1} \\
\\
f_{2}\left(a_{2}, r_{e}, r_{\ell}, \underline{p}\right)=0
\end{array}\right\}
$$

This is solved by transforming the problem into a series of unconstrained optimization problems using the Heaviside penalty function transformation $[76,80]$. These unconstrained problems are solved using Rosenbrock's method $[80,129$.

### 6.10 RESULTS AND DISCUSSION

The numerical computations were performed on an English Electric KDF9 computer using Algol. The computational effort was characterised by extremely large and complex programming procedures which imposed severe
limitations on storage and test facilities. A substantial amount of the time was consumed in the Bessel function calculations [215]. In addition, considerable numerical difficulties arose in the calculation of the determinantal function $f_{2}\left(a_{2}, r_{e}, r_{\ell}, p\right)$ due to the presence of very large numbers, giving rise to local regions of instability in the synthesis.

The programe was initiated by a set of values for $a_{2}, r_{e}, r_{\ell}, p$ which satisfied the side constraints. However, it was not possible to ensure the vanishing of $f_{2}$. This was not a serious disadvantage since the Heaviside penalty function transformation always generates a feasible point as the solution to the equivalent unconstrained problem.

For these reasons, the available computational experience is limited through an examination of the preliminary results indicates that the synthesis is progressing in the right direction. The really effective utilisation of the numerical procedures requires a more powerful range of computers than was available at the time of this investigation.

### 6.11 CONCLUSION

Powerful synthesis procedures based on the methods of mathematical programming have been developed for solving a highly complex structural optimization problem. Considerable progress has been made in solving the problem using purely analytical techniques based on the maximat
principle of Pontryagin which transfcrms the problem into a nonlinear programming problem.

Available computational experience indicates the possibilities of developing a highly systematic synthesis capability when used in conjunction with very large, high speed digital computers. The available evidence appears to warrent further investigation and development in this direction, with particular emphasis on more automatic software packages for handling very large problems.
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## NOTES ON SOME RECENT DEVELOPMENTS

This chapter briefly outlines some of the research problems in the structural optimization area which are currently under investigation.

The first problem is essentially a continuation of the research programme described in Chapters 5 and 6 into analytical and computational procedures based on the methods of mathematical programming for optimizing structural systems in the presence of design constraints. The problem considered in Chapters 5 and 6 was that of minimising the weight of a steam turbine disc subject to specified behaviour and side constraints. The behaviour constraints are restricted to a consideration that the stresses everywhere should be below the yield stress and the vibrational frequencies should be outside specified resonance bands. The side constraints, on the other hand, imposed restrictions on the dimensions and tolerances of the disc. The problem was formulated as an optimal control problem in the presence of inequality constraints on the state and control variables. These were described by functions representing the variations in thickness, stress and deformation fields with the frequencies as control parameters. The numerical investigations were based on a discretised nonlinear approximation, while the analytical investigation was based on the Pontryagin principle. In Chapter 6, the (seemingly) dual problem of maximising the vibrational frequencies of the disc subject to a constraint on the total weight was considered. The problem was formulated as an optimal control problem and the analytical procedures included solutions of systems of differential equations using perturbation techniques in conjunction with asymptotic expansions based on WKB procedures.

A heuristic demonstration of the possible relation between problems described in Chapters 3 and 6 is given below. From (3.8, 6.9) it is seen that the Hamiltonian for the problem in Chapter 3 differs from the $\hat{H}$ in ( 6.9 ) by the term $-2 \pi \rho r_{5}$. Consequently the equations (6.11) remain unchanged with the exception of the equation for $\lambda_{5}$ which becomes

$$
\begin{equation*}
\frac{\mathrm{d} \lambda_{5}}{\mathrm{dr}}=-\frac{\partial \hat{\mathrm{H}}}{\partial \mathrm{x}_{5}}=2 \pi \rho r-\lambda_{4} \mathrm{E} \tag{7.1}
\end{equation*}
$$

But it can be readily shown that $|\mathrm{D}| \rightarrow \infty$, implies $\mathrm{E} \rightarrow \infty$.
Therefore the analysis developed in Chapter 6 remains virtually unchanged with an associated nonlinear program of the form

$$
\operatorname{Min} f_{1}\left(a_{2}, r_{e}, r_{\ell}\right)
$$

subject to constraints of the form

$$
\left.\begin{array}{l}
\underline{p} \leq \underline{p}_{0}  \tag{7.2}\\
L \leq a_{2} \leq U \\
a_{2}<r_{e}<r_{\ell}<a_{m-1} \\
f_{2}\left(a_{2}, r_{e}, r_{\ell}, \underline{p}\right)=0
\end{array}\right\}
$$

The nonlinear programs $(6.46,7.2)$ exhibit many of the dual characteristics of nonlinear programming. Work is presently under way to re-examine the problems in Chapters 3 and 6 , by making a critical study of the necessary and sufficient conditions for the equivalence of minimum weight - maximum frequency design of discs. The problem is again described within the framework of optimal control theory. The equivalence conditions are given by the interactions of the
of the optimal control - nonlinear programs for the system. Some powerful techniques for handling such dual systems are described in the book by Canon, Cullum and Polak [224]. This investigation is of considerable industrial interest because:
(a) the application of optimal control theory to complex structural systems such as discs is still in its early stages.
(b) necessary and sufficient conditions have been established on only one-dimensional beam structures. The present investigation would accordingly advance the state of knowledge in this area.
(c) dynamic response constraints are included, thereby increasing the degree of difficulty.

A further development in this direction would be retaining the structural equations of behaviour in the original partial differential form. This would introduce the methods of optimal control for distributed parameter systems. $[225,22 \overline{8}]$ into the structural optimization area.*

A further problem under investigation is a comparative study of some numerical optimization procedures as applied to structural optimization problems: The problem considered is that proposed by Schmit and Fox [65] where a multi-bar truss system is synthesised

[^7]subject to stress, deflection and buckling constraints. The nonlinear program is transformed into an unconstrained form using the SUMT and Heaviside penalty function techniques $[76,80]$. These unconstrained problems are solved using the methods of Rosenbrock, Nelder-Mead, Powell and Davidon-Fletcher-Powell.

FOOTNOTE: Since this thesis was written the problem outlined at the beginning of this chapter is being simultaneously studied using finite element techniques. The method employed is a hybrid method developed by Tong and Pian 240 based on the minimisation of the complementary energy for the system'. The elements employed are trapezoidal. The synthesis aspects would be based on the techniques of Gellatly and Gallagher [82] and Fox and Kapoor [223]. The associated computer programs are presently under development.
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## 9. The Application of Nonlinear Programming

to the Automated Minimum Weight Design of Rotating Discs
B. M. E. de Silva

Mechanical Engineering Laboratory, English Electric Company, Leicester, England

## 1. Introduction

The object of the research described in this paper is to investigate the feasibility of using nonlinear programming procedures to solve a class of minimum weight structural optimization problems with nonanalytic constraints. The structural configuration of the system is completely specified by the design parameters of which some are fixed and others are permitted to vary within a prescribed range, thus making it possible to optimize the system for minimum weight. The constraints on the design variables ensure physically reasonable designs and may be expressed in the form

$$
\begin{equation*}
l_{i} \leqslant x_{i} \leqslant u_{i} \quad \text { for } i \doteq 1, \ldots, n \tag{1}
\end{equation*}
$$

where the $n$ real variables $x_{1}, \ldots, x_{n}$ are the design variables for the system. The bounds $l_{i}, u_{i}$ ate constants or functions of the other design variabies.
The behaviour or response of the system is governed by the behaviour variables (that is stresses, deflection, vibrational frequencies, and so on), which are also constrained to vary within a prescribed range to prevent failure of the system under the design loads. For instance, the behaviourai constraints may include statical constraints which prevent the stresses exceeding the yield stress, instability constraints which prevent failure of the structure by buckling, dynamical constraints which restrict the natural frequencies of vibration to lie within prescribed frequency bands, and so on. The behavioural constraints may therefore be expressed in the form

$$
\begin{equation*}
L_{j} \leqslant y_{j}\left(x_{1}, \ldots, x_{n}\right) \leqslant U_{j} \text { for } j=1, \ldots, m \tag{2}
\end{equation*}
$$

The weight of the structure is assumed to be a single valued differentiable function of the design variables

$$
\begin{equation*}
W=w^{\prime}\left(x_{1}, \ldots, x_{n}\right) \tag{3}
\end{equation*}
$$

The minimum weight solutions are obtained by minimizing Eqn (3) subject to the constraint conditions (1), (2). The functions $W, \dot{y}_{j}$ in general are nonlincar and the solutions are given by a nonlinear programming formulation.

The minimum weight problems considered in this paper are restricted to problems for which the behaviour variables cannot be expressed analytically as functions of the design variables. Therefore it is not possible to use closed form analytical procedures for determining the minimum weight solutions and recourse must be made to approximate or numerical procedures. The behaviour variables are functions only in the sense that they are computer oriented rules for determining the behaviour associated with a given design and are not given in a closed analytical form in terms of the design variables. Thus the behaviour variables may be regarded as a "black box" into which are put the design variables representing a given design and out of which comes the behaviour variables for that design. The box contains such devices as differential equations, finite difference procedures, a digital computer, and so on.
Consider for instance the problem of minimizing the weight of a steam turbine dise subject to specified geometrical and behavioural constraints. For purposes of simplicity, the turbine disc is idealized as a rotating circular disc (Fig. 1) of variable thickness. The behavioural constraints have been restricted to a consideration that the stresses in the dise should be below the yield stress, while the geometrical constraints impose restrictions on the climensions and tolerances of the disc.
The weight is given by the functional expression

$$
\begin{equation*}
W[h]=\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{4}
\end{equation*}
$$

where $a_{1}, a_{m}$ are the inner and outer radii respectively, $\rho$ is the density and $h(r)$ is the thickness at a radial distance $r$ from the axis of rotation, $h(r)$ being measured parallel to the axis of rotation. The equilibrium cquation for the dise is given by [1]

$$
\begin{equation*}
\frac{d}{d r}\left(h \sigma_{t}\right)+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h=0 \tag{5}
\end{equation*}
$$

where $\sigma ., \sigma_{0}$ are the radial and tangential stresses respectively and $\sigma$ is the angular relceity of rotation of the dise. This equation has been derived on the assumption of radially symmetric plane stress. The stresses may be expressed in terms of the radial displacement $u(r)$ by the following compatibility relations

$$
\begin{gather*}
\sigma_{r}=\frac{E}{1-v^{2}}\left(e_{r}+v e_{\theta}\right), \quad \sigma_{\theta}=\frac{E}{1-v^{2}}\left(v e_{r}+e_{\theta}\right)  \tag{5a}\\
e_{r}=\frac{d u}{d r}, \quad e_{\theta}=\frac{u}{r} \tag{5b}
\end{gather*}
$$

where $e_{r}, e_{\theta}$ are the radial and tangential strains, $E$ is Young's modulus and $v$ is Poisson's ratio.
Therefore substituting Eqns (5a), (5b) in (5) gives the following differential * equation for $u(r)$

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+\left(\frac{1}{r}+\frac{1}{h} \frac{d h}{d r}\right) \frac{d u}{d r}-\left(\frac{1}{r}-\frac{v}{h} \frac{d h}{d r}\right) \frac{u}{r}+\frac{\rho \omega^{2}\left(1-v^{2}\right)}{E} r=0 \tag{6}
\end{equation*}
$$

Therefore in order to determine $u(r)$ explicitly it is necessary to specify

$$
\begin{equation*}
h=h(r) \quad\left(a_{1} \leqslant r \leqslant a_{m}\right) \tag{6a}
\end{equation*}
$$

as a function of $r$. Then for prescribed boundary conditions on $\sigma_{r}, \sigma_{\theta}$ given by

$$
\begin{equation*}
\left[\sigma_{r}\right]_{r=a_{1}}=s_{1} ;\left.\quad\right|^{\left[\sigma_{r}\right]_{r=a_{i n}}=s_{m}} \tag{6b}
\end{equation*}
$$

Eqn (0) uniçuely determines $u(r)$ as a function of $r$. Therefore from Eqns (5a), (5b) the stresses $\sigma_{r}, \sigma_{0}$ may be determined as functions of $r$. The stresses are functionals of $h(r)$ and correspond to black box type behaviour variables.

The material of the disc is assumed to obey a yield condition of the form

$$
\begin{equation*}
F\left(\sigma_{r}, \sigma_{\theta}\right) \leqslant \sigma_{0} \tag{7}
\end{equation*}
$$

where $\sigma_{0}$ is the yield stress. The yield condition used in this investigation is the yield condition of Tresca defined by [2]

$$
\begin{equation*}
F\left(\sigma_{n}, \sigma_{\theta}\right) \equiv \max \left\{1\left|\sigma_{,}-\sigma_{6}\right|, \pm\left|\sigma_{1}\right|, \$\left|\sigma_{1}\right|\right. \tag{7a}
\end{equation*}
$$

The variation of $h(r)$ is defined by

$$
\begin{equation*}
h(r) \geqslant \varepsilon \tag{8}
\end{equation*}
$$

where $\varepsilon$ is a specified tolerance which ensures that $h(r)$ is never negative. The problem then consists of determining an optimal $h(r)$ which minimizes Eqn (4) subject to the constraint conditions (6)-(8) and is essentially a Bolza type problem in the calculus of variations [3] for which the discretized nonlinear programming approximation is characterized by nonanalytic constraints on the behaviour variables.
This paper includes: (1) reformulating the disc problem as a problem in nonlinear programming, and (2) developing minimization procedures for solving problems with nonanalytic constraints by extending existing methods and formulating new ones. Methods currently applicable are the "steepest descent-alternate step" mode of travel in design space proposed by Schmit et al. [4]-[12] for the automated weight minimization of trusses and waffle plates with instability constraints. Modifications are introduced to improve their computational efficiency and convergence rates. Generalizations lead to new methods; (3) applying these methods to obtain numerical solutions to the disc problem on an English Electric KDF9 computer for purposes of comparative evaluation.
Before discussing these topics, some preliminary design concepts are introduced which contain the framework for formulating the minimization problem.

## 2. Design Concepts

The design variables define a point

$$
\begin{equation*}
x=\left(x_{1}, \ldots, x_{n}\right) \tag{9}
\end{equation*}
$$

in an $n$-dimensional real euclidean space $E_{n}$, called the design space. Consider the functions $g_{k}(x)$ for $k=1, \ldots, 2(n+m)$ defined by

$$
\begin{align*}
g_{k}(x) & =l_{k}-x_{k} & & \text { for } k=1, \ldots, n \\
& =x_{k-n}-u_{k-n} & & \text { for } k=n+1, \ldots, 2 n \\
& =L_{k-2 n}-y_{k-2 n}(x) & & \text { for } k=2 n+1, \ldots, 2 n+m \\
& =y_{k-2 n-m}(x)-U_{k-2 n-m} & & \text { for } k=2 n+m+1, \ldots, 2(n+m)
\end{align*}
$$

Therefore the constraint conditions (1), (2) become

$$
\begin{equation*}
g_{k}(x) \leqslant 0 \text { for } k=1, \ldots, 2(n+m) \tag{1i}
\end{equation*}
$$

The feasible region $R$ is a subspace of $E_{n}$ and consists of points $x \in E_{n}$ which satisfy the constraint conditions (1), (2) or (11), so that

$$
\begin{equation*}
R \equiv\left\{x ; g_{k}(x) \leqslant 0 \text { for } k=1, \ldots, 2(n+m)\right\} \tag{11a}
\end{equation*}
$$

Design points which belong to $R$ are called feasible points.
There is associated with each constraint function $g_{k}(x)$ a hyper-surface defined by

$$
\begin{equation*}
G_{k} \equiv\left\{x ; g_{k}(x)=0 \text { for } k=1, \ldots, 2(n+m)\right\} \tag{11b}
\end{equation*}
$$

The hypersurfaces for nonanalytic functions correspond to unknown surfaces in $E_{n}$.

The composite constraint surface is given by

$$
\begin{equation*}
G \equiv R \cap\left(G_{\mathrm{i}} \cup G_{2} \ldots, \cup G_{2(n+m)}\right) \tag{11c}
\end{equation*}
$$

and defines the boundary of $R$ and roints which belong to $G$ are called boundary points. The weight contours

$$
\begin{equation*}
W(x)=c \tag{11d}
\end{equation*}
$$

define a family of hypersurfaces in $E_{n}$. The minimization procedures generate a sequence of feasible designs of decreasing weight which converge to the least weight contour in $R$. A feasible initial design is established and is systematically improved by an alternating iterative process of analysis and design modifications. These automated design cycles correspond to motion in the design space along paths which the weight decreases. Therefore the minimization process consists in the proper selection of the directions and distances of travel in design space.

## 3. Mlustrative Problem

The sieam turbine disc to be optimized is shown in Fig. 1. The width of the hub and the rim skape have been specified to allow for the attachment of the discs and the spacing of the blades in the turbine while tine depth of the hub is variable to permit adjoining discs to be sinrunk onto a common shaft. The thickness distribution for the remainder of the disc is variable but symmetrically distributed about the midplane. The thickness $h(r)$ is defined by

$$
\begin{aligned}
h(r) & =b_{1} \quad \text { for } a_{1} \leqslant r \leqslant a_{2} \\
& =h(r) \text { for } a_{2} \leqslant r \leqslant a_{m-1} \\
& =b_{m} \text { for } a_{m-1} \leqslant r \leqslant a_{m}
\end{aligned}
$$


Axis of rototion

FIG. 1. Cross section of typical turbine disc
where $b_{1}=$ width of hub (fixed), $b_{m}=$ width of rim (fixed), and $a_{1}, a_{m}, a_{m-1}$ are fixed radii while $a_{2}$ is variable. Therefore Eqn (4) becomes

$$
\begin{align*}
W & =\pi \rho b_{1}\left(a_{2}{ }^{2}-a_{1}{ }^{2}\right)+\pi \rho b_{m}\left(a_{m}{ }^{2}-a_{m}{ }^{2}-1\right)+\int_{a_{2}}^{a_{m}-1} 2 \pi \rho r h(r) d r \\
& =\pi \rho b_{1}\left(a_{2}{ }^{2}-a_{1}{ }^{2}\right)+\pi \rho b_{m}\left(a_{m}{ }^{2}-a_{m-1}\right)+2 \pi \rho \sum_{j=3}^{m-1} \int_{a_{j-1}}^{a_{j}} r h(r) d r \tag{12}
\end{align*}
$$

where $a_{1}<a_{2}<a_{3}<\ldots<a_{m-2}<a_{m-1}<a_{m}$. The function $h(r)$ is approximated by a sequence of linear functions $h_{j}(r)$ for $j=3, \ldots,(m-1)$ defined by (Fig. 2).

$$
\begin{equation*}
h(r) \simeq h_{j}(r) \text { for } a_{j-1} \leqslant r \leqslant a_{j} ; j=3, \ldots,(m-1) \tag{12a}
\end{equation*}
$$

where
$h_{j}(r)=b_{j-1}+\left(\frac{b_{j}-b_{j-1}}{a_{j}-a_{j-1}}\right)\left(r-a_{j-1}\right)$ for $a_{j-1} \leqslant r \leqslant a_{j} ; j=3, \ldots,(m-1)$

$$
\begin{equation*}
h\left(a_{j}\right)=b_{j} \quad \text { for } j=1, \ldots, m \tag{12b}
\end{equation*}
$$

Therefore Eqn (12) gives

$$
\begin{align*}
W \simeq \pi \rho b_{1} & \left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+2 \pi \rho \sum_{j=3}^{m-1} \int_{a_{j-1}}^{a_{j}} r l_{j}(r) d r \\
= & \frac{1}{3} \pi \rho \sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) b_{j} \\
& \quad+\frac{1}{3} \pi \rho b_{1}\left(-3 a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{2} a_{3}\right) \\
& +\frac{1}{3} \pi \rho b_{m}\left(3 a_{m}^{2}-a_{m-1}^{2}-a_{m-2}^{2}-a_{m-1} a_{m-2}\right) . \tag{12d}
\end{align*}
$$

The integral formulation (4) has been transformed into a finite difference form (12d) by linearizing the disc. $b_{1}, \ldots, b_{m}$ are the thicknesses parallel to
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the axis of rotation at specified radii $a_{1}, \ldots, a_{m}$ respectively. The disc profile is then obtained by joining adjacent thicknesses $\left\{b_{j-1}, b_{j}\right.$ for $\left.j=2, \ldots, m\right\}$ by straight lines.

## 4. Geometrical Constraints

The following geometrical constraints are imposed on the dise dimensions
(1) $a_{1}<a_{2}<a_{3}<\ldots<a_{m-2}<a_{m-1}<a_{m}$
(2) $b_{1}=b_{2}$ (fixed)
(3) $b_{m}=b_{m-1}$ (fixed)
(4) $a_{1}, a_{3}, \ldots, a_{m-1}, a_{m}$ are all fixed
(5) $a_{2}$ is variable
(6) $b_{j}$ is variable for $j=3, \ldots,(m-2)$
(7) $b_{j} \geqslant \varepsilon_{1}$ for $j=3, \ldots,(m-2)$
(8) $a_{1}+\varepsilon_{3} \leqslant a_{2} \leqslant a_{3}-\varepsilon_{2}$
where $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}=$ tolerances on the design variables. Conditions (2), (3) mean that the width of the hub and rim are fixed while (4), (5) mean that the depth of the rim is fixed but the depth of the hub is variable. The tolerance $\varepsilon_{1}$ ensures non-negative $b_{j}$, while $\varepsilon_{2}, \varepsilon_{3}$ restrict $a_{2}$ to lie within specified tolerances of $a_{1}, a_{3}$.

Therefore the design variables for the problem are given by

$$
\begin{equation*}
x=\left(b_{3}, \ldots, b_{m-2}, a_{2}\right) \tag{13}
\end{equation*}
$$

This corresponds to an ( $m-3$ ) dimensional design space. The geometrical constraints are given by

$$
\begin{equation*}
l \leqslant x \leqslant u \tag{13a}
\end{equation*}
$$

where

$$
\begin{equation*}
l=\left(\varepsilon_{1}, \ldots, \varepsilon_{1}, a_{1}+\varepsilon_{3}\right), \quad u=\left(\infty, \ldots, \infty, a_{3}-\varepsilon_{2}\right) \tag{13b}
\end{equation*}
$$

These are linear constraints and correspond to hyperplanes paral'el to the coordinate planes.

## 5. Behavioural Constraints

The disc is symmetrical with respect to both its axis of rotation and its midplane and is in dynamic equilibrium under the action of the centrifugal and thermal loadings. The stress calculations are based on Donath's method $[13,14]$ which consists essentially in replacing the dise by a series of annular
rings of constant width. The stresses at the outer edge of a ring are determined in terms of the stresses at the inner edge. Continuity is ensured by equating the radial displacement and the radial load at the s.terface of adjacent rings. The stress equations are summarized below for ready reference.

Within each ring the thickness $h(r)$ is constant so that Eqn (6) reduces to

$$
\begin{equation*}
\frac{d^{2} u}{d r^{2}}+\frac{1}{r} \frac{d u}{d r}-\frac{u}{r^{2}}+\frac{\rho \omega^{2}\left(1-v^{2}\right)}{E} r=0 \tag{14}
\end{equation*}
$$

that is

$$
\begin{equation*}
u=C_{1} r+\frac{C_{2}}{r}-\frac{\rho \omega^{2}\left(1-\nu^{2}\right)}{8 E} \tag{14a}
\end{equation*}
$$

where $C_{1}, C_{2}$ are constants of integration. Therefore from Eqns (5a), (5b) the rotational stresses are given by

$$
\left.\begin{array}{c}
\sigma_{r}=\alpha-\frac{\beta}{r^{2}}-\frac{\rho \omega^{2}(3+v)}{8} r^{2} \\
\sigma_{\theta}=\alpha+\frac{\beta}{r^{2}}-\frac{\rho \omega^{2}(1+3 v)}{8} r^{2} \tag{14b}
\end{array}\right\}
$$

where $\alpha, \beta$ are constants within each ring.
Similarly the thermal stresses are given by

$$
\begin{equation*}
\frac{d}{d r}\left(h \sigma_{r}\right)+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)=0 \tag{14c}
\end{equation*}
$$

where

$$
\begin{align*}
& \sigma_{r}=\frac{E}{1-v^{2}}\left[\left(e_{r}-\alpha \phi\right)+\left(e_{\theta}-\alpha \phi\right)\right] \\
& \sigma_{\theta}=\frac{E}{1-v^{2}}\left[v\left(e_{r}-\alpha \phi\right)+\left(e_{\theta}-\alpha \phi\right)\right] \tag{14d}
\end{align*}
$$

$\alpha$ is the coeflicient of linear expansion and ${ }^{\prime}$, is the temperature. Substituting (5b), (14d) in (14c) gives

$$
\frac{d^{2} u}{d r^{2}}+\left(\frac{1}{r}+\frac{1}{h} \frac{d h}{d r}\right) \frac{d u}{d r}-\left(\frac{1}{r}-\frac{v}{h} \frac{d h}{d r}\right) \frac{u}{r}
$$

$$
\begin{equation*}
-(1+\cdots)\left(\frac{1}{h} \frac{d h}{d r}+\frac{d \phi}{d r}\right)=0 \tag{14e}
\end{equation*}
$$

Therefore within each ring

$$
\frac{d^{2} u}{d r^{2}}+\frac{\mathrm{I}}{r} \frac{d u}{d r}-\frac{u}{r^{2}}-(1+v) \alpha \frac{d \phi}{d r}=0
$$

that is

$$
u=A_{1} r+\frac{A_{2}}{r}+(1+v) \frac{\alpha}{r} \int^{r} r \phi d r
$$

where $A_{1}, A_{2}$ are constants of integration. Thus the thermal stresses are given by (14d), (5b).

$$
\left.\begin{array}{c}
\sigma_{r}=-\frac{\alpha E}{r^{2}} \int r \phi d r+\gamma-\frac{\sigma}{r^{2}}  \tag{14f}\\
\sigma_{\theta}=\frac{\alpha E}{r^{2}} \int r \phi d r-\alpha E \phi+\gamma+\frac{\delta}{r^{2}}
\end{array}\right\}
$$

where $\gamma, \delta$ are constants. The temperature $\phi(r)$ is a prescribed function of $r$. The resultant stresses are then given by

$$
\left.\begin{array}{l}
\sigma_{r}=\sigma_{r}(\mathrm{rot})+\sigma_{r}(\mathrm{thermal})  \tag{14~g}\\
\sigma_{\theta}=\sigma_{\theta}(\mathrm{rot})+\sigma_{\theta}(\text { thermal })
\end{array}\right\}
$$

In general, the analysis phase of the redesign cycles consists of a series of black boxes into which are fed the design variables and out of which comes the behaviour variables. The contents of the boxes which include structural models and mathematical procedures for determining the behaviour variables do not play a significant role in the subsequent design modification iterations
and may be ignored. So that what is essential is the output from the black boxes which enables the behaviour variables to be checked against the behavioural constraints to ensure designs that cio not violate the behavioural requirements for the problem. A more sophisticated analysis procedure merely means more accurate values for the behaviour variables associated with a given design and does not necessarily provide any new information on the minimization procedures. Therefore from this standpoint, Donath's method is a very acceptable form of analysis. It is relatively simple and was already available at the time this investigation was started.

At each stress calculation the computer program subdivides the intervals [ $a_{j-1}, a_{j}$ ] for $j=3, \ldots,(m-1)$ into further subintervals by points $r_{2}, r_{3}, \ldots$, $r_{n-1}$ where

In addition

$$
\left.\begin{array}{l}
a_{2}=r_{2}<r_{3}<\ldots<r_{n-1}-a_{m} \quad 1  \tag{15}\\
r_{1}=a_{1} ; \quad r_{n}=a_{m}
\end{array}\right\}
$$

The criterion for subdividing the interval $\left[a_{j-1}, a_{j}\right]$ is

$$
\begin{equation*}
\left|b_{j-1}-b_{j}\right|>\frac{1}{2} \varepsilon\left(b_{j-1}+b_{j}\right) \tag{15a}
\end{equation*}
$$

where $\varepsilon$ is a positive tolerance. If this criterion is satisfied $\left[a_{j-1}, a_{j}\right]$ is subdivided into $u$ equal parts by points $q_{0}, q_{1}, \ldots, q_{u}$

$$
\begin{equation*}
a_{j-1}=q_{0}<q_{1}<\ldots<q_{u}=a_{j} \tag{15b}
\end{equation*}
$$

The corresponding thicknesses at these points are given by

$$
\begin{equation*}
F_{i}=h\left(q_{i}\right) \quad \text { fo } i=0, \ldots, u \tag{15c}
\end{equation*}
$$

so that

$$
\begin{aligned}
\left|b_{j}-b_{j-1}\right| & =\left|p_{u}-p_{0}\right| \\
& =\left|\left(p_{u}-p_{u-1}\right)+\left(p_{u-1}-p_{u-2}\right)+\ldots+\left(p_{2}-p_{1}\right)+\left(p_{1}-p_{0}\right)\right| \\
& \leqslant \frac{1}{2} \varepsilon\left[\left(p_{u}-p_{u-1}\right)+\left(p_{u-1}+p_{u-2}\right)+\ldots+\left(p_{2}+p_{1}\right)+\left(p_{1}+p_{0}\right)\right] \\
& \leqslant \varepsilon u K_{j}
\end{aligned}
$$

where

$$
K_{j}=\max \left(b_{j}, b_{j-1}\right)
$$

so that

$$
\begin{equation*}
n=1+\left\langle\frac{\left|b_{j}-b_{j-1}\right|}{K_{j}}\right\rangle \tag{15d}
\end{equation*}
$$

where $\langle x\rangle$ is the largeat integer not exceeding $x$. The total number of points of subdivision for each of the intervals $\left[a_{j-1}, a_{j}\right]$ is $n$, the points being labelled $r_{1}, r_{2}, \ldots, r_{n}$ with thickness $h_{1}, h_{2}, \ldots h_{n}$ respectively. The reason ior this subdivision is to obtain a better estimate for the stress distribution. The number $n$ varies from design to design.

For each design the stresses $\sigma_{r}, \sigma_{0}$ at $r_{1}, \ldots, r_{n}$ are calculated. Therefore the principal shearing stresses at these radii are given by [2]

$$
\begin{equation*}
\tau_{1}=\frac{1}{2}\left|\sigma_{r}-\sigma_{\theta}\right|, \quad \cdot \dot{\tau}_{2}=\frac{1}{2}\left|\sigma_{r}\right|, \quad \tau_{3}=\frac{1}{2}\left|\sigma_{\theta}\right| \tag{16}
\end{equation*}
$$

The stress constraints are defined by the Tresca yield condition

$$
\begin{equation*}
\tau \leqslant \tau_{0} \tag{16a}
\end{equation*}
$$

where $\tau_{0}$ is the critical stress and $\tau$ is the maximum principal shearing stress.

$$
\begin{equation*}
\tau=\max \left(\tau_{1}, \tau_{2}, \tau_{3}\right) \tag{16b}
\end{equation*}
$$

Therefore the behaviour variables are given by

$$
\begin{equation*}
y(x)=\left(\tau_{r_{1}}, \tau_{r_{2}}, \ldots, \tau_{r_{n}}\right) \tag{17}
\end{equation*}
$$

while the behavioural constraints are given by

$$
\begin{equation*}
L \leqslant y(x) \leqslant U \tag{17a}
\end{equation*}
$$

where

$$
\begin{equation*}
L=(0,0, \ldots, 0), \quad U=\left(\tau_{0}, \tau_{0}, \ldots, \tau_{0}\right) \tag{17b}
\end{equation*}
$$

Due to the black box nature of the stresses the behavicural constraints correspond to unknown surfaces in design space.

## 6. Weight Function

The weight $W=W\left(b_{3}, \ldots, b_{m-2}, a_{2}\right)$ given by Eqn (12d) is a quadratic in $a_{2}$ but linear in $b_{j}$. The function $W$ and the feasible region $R$ are in general nonconvex and the problem may possess relative minima.

## 7. Nonlinear Programming Formulation

The dise problem may be formulated mathematically as a nonlinear programming probiem as follows.

Given $l, u, L, U$ determine a design $x$ which satisfies the conditions
(1) $l \leqslant x \leqslant u$
(2) $L \leqslant y(x) \leqslant U$
and minimizes the weight $W(x)$.

## 8. Nonlinear Programming Procedures

Nonlinear programming procedures applicable to structural problems with analytic constraints include:
(1) Cutting plane method [15,16] for transforming a nonlinear problem to a series of linear programming problems.
(2) Rosen's gradient projection method [17-19].
(3) Penalty function methods for transforming a constrained problem to a series of unconstrained minimization problems [20-22] each of which can be solved using any of several well-known methods on unconstrained minimization [23-25].
(4) Lagrangian methods $[26,27]$ using the properties of the saddle point of the Lagrangian function.
(5) Methods for leaving the boundary of the feasible region along the constant weight surface [28], the direction for the "bounce" being given by a quadratic programming problem.
(6) Steepest descent procedures [29-31] for automated weight minimization using matrix methods of structural analysis.
Equations (6), (14e), (14g) applied to (16a) may be written in the form

$$
\begin{equation*}
\tau[h] \equiv \int^{r} \phi\left(r, h(r), \frac{d}{d r} h(r)\right) d r \leqslant \tau_{0} \tag{18}
\end{equation*}
$$

The above methods do not apply to constraints of the type (18). A "steepest descent-alternate step" procedure developed by Schmit et al. [4-12] may however be readily adapted to describe these problems; they started from an initial feasible point and moved in the direction of steepest descent to a better design some finite distance away. This procedure is repeated until a constraint is encountered which prevents further moves in the gradient direction. Then an alternate step is taken which is a move along the constant weight surface. After the alternate step a feasible point should have been obtained from which a steep ciescent can be made. The process is continued until no move can be made by either mode-at which time an optimum is
said to be achiesed. The rearoniag tehind this techaique is that since the gradient direction points in the direction of greatest change it is the best direction to move in to improve the design. If a move cannot be made in the best direction, then a move is made which at least does not increase the weight of the design.

A fixed incremental step length is used in conjunction with steepest descent motion, the step length being doubled at each feasible iteration. This doubling process is repeated until a design is reached which violates on a main constraint (geometrical constraints are ignored at this stage); the total distance of travel back to an already feasible point is then halved, and the direction reversed. In all subsequent iterations, the distance is always halved and the direction reversed after each transition between a violated and non-violated condition. Thus, this halving and doubling process is directed to and converges upon the constraint surface. A random number generator was then used to propagate the directions of search along the constant weight surface. A sequence of proposed new designs was generated which was tested in turn against the geometrical and behavioural constraints. If any one of these designs was found to be feasible steepest-descent motion was continued as before. This method for leaving the boundary of $R$ is called the method of alternate base planes [8] and will be described in the following section. The methods described in this paper use an accelerated steepest-descent mode of travel in the feasible region, the step length being estimated to the nearest constraint. The step length decreases as a constraint is approached and this enables a constraint to be encountered more rapidly than a straightforward doubling process. When a design violates a constraint, a linear interpolation technique is used to converge to the constraint surface, the interpolations being always between a violated and non-violated design. In general, this ensures a better convergence rate than a doubling and halving process.
The method of alternate base planes was applied to the disc problem and thereafter more selective methods were sought for leaving the boundary of $R$. A direction of search was generated whereby the sections of the disc not at yield stress were thinned in proportion to their stress levels relative to the yield stress, while the section at yield was thickened by a predetermined factor. The step length was then calculated using the equal weight condition, which gave a quadratic equation for the step length. A major difficulty was the possibility of obtaining complex roots and even if real roots were forthcoming there was no guarantee that the geometrical and behavioural constraints were not violated. Therefore a method was devised which always guaranteed non-violation of the geometrical constraints.

In this method the proposed design need only be tested against the yield eriterion. The linearity of the geometrical constraints enables a step length
to be easily calculated which ensures an alternate step within the design variable bounds. The direction is then determined from the conditions of equal weight and normalization. To obtais real determinate suiutions the number of unknowns is reduced to two by assigning zero values to the remaining variables. This corresponds to changing two design variables and leaving the rest unaltered. The section at yield stress is thickened, while the section furthest from yield is thinned so as to leave the weight unchanged. If the design violates the yield criterion the step length is progressively halved a specified number of times, and if no feasible design is torthcoming a different combination of direction cosines is set to zero, generating a different direction of search. If the yield condition is still violated this method is scrapped and the random method is used to determine an alternate step design.

The nonconvexity of $W$ and $R$ in general gives rise to pockets of relative minima. There is no known method yet of establishing whether a proposed solution is in fact a global solution or not. However, it is possible to establish a reasonable degree of confidence by searching a fairly wide region of design space. It is also possible to select two different initial points and run the minimization procedures along distinct paths. If the solution is the same (to within a reasonable tolerance) in the two cases, it is reasonable to assume that the proposed solution is a global one.

## 9. Minimization Procedures

The disc optimization problem $[32,33]$ is characterized by:
(1) Multi-dimensional design space
(2) Nonlinear weight function
(3) Relative minima
(4) Linear geometrical constraints
(5) Stresses "black box" type functions
while the optimization procedure is characterized by (Fig. 3):
(1) Accelerated steepest descent motion in the feasible region until a constraint is encountered.
(2) Constrained steepest descent motion from a geometrical constraint. Since a move in the direction of steepest descent cannot generally be made without piercing through the constraint, the method moves in the next best direction, the projection of the direction of steepest descent on the constraint surface.
(3) Equal weight redesign from a behavioural constraint surface. Constrained steepest descent motion cannot take place as the surfaces are unknown. A move is thereforc rade which at least does not increase the weight of the design.
10. Steepest Descent Motion

The computer program starts from an initial feasible design and enters steepest motion defined by the following iterative equation

$$
\begin{equation*}
x^{(q+1)}=x^{(q)}+t^{(q)} \psi^{(q)} \tag{19}
\end{equation*}
$$
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where

$$
\left.\begin{array}{rl}
x^{(q)} & =\left(b_{3}^{(q)}, \ldots, b_{m-2}^{(q)}, a_{2}^{(q)}\right), \psi^{(q)}=-\nabla W\left(x^{(q)}\right) / \mid \nabla W\left(x^{(q)} \mid,\right. \\
\nabla & =\left(\frac{\partial}{\partial b_{3}}, \ldots, \frac{\partial}{\partial b_{m-2}}, \frac{\partial}{\partial a_{2}}\right),  \tag{19a}\\
t^{(q)} & =\text { step length, } \\
q & =\text { design cycle counter. }
\end{array}\right\}
$$

Therefore from Eqn (12d)

$$
\left.\begin{array}{c}
\frac{\partial W}{\partial b_{j}}=\frac{\pi \rho}{3}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) \text { for } j=3, \ldots,(m-2) \\
\frac{\partial W}{\partial a_{2}}=\frac{\pi \rho}{3}\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right) .
\end{array}\right\}
$$

Equation (19) therefore reduces to

$$
\left.\begin{array}{c}
b_{j}^{(q+1)}=b_{j}^{(q)}-\frac{\pi \rho}{3}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) t^{(q)} / N^{(q)} \\
\text { for } j=3, \ldots,(m-2) \\
a_{2}^{(q+1)}=a_{2}^{(q)}-\frac{\pi \rho}{3}\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right) t^{(q)} / N^{(q)}
\end{array}\right\}
$$

where the normalization factor $N^{(q)}$ is given by

$$
\begin{align*}
& N^{(q)}=\frac{\pi \rho}{3}\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)^{2}\left(a_{j+1}+a_{j}+a_{j-1}\right)^{2}\right. \\
&\left.+\left(2 a_{2}+a_{3}\right)^{2}\left(b_{1}-b_{3}\right)^{2}\right]^{\frac{1}{2}} \tag{19d}
\end{align*}
$$

The distance to a behavioural constraint cannot be determined exactly as the surfaces are unknown. Therefore the step length is estimated as follows. Let

$$
h_{i}^{(q)}=\text { thick } \text { uess at radius } r_{i}
$$

$\tau_{r_{i}}{ }^{(q)}=$ maximum principal shearing stress at $r_{i}$.

For purposes of this calculation, it is assumed that each $h_{1}{ }^{(e)}$ can be changed independently without affecting the stress distribution clicwhere. Therefore to bring $h_{i}^{(9)}$ to yield stress it must be changed to $\bar{h}^{(9)}$ given by

$$
\begin{gather*}
\left(2 \pi r_{i} h_{i}^{(q)}\right) \tau_{0} \simeq\left(2 \pi r_{i} h_{i}^{(q)}\right) \tau_{r_{i}} \\
h_{i}^{(q)} \simeq \frac{\tau_{r_{i}}}{\tau_{0}} h_{i}^{(q)} . \tag{20}
\end{gather*}
$$

This relation is derived on the assumption that the load remains unchanged. Therefore the distance $t_{i}{ }^{(q)}$ to the constraint surface at $r_{i}$ is given by
so that

$$
\bar{h}_{i}^{(q)}=h_{i}^{(q)}-t_{i}^{(q)} \phi_{i}^{(q)} \quad\left(0 \leqslant \phi_{i} \leqslant 1\right)
$$

$$
t_{i}^{(q)}=\left(\frac{\tau_{0}-\tau_{r_{i}}}{\tau_{0}}\right) \frac{h_{i}^{(q)}}{\phi_{i}{ }^{(q)}}
$$

where

$$
\begin{gather*}
\phi_{i}^{(q)}=\frac{\psi_{j}^{(q)}\left(r_{i}-a_{j-1}\right)+\psi_{j-1}^{(q)}\left(a_{j}-r_{i}\right)}{a_{j}-a_{j-1}} \\
a_{j-1} \leqslant r_{i} \leqslant a_{j} \text { for } j=3, \ldots,(m-2) \\
t^{(q)}=\min _{3 \leqslant i \leqslant n-2} t_{i}^{(q)} \tag{20b}
\end{gather*}
$$

Thus $t^{(q)}$ decreases as a behavioural constraint surface is approached. At each iteration the design is checked against the geometrical and behavioural constraints. The design is first checked against the geometrical constraints and if the geometrical constraints are not violated, the corre;ponding stress distribution is calculated and then checked against the yield criterion. If the stresses are below the yield stress, the design is feasioie and steepest descent motion continues until a non-feasible design is encountered. A nonfeasible design corresponds to a region of constraint violation, that is violation of either the geometrical or the stress constraints.

## 11. Geometrical Constraint Violation

The design lies outside the geometrical bounds. The distances from the last feasible design to the geometrical constraints are calculated and the least positive distance is taken, giving a point lying on the nearest constraint. Let $x^{(q+1)}, x^{(9)}$ be the non-feasible and feasible designs respectively. Therefore
from Eqns (19c), (13a), (13b), the distances to the geometrical constraints are given by

$$
\begin{align*}
& t_{1}=\frac{3\left(b_{j}^{(q)}-\varepsilon_{1}\right) N^{(q)}}{\pi \rho\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}^{\prime}\right)} \text { for } j=3, \ldots,(m-2) \\
& t_{1}=\frac{3\left(a_{2}^{(q)}-a_{1}-\varepsilon_{3}\right) N^{(q)}}{\pi \rho\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right)}  \tag{21}\\
& t_{2}=\frac{3\left(a_{3}-\varepsilon_{2}-a_{2}^{(q)}\right) N^{(q)}}{-\pi \rho\left(2 a_{2}+a_{3}\right)\left(b_{1}-b_{3}\right)} .
\end{align*}
$$

Therefore the required design is given by
where

$$
\begin{align*}
& x^{*}=x^{(q)}+t^{*} \psi^{(q)}  \tag{21a}\\
& t^{*}=\min _{1 \leqslant j \leqslant m-2}\left(t_{j} ; t_{j}>0\right) \tag{21b}
\end{align*}
$$

The point $x^{*}$ is checked against the behavioural constraints and, if satisfactory, the program enters constrained steepest descent motion.

## 12. Behavioural Constraini Violation

A linear interpolation procedure is used to converge to a boundary point on a behaviour constraint (to within a specified tolerance). Due to their linearity the geometrical constraints are never violated during the subsequent interpolations, which are always between a feasible and non-feasible design (violating the yield criterion). Let $x^{(q+1)}, x^{(q)}$ be the non-feasible and feasible designs respectively. The corresponding behaviour functions are given by

$$
\begin{align*}
y\left(x^{(q+1)}\right) & =\left(\tau_{r_{1}}^{(q+1)}, \ldots, \tau_{r_{n}}^{(q+1)}\right) \\
y\left(x^{(q)}\right) & =\left(\tau_{R_{1},}^{(q)}, \ldots, \tau_{R_{N}}^{(q)}\right) \tag{22}
\end{align*}
$$

where the stresses are evaluated at radii $\left(r_{1}, \ldots, r_{n}\right)\left(R_{1}, \ldots, R_{N}\right)$ respectively. Suppose the yield stress is x eeeded at a section of the disc at a radial distance

## 9. the application of nonlinear frogramming

Let

$$
\begin{align*}
\tau_{v}= & \tau_{r_{k}}^{(\varphi+1)}>\tau_{0} \quad(1 \leqslant k \leqslant n) \\
\tau_{f}= & \left(\tau^{(q)}\right)_{r=r_{k}} \\
= & \frac{\tau_{R_{t}+1}^{(q)}\left(r_{k}-R_{t}\right)+\tau_{R_{t}}^{(q)}\left(R_{t+1}-r_{k}\right)}{\left(R_{t+1}-R_{t}\right)}<\tau_{0}  \tag{22a}\\
& R_{t} \leqslant r_{k} \leqslant R_{t+1} \quad(1 \leqslant t \leqslant N-1) .
\end{align*}
$$

where
$\tau_{f}$ is the corresponding mean stress at $r_{k}$ in the feasible design $x^{(q)}$. Therefore the linear interpolations are defined by

$$
\begin{aligned}
\hat{x}^{(1)} & =x^{(q)} \quad \Delta^{(1)}=x^{(q)} \\
\bar{x}^{(r)} & =\hat{x}^{(r)}+\delta^{(r)} \psi^{(q)} \quad \text { for } r=1,2, \ldots \\
\delta^{(r)} & =\frac{\tau_{0}-\tau_{f}}{\tau_{r}-\tau_{f}} \Delta^{(r)} \\
\Delta^{(r+1)} & =\Delta^{(r)}-\delta^{(r)} \quad \text { if } \hat{x}^{(r)} \text { is feasible } \\
& =\delta^{(r)} \quad \text { otherwise }
\end{aligned}
$$

where $\delta^{(r)}=$ step length at $r$ th interpolation; $\Delta^{(r)}=$ distance between current feasible and non-feasible designs; $\hat{x}^{(r)}=$ current feasible design, when yield criterion is violated at several radial points $r_{s}$

$$
\delta^{(r)}=\min _{s} \delta s^{(r)}
$$

These interpolations continue until $x^{(r)}$ converge to a constraint surface (that is when the design lies on the constraint surface to within 99.2 per cent yield stress or when the incremental distance $\Delta^{(r)} \leqslant 0.01$ ).

The proposed new design lies on the constant weight surface, so that

$$
\begin{equation*}
W(x)=W(x+t \lambda) \tag{23}
\end{equation*}
$$

Substituting Eqn (23) in Eqn (12d) and simplifying

$$
\begin{aligned}
& \lambda_{1} \lambda_{m-3}^{2} t^{3}-\lambda_{m-3}\left[\left(b_{1}-b_{3}\right) \lambda_{m-3}-\left(a_{3}+2 a_{2}\right) \lambda_{1}\right] t^{2} \\
& -\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}+\left(b_{1}-b_{3}\right)\left(a_{3}+2 a_{2}\right) \lambda_{m-3}\right] t=0 .
\end{aligned}
$$

There is a common factor of $t$, indicating a zero root, which is to be expected since $t=0$ satisfies Eqn (23). Therefore
$\lambda_{1} \lambda_{m-3}^{2} t^{2}-\lambda_{m-3}\left[\left(b_{1}-b_{3}\right) \lambda_{m-3}-\left(a_{3}+2 a_{2}\right) \lambda_{1}\right] t-\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\right.$

$$
\begin{equation*}
\left.\times\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}+\left(b_{1}-b_{3}\right)\left(a_{3}+2 a_{2}\right)\right]=0 \tag{23a}
\end{equation*}
$$

## 14. Method of Alternate Base Planes

The direction of search [8] is defined by

$$
\begin{array}{ll}
\lambda_{i}^{(i)}=0 & \text { for } i=1, \ldots,(m-3) \\
\lambda_{j}^{(i)}=\frac{R_{j}}{N} \quad \text { for } j=1, \ldots,(m-3) ; j \neq i \tag{24a}
\end{array}
$$

where $R_{j}$ are random numbers and $N$ is the normalization factor defined by

$$
N=\left(\sum_{j=1}^{m-3} R_{j}\right)^{\frac{1}{2}}
$$

Therefore the distances to the geometrical constraints are given by

$$
\begin{aligned}
& t_{j}^{(i)}=\frac{b_{j}-\varepsilon_{1}}{-\lambda_{j-2}^{(i)}} \quad \text { for } j=3, \ldots,(m-2) \\
& t_{1}{ }^{(i)}=\frac{a_{2} \cdots \cdot a_{1}-\varepsilon_{3}}{-\lambda_{m-3}^{(i)}} ; \quad t_{2}^{(i)}=\frac{a_{3}-\varepsilon_{2}-a_{2}}{\lambda_{m-3}^{(i)}} .
\end{aligned}
$$

$$
\begin{aligned}
& \Delta_{1}^{(1)}=\min _{1 \leqslant j \leqslant m-2}\left(t_{j} ; t_{j}>0\right) \\
& \Delta_{2}^{(i)}=\max _{1 \leqslant j \leqslant m-2}\left(t_{j} ; t_{j}<0\right) .
\end{aligned}
$$

Define
where

$$
\begin{align*}
\Delta_{r}^{(i)} & =R_{r} \Delta_{1}^{(i)} & & \text { for } r=1,2,3 \\
& =R_{r} \Delta_{2}^{(i)} & & \text { for } r=4,5,6 \tag{24b}
\end{align*}
$$

Therefore the step length for equal weight redesign is given by

$$
\begin{equation*}
t=\Delta_{r}^{(i)} \tag{25}
\end{equation*}
$$

and Eqn (23a) becomes

$$
\lambda_{1} \lambda_{m-3}^{2} \Delta_{r}^{(i) 2}-\lambda_{m-3}\left[\left(b_{1}-b_{3}\right) \lambda_{m-3}-\left(a_{3}+2 a_{2}\right) \lambda_{1}\right] \Delta_{r}^{(i)}
$$

$$
-\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}+\left(b_{1}-b_{3}\right)\left(a_{3}+2 a_{2}\right)\right]=0
$$

This equation is used to redetermine $\lambda_{i}^{(i)}$ where $\lambda_{j}^{(i)}$ for $j \neq$; are given by Eqn (24a) and $\Delta_{r}^{(i)}$ by Eqn (24b).

Consider the designs

$$
\begin{equation*}
\bar{x}_{i}^{(r)}=x+\Delta_{r}^{(i)} \lambda \quad \text { for } r=1, \ldots, 6 \tag{25a}
\end{equation*}
$$

where

$$
W\left(b_{3}, \ldots, b_{i}, \ldots, b_{m-2}, a_{2}\right)
$$

$$
=W\left(b_{3}+\Delta_{r}^{(i)} \lambda_{1}, \ldots, \bar{b}_{i}^{(r)}, \ldots, b_{m-2}+\Delta_{r}^{(i)} \lambda_{m-4}, a_{2}+\Delta_{r}^{(i) \lambda_{m-3}}\right)
$$

The designs are tested against the design requirements and if any one of these is feasible, steepest descent motion proceeds until a constraint is encountered. If none of these designs is feasible, the base plane is changed $(i \rightarrow i+1)$ and a new set of proposed designs is generated. This process is continued until a feasible design is obtained or the current boundary design is accepted as the proposed optimum.

## 15. Selective I

This was the first attempt at using the physics of the problem to move away from a behavioural constraint. For a given direction $\lambda$, Eqn (23a) is a quadratic in the step length. Let the behaviour variables for the boundary point be given by

$$
y(x)=\left(\tau_{r_{1}}, \ldots, \tau_{r_{n}}\right)
$$

where $\quad \tau_{r_{e}}=\tau_{0}, \quad$ for $a_{l-1} \leqslant r_{q} \leqslant a_{l} ; \quad 1 \leqslant q \leqslant n ; \quad 2 \leqslant l \leqslant m$.

## Define

$$
\begin{gather*}
\tau_{a_{k}}=\max \left(\tau_{a_{i-1},}, \tau_{a_{i}}\right) \\
k=(l-1) \text { or } 1 \tag{26}
\end{gather*}
$$

where
Therefore the direction of search is given by

$$
\begin{align*}
\lambda_{j} & =\left(\tau_{a_{j}}-\tau_{o}\right) / N<0 & & \text { for } j \neq k \\
& =\frac{\partial W}{\partial b_{k}}\left(x^{(q)}\right) /\left|\nabla W\left(x^{(q)}\right)\right|>0 & & \text { for } j=k
\end{align*}
$$

where the normalization factor $N$ is given by

$$
N^{2}=\left(\sum_{j \neq k}\left(\tau_{a_{j}}-\tau_{0}\right)^{2}\right) /\left(1-\lambda_{k}^{2}\right) .
$$

The method of alternate base planes consumed computer time in searching through the random directions to find a line which would give a feasible point on the same weight contour. Selective 1 reduces the degree of randomness by examining only those directions which on physical considerations move away from a behavioural constraint. The disadvantages are, (1) possibility of complex roots, (2) even if real roots are forthcoming, the step length may be negative, and (3) geometrical constraints may be violated.

## 16. Selective II

This is a more intelligent version designed to overcome the above difficulties. From Eqns (13a), (13b) a step length defined by

$$
\begin{equation*}
t=\min _{i}\left(x_{i}-l_{i}, u_{i}-x_{i}\right) \tag{27}
\end{equation*}
$$

gives an alternate step within the design variable bounds. Therefore

$$
\begin{equation*}
l \leqslant \bar{x} \leqslant u . \tag{27a}
\end{equation*}
$$

The direction is then determined from the equal weight condition (23a) and the normalization condition

$$
\begin{equation*}
\sum_{i=1}^{m-3} \lambda_{i}^{2}=1 \tag{2?t}
\end{equation*}
$$

Equations (23a), (27b) are indeterminate. To obtain determinate solutions the number of unknowns is reduced to two by assigning predetermined values to ( $m-5$ ) cosines. These are made zero to obtain real solutions. The following designs are considered:

$$
\begin{equation*}
\bar{x}^{(r)}=x+\left(t / 2^{r}\right) \lambda^{(r)} \quad \text { for } r=0, \ldots, 3 \tag{28}
\end{equation*}
$$

The designs are tested against the behavioural constraints and if any one of these is feasible, steepest descent motion continues as before. If no feasible design is forthcoming, a different direction of search is generated corresponding to a different combination of direction cosines being assigned the value zero.

## Define

$$
\tau_{a_{s}}=\min _{2 \leqslant j \leqslant(m-2)} \tau_{a_{j}}
$$

The following cases are considered
Case 1. $s \neq 2$.

$$
\begin{array}{ll}
\bar{b}_{s} \doteq b_{s}+t \lambda_{s}, & \lambda_{s}<0 \\
\bar{b}_{k}=b_{k}+t \lambda_{k}, & \lambda_{k}>0 \\
\bar{b}_{j}=b_{j} & \text { for } j=3, \ldots,(m-2) ; j \neq k, s \\
\bar{a}_{2}=a_{2} & t=b_{s}-\varepsilon_{1}
\end{array}
$$

Therefore from Eqns (23a), (27b)

$$
\begin{equation*}
\lambda_{s}=-\frac{\mu}{\sqrt{ }\left(1+\mu^{2}\right)^{\prime}}, \quad i_{k}=\frac{1}{\sqrt{\left(1+\mu^{2}\right)}} \tag{29}
\end{equation*}
$$

9. THE APPLICATION OF NONLINEAR PROGRAMMING

$$
\mu=\frac{\left(a_{k+1}-a_{k-1}\right)\left(a_{k+1}+a_{k}+a_{k-1}\right)}{\left(a_{l+1}-a_{t-i}\right)\left(a_{l+1}+a_{l-1}\right)}>0
$$

Case 2. $s=2, k \neq 3$.

$$
\begin{array}{rlrl}
b_{k} & =b_{k}+t \lambda_{k} . & & \lambda_{k}>0 \\
b_{j} & =b_{j} & & \text { for } j=3, \ldots,(m-2) ; \quad j \neq k \\
\bar{a}_{2} & =a_{2}+t \lambda_{m i-3}, & & \lambda_{m-3}<0 \\
t & =a_{2}-\left(a_{1}+\varepsilon_{3}\right) .
\end{array}
$$

Therefore from Eqns (23a), (27b)

$$
\begin{equation*}
\alpha t^{2} \lambda_{m-3}^{4}+2 \alpha\left(a_{3}+2 a_{2}\right) t \lambda_{m-3}^{3}+\left[1+\alpha\left(a_{3}+2 a_{2}\right)^{2}\right] \lambda_{m-3}^{2}-1=0 \tag{29a}
\end{equation*}
$$

where

$$
\alpha=\frac{\left(b_{1}-b_{3}\right)^{2}}{\left(a_{k+1}-a_{k-1}\right)^{2}\left(a_{k+1}+a_{k}+a_{k-1}\right)^{2}}
$$

Equation (29a) has a real root in $[1,0]$ and is determined using linear interpolations being always between function values of opposite sign. Therefore from (27b), $\lambda_{k}$ is given by, $\lambda_{k}=\sqrt{ }\left(1-\dot{\lambda}_{m-3}^{2}\right)$.

Case 3. $s=2, \quad k=3$.

$$
\begin{array}{rlrl}
b_{3} & =b_{3}+t \lambda_{1} & & \lambda_{1}>0 \\
\bar{b}_{j} & =b_{j} & & j=4, \ldots,(m-2) \\
\bar{a}_{2} & =a_{2}+t \lambda_{m-3} & & \lambda_{m-3}<0 \\
t & =a_{2}-\left(a_{1}+\varepsilon_{3}\right) . &
\end{array}
$$

Equations (23a), (27b) reduce to

$$
\begin{align*}
& t^{4} \lambda_{m-3}^{6}+2 \gamma t^{3} \lambda_{m-3}^{5}+\left(\gamma^{2}-2 \beta^{2}+\alpha^{2}-t^{2}\right) t^{2} \lambda_{m-3}^{4}+2\left(\alpha^{2}-\beta^{2}-t^{2}\right) \gamma t_{m-3}^{3} \\
& +\left(\beta^{4}+\alpha^{2} \gamma^{2}-\gamma^{2} t^{2}+2 \beta^{2} t^{2}\right) \lambda_{m-3}^{2}+2 \beta^{2} \gamma t \lambda_{m-3}-\beta^{4}=0 . \tag{29b}
\end{align*}
$$

when

$$
\alpha=\left(b_{1}-b_{3}\right), \quad \beta^{2}=\left(a_{4}-a_{2}\right)\left(a_{4}+a_{3}+a_{2}\right), \quad \gamma=\left(a_{3}+2 a_{2}\right) .
$$

## 17. Constralned Steepest Descent Motion

Constrained steepest descent motion is defined by

$$
\begin{equation*}
x^{(q+1)}=x^{(9)}+1^{(9)} \psi^{(9)} \tag{30}
\end{equation*}
$$

where $t^{(q)}$ is given by Eqn (20b) and $\psi^{(9)}$ is determined as follows.
Case 1. $x^{(9)}$ lies on $b_{k}=\varepsilon_{1}, \quad 3 \leqslant k \leqslant(m-2)$.
Then

$$
\begin{aligned}
\psi_{j}^{(q)} & =-\frac{1}{N}\left(\frac{\partial W}{\partial b_{j+2}}\right) & & \text { for } j=1, \ldots,(m-4) ; j \neq k \\
& =0 & & \text { for } j=k \\
& =-\frac{1}{N}\left(\frac{\partial W}{\partial a_{2}}\right) & & \text { for } j=(m-3)
\end{aligned}
$$

where

$$
N=\left[\sum_{j \neq k}\left(\frac{\partial W}{\partial b_{j+2}}\right)^{2}+\left(\frac{\partial W}{\partial a_{2}}\right)^{2}\right]^{\frac{1}{2}}
$$

Case 2. $x^{(q)}$ lies on $a_{2}=a_{1}+\varepsilon_{3}$ or $a_{2}=a_{3}-\varepsilon_{2}$.
Then

$$
\begin{aligned}
\psi_{j}^{(q)} & =-\frac{1}{N}\left(\frac{\partial W}{\partial b_{j+2}}\right) & & \text { for } j=1, \ldots,(m-4) \\
& =0 & & \text { for } j=(m-3)
\end{aligned}
$$

where

$$
N=\left[\sum_{j=1}^{m-4}\left(\frac{\partial W}{\partial b_{j+2}}\right)^{2}\right]^{\frac{1}{2}}
$$

This is a simplified form of Rosen's gradient projection method for linear constraints.

## 18. Numerical Results

The following cases were considered.
Case 1. A standard steam turbine dise with seven points of division.

| Table ${ }^{1}$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Case | Dimension of design space ( $m-3$ ) | Initial weight (lbs) | Final Weight (lb) |  | Number of iter:tions |  | Run time (mins) |  |
|  |  |  | Case (a) | Case (b) | Case (a) | Case (b) | Case (a) | Case (b) |
| 1 | 4 | . $3.58934 \times 10^{3}$ | $1.66187 \times 10^{3}$ | $2.25877 \times 10^{3}$ | 62 | 80 | 5 | 7.833 |
| 2 | 4 | $3.60248 \times 10^{3}$ | $1.64547 \times 10^{3}$ | $2.32714 \times 10^{3}$ | 74 | 40 | 5 | 4.9 |
| 3 | 11 | $3.58973 \times 10^{3}$ | $1.61401 \times 10^{3}$ | $2.4537 \times 10^{3}$ | 186 | 408 | 30 | 60 |
| 4 | 11 | $1.65165 \times 10^{3}$ | $1.03400 \times 10^{3}$ | - | 188 | - | 30 | - |

Case 2. An arbitrary shaped dise with the same number of divisions.

Case 3. A standard dise with fourteen points of division.
Case 4. Final design for case (1) but with a finer division.
These cases were run using the Selective II and the method of alternate base planes in turn and are labelled cases (a), (b), respectively. They are shown in Figs 4-14, and are also summarized in Table I above for ready reference.


Fic. 4. Cases 1a, 1b. Initial design. Weight $=3.58934 \times 10^{3} \mathrm{ib}$.


Fia. S. Case 1a; 62 cycles. Final design. Weight $=1.66187 \times 10^{3} \mathrm{lb}$.


Fig. 6. Case $1 \mathrm{~b} ; 80$ cycles. Final design. Weight $=2.25877 \times 10^{\mathbf{3}} \mathrm{lb}$.


Fig. 7. Cases 2a, 2b. Initial design. Weight $=3.60248 \times 10^{3} \mathrm{lb}$.


Fig. 8. Case 2a; 74 cycles. Final design. Weight $=1.64547 \times 10^{3} \mathrm{lb}$.


Fig. 10. Cases 3a, 3b. Initial design. Weight $=3.58973 \times 10^{3} \mathrm{lb}$.


Fic. 11. Case 3a; 186 zycles. Final design. Weight $=1.61401 \times 10^{3} \mathrm{lb} \cdot$


Fig. 12. Case 3 b . Final design. Weight $=2.14537 \times 10^{3} \mathrm{lb}$.


Fig. 13. Case 4. Initial design. Weight $=1.65165 \times 10^{3} \mathrm{lb}$.


Fig. 14. Case 4; 188 cycles. Final design. Weight $=1.03400 \times 10^{3} \mathrm{lb}$.

The discs were made of mild steel for which the density and elastic properties were assumed constant. The numerical work was carried out on an English Electric KDF9 computer using Algol compiler language.

## 19. Discussion

Although the initial designs for cases (1), (2) differ in weight by less than 0.005 per cent they are radically different in configuration; but the resulting designs tend to have approximately the same weight and configuration Case (2) was run primarily to test for relative minima to establish whether the starting design influenced the final outcome. Cases (3), (4) were run to investigate the stability of the minimization paths. Initially the weight reductions were relatively rapid (Figs 15-16) but tended to slow down as the optimum was reached. As the iteration progressed equal weight redesign tended to give design points lying close to the behavioural constraints thereby slowing down the weight reductions. The random method consumed considerable computer time in searching through the random directions to locate a feasible design. However, Selective 11 was always able to locate a feasible design after one or two trials. Selective I never worked since aimost always complex roots were generated for the quadratic equation for determining the step length; in the few occasions when real roots were forthcoming, the geometrical constraints were violated giving negative thicknesses. The number of iterations tọ obtain a specified weight reduction depends primarily on the dimension of the design space.


Fig. 15. Weight versus total redesign attempts. Based on selective search techniques for moving away from a bound point.


Fig. 16. Weight versus total redesign attempts. Based on random search.

The estimated step length used in the steepest descent mode of travel enabled a behavioural constraint to be encountered after about two or three iterations and thereafter the linear interpolation technique gave rapid convergence onto the constraint.
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# Minimum Weight Design of Dishs Using a Frequency Constraint 


#### Abstract

The problem considered is that of minimising the weight of a circular disk subject to specified behaioral and side constraints. The behaitoral constraints hate been restricfed to a consideration that the louest natural frequency of ribration should exceed a specified resonance frequency while the side constraints impose restrictions on the dimensions and toleranaces of the disk. The problem has been formulated as a nomlinear programming problem characterized by a "black box" lype represcntation for the frequenty culculations. This paper inthules a description of the synthesis procedures used logether with a discussion of resulls.


## 1 Introduction

I.A previous invostigation [1-3]' computational procedures based on the methode of montinear programming were successfully developed for minimizing the weight of an axisymmetric disk of variable thickness suibect to specified behavior and side constraints. For piajnses of simplicity in this initial investigation, the behavioral constraints were restrieted fo a consideration that, the stresses should be beluw the yield siress while the side constraints imposed restrictions on the dimensions and tolerances of the disk. The problem wis formulated analytically [4-5] as a very general problem in the caleulas of variations with the addition of state and control inequality constraints, the control and state variables being given by the thickuess and stress distribution innctions, respectively. Solutions were obtained by transforming the variational formalation into a monlinear programming formalation by approximating the disk by a discrete model using a piecewise lincar representation for the control variable. Stability of the solutions was established by subjecting the control to difierent representations.

The monlinear programming formulation was characterized by:
(a) multidinensional design space
(b) design parameter bounds to ensure physically reasonable designs
(c) quadratic weight funation
(d) prokets of relative minima

1 Numbers in brackets designate References at end of paper.
Contributed by the Vir:ations Research Committee and presented at the Vibrations Confermee, Philadelphat, la., Mareh 30-April 2 , 1960, of The Amemoan Society of Mechanical. linginembs. Manuscript received at ASME Headquarters Noventher, 22, 1968. Paper No. 69-Vibr-1.
(e) The strosses were functionals which asouciated to every peint in desigh space a stress matrix, the collumbs arresporating to specified lowding conditions. The stresses were defmed by a set of eomputer wiented rales which werc represented by a "hatak box" into which were pat the design paramet ers specifying a given design configuration and ont of which comes the corresponding stress distributions which were ehecked against the stress constraints. The associated synthesis procodures were characterized by:
(a) accelerated stepest descent motion in the feasible reginns,
(b) constrained stecpest, descemt molion along a known eonstraist,
(c) constant weight beunre from an manown eonstraint.

In the present investigation, these promedures are farther generalized and used to synthesize the divk using a dymamies technology in the absence of any statiat constraints, wherehy the lowest natural frequency of vibration shomblexceed a speafied resonance frequence. The fregueney is again a functional whith associates to every point in design space a set of foudamena! vibrational frequencies and has a "hatack bax" ipperepresentation. The frequency calcudations are poramed inside the box and the redesign procedures are based entirely on the ontpht-a set of numbers giving the fundamental freguencies at each design iteration. These procedures are indepondent of the atalysis employed and are applicable to problems in eonguretion with analysis programs already available. Alteruatively, the mechanisms inside the box may be utilized [ $6-10]$ to generate the direotions of search in design space. Ilowever, the need for refined analysis rontines for performing more effective redesiph ryeles can be more readily assessed after the initial results have been evaluated using existing programs.
The numerical computations were performed on a KJ)ley eomputer giving weight reducions of a perent and 2 gereent Sor

Nomenclature
$a_{1}=$ inner radits of disk
$u_{m}=$ outer radius of disk
$r=$ radial distance
$h(r)=$ thickuese at a madial disiance $r$
$\rho=$ density of material
$W[h]=$ weight functional
$b_{1}=$ width of hat, (fixed)
$b_{m}=$ width of rim (fixed)
$a_{m-1}=$ inner radies of rim
$a_{2}=$ hul radius (variable)
$b_{j}=$ Ihickness at ratius $a_{j}$
$L=$ lower bound on $a_{2}$
$U=$ upper bound on $a_{2}$
f $=$ positive tolerance on the thickness
$p=$ vibrational frequency
$p_{0}=$ resunance frequency
$x=\left(b_{3}, \ldots, b_{m-2}, a_{2}\right)$ is the vector of design paraneters
$\varphi=$ design eycle comoter
$\boldsymbol{t}=\left(\lambda_{1}, \ldots, \lambda_{m-4}, \lambda_{m-3}\right)$, direction of se:rrch
$t=$ step length in design space
$W^{\prime}=$ weight function
$\delta . M_{j}=$ change in mass at variable sections $a_{j}$
$\delta \mu=$ frequency elange
$\eta_{j}=$ efficiency coefficient at radins $a_{j}$
$\vec{F}=$ kineticenergy density
$t=$ potential energy density
$V=$ maximum potential energy
$E=$ Yomirs medulus
$\nu=$ Poisson's matio
$u=$ axial dixphacement
$\hat{\tilde{f}}=$ radial compoment of axial displacement
$\Omega=$ angular velesity of motation
$n=$ mumber of modal ditameters
$0=$ angle between consecutive-secjent desemt vectors


Fig. 1 Cross section of typical turbino disk
resonance frequencies of 440 and 2000 eycles per second, respectively, using a turbine disk idealization. A discussion of these results is included together with a description of some instabilities in the synthesis procedures used arising from the absence of any stress constraints on the problem.

## 2 Áonlinear Programming Formulation

It is possible to formulate the problem analytically as a very general problem in the calculus of variations [11] in which the weight functional to be minimized is given by

$$
\begin{equation*}
W[h]=\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{1}
\end{equation*}
$$

where $a_{1}, a_{m}$ are the inner and outer radii, respectively, $h(r)$ is the thickness at a radial distance $r$ and $\rho$ is the density of material. For purposes of numerical computations, the variational formulation is transformed into, a discrete nonlinear programming formulation using fimite differences and is characterized by a "black bos" type representation for the frequency.

Consider a thickness distribution of the form (Fig. 1).

$$
\left.\begin{array}{rlrl}
h(r) & =b_{1} & & a_{1} \leq r \leq a_{2}  \tag{2}\\
& =h(r) & & a_{2} \leq r \leq a_{m-1} \\
& =b_{m} & & a_{m+1} \leq r \leq a_{m}
\end{array}\right\}
$$

where $b_{1}, b_{m}, a_{1}, a_{m}, a_{m-1}$ are constants while $a_{2}$ is a variable satisfying the condition

$$
\begin{equation*}
L \leq a_{2} \leq U \tag{3}
\end{equation*}
$$

where $L, U$ are eonstants.
In addition

$$
\begin{equation*}
h(r) \geq \epsilon, \quad a \leq r \leq a_{m-1} \tag{3a}
\end{equation*}
$$

where $\epsilon=$ positive wherance to ensure nonnegative thickness. The disk is essentially an idealization of a tumbine disk for which the width of the hub and the rim shape is fixed to allow for the attachment of the disks and the spacing of the blades in the turbine while the depth of the hub is variable to permit adjoining disks to be shrimk onto a common shaft. The thickness distribution for the remainder of the disk is variable but symmetrically distributed about the midplane.

Consider any partition of the interval $\left\{a_{2}, a_{m-1}\right]$ defined by

$$
a_{2}<a_{3}<a_{4} \ldots a_{m-3}<a_{m-1}<a_{m-1}
$$

In each subinterval $\left\{a_{j-1}, a_{j}\right\}$, the thickness $h(r)$ is approximated by a linear function $h_{j}(r)$ detined by (Fig. 2).

$$
\begin{equation*}
h_{j}(r)=b_{j-1}+\left(\frac{b_{j}-b_{i-1}}{a_{j}-a_{j-1}}\right)\left(r-a_{j-1}\right) \tag{4}
\end{equation*}
$$

where .

$$
h\left(a_{j}\right)=b_{j}, \quad ;=1,2, \ldots, m
$$

substituting (2), (4) in (1)

$$
\begin{aligned}
& W[h]=\pi \rho b_{1}\left(a_{2}^{2}-a_{1}{ }^{2} j+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}{ }^{2}\right)\right. \\
& +\int_{a_{7}}^{a_{m-1}} 2 \pi \rho r h(r) d r \approx \pi \rho b_{1}\left(a_{2}{ }^{2}-a_{1}{ }^{2}\right)+\pi \rho b_{m}\left(a_{m}{ }^{2}-a_{m-1}{ }^{2}\right) \\
& \quad+\sum_{j-3}^{m-2} \int_{a_{i-1}}^{a_{j}} 2 \pi \rho r h_{j}(r) d r=\frac{\pi \rho}{3} \sum_{j=3}^{m-2}\left(a_{j+1}-a_{i-1}\right) \\
& \quad \times\left(a_{i+1}+a_{j}+a_{i-1}\right)+\frac{\pi \rho b_{1}}{3}\left(-3 a_{1}^{2}+a_{2}^{2}+a_{3}^{2}+a_{2} a_{3}\right)
\end{aligned}
$$

$$
\begin{equation*}
+\frac{\pi \rho}{3} b_{m}\left(3 a_{m}^{2}-a_{m-1}^{2}-a_{m-2}^{2}-a_{m-1} a_{m-2}\right) \tag{5}
\end{equation*}
$$

Therefure the weight functional has been reduced to a function of the design parameters

$$
W[h] \rightarrow W\left(b_{3}, \ldots, b_{m-2}, a_{2}\right) \text { defined by (5) }
$$

where

$$
\begin{gather*}
b_{j} \geq \epsilon, \quad j=3, \ldots, m-2  \tag{6}\\
L \leq a_{2} \leq U
\end{gather*}
$$

In addition, the frequency satisfics the condition

$$
p \geq p_{0}
$$

where $p_{0}=$ resonance frequency .
The design parameters representing a given design configuration are put into the "black box," out of which come the corresponding vibrational frequencies which are checked against the vibration constraints (6). The mechanisms inside the box include analysis routines for the frequency calculations which are based on an therative solution of the differential equations of vibrations using the Myklesford-Holzer matrix technique [12-14]. The method is relatively simple and was already programmed at the start of this investigation. The contents of the box are disregarded since the purpose of this investigation is to develop computational procedures for deseribing problems with nonanalytic constraints.
The nomlinear programming formulation (6) is characterized by:
(a) multidimensional design space
(b) quadratic weight function
(c) relative minima in the absence of convexity conditions
(d) linear constraints on the design parameters giving hyper/planes in desigu space


Fig. 2 Cross section of equivalent discretized disk
(c) frequency is a functional with a "black box" representation giving an unknown constraint hyper/surface.

## 3 Synthesis Procedures

The synthesis procedures in the absence of any stress constraints are characterized by:
(a) steepest descent motion until a vibration constraint is encountered,
(b) constant weight redesign at the resonance freguency,
(c) design parameter bounds never violated.

The computer program (Fig. 3) consists of moving from an initial feasible design in the direction of the gradient to a better design some finite distance away. This process is repeated until a vibration constraint is encountered which prevents further moves in the gradient direction. Then an alternate step is taken which is a move along the constant weight surface. After the alternate step a feasible design should have been obtained from which a stecpest descent can be made. The process is continued until no move can be made by either mode, at which time an optimum is said to be achieved. The reasoning behind this procedure is that since the gradient points in the direction of greatest change, it is the best direction to move to improve the design. If a move camot be made in the best direction then a move is made which at least does not inerease the weight of the design. The steepest descent mode of travel is defined by the itcrative equation

$$
\begin{equation*}
\mathbf{x}^{(q+1)}=x^{(q)}+f^{(q)} \Psi^{(q)} \quad q=0,1,2, \ldots \tag{7}
\end{equation*}
$$

where $\mathbb{t}^{(0)}$ is the nomalized direction of steepest descent and $t^{(0)}$ is the step length which is determined using a simplified form of Rosen's gradient projection method [15] in conjunction with the


Fig. 3 Structural synthesis flow diagram
side constraints. This enables fairly large step lengtios to be taken, theaby economizing on computer time.

As the designs approach a vibration constraint surface, it is possible that the step lengths used in the stepest deseent procedure are too large, with the result that the design piereses whough the constraint surface and moves into a regim of constraint violation where the vibrational frequencies of the designs are below the resonance frequency. If this is the ease, a quadratic interpolation procedure is used to converge to a design at the resonance frequency by thickening up the variable sections of the disk. This gives a desigi point on the boundary of the vibration constraint which is a nonanatytic surface due to the "black bos" nature of the frequency, therety preduding the use of standard methods of uontinear programming such as moving alung the constraint in a direction in which the weight decreases. Inetead, an alternate step is taken along the constant weight ruface, where the directions of search are based on either selective methods utilizing the physies of the problem or random methods, and are summarized below.
1 Selector I-Two design parameters are changed leaving the rest unchanged. All passible combinatiens are considered.
2 Selector 11 -A perturbation methed twing the hagrangian energy density vector to estimate the normal to the vilmation constraint.
3 Selector III-Three suceessive designs are used to estimate a new direction of scarch. This is used in case there are sharp ridges on the vibration constraint surface.
4 Randon methods where a random number generator is
wed to generate the directions. The intersection of these rmbdom directions with the constant weight contour are found and tested as frial desighs. A modified version proposed by Schmit et al [16], is wed, called the method of athermate base planes. A summary of these programs is given below.

## 4 Selector 1

The ronstant, weight redesign rondition at the resonnmec frequenter is given by

$$
\begin{equation*}
W(x)=W(x+t \psi) \tag{8}
\end{equation*}
$$

where
$x=$ current design at critical frequency
$t=$ step length
$\psi=$ direction of search
Substituting (8) in (5)

$$
\begin{align*}
\lambda_{1} \lambda^{2}{ }_{m-3} l^{2}- & \lambda_{m-3}\left[\left(b_{1}-b_{7}\right) \lambda_{m-3}-\left(a_{3}+2 a_{t}\right)\right] t \\
- & {\left[\sum_{j=3}^{m-2}\left(a_{j+1}-a_{j-1}\right)\left(a_{j+1}+a_{j}+a_{j-1}\right) \lambda_{j-2}\right.} \\
& \left.+\left(b_{2}-b_{2}\right)\left(a_{3}+2 a_{i}\right) \lambda_{m-3}\right]=0 \tag{!}
\end{align*}
$$

where $\lambda_{j}$ for $j=1, \ldots, m-3$ are the components of 4 . This gives a quatratic; equation for deteminng the step length when the direction is seeceified. Atsematively, this is a condition on the direction when the step length is specifed. The lat ler viewpoint is adopted here, the step length being selected to ensure designs within the design parameter bounds so that the propused alterate step designs need be checked against the vibrations eonstraintonly. The random methods are less selective and consume considerable computer time in searching though the random directions for designs that are acceplable with respect to both the design parameter bounds and the vibration constraints.

The direction cosines of the direction for bomecing back into the feasible regions must satisfy condition (!) and the nommalization condition

$$
\begin{equation*}
\sum_{j=1}^{m-3} \lambda_{j}^{2}=1 \tag{10}
\end{equation*}
$$

In general, these define an indeterminate system of equations which are reduced to a determinate form by specifying ( $p$-is) of the components in some way and then calcalating the remaining two companents ming efutions (9), (10). It was found convenient to make these ( $m-5$ ) direcion cosines acoro to ensure real sohitions.

The sections of greatest and least thiekness are altered leaving the rest unchamged. If no featsible design is fortheoming, the step length is progresively reduced or a new direction is generated corresponding to a different combination of dexign parameters that are alteren. Full details of the amalysis are given in references [ 2,3 , to which the reader is refered to for more exlensive detatls.

## 5 Selector II

Rayluigh's principle [17] based on the properties of the efficiency onefigients [18] was used to relate small changes in frequency to small rehanges in design

$$
\begin{equation*}
\delta p=\Sigma_{\eta_{j}} \delta U_{j} \tag{11}
\end{equation*}
$$

where $\delta . M_{1}, \delta M_{2}, \ldots$ are changes in the mass at the variable secfions and

$$
\begin{equation*}
\eta_{j}=-\frac{p_{0}(k-v)}{2 \rho V} \tag{12}
\end{equation*}
$$

where $k, v$ are the kinetio and potentid energy densities respectively and $V$ is the maximum potential energy. From (5), (8)

$$
\left.\begin{array}{rl}
\delta M_{j} & =\left(\frac{\partial W^{\prime}}{\partial b_{j+1}}\right) \Delta b_{j+2} ; j=1, \ldots, m-4 \\
& =\left(\frac{\partial F}{\partial a_{2}}\right) \Delta a_{i} ; \quad j=m-3 \tag{13}
\end{array}\right\}
$$

Substituting (13) in (11)

$$
\begin{align*}
& \delta_{p}=\sum_{j=1}^{m-4} \eta_{j} \frac{\partial I^{Y}}{\partial b_{j+2}} \Delta b_{j, r^{2}}+\eta_{m-3} \frac{\partial W^{\gamma}}{\partial t_{2}} \Delta a_{2} \\
&=t \sum_{j=1}^{m-4} \lambda_{j} \eta_{j} \frac{\partial W}{\partial b_{j+2}}+\left(\lambda_{m-3} \eta_{m-1} \frac{\partial W}{\partial a_{2}}\right. \tag{14}
\end{align*}
$$

The bounce back condition is characterized by $\delta p>0$, which is satisfed by

$$
\left.\begin{array}{rl}
\lambda_{j} & =\eta_{j}, \quad j=1, \ldots \ldots, m-4  \tag{5}\\
\lambda_{m-3} & =\eta_{m-3} \quad \text { if } \quad \frac{\partial \ddot{i}}{\partial a_{2}}>0 \\
& =-\eta_{m-3} \quad \text { if } \frac{\partial W}{\partial a_{2}}<0
\end{array}\right\}
$$

The step length is given by

$$
\begin{equation*}
t=\operatorname{Min}\left\{\operatorname{linin}_{3 \leq j \leq m-2}\left(b_{j}-\epsilon\right),\left(a_{2}-L\right),\left(U-a_{2}\right)\right\} \tag{16}
\end{equation*}
$$

to ensure designs whith the design parameter bounds. The strain energy is given by [19]

$$
\begin{align*}
V=\iint & \frac{E h^{3}(r)}{24\left(1-\nu^{2}\right)}\left\{\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)^{2}\right. \\
& -2(1-v) \times\left[\frac{\partial^{2} u}{\partial r^{2}}\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{\hat{V}^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right. \\
& \left.\left.-\left(\frac{\partial}{\partial r} \frac{1}{r} \frac{\partial u}{\partial \theta}\right)^{2}\right]\right\} r d \theta d \cdot+\iint \rho \Omega^{2} h r^{2} u \frac{\partial u}{\partial r} d r d \theta \tag{17}
\end{align*}
$$

where

$$
\begin{aligned}
& Q=\text { speed of rotation of the disk } \\
& E=\text { Young's modulus } \\
& \nu=\text { Poisson's ratio }
\end{aligned}
$$

$u(r, \theta, l)=$ axial displacement at time $t$ of section whase intital coordinates are $r, 0$.
Consider solations harmonically dependent on both $\theta$ and $t$

$$
\begin{equation*}
u=\hat{\mathfrak{w}}(r) \sin (n \theta+p) \tag{18}
\end{equation*}
$$

where $n$ is the number of nodal diameters. Substituting (18) ini (17) gives

$$
\begin{align*}
& t=\frac{E / h^{2}}{2 d\left(1-\nu^{2}\right)}\left\{\left(\frac{l^{2} \mid \hat{W}^{\prime}}{d r^{2}}+\frac{1}{r} \frac{d \hat{W}^{\prime}}{d r}-\frac{n^{2}}{r^{2}} \hat{W}\right)^{2}\right. \\
&-2(1-\nu) {\left[\frac{d \cdot \hat{W}}{d r^{2}}\left(\frac{\mathrm{t}}{r} \frac{d \hat{W}}{d r}-\frac{n^{2}}{r^{2}} \hat{W}\right)\right.} \\
&\left.\left.\quad-\frac{n^{2}}{r^{2}}\left(\frac{d \hat{W}}{d r}-\frac{\hat{W}}{r}\right)^{2}\right]+\rho \Omega 2^{2} \hat{W} r \frac{d \hat{W}}{d r}\right\} \tag{19}
\end{align*}
$$

The deflection and shope $\hat{W}, d \hat{F} / d r$ respectively are given by the model shape matrix from which $\frac{d^{2} \mid \hat{V}}{d r^{2}}$ is calculated using finite differences. The kinetic energy is given by


Fig. 4 Case (1): initia! design, weight $=3.59 \times 10^{3} \mathrm{lbs}$, frequency $=2755.65 \mathrm{cps}$


Fig. 5 Case (1): finat_design, weight $=1.57 \times 10^{3} \mathrm{jbs}$, frequency $=1658.85 \mathrm{cps}$, redesign attempls $=5$, run time $=11 \mathrm{~min}$
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Fig. 6 Case (1): weight versus frequency curve for Case (1)

$$
\begin{equation*}
T=\iint \frac{1}{2} \rho h\left(\frac{\partial u}{\partial t}\right)^{2} r d r d \theta \tag{20}
\end{equation*}
$$

Substitating (18) in (20) gives

$$
\begin{equation*}
k=\frac{1}{2} \rho p_{0}^{2} I \hat{W}^{2} \tag{21}
\end{equation*}
$$

Equations (19) and (21) determine the strain and kinetic energy densities from which the direction ratios (15) may be computed. The direction of bounce is then obtained by projecting this direction onto the hyperphane defined by the interseetion of

$$
\left.\begin{array}{rl}
W^{\gamma}\left(b_{3}, \ldots, b_{m-2}, a_{2}\right) & =\text { constant }  \tag{24}\\
a_{2} & =\text { constant }
\end{array}\right\}
$$

## 6 Selector III

Consider three successive designs $x^{(q-2)}, x^{(q-1)}, x^{(q)}$ generated by the steepest descent equation (7). The corresponding frequencies are giver. by

$$
\begin{equation*}
p_{0}=p^{(q)}<p^{(q-1)}<p^{(q-2)} \tag{23}
\end{equation*}
$$

Let $x$ be the font of the perpendicular from $x^{(q)}$ onto the direction $\xi^{(2-2)}$ detined by $x^{(q-2)} x^{(q-1)}$. The associated frequency $p$ is estimated by linearly interpolating on $\mathrm{U}^{(n-2)}$

$$
\begin{equation*}
p=\left(1-\frac{t^{(q-1)}}{t^{(q-2)}} \cos \theta\right) p^{(q-2)}+\frac{t^{(q-1)}}{t^{(q-2)}} \cos \theta p^{(q-1)} \tag{2.4}
\end{equation*}
$$

where

$$
\cos \theta=\frac{\downarrow}{\psi^{\prime}(z-1)} \cdot \frac{\underset{q}{(q)}(q-2)}{}
$$

The direction ratios are given by

$$
\left.\begin{array}{rl}
\psi & =x^{(Q)}-\mathbf{x}  \tag{25}\\
& \text { if } \quad p<p_{0} \\
& =\mathbf{x}-\mathbf{x}^{(\eta)} \quad \text { otherwise }
\end{array}\right\}
$$

The direction of bounce back into the feasible regions is obtaine by projecting this direction onto the hyperplane (22). The ste length is given by (16). If the proposed alternate step desigr. are nonfeasible the step length is pregressively reduced.

## 7 Results ant Discussion

The numerical work was carried out on an linglish Electri KDF9 computer using Segmented Algol. The following casc characterized by a four dimensional design space were considered

Case ( 1,2 )-a standard turbine disk idealization using reso nance frequencies 440,2000 cycles per second, respectively, (Figs 4-6).

Case (3)-an arbitrary design configuration in conjunction with a reconance frequency of 2000 cps to examine the possibilities of relative minimn in the absence of convexity conditions on the weight and feasible regions Figs. (7-10).

Case (1) using a resonance frequeney of 440 eps gave designs which never encountered a vibration constraint during convergence to the optimum. Therefore an artificial resonance frequency of 2000 cps was introduced to study the interactions of the synthesis with the constraints giving rise to Cases $(2,3)$, the initial designs for Cases $(1,2)$ being identical.

The programs were run usiug Selector I and II in turn for each of the cases (2,3). The results presenterd here are based on Selector I. Selector II failed to generate a satisfactory direction each time, due to the fact that the kinetic energy density at one of the variable sections became very large (of the order of $10^{4}$ in suitable units) in relation to the potential energy densities which werc everywhere of the same order of magnitude $\left(\approx 10^{3}\right)$. This part of the investigation was very heavy on computer time and it was therefore decided to try Selector III only on the final designs in Cases (2,3) to see whether further improvements were possible. Some improvement was obtained but was not commensurate with the time consumed. In the initial stages, the boundary designs were not highly constrained and a feasible design was obtained at the firstat temptusing Selector $T$. Thereafter, the designs became


Fig. 8 Case (3): initial design, waight $=3.60 \times 10^{3} \mathrm{fb}$, frequency $=2182.93 \mathrm{cps}$


Fig. 10 Weight versus redesign attempts for Casos $(2,3)$
mure highly constrained with a correspondingly reduced wedge of feasibility requiring a greatly increased number of redesign attempts before a successiul design was obtaned. This accomnts for the shape of the plots of weight versus total redesign attempts (Fig. 10) where its arbitrary nature and the decreasing con-
vergence rate make it impossible to determine when the syn thesis is complete. Attempts to consider higher order design spaces proved unsuccessful us the program became too big for the machine.
The final design in Case (1) was bounded by all four design
parameter constraints while the final designs in Cuses (2, 3) were bounded to within a reasonable tolerance by the vibration constraint and the design parameter constraint $a_{2}=L$. However, this does not necessarily mean that the optimum lies at the intersection of one or more constraint surfacts. The final designs (Figs. 7, 9) in Cases (2, 3), although differing in weight by less than 1 percent, are radically different in confuguration. This may be due to the local instabilities or to the presence of pookets of relative minima in the composite constraint surface. Fiwther research is needed to establish this point more conclusively.

## 8 Conclusions

An uutomated synthesis capability was developed for disks using a "black box" type representation for the frequency, weight reductions of 56.3 percent, 28.6 percent, 29.4 percent being recorded for the three oases presented here. The frequency calculations used here, thongh relatively simple from a mathematical standpoint, involve the programming of extremely long and complex routines. This couk mean run times of about 1 hour for comparatively few design cyeles, over 98 pereent of the time being consumed in the frequency calculations. The time and the design iterations required to achieve a specified weight, reduction increases at an increasing rate with the dimension of the design space, thus precluding any systematic evaluation of such cases. In addition, severe limitations would already be present from storage considerations.

Alternative analysis routines which could be used include an eigenvalue formulation $[6-10]$ based on the method of finite elements. This approach seems to offer better possibilities for exploiting Selector II, where the Lagrangian energy density vector, which determines the normal to the vibration constraint surface, could the readily calculated using the member stiffness and mass matrices. A derivation of this normal is given in reference [9]. The same difficulties regarding storage and time could ritl be present. In any case, these programs were not available to the author at the start of this investigation. Another possibility is an equivalent reformulation of the problem in which insiead of the weight being minimized, the frequenty is maximized with a constraint on the weight $W[h] \leq W_{e}$, along with the other constraints. These constraints are much easier to handle and enable the more conventional methods of nonlinear programming [20] to be better utilized.

The synthesis procedures used here displayed the same general characteristies as those developed in the earlier investigations [1-3] using a stress constraint. That is to say, rapid initial convergence followed by slow convergence as the designs becane more highly construined with a correspondingly reduced wedge of feasibility. The number of itcrations and the time consumed increase very considerably with the climensions of the design space. For instance, Cases $(1,2)$ using a stress coustraint required 62 iterations with a rum time of is minutes to achieve a weight reduction of 54 percent while the corresponding figures for an eleven-dimensional design space were 186 iterations with a run time of 30 minutes. It is estimated that on the average, the time for a frequency calculation exceeds that for a stress calcubation by a factor of over 10:1. It should also be noted that fhe designs presented here would be substantially modified in the presence of a yield constraint. on the stress with a correspondingly relnced weight change.
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# Application of Pontryagin's Principle to a Minimum Weight Design Problem 

A minimum weight design problem has been formulated as a general problem in optimalcontrol theory with the addition of state and control inequality co:straints. Complete analyical solutions have been derived usiug the maximum principle of Pontryagin.

## Introduction

T.This investigation is part of a research program into computational procedures based on the methods of mathematica! programming for optimizing structural systems in the presence of constraints. As a first step in this direction, the weight of a disk was minimized $[1-i]^{1}$ subject to specified behavioral and side constraints. The behavioral constraints were restricted to a consideration that the stresses should be everywhere below the yield stress and the natural frequencies of vibration should lie within specified resonance bands. The side constraints on the other hand imposed restrictions on the dimensions and tolerances of the disk. The problem was formulated analytically [6-7] as a Bolza problem of the calculus of variations with the frequencies as control parameters. The design requirements were represented by state and control inequality constraints, the control and state variables being given by functions deseribing the variations in thickness, stress, and deflection fields.

For purposes of numerical computations, the variational formulation was transformed into a discrete nonlinear programming formulation which was characterized by a "black-box-type" representation for the behavioral variables, giving rise to functional inequality constraints. These, together with the side constraints, were rejresented in design space by hypersurfaces which formed a composite constraint surface. The weight was represented by a fatily of contours of constant weight and the problem consisted of determining the least weight contour within the feasible region enveloped by the composite constraint surface. The solutions were based on a modified "stecpest-deseent-alternate step" mode of travel in design space.

This investigation considers the continuons formulation of the problem in the absence of a dynamic constraint. Analytical

[^8]solutions based on the maximum principle of Pontryagin are given for the resulting variational formulation. These represent the first-order necessary conditions for an optimal solution thus enabling the analytic characteristics of the problem to be compared with the numerical results obtained previously.

## Statement of Problem

The variational formulation is obtained by idealizing the turbine disk as a rotating circular disk of variable thickness. The weight is given by the functional expression, Fig. 1,

$$
\begin{equation*}
W^{\prime}[h]=\int_{a_{!}}^{a_{m}} 2 \pi \rho r h(r) d r \tag{1}
\end{equation*}
$$

where
$a_{1}=$ inner radius
$a_{\mathrm{m}}=$ outer radius
$h(r)=$ thickness at a radial distance $r$
$\rho=$ density of material assumed comstant
The radial distance is measured trom the axis of rotation along the normal direction, white $h(r)$ is measured parallel to the axis of rotation. The behavior of the disk is governed by the differential equations $\{2,3]$

$$
\begin{gather*}
\frac{d \sigma_{r}}{d r}=-\frac{1}{h}\left[\sigma_{r} \frac{d h}{d r}+\frac{h}{r}\left(\sigma_{r}-\sigma_{\nu}\right)+\rho \omega^{2} r h\right]  \tag{2}\\
\frac{d \sigma_{\theta}}{d r}=\frac{\sigma_{r}-\sigma_{\theta}}{r}-\frac{\nu}{h} \sigma_{r} \frac{d h}{d r}-\nu \rho \omega^{2} r
\end{gather*}
$$

where $\sigma_{n}, \sigma_{\theta}$ are the radial and tangential stresses, respectively, $\nu$ is Poisson's ratic, and $\omega$ the angular velocity of rotation. These have been derived on the assumption of radially symmetric plane stress. The case of plane stress involving an additional component $\sigma_{r \theta}$ can be handled using an analysis similar to that presented here. The state variables are the stresses which satisfy the transversality conditions


Fig. 1 Cross section of disk

$$
\begin{array}{lll}
\theta^{(1)}: & \sigma_{r}=s_{1} & \text { at } r=a_{1}  \tag{3}\\
\theta^{(m)}: & \sigma_{r}=s_{m} & \text { at } r=a_{m}
\end{array}
$$

where $s_{1}, s_{m}$ are constants.
The material of the disk is assumed to obey the Tresea yield condition

$$
\begin{equation*}
F\left(\sigma_{r}, \sigma_{\theta}\right) \leq \sigma_{0} \tag{4}
\end{equation*}
$$

where

$$
F\left(\sigma_{r}, \sigma_{\theta}\right)=\max \left(\left|\sigma_{r}\right|,\left|\sigma_{\theta}\right|,\left|\sigma_{r}-\sigma_{\theta}\right|\right)
$$

This state constraint region is illustrated in Fig. 2.
Consider a thickness distribution of the form

$$
\begin{align*}
h(r) & =b_{1} & & a_{1} \leq r \leq a_{3} \\
& =h(r) & & a_{2} \leq r \leq a_{m-1}  \tag{3}\\
& =b_{m} & & a_{m-1} \leq r \leq a_{m}
\end{align*}
$$

where $b_{1}, b_{m}, a_{1}, a_{m}, a_{m-1}$ are constants while $h(r), a_{2}$ are variables satisfying the constraint conditions

$$
\begin{gather*}
a_{1}<L \leq a_{2} \leq U<a_{m-1} \\
h(r) \geq \epsilon>0 \nLeftarrow r \in\left[a_{2}, a_{m-1}\right] \tag{6}
\end{gather*}
$$

where $L, U, \epsilon$ are positive constraints.
The eontrols $h(r), \dot{h}(r)^{2}$ are said to be admissble if

$$
1(\cdot)=\frac{d}{d r}()
$$

1 They are continuous in $a_{1}, a_{m}$.
2 The function $h(r)$ belongs to the constant control set $U$ defined by (i) and (6).

For given admisible controls $h(r), \dot{h}(r), a_{1} \leq r \leq a_{m}$, the state equations (2) in conjunction with the transversality eonditions (3) posisess a tmique continuous solution which defines a trajectory in state siace along which the states of the system are transferred between the end manifolds $\theta^{(1)}, \theta^{(m)}$. These trajectoric. are constrained to lie within the interior of the region of state space defined by (4). It is recuired to determine the optimal control $h^{*}(r), h^{*}(r), a_{1} \leq r \leq a_{m}$ which effects such a transfer while minimizing the weight ( 1 ).

As shown next, the constraints (6) provide necessary conditions for the existence of solutions.

## Unconstrained Problem

Consider the optimal control problem in the absence oi constraints on the control variables. Minimize

$$
\begin{equation*}
M[h] \doteq \int_{r_{0}}^{r_{r}} 2 \pi \rho r h(r) d r, \quad h \in E^{\prime} \tag{7}
\end{equation*}
$$

where

$$
a_{2} \leq r_{0}<r_{1} \leq_{m-1}
$$

Let $h=h^{*}(r) \forall r \in\left[r_{0}, r_{1}\right]$ be the minmizing function in class $O^{2}$ (i.e., $\ddot{h}^{*}(r)$ exists and is continuous). Then it is minimizing in the subctass

$$
\begin{equation*}
h(r)=h^{*}(r)+\epsilon_{0} \eta(r) ; \quad \eta(r) \in C^{2} \tag{8}
\end{equation*}
$$

where $\epsilon_{0}$ is a small parameter.

- Let

$$
\begin{align*}
F\left(\epsilon_{0}\right) & =M\left[h^{\prime}\right. \\
& =\int_{r_{0}}^{r_{1}} 2 \pi \rho r\left[h^{*}(r)+\epsilon_{0} \eta(r)\right] d r \\
& =\int_{r_{0}}^{r_{1}} 2 \pi \rho r h^{*}(r) d r+\epsilon_{0} \int_{r_{0}}^{r_{1}} 2 \pi \rho r \eta(r) d r \\
& =M\left[h^{*}\right]+\epsilon_{0} \int_{r_{0}}^{r_{1}} 2 \pi \rho r \eta(r) d r \tag{9}
\end{align*}
$$

But $F\left(\epsilon_{0}\right)$ is $\Omega$ minimum at $\epsilon_{0}=0$

$$
F^{\prime}(0)=0
$$

that is,

$$
\int_{r_{0}}^{r_{1}} 2 \pi \rho r \eta(r) d r=0
$$

for arbitrury $\eta(r)$.
But this is impossible and therefore the problem has no finite solutions over the entire function space and solutions exist only* for bounded $h(r)$.

## Constraints on $\mathrm{h}(\mathrm{r})$

Consider t'ie problem in the presence of the control constraint

$$
\begin{equation*}
h(r) \geq \epsilon \nLeftarrow r \in\left[r_{0}, r_{1}\right] \tag{10}
\end{equation*}
$$

From (7)

$$
\begin{gather*}
M[h] \geq \pi \rho\left(r_{1}^{2}-r_{0}^{2}\right) \epsilon  \tag{11}\\
\therefore h^{*}(r)=\epsilon \notin \in\left[r_{0}, r_{1}\right]  \tag{12}\\
M^{*} \doteq M\left[h^{*}\right]=\pi \rho\left(r_{1}^{2}-r_{0}^{2}\right) \epsilon
\end{gather*}
$$

Therefore optimal control is bang-bang in $\left[r_{0}, r_{1}\right]$.

## Presence of Control Set U

Therefore, the solutions in the presence of the control set $U$ are obtaned in the following way. From (1) and (5)
$W\left[h ; a_{2}\right]=\pi \rho b_{1}\left(a_{2}{ }^{2}-a_{1}{ }^{2}\right)+\pi \rho b_{m}\left(a_{m}{ }^{2}-a_{m-1}{ }^{2}\right)$

$$
\begin{equation*}
+\int_{a_{2}}^{a_{m-1}} 2 \pi \rho r h(r) d r \tag{13}
\end{equation*}
$$

The minimum of the integral in cquation (13) is given by
or from (12)

$$
\begin{equation*}
a_{2}{ }^{*}=a_{m-1} \tag{14}
\end{equation*}
$$

$$
h^{*}(r)=\epsilon \nvdash r \in\left[a_{2}, a_{m-1}\right]
$$

But the first possibility is excluded by the constraint condition (6). Therefore the optimal solution is given by

$$
\begin{gather*}
h^{*}(r)=\epsilon \nvdash r \in\left[a_{2}, a_{m-1}\right] \\
\min \int_{a_{2}}^{a_{m-1}} 2 \pi \rho r h(r) d r=\pi \rho\left(a_{m-1}^{2}-a_{2}^{2}\right) \epsilon \tag{14a}
\end{gather*}
$$

$\therefore W\left[h^{*} ; a_{2}\right]$
$=\pi \rho b_{1}\left(a_{2}{ }^{2}-a_{1}{ }^{2}\right)+\pi \rho b_{m}\left(a_{m}{ }^{2}-a_{m-1}{ }^{2}\right)+\pi \rho\left(a_{m-1}{ }^{2}-a_{2}{ }^{2}\right) \epsilon$
$=\pi \rho\left[\left(b_{1}-\epsilon\right) a_{2}{ }^{2}+b_{m}\left(a_{m}{ }^{2}-a_{m-1}{ }^{2}\right)+\epsilon a_{m-1}{ }^{2}-b_{1} a_{1}{ }^{2}\right]$
This may be regarded as a function of the control parameter $a_{2}$ and is to be minimized. Solutions exist only for bounded $a_{2}$ and are given by

$$
\begin{align*}
a_{2}^{*} & =L & & \text { if } b_{1}>\epsilon  \tag{16}\\
& =U & & \text { if } b_{1}<\epsilon
\end{align*}
$$

$$
\therefore W^{*} \doteq W\left[h^{*} ; a_{z}^{*}\right]
$$

$\left.=\pi \rho \min \dot{[ }\left(b_{1}-\epsilon\right) L^{2},\left(b_{1}-\epsilon\right) U^{2}\right]$

$$
\begin{equation*}
+b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\epsilon a_{m-1}^{2}-b_{1} a_{1}^{2} \tag{16a}
\end{equation*}
$$

Optimal control is contimous and bang-bang in [ $a_{2}, a_{m-1}$ ]. Solutions exist only for bounded $h(r), a_{2}$.
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## Maximum Principle

The maximum principle of Pontryagin and the associated Hamiltonian formulation is used to introduce the state variables into the problem.

$$
\begin{align*}
& H\left(\lambda_{0}, \lambda_{1}, \lambda_{2} ; \sigma_{r}, \sigma_{\theta}, r ; h, \dot{h}\right) \\
& \doteq 2 \pi \rho r h \lambda_{0}(r)-\frac{\lambda_{1}(r)}{h}\left[\sigma_{r} \dot{h}+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h\right] \\
&+\lambda_{2}(r)\left[\frac{\sigma_{r}-\sigma_{\theta}}{r}-\frac{\nu}{h} \sigma_{r} \dot{h}-\nu \rho \omega^{2} r\right] \tag{17}
\end{align*}
$$

It is known from the maximum principle that $\lambda_{0}$ is a nonpositive constant

$$
\begin{equation*}
\lambda_{0}(r)=\text { const } \leq 0 \tag{18}
\end{equation*}
$$

The associated adjoint equations are given by

$$
\begin{gather*}
\frac{d \lambda_{1}}{d r}=-\frac{\partial H}{d \sigma_{r}}=\frac{\lambda_{1}-\lambda_{2}}{r}+\left(\lambda_{1}+v \lambda_{2}\right) \frac{\dot{h}_{1}}{h}  \tag{19}\\
\frac{d \lambda_{2}}{d r}=-\frac{\partial H}{\partial \sigma_{\theta}}=-\frac{\lambda_{1}-\lambda_{2}}{r}
\end{gather*}
$$

In addition to the state and adjoint equations (2) and (19), it is assumed that the yield condition satisfies

$$
\begin{equation*}
F\left(\sigma_{r}(r), \sigma_{\theta}(r)\right)<\sigma_{0} \tag{20}
\end{equation*}
$$

The control $\dot{h}(r)$ is unconstraned and eontinnouts

$$
\begin{equation*}
\therefore \frac{\partial H}{\partial \dot{h}}=\lambda_{1}+\nu \lambda_{2}=0 \tag{21}
\end{equation*}
$$

Therefore (17) reduces to

$$
\begin{equation*}
H=2 \pi \rho r h \lambda_{0}-\left(\frac{\lambda_{1}-\lambda_{2}}{r}\right)\left(\sigma_{r}-\sigma_{G}\right) \tag{22}
\end{equation*}
$$

Maximizing $H$ with respect to $h(r) \in U$ gives

$$
\begin{gather*}
\lambda_{0}=\text { const }<0  \tag{23}\\
h(r)=\epsilon
\end{gather*}
$$

The state equations reduce to

$$
\begin{gather*}
\frac{d \sigma_{r}}{d r}=-\frac{\sigma_{r}-\sigma_{\theta}}{r}-\rho \omega^{2} r  \tag{24}\\
\frac{d \sigma_{\theta}}{d r}=\frac{\sigma_{r}-\sigma_{\theta}}{r}-\nu \rho \omega^{2} r \\
\therefore \sigma_{y}=C_{1}-\frac{C_{2}}{r^{2}}-\frac{3+\nu}{8} \rho \omega^{2} r^{2} \\
\sigma_{\theta}=C_{1}+\frac{C_{2}}{r^{2}}-\frac{1+3 \nu}{8} \rho \omega^{2} r^{2} \tag{25}
\end{gather*}
$$

where $C_{1}, C_{2}$ are constants of integration. Eliminating $r$ from (25),
$(1+3 \nu) \sigma_{r}^{2}-(3+\nu) \sigma_{\theta}^{2}-2(1-\nu) \sigma_{r} \sigma_{\theta}-8 C_{1} \sigma_{r}+8 C_{1} \sigma_{\theta}$

$$
\begin{equation*}
-4 C_{1}{ }^{2}(1-\nu)-2(1+\nu)^{2} C_{2} \rho \omega^{2}=0 \tag{26}
\end{equation*}
$$

This defines a family of hyperbolas in state space whose centers lie on the line

$$
\begin{equation*}
\sigma_{\theta}=\nu \sigma_{r} \tag{27}
\end{equation*}
$$

From (23) and (21)

$$
\begin{gather*}
\frac{d \lambda_{1}}{d r}=\frac{\lambda_{1}-\lambda_{2}}{r} \\
\frac{d \lambda_{2}}{d r}=-\frac{\lambda_{1}-\lambda_{2}}{r} \tag{28}
\end{gather*}
$$

Thercfore the adjoint equations are given by

$$
\begin{align*}
& \lambda_{1}(r)=A+B r^{2} \\
& \lambda_{2}(r)=A-B r^{2} \tag{29}
\end{align*}
$$

where $A, B$ are comstants of integration and correspond to a two parameter family of parabolas whose foci lie on the axis of rotation. The problem corresponds to a nomatoromous system with fixed end points $a_{1}, a_{m}$. The optimat contrul (23) is obtained by maximizing the Hamiltunian (17.)-with respect to the controls. The maximum principle used is applicable to points within the interior of the constraint region (20). A modified analysis applicable to points belonging to the boundary of this region is given next.

## Restricted Maximum Principle

Consider an optimal trajectory such that

$$
\begin{equation*}
F\left(\sigma_{r}(r), \sigma_{\theta}(r)\right)=\sigma_{0} \not \forall r \in\left[r_{e}, r_{l}\right] \tag{30}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1} \leq r_{e}<r_{i} \leq a_{m} \tag{30}
\end{equation*}
$$

Let

$$
\begin{equation*}
\nabla F \doteq\left(\frac{\partial F}{\partial \sigma_{r}}, \frac{\partial F}{\partial \sigma_{g}}\right) \tag{31}
\end{equation*}
$$

$p\left(\sigma_{r}, \sigma_{\theta_{0}} r ; h, h\right)$

$$
\begin{align*}
& \pm-\frac{1}{h}\left[\sigma_{r} \dot{h}+\frac{h}{r}\left(\sigma_{r}-\sigma_{\theta}\right)+\rho \omega^{2} r h\right] \frac{\partial F}{\partial \sigma_{r}} \\
& \quad+\left[\frac{\sigma_{r}-\sigma_{\theta}}{r}-\frac{\nu}{h} \sigma_{r} \dot{h}-\nu \rho \omega^{2} r\right] \frac{\partial F}{\partial \sigma_{\theta}} \tag{32}
\end{align*}
$$

Since the optimal trajectory defined by equation (2) belongs to the boundary of the constraint region (30)

$$
\begin{equation*}
p\left(\sigma_{r}, \sigma_{\theta}, r ; h, \dot{h}\right)=0 \tag{33}
\end{equation*}
$$

$$
\begin{align*}
\therefore h(r) & =h_{0} \exp \\
& -\left\{\int^{r} \frac{1}{\sigma_{r}}\left[\left(\frac{\sigma_{r}-\sigma_{\theta}}{r}\right) \frac{F \sigma_{r}-F \sigma_{\theta}}{F \sigma_{r}+r '^{\prime} \sigma_{\theta}}+\rho \omega^{2} r\right] \frac{d r}{r}\right\} \\
& \nvdash r \in\left[r_{\bullet}, r_{\theta}\right] \tag{34}
\end{align*}
$$

where $F \sigma_{r}, F \sigma_{\theta}$ denotes partial derivatives with respect to $\sigma_{r}, \sigma_{\theta}$, respectively.
Substituting (34) into (2)

$$
\begin{gather*}
\frac{d \sigma_{r}}{d r}=-\frac{1+\nu}{r} \frac{\left(\sigma_{r}-\sigma_{\theta}\right) F \sigma_{\theta}}{F \sigma_{r}+\nu \sigma_{\theta}}  \tag{35}\\
\frac{d \sigma_{\theta}}{d r}=\frac{1+\nu}{r} \frac{\left(\sigma_{r}-\sigma_{\theta}\right) F \sigma_{r}}{F \sigma_{r}+\nu / \sigma_{\theta}}
\end{gather*}
$$

This defines a two parameter family of trajectories in state space. These equations have been derived on the assumption that $F$ possesses contimuous second partial derivatives along the boundary. This condition is satisfied for the Tresea yield surface (4) everywhere except at the vertices. However, the stress states are uniquely determined at the vertices and the corresponding optimal control is obtained by direct substitution in the first of equations (2).

Let

$$
\begin{gather*}
A \doteq\left[\begin{array}{c}
\frac{\partial}{\partial \sigma_{r}}\left(\frac{d \sigma_{r}}{d r}\right), \frac{\partial}{\partial \sigma_{\theta}}\left(\frac{d \sigma_{r}}{d r}\right) \\
\frac{\partial}{\partial \sigma_{r}}\left(\frac{d \sigma_{\theta}}{d r}\right), \frac{\partial}{\partial \sigma_{\theta}}\left(\frac{d \sigma_{\theta}}{d r}\right)
\end{array}\right]=\left[\begin{array}{c}
-\frac{1}{h}\left(\dot{h}+\frac{h}{r}\right), \frac{1}{r} \\
\frac{1}{r}-\nu \frac{\dot{h}}{h},-\frac{1}{r}
\end{array}\right]  \tag{36}\\
b \doteq\left[\begin{array}{c}
\frac{\partial}{\partial \dot{h}}\left(\frac{d \sigma_{r}}{d r}\right) \\
\frac{\partial}{\partial \dot{h}}\left(\frac{d \sigma_{\theta}}{d r}\right)
\end{array}\right]=\left[\begin{array}{c}
-\frac{\sigma_{r}}{h} \\
-\nu \frac{\sigma_{r}}{h}
\end{array}\right] \tag{37}
\end{gather*}
$$

Therefore the adjoint equations are given by

$$
\begin{equation*}
\frac{d \lambda}{d r}=-\lambda \mathbf{A}+\lambda \mathbf{B}\left(\frac{\partial p}{\partial \dot{h}}\right)^{-1} \nabla p \tag{38}
\end{equation*}
$$

where

$$
\lambda=\left(\lambda_{1}(\dot{r}), \lambda_{2}(r)\right)
$$

These equations have been derived using Chapter 4 of reference [8] in which
$\mathbf{R}=p ; \mathbf{u}^{c}=\dot{h} ; \frac{\partial \mathrm{r}}{\partial \mathbf{u}^{c}}=\mathbf{B} ; \frac{\partial \mathrm{F}}{\partial \mathbf{x}}=\mathbf{A} ; \mathbf{x}=\left(\sigma_{r}, \sigma_{\theta}, r\right) ; \frac{\partial \mathbf{R}}{\partial \mathrm{x}}=\nabla_{s} p$
Substituting (36) and (37) into (38)

$$
\begin{array}{r}
\frac{d \lambda_{1}}{d r}=\frac{\lambda_{1}-\lambda_{2}}{r}-\frac{\lambda_{1}+\nu \lambda_{2}}{F \sigma_{r}+\nu F^{\prime} \sigma_{\theta}}\left(\frac{F \sigma_{r}-F \sigma_{\theta}}{r}-\dot{F} \sigma_{r}\right) \\
\frac{d \lambda_{2}}{d r}=-\frac{\lambda_{1}-\lambda_{2}}{r}+\frac{\lambda_{1}+\nu \lambda \lambda_{2}}{F \sigma_{r}+\nu F_{\theta}}\left(\frac{F \sigma_{r}-F \sigma_{\theta}}{r}+\dot{F} \sigma_{\theta}\right) \tag{39}
\end{array}
$$

## Tresca Yield Condition

The results obtained thus far are applicable to a general yield surface $F$. Consider the form of these equations when applied to the Tresca condition (4) except at the vertices, where the solutions are uniquely deternined by the state variables.

Therefore $F \sigma_{r} F \sigma_{\theta}$, are constants

$$
\begin{equation*}
\dot{F} \sigma_{r}=\dot{F} \sigma_{\theta}=0 \tag{40}
\end{equation*}
$$

From (39), (40)

$$
\begin{align*}
\frac{d}{d r}\left(-\lambda_{1} F \sigma_{\theta}\right. & \left.+\lambda_{2} F \sigma_{r}\right) \\
& =\frac{(1+\nu)\left(F \sigma_{r}+I\left(\sigma_{\theta}\right)\right.}{F \sigma_{r}+\nu F \sigma_{\theta}}\left[-\frac{\lambda_{2} F \sigma_{\theta}+\lambda_{2} F \sigma_{r}}{r}\right] \tag{41}
\end{align*}
$$

Therefore integrating

$$
\begin{equation*}
-\lambda_{1} F \sigma_{\theta}+\lambda_{z} F \sigma_{r}=C r^{\alpha} \tag{42}
\end{equation*}
$$

where

$$
\begin{aligned}
& \alpha=(1+\nu) \frac{F \sigma_{r}+F \sigma_{\theta}}{F \sigma_{r}+\nu F \sigma_{\theta}} \\
& C=\text { positive constant }
\end{aligned}
$$

Substituting (34) and (42) into (17) gives

$$
\begin{equation*}
H=2 \pi \rho r h \lambda_{0}+C(1+\nu) \frac{\sigma_{r}-\sigma_{\theta}}{F \sigma_{r}+\nu F \sigma_{\theta}} r^{\alpha-1} \tag{43}
\end{equation*}
$$

It is required to determine an optimal control $h^{*}(r) \in U$ which maximizes (43). It can easily be verified that for parts along AF or CD, Fig. 2, the second term on the right-hand side of (43) is negative while parts along FE, BC, ED, and BA give positive values. Therefore the optimal solutions lie on the later branches of the yich swrace.

Consider points along ED

$$
\begin{align*}
\sigma_{\theta} & =\sigma_{r}-\sigma_{0} \\
F \sigma_{r} & =1  \tag{44}\\
F \sigma_{\theta} & =-1
\end{align*}
$$

Substituting (44) into (35) gives

$$
\begin{gather*}
\frac{d \sigma_{r}}{d r}=\frac{1+\nu}{1-\nu} \frac{\sigma_{0}}{r}  \tag{4.5}\\
\therefore \sigma_{r}=\ln a r^{\beta} \quad(a>0) \tag{46}
\end{gather*}
$$

where

$$
\beta=\frac{1+\nu}{1-\nu} \sigma_{0}>0
$$

Under the influence of this trajectory the state of the system would eventually leave the branch $E D$ and move into the nonfeasible regign of state space. Therefore optimal control must operate along FE or CB3. Consider points along FE

$$
\begin{gather*}
\sigma_{r}=\sigma_{\theta} ; \quad 0 \leq \sigma_{\theta} \leq \sigma_{\theta}  \tag{47}\\
F \sigma_{r}=1 ; \quad F \sigma_{\theta}=0
\end{gather*}
$$

Sulsstituting (47) in (35) gives

$$
\begin{gather*}
\frac{d \sigma_{\theta}}{d r}=(1+\nu) \frac{\sigma_{\theta}-\sigma_{\theta}}{r}  \tag{48}\\
\therefore \sigma_{\theta}=\sigma_{\theta}-b r^{-(1+\nu)} \tag{49}
\end{gather*}
$$

where $b$ is a positive constant of integration. The optimal control is obtained by substituring (47) into (34):

$$
\begin{equation*}
h(r)=h_{0} \exp \left[\frac{b}{(1+\nu) \sigma_{0}} r^{-(1+\nu)}-\frac{\rho \omega^{2} r^{2}}{2 \sigma_{0}}\right] \tag{50}
\end{equation*}
$$

This is a monotonic decreasing function of $r$. Therefore the second of the constrant conditions (6) are satisfied by selecting the constant $h_{0}$ such that

$$
h_{0}>\epsilon \exp -\left[\frac{b}{(1+\nu) \sigma_{0}} r_{l}^{-(1+\nu)}-\frac{\rho \omega^{2} r_{l}{ }^{2}}{2 \sigma_{0}}\right]
$$

The adjoint equations are obtained in the following way. From (39) and (40)

$$
\begin{gather*}
\frac{d \lambda_{1}}{d r}+\frac{d \lambda_{2}}{d r}=0  \tag{51}\\
\therefore \lambda_{1}(r)+\lambda_{2}(r)=D \tag{52}
\end{gather*}
$$

From (42), (i2)

$$
\begin{align*}
\lambda_{1}(r) & =\frac{D F \sigma_{r}-C r^{\alpha}}{F \sigma_{r}+F \sigma_{\theta}}  \tag{53}\\
\lambda_{2}(r) & =\frac{D F \sigma_{\theta}+C r^{\alpha}}{F \sigma_{r}+F \sigma_{\theta}}
\end{align*}
$$

Substituting (47) into (53) gives

$$
\begin{align*}
& \lambda_{1}(r)=D-C r^{(1+\infty)} \forall r \in\left\{r_{e}, r_{l}\right\}  \tag{54}\\
& \lambda_{2}(r)=C r^{(1+\infty)} \forall r \in\left\{r_{e}, r_{l}\right\}
\end{align*}
$$

The major results established in this section are that the optimal control (50) must operate along th: optimal trajectory $\left|\sigma_{r}\right|=\sigma_{0}$ with adjoint equations (54). This result is confirmed by mumerical rezults obtaned previously $[2,3]$.

## Jump Condition

The adjoint vector is continuous at the entry point $r=r$ 。

$$
\lambda\left(r_{\epsilon}-0\right)=\lambda\left(r_{\epsilon}\right)
$$

This implies from (29) and (i4)

$$
\begin{align*}
& A+B r_{e}^{2}=D-C r_{e}^{1+\nu}  \tag{56}\\
& A-B r_{e}^{2}=C r_{e}^{1+\nu}
\end{align*}
$$

This adjoint vector is discontinuous on leaving

$$
\begin{equation*}
\lambda\left(r_{l}+0\right)=\lambda\left(r_{l}\right)-\mu\left(r_{i}\right) \nabla F \tag{57}
\end{equation*}
$$

where

$$
\begin{align*}
\mu(r) & =2 \cdot \mathrm{~B}\left(\frac{\partial p}{\partial \dot{h}}\right)^{-1} \\
& =\frac{\lambda_{1}+\nu \lambda_{2}}{F \sigma_{r}+\nu F \sigma_{\theta}} \nvdash r \in\left\{r_{\theta}, r_{l}\right] \tag{58}
\end{align*}
$$

Substituting (47) into (\%S) gives

$$
\begin{equation*}
\mu(r)=B-(1-\nu) A r^{\alpha}, \quad r_{e} \leq r \leq r_{i} \tag{59}
\end{equation*}
$$

Substituting (59) into ( $\% 7$ ) using (29) and (47) gives

$$
\begin{align*}
& A^{1}+B^{1} r_{i}^{2}=D-C r_{1}^{(1+\nu)}-B+(1-\nu) A r_{1}^{1+\nu}  \tag{60}\\
& A^{1}-B^{1} r_{t}^{2}=C r_{1}^{1+\nu}
\end{align*}
$$

From (\%6) and ( 60 ), the adjoint vectors on leaving may be determined in terms of the hyperbolas on entiy.

## Conclusions

Complete analytical solutions have been obtained using the Pontryagin formatation and are characterized by
$1 F\left(\sigma_{*}(r), \sigma_{\theta}(r)\right)<\sigma_{0} \not \forall r \in\left[a_{1}, a_{2}\right]$
$2 \quad F\left(\sigma_{r}(r), \sigma_{\theta}(r)\right)<\sigma_{0} \forall r \in\left[a_{m-1}, a_{m}\right]$
$3 \quad F\left(\sigma_{r}(r), \sigma_{\theta}(r)\right)<\sigma_{\theta}$ for $r \in\left[a_{2}, a_{m-1}\right]$ implics $h^{*}(r) \Longrightarrow \epsilon$
$4 F\left(\sigma_{r}(r), \sigma_{\theta}(r)\right)=\sigma_{\theta} \nLeftarrow r \in\left[r_{c}, r_{l}\right] \in\left[a_{2}, a_{m-1}\right]$ implies $h^{*}(r)=h_{0} \exp \left\{\frac{b}{(1+\nu) \sigma_{0}} r^{-(1+\nu)}-\frac{\rho \omega^{2} r^{2}}{2 \sigma_{0}}\right\}>\in$ the optimal trajectory corresponding to $\left|\sigma_{r}\right|=\sigma_{0}$.

5 Optimal state and control vectors miquely determined at the vertices of the Tresca hexagon by the state equations.

6 The control paraneter $a_{2}$ attains its limiting values.
Conditions (1) and (2) have been derived using the transversality conditions (3) and the state equations (25). A detailed analysis $p t$ the vertices of the Tresca hexagon is given in reference [2].
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#### Abstract

The problem considered is that of maximizing a linear combination of the natural frequencies of vibration of a turbine disc idealization of variable thickness. The problem is formulated as a general problem in optimal control theory with the addition of inequality constraints on the state variables. Significant progress has been made in solving the problem by using purely analytical techniques based on the maximum principle of Pontryagin. These transform the problem into a nonlinear programming problem which is solved numerically by using the Heaviside penalty function transformation in conjunction with Rosenbrock's hill-climbing techniques. Available computational experience indicates that these procedures provide powerful tools for handling complex structural optimization problems.


## 1. INTRODUCTION

This investigation is a continuation of a research programme into analytical and computational procedures based on the methods of mathematical programming for optimising structural systems in the presence of design constraints. Initially mathematical programming procedures were successfully developed for obtaining minimum weight solutions to a turbine disc of variable thickness in the presence of constraints on the stresses and the frequencies of vibration [1-5]. The stresses were required to be below the yield stress for the material of the disc while the vibrational frequencies were constrained to be outside given critical frequency bands. The problem was formulated as a general problem in optimal control theory with the addition of inequality constraints on the state and control variables. These variables were given by functions describing the variations in the thickness stress and deformation fields, with the frequencies corresponding to control parameters.

The continuous formulation [6-8] was described by the maximum principle of Pontryagin, while the numerical computations were based on a discretized non-linear programming formulation obtained by using a piecewise linear representation for the control variables. The non-linear programming formulation was characterized by non-analytic "black box" type constraints for the behavioural constraints, and the solutions were based on a generalized "steepest descent-alternate step" mode of travel in configuration space developed by Schmit et al. [9]: this being one of the most powerful methods available at the time for solving structural optimization problems with non-analytic constraints.

The work described here is an investigation of the dual problem of maximizing some linear combination of the frequencies of vibration of the turbine disc with a constraint on the total weight. The problem is again formulated as a general optimal control problem in the presence of inequality constraints on the state and control variables. Significant progress has been made in solving the problem by using analytical procedures based on the (restricted) maximum. principle of Pontryagin [10]. The adjoint systems of the Pontryagin formulation are solved by using perturbation techniques which give rise to fourth-order differential equations.

These are solved by using WKB expansions [11]. These analytical procedures transform the problem into a nonlinear programming problem, which is then solved by using the Heaviside penalty function transformations [12, 13] of non-linear programming in conjunction with Rosenbrock's hill-climbing techniques [14].

This paper includes a description of the synthesis procedures used to implement the optimized design cycles on an English Electric KDF9 computer together with a discussion of results.

## 2. DISC CONFIGURATION

The thickness distribution of the disc is assumed to be of the form (Figure 1)

$$
\begin{align*}
h(r) & =b_{1} & & a_{1} \leqslant r \leqslant a_{2}, \\
& =h(r) & & a_{2} \leqslant r \leqslant a_{m-1}, \\
& =b_{m}, & & a_{m-1} \leqslant r \leqslant a_{m}, \tag{1}
\end{align*}
$$

where $b_{1}, b_{m}, a_{1}, a_{m}$ and $a_{m-1}$ are constants while $h(r)$ and $a_{2}$ are variables satisfying the conditions

$$
\begin{gather*}
a_{1} \leqslant L \leqslant a_{2} \leqslant U<a_{m-1}, \\
h(r) \geqslant \epsilon>0, \quad \forall r \in\left[a_{2}, a_{m-1}\right], \tag{2}
\end{gather*}
$$

where $L$ and $U$ are bounds on the hub radius while $\epsilon$ is a small positive tolerance to ensure non-negative thicknesses. $h(r)$ is the thickness at a radial distance $r, h(r)$ being measured parallel to the axis of the disc. $a_{1}, a_{m}$ are the inner and outer radii, respectively, while $b_{1}, b_{m}$ are the widths of the hub and rim respectively.
The constraint on the total weight is

$$
\begin{equation*}
\int_{a_{1}}^{a_{m}} 2 \pi \rho r h(\cdot) \dot{\mathrm{d}} r \leqslant W_{0} \tag{3}
\end{equation*}
$$

where $\rho$ is the density of material, assumed to be constant and $W_{0}$ is a positive constaat.


Figure 1. Cross section of typical turbine disc.

For purposes of simplicity, the disc, which is essentially an idealization of a turbine disc, is studied in the absence of the blades. The width of the hub and the rim shape are fixed to allow for the attachment of the discs and the spacing of the blades in the turbine while the depth of the hub is variable to permit adjoining discs to be shrunk onto a common shaft. The thickness distribution for the remainder of the disc is variable but symmetrically distributed about the midplane.

Conditions (2) and (3) determine the side constraints for the problem. The vibration aspects are discussed below.

## 3. BEHAVIOURAL EQUATIONS

The small deflection motion of a thin disc in polar coordinates is given by [15]

$$
\begin{align*}
& \rho h \frac{\partial^{2} u}{\partial t^{2}}-\frac{1}{r} \frac{\partial}{\partial r}\left(r Q_{r}\right)-\frac{1}{r} \frac{\partial Q_{\theta}}{\partial \theta}=0 \\
& \frac{1}{r} \frac{\partial}{\partial r}\left(r M_{r}\right)-\frac{M_{\theta}}{r}-\frac{1}{r} \frac{\partial M_{r \theta}}{\partial \theta}-Q_{r}=0, \\
& \frac{1}{r} \frac{\partial M_{\theta}}{\partial \theta}-\frac{M_{r \theta}}{r}-\frac{1}{r} \frac{\partial}{\partial r}\left(r M_{r \theta}\right)-Q_{\theta}=0, \tag{4}
\end{align*}
$$

where $M_{r}, M_{\theta}, M_{r \theta}$ are the bending and twisting moments, $Q_{r}, Q_{\theta}$ are the shear forces and $u(r, \theta, t)$ is the axial displacement at time $t$ of the section whose initial coordinates are $(r, \theta)$.

A cylindrical coordinate system $O(r, \theta, z)$ is used, where $O z$ is along the axis of the disc, $r$ is the radial distance from $O z$, and $\theta$ is the angular coordinate about $O z$. Eliminating $Q_{r}$, $Q_{\theta}$ from equations (4) gives

$$
\begin{equation*}
\frac{1}{r} \frac{\partial^{2}}{\partial r^{2}}\left(r M_{r}\right)+\left(\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}-\frac{1}{r} \frac{\partial}{\partial r}\right) M_{\theta}-\frac{2}{r}\left(\frac{\partial^{2}}{\partial r \partial \theta}+\frac{1}{r} \frac{\partial}{\partial \theta}\right) M_{r \theta}=\rho h \frac{\partial^{2} u}{\partial t^{2}}, \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
M_{r} & =-\frac{E h^{3}}{12\left(1-\nu^{2}\right)}\left[\frac{\partial^{2} u}{\partial r^{2}}+\nu\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right], \\
M_{\theta} & =-\frac{E h^{3}}{12\left(1-\nu^{2}\right)}\left[\nu \frac{\partial^{2} u}{\partial r^{2}}+\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)\right], \\
M_{r \theta} & =\frac{E h^{3}}{12(1+\nu)}\left[\frac{1}{r} \frac{\partial^{2} u}{\partial r \partial \theta}-\frac{1}{r^{2}} \frac{\partial u}{\partial \theta}\right] . \tag{6}
\end{align*}
$$

$E$ is Young's modulus and $\nu$ is Poisson's ratio for the material, both assumed to be constant.
Consider solutions harmonically dependent on both $\theta$ and $t$ :

$$
\begin{equation*}
u(r, \theta, t)=W(r) \sin (n \theta+p t) \tag{7}
\end{equation*}
$$

where $n$ is the number of nodal diameters round the disc and $p$ is the natural frequency of vibration. $W(r)$ is the radial form of the function which describes the axial displacement. Substituting equations (6) and (7) into equation (5) gives

$$
\begin{align*}
& \frac{\mathrm{d}^{4} W}{\mathrm{~d} r^{4}}+2\left(\frac{3 \mathrm{~d} h}{h} \frac{1}{\mathrm{~d} r}+\frac{1}{r}\right) \frac{\mathrm{d}^{3} W}{\mathrm{~d} r^{3}}+\left[\frac{3}{h} \frac{\mathrm{~d}^{2} h}{\mathrm{~d} r^{2}}+\frac{6+3 v}{h r} \frac{\mathrm{~d} h}{\mathrm{~d} r}+\frac{6}{h^{2}}\left(\frac{\mathrm{~d} h}{\mathrm{~d} r}\right)^{2}-\frac{2 n^{2}+1}{r^{2}}\right] \frac{\mathrm{d}^{2} W}{\mathrm{~d} r^{2}} \\
& \quad+\left[\frac{3}{h r} \frac{\mathrm{~d}^{2} h}{\mathrm{~d} r^{2}}-\frac{6 n^{2}+3}{h r^{2}} \frac{\mathrm{~d} h}{\mathrm{~d} r}+\frac{6 v}{h^{2} r}\left(\frac{\mathrm{~d} h}{\mathrm{~d} r}\right)^{2}+\frac{2 n^{2}+1}{r^{3}}\right] \frac{\mathrm{d} W}{\mathrm{~d} r} \\
& \quad-n^{2}\left[\frac{3 \nu}{h r^{2}} \frac{\mathrm{~d}^{2} h}{\mathrm{~d} r^{2}}-\frac{9}{h r^{3}} \frac{\mathrm{~d} h}{\mathrm{~d} r}+\frac{6 \nu}{h^{2} r^{2}}\left(\frac{\mathrm{~d} h}{\mathrm{~d} r}\right)^{2}+\frac{4-n^{2}}{r^{4}}\right] W=\frac{12\left(1-\nu^{2}\right)}{E h^{2}} \rho p^{2} W \tag{8}
\end{align*}
$$

This is the basic equation describing the behaviour of the disc, in flexural moxion only. In order that Pontryagin's Principle be applied, this is reduced to a system of four equations of the first order.

The transversality conditions are provided by the boundary conditions at the edges of the disc. For example, suppose the inner edge is clamped while the outer edge is free. Then [16]

$$
\begin{align*}
& u=\frac{\partial u}{\partial r}=0, \quad \text { at } r=a_{1}, \\
& M_{r}=0, \quad \text { at } r=a_{m} \\
& Q_{r}-\frac{1}{r} \frac{\partial M_{r \theta}}{\partial \theta}=0, \quad \text { at } r=a_{m} \tag{9}
\end{align*}
$$

This latter condition reduces to

$$
\begin{equation*}
\frac{\partial}{\partial r}\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)+\frac{(1-\nu)}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}\left(\frac{\partial u}{\partial r}-\frac{u}{r}\right)=0, \quad \text { at } r=a_{m} \tag{9a}
\end{equation*}
$$

Substituting equation (7) into equations (9) and (9a) then gives

$$
\begin{array}{ll}
\text { at } r=a_{1}: & W=\frac{\mathrm{d} W}{\mathrm{~d} r}=0, \\
\text { at } r=a_{m}: & \frac{\mathrm{d}^{2} W}{\mathrm{~d} r^{2}}+\nu\left(\frac{1}{r} \frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{n^{2}}{r^{2}} W\right)=0, \\
& \frac{\mathrm{~d}}{\mathrm{~d} r}\left(\frac{\mathrm{~d}^{2} W}{\mathrm{~d} r^{2}}+\frac{1}{r} \frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{n^{2}}{r^{2}} W\right)-\frac{n^{2}(1-\nu)}{r^{2}}\left(\frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{W}{r}\right)=0 . \tag{10}
\end{array}
$$

The natural frequencies of vibration correspond to the eigenvalues of the differential system of equations (8) and (10). Since the boundary conditions (10). are homogeneous there will be a set of eigenvalues for the natural frequency $p$.

There are design advantages which result when the natural frequencies are as large as possible; in this investigation, therefore, it was attempted to maximize a linear combination of the natural frequencies by choosing a suitable representation for the shape function in an optimal way subject to the satisfying of the behaviour equations (8) and (10) and the design constraints (2) and (3). The mathematical formulation of this problem as an optimal control problem is given below.

## 4. OPTIMA: LCONTROL PROBLEM

Introduce the transformation relations

$$
\begin{align*}
x_{i} & =\frac{\mathrm{d}^{(i-1)} W}{\mathrm{~d} r^{(l-1)}}, \quad i=1,2,3,4 \\
x_{i+4} & =\frac{\mathrm{d}^{(i-1)} h}{\mathrm{~d} r^{(l-1)}}, \quad i=1,2 \\
u & =\frac{\mathrm{d}^{2} h}{\mathrm{~d} r^{2}}, \tag{11}
\end{align*}
$$

so that the control function is represented by $\mathrm{d}^{2} h / \mathrm{d} r^{2}$ and is a measure of the curvature of the thickness profile of the disc. The state variables are the thickness $h(r)$, the radial deformation $W(r)$ and their derivatives. Substituting equations (11) into equations (8) gives

$$
\frac{\mathrm{d} x_{i}}{\mathrm{~d} r}=x_{i+1}, \quad i=1,2,3
$$

$$
\begin{align*}
\begin{aligned}
& \frac{\mathrm{d} x_{4}}{\mathrm{~d} r}= {\left[\frac{12\left(1-v^{2}\right) \rho p^{2}}{E x_{5}^{2}}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}+\frac{6 n^{2} v x_{6}^{2}}{x_{5}^{2} r^{2}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}\right] x_{1} } \\
&-\left[\frac{3 \nu u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 v}{x_{5}^{2} r} x_{6}^{2}+\frac{2 n^{2}+1}{r^{3}}\right] x_{2} \\
& \quad-\left[\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}\right] x_{3}-2\left(\frac{3}{x_{5}} x_{6}+\frac{1}{r}\right) x_{4}, \\
& \frac{\mathrm{~d} x_{5}}{\mathrm{~d} r}= x_{6} \\
& \frac{\mathrm{~d} x_{6}}{\mathrm{~d} r}=u .
\end{aligned}
\end{align*}
$$

These correspond to the state equations for which the state and control variables are defined by equations (11). The appropriate state and control vectors are as follows:

$$
\begin{align*}
& \text { state vector: } \mathbf{x}=\left(x_{1}, \ldots, x_{6}\right)=\left(W, \frac{\mathrm{~d} W}{\mathrm{~d} r}, \frac{\mathrm{~d}^{2} W}{\mathrm{~d} r^{2}}, \left.\frac{\mathrm{~d}^{3} W}{\mathrm{~d} r^{3}} \right\rvert\, h, \frac{\mathrm{~d} h}{\mathrm{~d} r}\right) ; \\
& \text { control vector: } \mathbf{u}=\frac{\mathrm{d}^{2} h}{\mathrm{~d} r^{2}} ; \\
& \text { control parameter vector: } \mathbf{p}=\left(p_{1}, \ldots, p_{t}\right) . \tag{13}
\end{align*}
$$

These are the first $l$ natural frequencies of the disc, arranged in ascending order $0<p_{1}<p_{2}<$ $\ldots<p_{1}$.

Substituting equations (11) into equations (10) gives the following:

$$
\begin{align*}
& \theta^{(1)}: x_{1}\left(a_{1}\right)=x_{2}\left(a_{1}\right)=0 ; \\
& \theta^{(m)}: x_{3}\left(a_{m}\right)+\nu\left[\frac{x_{2}\left(a_{m}\right)}{a_{m}}-\frac{n^{2}}{a_{m}^{2}} x_{1}\left(a_{m}\right)\right]=0 ; \\
& \quad x_{4}\left(a_{m}\right)+\frac{x_{3}\left(a_{m}\right)}{a_{m}}-\frac{x_{2}}{a_{m}^{2}}\left(a_{m}\right)-\frac{n^{2}}{a_{m}^{2}} x_{2}\left(a_{m}\right)+\frac{2 n^{2} x_{1}\left(a_{m}\right)}{a_{m}^{3}} \\
& \quad+\frac{n^{2}(1-\nu)}{a_{m}^{2}}\left[x_{2}\left(a_{m}\right)-\frac{x_{1}\left(a_{m}\right)}{a_{m}}\right]=0 . \tag{14}
\end{align*}
$$

These correspond to the initial and terminal transversality conditions. The state inequality constraints are given by [see equations (2), (3) and (11)]

$$
\begin{align*}
& x_{5} \geqslant \epsilon, \forall r \in\left[a_{2}, a_{m-1}\right], \\
& \int_{a_{1}}^{a_{m}} 2 \pi \rho r x_{5} \mathrm{~d} r \leqslant W_{0} . \tag{15}
\end{align*}
$$

The merit criterion is defined by a function of the form

$$
\begin{equation*}
G(\mathrm{p})=\sum_{i=1}^{1} c_{i} p_{t} \tag{16}
\end{equation*}
$$

where the coefficients $c_{i}$ are weighting factors based on the Gaussian distribution function

$$
\begin{align*}
& c_{i}=\phi\left(\frac{p_{i}-p_{1}}{p_{1}}\right), \quad i=1, \ldots, l \\
& \phi(t)=\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-\left(\mathrm{t}^{2} / 2\right)} \tag{17}
\end{align*}
$$

Hence,

$$
c_{1}>c_{2}>\ldots>c_{l}>0
$$

and

$$
0<p_{1}<p_{2} \ldots<p_{1}
$$

The Gaussian distribution function was selected to give principal priority to the fundamental frequency $p_{1}$ and decreasing priorities to the higher frequencies $p_{2}, \ldots, p_{l}$. The initial values for the $p_{i}$ used in equations (17) are obtained from experimental data for standard turbine disc configurations. These determine the coefficients $c_{l}$ which are subsequently held constant during the synthesis. The merit criterion (16) gives a synthesis problem which appears to be closcly allied in a dual sense, to a problem considered earlier [2,5], whereby the weight of the turbine disc idealization was minimized subject to a constant on the natural frequencies of vibration, the frequencies being constrained to lie outside specified resonance bands. The establishment of this type of dual relationship could lead as a next step to a consideration of the more difficult but industrially important problem of designing a turbine disc to avoid certain critical frequency bands, while exhibiting optimal weight-frequency characteristics.

## 5. PONTRYAGIN FORMULATION

The optimal control problem consists in maximizing the merit criterion (17) subject to the state differential equations (12) in conjunction with the transversality conditions (14) and the state constraints(15). The state and control vectors are defined by equations (13). The solutions are based on the maximum principle of Pontryagin, the main results of which are summarized below for purposes of ready reference. For further details the reader is referred to reference [10].

Suppose that a dynamical system with state variables $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ has equations of motion described by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}}{\mathrm{~d} r}=\mathbf{f}(\mathbf{x}, \mathbf{u}, \mathbf{p}, \mathbf{r}) \tag{12a}
\end{equation*}
$$

where $\mathbf{u}(r) \in U$, defined over some interval $r_{0} \leqslant r \leqslant r_{1}$, is a vector of controls and p is a vector of control parameters. The state variables art assumed to satisfy initial and terminal conditions of the form

$$
\begin{equation*}
\mathbf{x}\left(r_{0}\right) \in \theta^{(0)} ; \quad \mathbf{x}\left(r_{1}\right) \in \theta^{(1)} \tag{14a}
\end{equation*}
$$

where $\theta^{(0)}$ and $\theta^{(1)}$ are specified end manifolds in state space. Thus, for a given $\mathbf{u} \in U$, and a given $p$, the state equations ( 12 in ) in conjunction with the transversality conditions (14a) possess a unique continuous solution $\mathbf{x}(r)$ which defines a trajectory in state space along which the states of the system are transferred between the end manifolds $\theta^{(0)}$ and $\theta^{(1)}$.

In addition, suppose that the system states are constrained to lie in a given region $B$ of state space defined by

$$
\begin{equation*}
B \equiv\{\mathbf{x} \mid g(\mathrm{x}) \leqslant 0\} ; \quad B \subset E^{n} \tag{15a}
\end{equation*}
$$

This means that only those paths from the initial manifold $\theta^{(0)}$ to the terminal manifold $\theta^{(1)}$ which lie entirely in $B$ are admissible. The object of the analysis is to determine an optimal control $\mathbf{u}(r) \in U$ for $r_{0} \leqslant r \leqslant r_{1}$ and an optimal control parameter $\mathbf{p}$ which effects such a transfer while extremizing a merit criterion of the form

$$
\begin{equation*}
G=G(\mathbf{p}) \tag{17a}
\end{equation*}
$$

The necessary conditions for an extremal solution are contained in Pontryagin's maximum principle which calls for the maximization with respect to $\mathbf{u} \in U$ of the Hamiltonian function defined by the scalar product

$$
\begin{equation*}
H=\lambda . \mathbf{f}, \tag{18a}
\end{equation*}
$$

where $\boldsymbol{\lambda}=\left(\lambda_{1} \ldots \lambda_{n}\right)$ are the adjoint variables satisfying the differential equations

$$
\begin{equation*}
\frac{\mathrm{d} \lambda}{\mathrm{~d} r}=-\nabla_{x} H, \tag{20a}
\end{equation*}
$$

where $\nabla_{x}$ denotes the gradient operator with respect to the state variables. This form of the maximum principle is applicable to arcs of the optimal trajectory which lies within the interior of the state constraint domain (15a), $g(x)<0$. For arcs of the optimal trajectory which lies on the boundary of $B$,

$$
g(x)=0, \quad \text { for } r_{e} \leqslant r \leqslant r_{i},
$$

where $r_{0} \leqslant r_{e}<r_{t} \leqslant r_{1}$. The points $\mathrm{x}\left(r_{c}\right), \mathrm{x}\left(r_{t}\right)$ are called the entry and leaving points respectively. The extremal conditions are now described by the restricted maximum principle (see chapter 4 of reference [10]), whereby

$$
p(\mathbf{x}, \mathrm{u}, \mathrm{p}) \equiv \nabla_{x} g \cdot \mathbf{f}=0, \quad \text { for } \forall r \epsilon\left[r_{\epsilon}, r_{l}\right]
$$

provided $\nabla_{x} g$.fdoes not contain $r$. Controls $\mathbf{u} \in U$ which satisfy the above conditions are said to belong to the restricted control set.

These results are now applied to the disc protlem for which the Hamiltonian is defined by [see equations (12) and (18a)]

$$
\begin{align*}
H(\lambda ; x ; r ; u)= & \sum_{t=1}^{3} \lambda_{t} x_{1+1}+\lambda_{4}\left[\left(\frac{12\left(1-v^{2}\right)}{E x_{5}^{2}} \rho p^{2}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}+\frac{6 n^{2} \nu x_{6}^{2}}{x_{5}^{2} r^{2}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}\right) x_{t}\right. \\
& -\left(\frac{3 v u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 \nu x_{6}^{2}}{x_{5}^{2} r}+\frac{2 n^{2}+1}{r^{3}}\right) x_{2}- \\
& \left.-\left(\frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}\right) x_{3}-2\left(\frac{3}{x_{5}} x_{6}+\frac{1}{r}\right) x_{4}\right]+\lambda_{5} x_{6}+\lambda_{6} u, \tag{18}
\end{align*}
$$

where $\lambda_{i}(r) ; i=1, \ldots, 6$ are the components of the adjoint vector, the slate and control vectors and parameters being given by equations (i3). The solutions are based on the following configurations for the optimal trajector: (i) arcs of the optimal trajectory which lies within the interior of the state constraint region $x_{5}>\epsilon$; (ii) arcs of the optimal trajectory which lies on the boundary $x_{5}=\epsilon$ for which the restricted naximum principle [10] is applicable.

The composite representation for the optimal trajectory between the end manifolds $\theta^{(1)}$ and $\theta^{(m)}$ defined by equations (14) is obtained hy matching these separate arcs at the entry and leaving poists. From equations (13), the optimal trajectory determines the optimal shape and deformation functions for the disc.

A detailed consideration of the above cases is preserited in sections 6 and 7 .

## 6. INTERIOR OF CONSTRAINT REGION

The configuration of interest here corresponds to arcs of the optimal trajectory lying in the interior of the state constraint region (15), $x_{5}>\epsilon$. Tie control $u(r)$ is unbounded and continuous in $\left[a_{2}, a_{m-1}\right]$, so that, from the maximization condition,

$$
\begin{equation*}
\frac{\partial H}{\partial u}=\lambda_{4}\left[\frac{3 n^{2} v x_{1}}{x_{5} r^{2}}-\frac{3 v x_{2}}{x_{5} r}-\frac{3 x_{6}}{x_{5}}\right]+\lambda_{6}=0 . \tag{19}
\end{equation*}
$$

With the Hamiltonian as defined in equation (18), the adjoint equations (20a) reduce to

$$
\begin{align*}
& \frac{\mathrm{d} \lambda_{1}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{1}}=-\lambda_{4} A, \\
& \frac{\mathrm{~d} \lambda_{2}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{2}}=-\lambda_{1}+\lambda_{4} B, \\
& \frac{\mathrm{~d} \lambda_{3}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{3}}=-\lambda_{2}+\lambda_{4} C, \\
& \frac{\mathrm{~d} \lambda_{4}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{4}}=-\lambda_{3}+\lambda_{4} D, \\
& \frac{\mathrm{~d} \lambda_{5}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{5}}=-\lambda_{4} E, \\
& \frac{\mathrm{~d} \lambda_{6}}{\mathrm{~d} r}=-\frac{\partial H}{\partial x_{6}}=-\lambda_{4} F-\lambda_{5}, \tag{20}
\end{align*}
$$

where

$$
\begin{aligned}
& A= \frac{12\left(1-v^{2}\right) \rho p^{2}}{E x_{5}^{2}}+\frac{3 n^{2} v u}{x_{5} r^{2}}-\frac{9 n^{2} x_{6}}{x_{5} r^{3}}-\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}, \\
& B= \frac{3 v u}{x_{5} r}-\frac{6 n^{2}+3}{x_{5} r^{2}} x_{6}+\frac{6 v x_{6}^{2}}{x_{5}^{2} r}+\frac{2 n^{2}+1}{r^{3}}, \\
& C= \frac{3 u}{x_{5}}+\frac{6+3 v}{x_{5} r} x_{6}+\frac{6 x_{6}^{2}}{x_{5}^{2}}-\frac{2 n^{2}+1}{r^{2}}, \\
& D= 2\left(\frac{3 x_{6}}{x_{5}}+\frac{1}{r}\right), \\
& E= {\left[-\frac{24\left(1-\nu^{2}\right) \rho p^{2}}{E x_{5}^{3}}-\frac{3 n^{2} v u}{x_{5}^{2} r^{2}}+\frac{9 n^{2} x_{6}}{x_{5}^{2} r^{3}}-\frac{12 n^{2} \nu x_{6}}{x_{5}^{3} r^{2}}\right] x_{1} } \\
&-\left(-\frac{3 v u}{x_{5}^{2} r}+\frac{6 n^{2}+3}{x_{5}^{3} r^{2}} x_{6}-\frac{12 v x_{6}^{2}}{x_{5}^{3} r}\right) x_{2} \\
& \quad-\left(-\frac{3 u}{x_{5}^{2}}-\frac{6+3 v}{x_{5}^{2} r^{2}} x_{6}-\frac{12 x_{6}^{2}}{x_{5}^{3}}\right) x_{3}+\frac{6 x_{6}}{x_{5}^{2}} x_{4}, \\
& F=\left(-\frac{9 n^{2}}{x_{5} r_{3}}+\frac{12 n^{2} v_{6}}{x_{5}^{2} r^{2}}\right) x_{1}-\left(--\frac{6 n^{2}+3}{x_{5} r^{2}}+\frac{12 v x_{6}}{x_{5}^{2} r}\right) x_{2} \\
& \quad-\left(\frac{6+3 v}{x_{5} r}+\frac{12 x_{6}}{x_{5}^{2}}\right) x_{3}-\frac{6 x_{4}}{x_{5}} .
\end{aligned}
$$

Complete analyical sointions to the differential system (20) are very difficult to obtain and recourse is made to the following approximate technique. The validity of this method is justified a posteriori.

Consider series solutions of the form

$$
\begin{equation*}
\lambda_{l}(r)=\sum_{j=0}^{\infty} \lambda_{l j}(r) \eta^{j}, \quad i=1,2, \ldots, 6 \tag{21}
\end{equation*}
$$

where $\eta$ is a small parameter which has essentially a mathematical rather than physical significance. Suppose $\lambda_{4}$ is small. This means $\lambda_{40}=0$, so that $\lambda_{4}=O(\eta)$. Substitute equations (21) into equation (19) and equate to zero the lowest power of $\eta$, giving $\lambda_{60}=0$. Similarly
substitute equations (21) into equations (20) and equate the corresponding coefficients of $\eta^{0}$. This gives, on solving the resulting differential equations, the zero-order solutions for $\lambda$ :

$$
\begin{align*}
& \lambda_{10}=\lambda_{1}^{0} \\
& \lambda_{20}=-\lambda_{1}^{0} r+\lambda_{2}^{0} \\
& \lambda_{30}=\lambda_{1}^{0}\left(r^{2} / 2\right)-\lambda_{2}^{0} r+\lambda_{3}^{0}, \\
& \lambda_{40}=\lambda_{50}=\lambda_{60}=0 . \tag{22}
\end{align*}
$$

Therefore the adjoint vector is given by

$$
\begin{align*}
& \lambda_{1}=\lambda_{1}^{0}+O(\eta) \\
& \lambda_{2}=-\lambda_{1}^{0} r+\lambda_{2}^{0}+O(\eta) \\
& \lambda_{3}=\lambda_{1}^{0}\left(r^{2} / 2\right)-\lambda_{2}^{0} r+\lambda_{3}^{0}+O(\eta) \\
& \lambda_{4}=O(\eta) \\
& \lambda_{5}=O(\eta) \\
& \lambda_{6}=O(\eta) \tag{23}
\end{align*}
$$

Equations (22) are obtained by excluding the equation $\mathrm{d} \lambda_{4} / \mathrm{d} r=-\lambda_{3}+\lambda_{4} D$ in equations (20). Therefore from equations (22), $|D|$ must be large for consistency. From equations (13), and the definition of $D$,

$$
\begin{equation*}
D \equiv 2\left(\frac{3 x_{6}}{x_{5}}+\frac{1}{r}\right)=2\left(\frac{3}{h} \frac{\mathrm{~d} h}{\mathrm{~d} r}+\frac{1}{r}\right) \approx k \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
|k|>0 \tag{25}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& h(r) \approx \frac{C}{r^{1 / 3}} \mathrm{e}^{k r / 3}, \quad C>0 \\
& h^{\prime}(r) \approx \frac{k}{3} h \\
& h^{\prime \prime}(r) \approx \frac{k^{2}}{9} h . \tag{26}
\end{align*}
$$

These determine the optimal thickness for sub-intervals of $\left[a_{2}, a_{m-1}\right]$ for which $h(r) \neq \epsilon$. The proof of condition (25) that $|k|$ is large is given in section 8 . This is the justification for the earlier assumption that $\lambda_{4}$ is small. Therefore equations (23) and (26) determine a compatible set of solutions for the adjoint equations (20).

The optimal deformeticn $W(r)$ is obtained by substituting equations (26) into equation (8), and simplifying by using the condition (25), to give the differential equation

$$
\begin{equation*}
\frac{\mathrm{d}^{4} W}{\mathrm{~d} r^{4}}+2 k \frac{\mathrm{~d}^{3} W}{\mathrm{~d} r^{3}}+k^{2} \frac{\mathrm{~d}^{2} W}{\mathrm{~d} r^{2}}+\frac{\nu k^{2}}{r} \frac{\mathrm{~d} W}{\mathrm{~d} r}-\left[\frac{12\left(1-\nu^{2}\right) \rho p^{2}}{E h^{2}}+\frac{n^{2} \nu k^{2}}{r^{2}}\right] W=0 . \tag{27}
\end{equation*}
$$

The solutions to this equation are given below for the cases when $k$ is large and negative, and $k$ is large and positive. These, together with condition (25) determine the interior arcs of the optimal trajectory, which are subsequently matched with the boundary arcs (at the entry and leaving points) to give the composite shape function for the disc.

Case 1a: $k<0$
This corresponds to $k$ large and negative.

Put $x=-k\left(r-a_{2}\right)$, in equation (27) and let $|k| \rightarrow \infty$. This gives, after simplification, the following differential equation:

$$
\begin{equation*}
\frac{\mathrm{d}^{4} W}{\mathrm{~d} x^{4}}-2 \frac{\mathrm{~d}^{3} W}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} W}{\mathrm{~d} x^{2}}-\Lambda^{4} f(x) W=0 \tag{28}
\end{equation*}
$$

where

$$
\begin{gathered}
\Lambda^{4}=\mathrm{e}^{-2 k a_{2} / 3} \quad(\text { large }) \\
f(x)=\frac{12\left(1-\nu^{2}\right) \rho p^{2}}{E C^{2}|k|^{14 / 3}}\left(-k a_{2}+x\right)^{2 / 3} \mathrm{e}^{2 / 3 x}>0
\end{gathered}
$$

Put $W==\mathrm{e}^{x / 2} u(x)$ in equation (28). This gives the following differential equation for $u(x)$ :

$$
\begin{equation*}
\frac{\mathrm{d}^{4} u}{\mathrm{~d} x^{4}}-\frac{1}{2} \frac{\mathrm{~d}^{2} u}{\mathrm{~d} x^{2}}+\left[\frac{1}{16}-\Lambda^{4} f(x)\right] u=0 \tag{29}
\end{equation*}
$$

Since the parameter $\Lambda$ is large, this equation can be solved by using WKB expansions of the form

$$
\begin{equation*}
u(x)=g_{0}(x) e^{\Lambda \phi(x)}\left\{1+\frac{g_{1}(x)}{\Lambda}+\frac{g_{2}(x)}{\Lambda^{2}}+\ldots\right\} \tag{30}
\end{equation*}
$$

Substituting equation (30) into equation (29) and equating to zero coefficients of $\Lambda^{4}, \Lambda^{3}, \ldots$ gives

$$
\begin{gathered}
\phi_{s}^{\prime}=\{f(x)\}^{1 / 4} \mathrm{e}^{i s \pi / 2}, \quad s=0,1,2,3, \\
g_{0}=\{f(x)\}^{-3 / 8}
\end{gathered}
$$

Therefore

$$
\begin{equation*}
W(x)=\sum_{s=0}^{3} \alpha_{s} \mathrm{e}^{x / 2}[f(x)]^{-3 / 8} \exp \left[\Lambda \mathrm{e}^{i s \pi / 2} \times \int^{x}\{f(x)\}^{1 / 4} \mathrm{~d} x\right] \times\left(1+O\left(\frac{1}{\Lambda}\right)\right) \tag{31}
\end{equation*}
$$

where $\alpha_{s}, s=0,1,2,3$ are constants of integration. Finally, the form of equation (27) for large positive values of $k$ is considered below.

Case Ib: $k>0$
Put $x=k\left(r-a_{2}\right) ; k \rightarrow \infty$ in equation (27). This gives, on simplification,

$$
\frac{\mathrm{d}^{4}: W}{\mathrm{~d} x^{4}}+2 \frac{\mathrm{~d}^{3} W}{\mathrm{~d} x^{3}}+\frac{\mathrm{d}^{2} W}{\mathrm{~d} x^{2}} \approx 0
$$

Solving this results in

$$
\begin{equation*}
W(r)=\alpha_{4}+\alpha_{5} r+\left(\alpha_{6}+\alpha_{7} r\right) \mathrm{e}^{-k r} \tag{32}
\end{equation*}
$$

where $\alpha_{4}, \alpha_{5} ; \alpha_{6}, \alpha_{7}$ ait constants of integration. Equations (32) and (31) determine the solutions to equation (27). The state and control variables are given by equations (13), (26), (32) and (31). These equations determine the complete representation for the system when the optimal trajectory belongs to the interior of the state constraint region.

The corresponding equations when the optimal trajectory belongs to the boundary are given below, in section 7.

## 7. BOUNDARY OF CONSTRAINT REGION

The restricted maximum principle is applied to arcs of the optimal trajectory lying on the state constraint boundary [10]. Let the boundary arc be defined by

$$
\begin{equation*}
x_{s}(r)=\epsilon, \forall r \in\left[r_{c}, r_{l}\right] \tag{33}
\end{equation*}
$$

where $a_{2}<r_{\mathrm{c}}<r_{1}<a_{m-1}$, and $\mathbf{x}\left(r_{\mathrm{e}}\right), \mathbf{x}\left(r_{l}\right)$ are the entry and leaving $\boldsymbol{y}$ ints, respectively. The restricted control set described in section 5 is now formed:

$$
\nabla_{x}\left(x_{5}-\epsilon\right)=(0,0,0,0,1,0)
$$

Therefore $p \approx$ scalar product of $\nabla_{x}\left(x_{5}-\epsilon\right)$ with the right-hand sidet of the state equations (12) is equal to $x_{6}$. Hence

$$
\begin{align*}
x_{6} & =0, \\
u & =0 . \tag{33a}
\end{align*}
$$

This is to be expected since $h(r) \equiv x_{5}=\epsilon$ implies $x_{6} \equiv \mathrm{~d} h / \mathrm{d} r=0$ and $t^{\prime} \pm \mathrm{d}^{2} h / \mathrm{d} r^{2}=0$.
Substituting into the state equations (12) or (8) and simplifying then gives

$$
\frac{\mathrm{d}^{4} W}{\mathrm{~d} r^{4}}+\frac{2 \mathrm{~d}^{3} W}{r} \frac{2 n^{2}+1}{\mathrm{~d}^{3}}-\frac{\mathrm{d}^{2} W}{\mathrm{~d} r^{2}}+\frac{2 n^{2}+1}{r^{3}} \frac{\mathrm{~d} W}{\mathrm{~d} r}+\left[\frac{n^{2}\left(n^{2}-4\right)}{r^{4}}-\frac{12\left(1-v^{2}\right) \rho p^{2}}{l \varepsilon^{2}}\right] W=0 .
$$

The solutions to this fourth-order equation are

$$
\begin{equation*}
W(r)=\alpha_{8} \ddot{J}_{n}(\Omega r)+\alpha_{9} Y_{n}(\Omega r)+\alpha_{10} I_{n}(\Omega r)+\alpha_{11} K_{n}(\Omega r) \tag{33b}
\end{equation*}
$$

where $J_{n}(r)$ and $Y_{n}(r)$ are Bessel functions, $I_{n}(\Omega r)$ and $K_{n}(\Omega r)$ are modificd Bessel functions, $\alpha_{8}, \alpha_{9}, \alpha_{10}$ and $\alpha_{11}$ are constants of integration and

$$
\Omega^{4}=12\left(1-\nu^{2}\right) \rho p^{2} / E \epsilon^{2}
$$

State and control variables are given by equations (13), (33a) and (33b). This concludes the analysis for an opiimal thickness $h^{*}(r) \doteq \epsilon$.

## 8. OPTIMAL THICKNESS PATTERN

Equations (26), (31) and (32) corresponding to interior arcs of the optimal trajectory determine the optimal shape and deformation functions for $|k|$ large. These are merged at $r_{c}$ and $r_{l}$ with the corresponding solutions (33a), (33b) for the boundary arcs to yield the optimal design configuration.

The optimal thickness is given by (see Figures 2-4)

$$
\begin{align*}
h^{*}(r) & =h^{-}(r), & & a_{2} \leqslant r \leqslant r_{e} \\
& =\epsilon, & & r_{\mathrm{e}} \leqslant r \leqslant r_{1}, \\
& =h^{+}(r), & & r_{1} \leqslant r \leqslant a_{m-1}, \tag{34}
\end{align*}
$$

where $h^{-}(r), h^{+}(r)$ correspond to the function (26) for values of $k<0$ ana $k>0$, respectively. Figures 2 and 3 show the functions $h^{-}(r)$ and $h^{+}(r)$, respectively, corresponding to interior arcs of the optimal trajectory. For $k<0, h^{-}(r)$ is a monotonic decreas.ing function of $r$, so that in the interval $a_{2} \leqslant r \leqslant r_{\mathrm{c}}, h^{-}(r)$ decreases monotonically from $b_{1}$ and reaches its lower limit $\epsilon$ at $r=r_{r}$. At this point, the optimal trajectory enters the boundiny of the state constraint domain, leaving it finally at $r=r_{b}$, so that $h_{1}^{*}(r)=\epsilon$ for $r_{e} \leqslant r \leqslant r_{i}$. From Figure 3 it is seen that in the interval $r_{t} \leqslant r \leqslant a_{m-1}$, the optimal thickness is given 才y $h^{+}(r) . h^{+}(r)$ has a minimum at

$$
r=1 / k^{+}
$$

so that $r_{l} \geqq 1 / k^{+}$. This result is used in equation (38) in obtaining the sice constraints. In the interval $\left[r_{l}, a_{m-1}\right], h^{*}(r)=h^{+}(r)$ increases monotonically from its limiting value $\epsilon$ to $b_{m}$.

But from physical continuity conditions

$$
\begin{array}{ll}
h^{-}\left(a_{2}\right)=b_{1}, & h^{-}\left(r_{\epsilon}\right)=\epsilon, \\
h^{+}\left(r_{t}\right)=\epsilon, & h^{+}\left(a_{m-1}\right)=b_{m} . \tag{35}
\end{array}
$$



Figure 2. Thickness for $k<0 .\left|k_{1}\right|<\left|k_{2}\right|<\left|k_{3}\right|$.


Figure 3. Thickness for $k>0 . k_{1}>k_{2}>k_{3} ; h^{+}(r)=\left(C^{+} / r^{1 / 3}\right) \exp \left(k^{+} r / 3\right) ; \mathrm{d} h^{+} / \mathrm{d} r=\left(C^{+} / 3 r^{1 / 3}\right)\left(k^{+}-1 / r\right)$
$\mathrm{p} /$. $\exp \left(k^{+} r / 3\right)$.

Theiefore, substituting equation (35) into equation (26) yields

Eliminating $C^{-}$gives

$$
\begin{aligned}
b_{1} & =\left(C^{-} / a_{2}^{1 / 3}\right) \mathrm{e}^{k-a_{2} / 3} \\
\epsilon & =\left(C^{-} / r_{e}^{1 / 3}\right) \mathrm{e}^{k^{-} r_{\mathrm{e}} / 3}
\end{aligned}
$$

and therefore

$$
\begin{equation*}
\left.k^{-}=\frac{3}{a_{2}-r_{\mathrm{c}}} \ln \frac{\mid h_{1}}{\mid \epsilon}\left(\frac{a}{r_{\mathrm{c}}}\right)^{1 / 3} \right\rvert\, \tag{36}
\end{equation*}
$$

Again

$$
\begin{equation*}
\left|k^{-}\right| \rightarrow \infty \text { as } \epsilon \rightarrow 0+ \tag{36a}
\end{equation*}
$$

Eliminating $C^{+}$gives

$$
\begin{gathered}
b_{m}=\left(C^{+} / a_{m-1}^{1 / 3}\right) \mathrm{e}^{k^{+} a_{m-1} / 3} \\
\epsilon=\left(C^{+} / r_{l}^{1 / 3}\right) \mathrm{e}^{k^{+} r_{l} / 3}
\end{gathered}
$$

$$
\begin{equation*}
k^{+}=\frac{3}{a_{m-1}-r_{1}} \ln \left|\frac{b_{m}}{\epsilon}\left(\frac{a_{m-1}}{r_{1}}\right)\right| \tag{37}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left|k^{+}\right| \rightarrow \infty \text { as } \epsilon \rightarrow 0+. \tag{37a}
\end{equation*}
$$

Conditions (36a) and (37a) establish the validity of condition (25), which is the justification for the assumption of $\lambda_{4}$ small in section 5 .


4 of disc
Figure 4. Optimal thickness. $h^{+}(r) \triangleq h(r), k>0 ; h^{-}(r) \cong h(r), k<0$.
Equations (35-37) and (26) also establish the continuity of $x_{5} \equiv h$ and $x_{6} \equiv \mathrm{~d} h / \mathrm{d} r$ at $r=r_{\mathrm{c}}, r_{\mathrm{l}}$, which is a necessary condition for the analysis to be valid.

## 9. SIDE CONSTRAINTS

These represent constraints on the geometrical configuration of the disc. From Figures 3 and 4, with equation (37) being used since $h^{+}(r)$ has a minimum at $r=1 / k^{+}$

$$
\begin{gathered}
r_{1} \geqslant \frac{1}{k^{+}}=\frac{a_{m-1}-r_{1}}{3}\left[\ln \frac{b_{m}}{\epsilon}\left(\frac{a_{m-1}}{r_{i}}\right)^{1 / 3}\right]^{-1}, \\
r_{t} \geqq \frac{a_{m-1}}{3 \ln \left\{\left(b_{m} / \epsilon\right)\left(a_{m-1} / r_{i}\right)^{1 / 3}\right\}+1} \rightarrow 0 \text { as } \epsilon \rightarrow 0+.
\end{gathered}
$$

Therefore this inequality reduces to

$$
\begin{equation*}
0 \leqslant r_{l}<a_{n-1} . \tag{38}
\end{equation*}
$$

But, for compatibility,

$$
\begin{equation*}
\pi_{2}<r_{\mathrm{c}}<r_{1} . \tag{39}
\end{equation*}
$$

The weight is given by equations (3) and (34):

$$
\begin{aligned}
\int_{a_{1}}^{a_{m}} 2 \pi \rho r h^{*}(r) \mathrm{d} r= & \int_{a_{1}}^{a_{2}} 2 \pi \rho r b_{1} \mathrm{~d} r+\int_{a_{2}}^{r_{e}} 2 \pi \rho r h^{-}(r) \mathrm{d} r+\int_{r_{\mathrm{t}}}^{r_{1}} 2 \pi \rho r \in \mathrm{~d} r \\
& +\int_{r_{1}}^{a_{m-1}} 2 \pi \rho r h^{+}(r) \mathrm{d} r+\int_{a_{m-1}}^{a_{m}} 2 \pi \rho r b_{m} \mathrm{~d} r \\
= & \pi \rho b_{1}\left(c_{2}^{2}-a_{i}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\pi \rho \epsilon\left(r_{i}^{2}-r_{e}^{2}\right) \\
& +2 \pi \rho \int_{a_{2}}^{r_{e}} r h^{-}(r) \mathrm{d} r+2 \pi \rho \int_{r_{1}}^{a_{m-1}} r h^{+}(r) \mathrm{d} r .
\end{aligned}
$$

Therefore the constraint on the weight is given by

$$
\begin{equation*}
f_{1}\left(a_{2}, r_{e}, r_{t}\right) \leqslant 0, \tag{40}
\end{equation*}
$$

where

$$
\begin{array}{r}
f_{1}\left(a_{2}, r_{\mathrm{c}}, r_{1}\right) \equiv \pi \rho b_{1}\left(a_{2}^{2}-a_{1}^{2}\right)+\pi \rho b_{m}\left(a_{m}^{2}-a_{m-1}^{2}\right)+\pi \rho \epsilon\left(r_{i}^{2}-r_{\mathrm{e}}^{2}\right) \\
+2 \pi \rho \int_{a_{2}}^{r_{e}} r h^{-}(r) \mathrm{d} r+2 \pi \rho \int_{r_{1}}^{a_{m-1}} r h^{+}(r) \mathrm{d} r-W_{0}
\end{array}
$$

These integrals are evaluated by using standard numerical integration procedures [17].
The side constraints are given by equations (38)-(40) and their two-dimensional representation in the ( $r_{\mathrm{c}}, r_{l}$ ) plane is shown in Figure 5.


Figure 5. Optimal control problem $\rightarrow$ non-linear programming problem. ( $r_{\mathrm{e}}-r_{i}$ ) design parameter subspace. ----, Portions of the boundary on which solutions cannot lie; - , portions of the boundary on which solutions can lie.

## 10. BEHAVIOURAL CONSTRAINTS

The radial deformations within the subintervals $\left[a_{1}, a_{2}\right],\left[a_{m-1}, a_{m}\right]$ are

$$
\begin{array}{ll}
W(r)=\alpha_{12} J_{n}(\Omega r)+\alpha_{13} Y_{n}(\Omega r)+\alpha_{14} I_{n}(\Omega r)+\alpha_{15} K_{n}(\Omega r), & a_{1} \leqslant r \leqslant a_{2} \\
W(r)=\alpha_{16} J_{n}(\Omega r)+\alpha_{17} Y_{n}(\Omega r)+\alpha_{18} I_{n}(\Omega r)+\alpha_{19} K_{n}(\Omega r), & a_{m-1} \leqslant r \leqslant a_{m} \tag{41}
\end{array}
$$

where $\alpha_{12}, \ldots, \alpha_{19}$ are constants of integration [sce equation (33)]. The behavioural requirements are given by eliminating the constants of integration ( $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{19}$ ) from equations (32), (33), (36) and (41). The boundary conditions are obtained from equation (10) and the continuity of $W, \mathrm{~d} W / \mathrm{d} r, \mathrm{~d}^{2} W / \mathrm{d} r^{2}$ and $\mathrm{d}^{3} W / \mathrm{d} r^{3}$ at $r=a_{2}, r_{\mathrm{c}}, r_{1}, a_{m-1}$. These arise from continuity requirements for the, state vector (12). They are also necessary physical conditions for the continuity of deffection, slope, bending and shear forces. The elimination process gives a $20 \times 20$ determinantal cquation of the form

$$
f_{2}\left(a_{2}, r_{\mathrm{e}}, r_{l}, p\right) \equiv\left|\begin{array}{lllll}
\mathbf{A}_{11} & \mathbf{0} & 0 & \mathbf{A}_{14} & \mathbf{0}  \tag{42}\\
\mathbf{A}_{21} & \mathbf{0} & \mathbf{A}_{23} & 0 & 0 \\
0 & \mathbf{A}_{32} & \mathbf{A}_{33} & 0 & 0 \\
\mathbf{0} & \mathbf{A}_{42} & 0 & 0 & \mathbf{A}_{45} \\
0 & 0 & 0 & 0 & \mathbf{B}_{1} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{B}_{2}
\end{array}\right|=0
$$

where the $\mathbf{A}_{1 j}$ are $4 \times 4$ submatrices, while $\mathbf{B}_{1}$ and $\mathbf{B}_{2}$ are of order $2 \times 4$.

The non-zero elements of (42) correspond to the different types of Bessel functions used in section 7. The arguments of these functions are proportional to $p_{2}$ so that on evaluation the determinant (42) gives for $f_{2}$ a polynomial in the frequency so that

$$
f_{2} \equiv \sum_{i} \mu_{i}\left(a_{2}, r_{e}, r_{i}\right) p^{t}=0
$$

The frequencies are given by the roots of this polynomial, so that

$$
\begin{equation*}
\mathbf{p}=\mathbf{p}\left(a, r_{\mathrm{e}}, r_{l}\right) \tag{43}
\end{equation*}
$$

where $p$ is the vector of the first $l$ roots of the polynomial $f_{2}$ and corresponds to the control parameter vector (13).

From equation (43) the merit criterion (17) must also be a function of $a_{2}, r_{\mathrm{e}}$ and $r_{1}$ :

$$
\begin{equation*}
G(\mathbf{p}) \rightarrow f_{0}\left(a_{2}, r_{e}, r_{l}\right) \tag{44}
\end{equation*}
$$

The vibrational frequencies are introduced into the synthesis procedures through equation (42) which is computed numerically by using standard triangularization procedures.

## 11. NON-LINEAR PROGRAMMING FORMULATION

The non-linear programming formulation is, furmally, as follows:
Maximize $G(\mathbf{p})$ subject to $f_{1}\left(a_{2}, r_{\mathrm{e}}, r_{1}\right) \leqslant 0, L \leqslant a_{2} \leqslant U, 0 \leqslant r_{l}<a_{m-1}$,

$$
\begin{equation*}
a_{2}<r_{\mathrm{e}}<r_{l}, f_{2}\left(a_{2}, r_{\mathrm{e}}, r_{l}, p\right)=0 . \tag{45}
\end{equation*}
$$

This is solved by transforming the problem into a series of unconstrained optimization problems by using the Heaviside penalty function transformation [12, 13]. These unconstrained problems are solved by using Rosenbrock's method [14].

## 12. RESULTS AND DISCUSSION

The numerical computations were performed on an English Electric KDF 9 computer using algol. The computational effort was characterized by extremely large and complex programming procedures which imposed severe limitations on storage and test facilities. A substantial amount of the time was consumed in the Bessel function calculations [18]. In addition, considerable numerical difficulties arose in the calculation of the determinantal function $f_{2}\left(a_{2}, r_{e}, r_{l}, p\right)$ due to the presence of very large numbers, giving rise to local regions of instability in the synthesis.

The program was initiated by a set of values for $a_{2}, r_{c}, r_{1}$ and $p$ which satisfied the side constraints. However it was not possible to ensure the vanishing of $f_{2}$. This was not a scrious disadvantage since the Heaviside penaity function transformation [12] always generates a feasible point as the solution to the equivalent linconstrained problem.

For these reasons the available computational experience is limited, although an examination of the preliminary results indicates that the synthesis is progressing in the right direction. The really effect.ve utilination of the numerical procedures requires a more powerful range of computers than was available at the time of this investigation.

## 13. CONCLIUSION

Powerful synthesis procedures bascd on the methods of mathematical programming have been developed for solving a highly complex structural optimization problem. Considerable progress has been made in solving the problem by using purely analytical techniques based on the maximum principle of Pontryagin which transforms the problem into a non-linear programming problem.

3

Available computational experience indicates the possibilities of developing a highly systematic synthesis capability when used in conjunction with very large, high-speed digital computers. The available evidence appears to warrant further investigation and development in this direction, with particular emphasis on more automatic software packages for handling very large problems.
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# An Eigenvalue Analysis for Calculating the Vibrational Modes of Steam Turbine Discs 

This paper describes the application of numerical procedures to an engineering design problem of considerable practical importance. The problem is that of calculating the natural frequencics of vibration of steam turbine discs. The analysis is based on a variational formulation in conjunction with finite difference procedures to transform the problent to an eigenvalue problem. This is characterized by a eymmetric band matrix, and the vibrational frequencies which correspond to the eigenvalues are computed using standard eigenvalue programming packages. The analysis includes a description of both natural and forced boundary conditions for the problem.
An essential feature of this investigation is the relative simplicity in elasticity theory used and the associated computational procedures. As such it should be of interest to teachers of final year engincering mathematics courses and to mechanical engincering students embarking on an M.Sc. programme.
From a research standpoint, the paper offiers the possibility of extending the analysis to include shear correction effects and thick discs. These again are of considerable practical interest.

The formulation of efficient analytical and computational procedures for determining the natural modes of vibration of steam turbine discs is of considerable importance in the development of an automated turbine design capability. ${ }^{1,2}$ These vibrational probleins, by their very nature, preclude the use of purely analytical methods of solution which, on the whole, are applicable only to discs of constant thickness ${ }^{3}$ or of parabolic skape. ${ }^{4}$ Therefore recourse must be made to approximate numerical procedures. Such procedures used in conjunction with digital computers have led to the development of highly systematic programs for stu:ying the vibrational characteristics of turbine discs.
Prominent amongst these are the transfer matrix methods ${ }^{5,6}$ in which the frequencies are given by the roots of a certain polynomial. The roots are determined using interpolation or spline function techniques. ${ }^{7}$ The spline function techniques consist essentially in calculating successive values of the polynomial ior different values of the frequency $(\omega)$ and a plot of the polynomial against $\omega$ is made. Those values of $\omega$ for which the polynomial is zero are the required natural frequencies. Alternatively, an interpolation procedure, based on an initial $\omega$ and an increment $\Delta \omega$, can be used. These must operate near the actual frequency in order to obtain rapid convergence.
The transfer matrix methods, though relatively simple from a mathematical standpoint, involve the programming of extremely long and complex routines and impose considerable limitations on storage facilities. However, they are cfficient for most calcuiations in
which the designer uses his intuition, judgement and experience to reduce the number of polynomial calculations thereby obtaining rapid convergence.

They become significantly less efficient when coupled with synthesis programs ${ }^{8,9}$ for optimizing the design process by generating a sequence of trial designs of improving merit. Most of these correspond to designs significantly different from standard disc configurations. So that it is extremely difficult, if not impossible, to obtain realistic starting procedures for use in conjunction with interpolation or spline function techniques. Consequently convergence is slow and unstable and often converges to a root of different order.

These difficulties can be overcome by using a variational formulation in conjunction with finite difference techniques to transform the problem to an eigenvalue problem. This is characterized by a symmetric band matrix, the eigenvalues of which correspond to the vibrational frequencies. These computations can be carried out efficiently and rapidly using standard matrix usercode programs. ${ }^{10}$ Mathematically, the problem is represented by the eigenvalue equation

$$
\begin{equation*}
A w=\omega^{2} B w \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega=\text { natural frequency of vibration } \\
& \mathbf{w}=\text { deformation vector at the nodal points } \\
& \mathbf{A}=\text { symmetric band matrix of width } 5 \\
& \mathbf{B}=\text { positive diagonal niatrix }
\end{aligned}
$$

Therefore $\omega^{2}$ are the eigenvalues of the symmetric band matrix $\mathbf{B}^{-1} \mathbf{A B}^{-\frac{1}{2}}$. The analysis is capable of describing all possible combinations of boundary conditions.

From a teaching standpoint, the analysis is both concise and elegant, and should be of interest to teachers of final year engineering mathematics courses and to mechanical engineers embarking on an M.Sc. programme.

## Variational Formulation

The turbine diss is idealized as a rotating circular dise of variable thickness (Figure 1). The thickness distribution is given by

$$
\left.\begin{array}{rl}
h(r) & =b_{1}, \quad a_{1} \leqslant r \leqslant a_{2}  \tag{2}\\
& =\text { variable }, \quad a_{2}<r \leqslant a_{M-1} \\
& =b_{M}, \quad a_{m-1} \leqslant r \leqslant a_{M}
\end{array}\right\}
$$

where $b_{1}, b_{M}, a_{1}, a_{2}, a_{M-1}, a_{M}$ are constants. The radial distance is measured from the axis of rotation along the normal direction, while $h(r)$ is measured parallel to the axis of rotation.

The strain and kinetic energics due to the bending deformation are given by Timosheriko. ${ }^{11}$

$$
\begin{align*}
& V=\iint \frac{D}{2}\left\{\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\hat{\partial}^{2} u}{\partial \theta^{2}}\right)^{2}-2(1-v)\left[\frac{\partial^{2} u}{\partial r^{2}}\left(\frac{1}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}\right)-\left(\frac{\partial}{\partial r} \frac{1}{r} \frac{\partial u}{\partial \theta}\right)^{2}\right]\right\} r \mathrm{~d} r \mathrm{~d} \theta \\
& T=\iint \frac{1}{2} \rho h\left(\frac{\partial u}{\partial t}\right)^{2} r \mathrm{~d} r \mathrm{~d} \theta \tag{3}
\end{align*}
$$



Figure 1. Cross section of typical turbine disc
where $u(r, \theta, t)=$ axial displacement at time $t$ of section whose initial co-ordinates are $r, \theta$.

$$
\begin{aligned}
D & =\frac{\mathrm{Eh}^{3}(r)}{12\left(1-\nu^{2}\right)} g \quad \text { (bending stiffness) } \\
E & =\text { Young's modulus } \\
\nu & =\text { Poisson's ratio } \\
g & =\text { acceleration due to gravity }
\end{aligned}
$$

The work done by the centrifugal forces is calculated as follows (Figure 2):
Let $\phi=$ slope in radial plane on disc, therefore

$$
\phi=\frac{\partial u}{\partial r}
$$

Centrifugal force on element $\rho \mathrm{d} V$ is given by

$$
\begin{aligned}
F & =\rho \mathrm{d} V \Omega^{2}(r-u \phi) \\
& =\rho \Omega^{2}(r-u \phi) h r \mathrm{~d} r \mathrm{~d} \theta
\end{aligned}
$$

Work done on this element $=F \sin \phi u=F u \phi$

$$
=\rho \Omega^{2}\left(r-u \frac{\partial u}{\partial r}\right) h \frac{\partial u}{\partial r} u r \mathrm{~d} r \mathrm{~d} \theta
$$



Figure 2. Centrifugal effects on disc deformation
Therefore

$$
\begin{align*}
A & =\iint \rho \Omega^{2} h\left(r-u \frac{\partial u}{\partial r}\right) \frac{\partial u}{\partial r} u r \mathrm{~d} r \mathrm{~d} \theta \\
& \approx \iint \rho \Omega^{2} h r \frac{\partial u}{\partial r} u r \mathrm{~d} r \mathrm{~d} \theta \tag{5}
\end{align*}
$$

where

$$
\Omega=\text { rotational speed of disc }
$$

This is derived on the assumption of small bending deformations. Therefore from Hamilton's principle

$$
\begin{equation*}
\delta \int_{\text {initial }}^{\text {tinal }}(T-V+A) \mathrm{d} t=0 \tag{6}
\end{equation*}
$$

## Finite Difference Formulation

Consider deflections harmonically dependent on both $\theta$ and $t$.

$$
\begin{equation*}
u=W(r) \sin (n \theta+p t) \tag{7}
\end{equation*}
$$

where

$$
n=\text { number of nodal diameters. }
$$

Substituting equations (3), (4), (5) and (7) in equation (6) gives

$$
\begin{equation*}
\delta \int \mathcal{L}(r) \mathrm{d} r=0 \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
& L(r)=\frac{D}{2}\left\{\left(\frac{\mathrm{~d}^{2} W}{\mathrm{~d} r^{2}}+\frac{1}{r} \frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{n^{2}}{r^{2}} W\right)^{2}-2(1-\nu)\right. {\left[\frac{\mathrm{d}^{2} W}{\mathrm{~d} r^{2}}\left(\frac{1}{r} \frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{n^{2}}{r^{2}} W\right)\right.} \\
&\left.\left.-\frac{n^{2}}{r^{2}}\left(\frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{W}{r}\right)^{2}\right]\right\}+\rho \Omega^{2} h r W \frac{\mathrm{~d} W}{\mathrm{~d} r}-\frac{\omega^{2}}{2} \rho h W^{2} \tag{9}
\end{align*}
$$

This is discretized using the central difference approximations

$$
\left.\begin{array}{c}
\left(\frac{\mathrm{d} W}{\mathrm{~d} r}\right)_{i}=\frac{W_{i+1}-W_{i-1}}{2 \Delta}  \tag{10}\\
\left(\frac{\mathrm{~d}^{2} W}{\mathrm{~d} r^{2}}\right)_{i}=\frac{W_{i+1}-2 W_{i}+W_{i-1}}{\Delta^{2}}
\end{array}\right\}
$$

obtained by dividing the interval $\left[a_{1}, a_{m}\right]$ into finite increments by points ( $r_{0}, r_{1}, \ldots, r_{n}$ ) selected at equally spaced intervals of length $\Delta$. Therefore

$$
\left.\begin{array}{l}
a_{1}=r_{0}<r_{1}<r_{2}<\ldots<r_{m-1}<r_{m}=a_{M}  \tag{11}\\
r_{i}=r_{0}+i \Delta, \quad i=0,1, \ldots, m
\end{array}\right\}
$$

The function $L(r)$ defined by equation (9) is calculated at the points $\left(r_{0}, r_{1}, \ldots, r_{m}\right)$ using equation (10). Therefore

$$
\begin{align*}
L_{i} & =L\left(r_{i}\right) \\
& =a_{i-1} W_{i-1}^{2}+b_{i} W_{i}^{2}+c_{i+1} W_{i+1}^{2}+d_{i} W_{i-1} W_{i}+e_{i} W_{i} W_{i+1}+f_{i} W_{i+1} W_{i-1}-\frac{\omega^{2}}{2} \rho r_{i} h_{i} W_{i}^{2} \tag{12}
\end{align*}
$$

where

$$
\begin{aligned}
a_{i-1} & =\frac{D_{i} r_{i}}{2 \Delta^{4}}\left[\left(1-\frac{\Delta}{2 r_{i}}\right)^{2}+2(1-\nu)\left(\frac{\Delta}{2 r_{i}}+\frac{n^{2} \Delta^{2}}{4 r_{i}^{2}}\right)\right] \\
b_{i} & =\frac{D_{i} r_{i}}{2 \Delta^{4}}\left[\left(2+\frac{n^{2} \Delta^{2}}{r_{i}^{2}}\right)^{2}-2(1-\nu)\left(\frac{2 n^{2} \Delta^{2}}{r_{i}^{2}}-\frac{n^{2} \Delta^{2}}{r_{i}^{2}}\right)\right] \\
c_{i+1} & =\frac{D_{i} r_{i}}{2 \Delta^{4}}\left[\left(1+\frac{\Delta}{2 r_{i}}\right)^{2}-2(1-\nu)\left(\frac{\Delta}{2 r_{i}}-\frac{n^{2} \Delta^{2}}{4 r_{i}^{2}}\right)\right] \\
d_{i} & =-\frac{D_{i} r_{i}}{\Delta^{4}}\left[\left(1-\frac{\Delta}{2 r_{i}}\right)\left(2+\frac{n^{2} \Delta^{2}}{r_{i}^{2}}\right)+(1-\nu)\left(\frac{\Delta}{r_{i}}-\frac{n^{2} \Delta^{2}}{r_{i}^{2} \cdot}-\frac{n^{2} \Delta^{3}}{r_{i}^{3}}\right)\right]-\frac{1}{2 \Delta} \rho \Omega^{2} r_{i}^{2} h_{i} \\
e_{i} & =-\frac{D_{i} r_{i}}{\Delta^{4}}\left[\left(1+\frac{\Delta}{2 r_{i}}\right)\left(2+\frac{n^{2} \Delta^{2}}{r_{i}^{2}}\right)+(1-\nu)\left(-\frac{\Delta}{r_{i}}-\frac{n^{2} \Delta^{2}}{r_{i}^{2}}+\frac{n^{2} \Delta^{3}}{r_{i}^{3}}\right)\right]+\frac{1}{2 \Delta} \rho \Omega^{2} r_{i}^{2} h_{i} \\
f_{i} & =\frac{D_{i} r_{i}}{2 \Delta^{4}}\left[2\left(1-\frac{\Delta^{2}}{4 r_{i}^{2}}\right)-(1-\nu) \frac{n^{2} \Delta^{2}}{2 r_{i}^{2}}\right]
\end{aligned}
$$

Discretizing :he integrai (8) using a trapezoidal type approximation in conjunction with equation (12) gives

$$
\begin{align*}
& \int_{r_{0}}^{r_{m}} L \mathrm{~d} r=\Delta\left(\frac{L_{0}}{2}+\sum_{i=1}^{m-1} L_{i}+\frac{L_{m}}{2}\right) \\
&=\Delta\left(\sum_{i=-1}^{m+1} \alpha_{i} W_{i}^{2}+\sum_{i=-1}^{m} \beta_{i} W_{i} W_{i+1}+\sum_{i=-1}^{m-1} \gamma_{i} W_{i} W_{i+2}-\frac{\omega^{2}}{4} \rho r_{0} h_{0} W_{0}^{2}\right. \\
&\left.\quad-\frac{\omega^{2} \rho^{m}}{2} \sum_{i=1}^{m-1} r h_{i} W_{i}^{2}-\frac{\omega^{2}}{4} \rho r_{m} h_{m} W_{m}^{2}\right) \tag{13}
\end{align*}
$$

176
B. M. E. De Silva
where

$$
\begin{aligned}
& \alpha_{i}=\frac{a_{-1}}{2}, \quad i=-1 \\
&=\frac{b_{0}}{2}+a_{0}, \quad i=0 \\
&=\frac{c_{1}}{2}+a_{1}+b_{1}, \quad i=1 \\
&=a_{i}+b_{i}+c_{i}, \quad 2 \leqslant i \leqslant m-2 \\
&=\frac{\ddot{a_{m-1}}}{2}+b_{m-1}+c_{m-1}, \quad i=m-1 \\
&=\frac{b_{m}}{2}+c_{m}, \quad i=m \\
&=\frac{c_{m+1}}{2}, \quad i=m+1 \\
& \beta_{i}=\frac{d_{0}}{2}, \quad i=-1 \\
&=\frac{e_{0}}{2}+\mathrm{d}_{1}, \quad i=0 \\
&=\mathrm{d}_{i+1}+e_{i}, \quad 1 \leqslant i \leqslant m-2 \\
&=\frac{d_{m}}{2}+e_{m-1}, \quad i=m-1 \\
&=\frac{e_{m}}{2}, \quad i=m \\
& \gamma_{i}=\frac{f_{0}}{2}, \quad i=-1 \\
& \frac{f_{m+1}}{2}, \quad i=m-1 \\
& \\
& \\
& \\
& \\
&
\end{aligned}
$$

## Eigenvalue Formulation

The stationary condition (8) transforms to

$$
\frac{\partial}{\partial W_{i}} \int_{r_{0}}^{r_{m}} L(r) \mathrm{d} r=0, \quad i=-1,0, \ldots, n+1
$$

Therefore from equation (13)

$$
\begin{align*}
& 2 \alpha_{-1} W_{-1}+\beta_{-1} W_{0}+\gamma_{-1} W_{1}=0, \quad i=-1 \\
& \beta_{-1} W_{-1}+2 \alpha_{0} W_{0}+\beta_{0} W_{1}+\gamma_{0} W_{2}=\frac{\omega^{2}}{2} \rho r_{0} h_{0} W_{0}, \quad i=0 \\
& \gamma_{-1} W_{-1}+\beta_{0} W_{0}+2 \alpha_{1} W_{1}+\beta_{1} W_{2}+\gamma_{1} W_{3}=\omega^{2} \rho r_{1} h_{1} W_{1}, \quad i=1 \\
& \gamma_{i-2} W_{i-2}+\beta_{i-1} W_{i-1}+2 \alpha_{i} W_{i}+\beta_{i} W_{i+1}+\gamma_{i} W_{i+2}=\omega^{2} \rho r_{i} h_{i} W_{i}, \quad i=2, \ldots, m-2 \\
& \gamma_{m-3} W_{m-3}+\beta_{m-2} W_{m-2}+2 \alpha_{m-1} W_{m-1}+\beta_{m-1} W_{m}+\gamma_{m-1} W_{m+1}  \tag{14}\\
& \quad=\omega^{2} \rho r_{m-1} h_{m-1} W_{m-1}, \quad i=m-1 \\
& \begin{array}{r}
\gamma_{m-2} W_{m-2}+\beta_{m-1} W_{m-1}+2 \alpha_{m} W_{m}+\beta_{m} W_{m+1}=\frac{\omega^{2}}{2} \rho r_{m} h_{m} W_{m}, \quad i=m \\
\gamma_{m-1} W_{m-1}+\beta_{m} W_{m}+2 \alpha_{m+1} W_{m+1}=0, \quad i=m+1
\end{array}
\end{align*}
$$

Eliminating the redundant variables $W_{-1}, W_{n+1}$, these equations can be written in the matrix form

$$
\begin{equation*}
\mathbf{A w}=\omega^{2} \mathbf{B} \mathbf{w} \tag{15}
\end{equation*}
$$

where

$$
\mathbf{w}=\left(\begin{array}{c}
w_{0}  \tag{16}\\
w_{1} \\
\vdots \\
w_{m}
\end{array}\right)
$$

Therefore $\mathbf{B}$ is a positive diagonal matrix while $\mathbf{A}$ is a symmetric matrix which bas the special form given by


All the elements are zero except those in the principal diagonal and four adjacent diagonals. This is called a band matrix of width five. From equation (15)

Therefore

$$
\operatorname{det}\left(\mathbf{A}-\omega^{2} \mathbf{B}\right)=0
$$

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{B}^{-\frac{1}{2}} \mathrm{AB}^{-1}-\omega^{2} \mathbf{I}\right)=0 \tag{19}
\end{equation*}
$$

Therefore $\omega^{2}$ are the eigenvalues of the symmetric band matrix $\mathbf{B}^{-\frac{1}{2}} \mathbf{A B}^{-\frac{1}{2}}$. They are calculated using standard matrix usercode programs (English Electric Marconi KDF9).

## Boundary Conditions

This analysis is based on the natural boundary condition and corresponds to the inner and outer radii of the disc being free. The other physical boundary conditions correspond to the forced boundary conditions for the problem, so that the minimization must be carried out subject to these constraint conditions. The modified matrices are readily obtained from the original A, B matrices by deleting cither the first row and column, the last row and column, or both, and changing the first or last or both elernents of the resulting matrices.
For example, suppose the inner radius is clamped and the outer radius free. Therefore

$$
W=\frac{\mathrm{d} W}{\mathrm{~d} r}=0 \quad \text { at } \quad r=a_{1}
$$

From equations (10) and (11)

$$
\begin{gathered}
W_{0}=0 \\
W_{-1}=W_{1}
\end{gathered}
$$

Using these results in equations (13) and (14) gives

$$
\begin{equation*}
A^{(1,1)} \mathbf{W}^{(1)}=\omega^{2} \mathbf{B}^{(1,1)} \mathbf{w}^{(1)} \tag{20}
\end{equation*}
$$

where

$$
w^{(1)}=\left(\begin{array}{c}
w_{1} \\
\vdots \\
w_{m}
\end{array}\right)
$$

$\mathbf{A}^{(1,1)}, \mathbf{B}^{(1,1)}$ are matrices of order $m$ obtained by deleting the first row and column of the original matrices A, B defined by equations (17) and (18), and such that

$$
A_{(11)}^{(1,1)}=2\left(\alpha_{-1}+\alpha_{1}+\gamma_{-1}\right)
$$

For different boundary conditions different submatrices of A, B are chosen for the eigenvalue calculations. Table I gives these submatrices for the various boundary conditions.

## Conclusions

This eigenvalue analysis is admirably suitable for programming on a digital computer and enables the rapid calculation of the natural frequencies of vibration and the modal shape matrix.
The eigenvalue calculations are based on reducing the matrix to tridiagonal form by Householder's method. ${ }^{12}$ The eigenvalues of this matrix are found by a modified Sturm sequence method. ${ }^{13}$ The corresponding eigenvectors are found by the Wielandt inverse iteration method. ${ }^{13}$
The program was written in usercode for use on an English Electric KDF9 computer. The flow chart for the program is given in Figure 3.

Table I. Modified matri.e: $A^{p q}, B^{p q}$ and associated elements for various boundary conditions

| $\begin{aligned} & \text { Outer } \\ & \text { Inner } \\ & \text { radius } \end{aligned}$ | Free | Clamped | Simply supported |
| :---: | :---: | :---: | :---: |
| Free | A, B | $\mathbf{A}^{(m+1, m+1)}, \mathbf{B}^{(m+1, m+1)}$ $A_{m, m}^{(m+1, m+1)}=2\left(\alpha_{m+1}+\alpha_{m-1}+\gamma_{m-1}\right)$ | $\mathbf{A}^{(m+1, m+1)}, \mathbf{B}^{(m+2), m+1)}$ $A_{m, m}^{(m+1, m+1)}=2\left[\alpha_{m+1}\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right)^{2}+\alpha_{m+1}-\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right) \gamma_{m-1}\right]$ |
| Clamped | $\begin{aligned} & \mathbf{A}^{(1,1)}, \mathbf{B}^{(1,1)} \\ & A_{11}^{(1,1)}=2\left(\alpha_{-1}+\alpha_{1}+\gamma_{-1}\right) \end{aligned}$ | $\begin{aligned} & \mathbf{A}^{(1,1 ; m+1, m+1)} \\ & \mathbf{B}^{(1,1 ; m+1, m+1)} \\ & A_{11}^{(1 ; 1 ; m+1, m+1)}=2\left(\alpha_{-1}+\alpha_{1}+\gamma_{-1}\right) \\ & A_{m-1 ; m+1}^{(1,1 ; m+1)}=2\left(\alpha_{m+1}+\alpha_{m-1}+\gamma_{m-1}\right) \end{aligned}$ | $\begin{aligned} & \mathbf{A}^{(1,1 ; m+1, m+1)} \\ & \mathbf{B}^{(1,1 ; m+1, m+1)} \\ & A_{11}^{(1,1 ; m+1, m+1)}=2\left(\alpha_{-1}+\alpha_{1}+\gamma_{-1}\right) \\ & \begin{aligned} \left.A_{m-1}^{(1,1 ; m+1}, m+1\right) & =2\left[\alpha_{m+1}\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right)^{2}+\alpha_{m-1}\right. \\ & \left.\quad-\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right)^{2} \gamma_{m-1}\right] \end{aligned} \end{aligned}$ |
| Simply supported | $\mathbf{A}^{(1,1)}, \mathbf{B}^{(1,1)}$ $\begin{array}{r} A_{1 i}^{(2.1)}=2\left[\alpha_{1}\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-\nu \Delta}\right)^{2}+\alpha_{1}\right. \\ . \\ \left.-\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-\nu \Delta}\right)^{2} \gamma_{-1}\right] \end{array}$ | $\mathbf{A}^{(1,1 ; m+1, m+1)}$ <br> B $^{(1,1 ; m+1, m+1)}$ $\begin{aligned} A_{11}^{(1,1 ; m+1, m+1)}= & 2\left[\alpha_{-1}\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-\nu \Delta}\right)^{2}+\alpha_{1}\right. \\ & \left.-\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-v \Delta}\right) \gamma_{-1}\right] \\ A_{m-1, m-1}^{(1,1 ; m+1, m+1)}= & 2\left(\alpha_{m+1}+\alpha_{m-1}+\gamma_{m-1}\right) \end{aligned}$ | $\begin{aligned} & \mathbf{A}^{(1,1 ; m+1, m+1)} \\ & \mathbf{B}^{(1,1 ; m+1, m+1)} \\ & \mathrm{A}_{11,1 ; m+1, m+1)}^{(1,1 ;}=2\left[\alpha_{-1}\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-\nu \Delta}\right)^{2}+\alpha_{1}-\left(\frac{2 r_{0}+\nu \Delta}{2 r_{0}-\nu \Delta}\right)^{2} \gamma_{-1}\right] \\ & A_{m-1 ; m+1}^{(1,1, m+1)}=2\left[\alpha_{m+1}\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right)+\alpha_{m-1}\right. \\ & \left.\quad-\left(\frac{2 r_{m}-\nu \Delta}{2 r_{m}+\nu \Delta}\right) \gamma_{m-1}\right] \end{aligned}$ |



Figure 3. Flow chart for disc eigenvalue calculations

From a research standpoint, the analysis includes the possibilities of generalizations to include shear correction terms and the effects of large thickness theory, giving rise to non-linear eigenvalue problems.
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Chapter 8
Feasible Direction Methods in Structural Optimization B.M.E. de Silva

### 8.1 Introduction

This chapter describes procedures in the class of feasible direction methods which have been applied to structural optimization problems. A feasible direction method was perhaps the first of the nonlinear programming procedures to be employed in structural optimization by Schmit in $1960^{(1)}$, and methods in this class enjoyed intensive development during the subsequent six years. They continue to be under development, but at a less rapid pace; and to be applied effectively to significant. engineering problems, some of which are described in this chapter.

The basis of feasible direction methods was outlined by Fletcher in Section 5.4. They are in the class of direct search algorithms and therefore address themselves to the determination of the distance $\alpha^{k}$ and direction ${\underset{\sim}{d}}^{k}$ of travel from the $k^{\text {th }}$ to the $(k+1)^{\text {th }}$ point in design space, i.e.

$$
\begin{equation*}
{\underset{\sim}{x}}^{k+1}={\underset{\sim}{x}}^{k}+\alpha^{k}{\underset{\sim}{d}}^{k} \tag{8.1}
\end{equation*}
$$

The direction ${\underset{\sim}{d}}^{k}$ is feasible if a move in that direction does not cause constraint violation, i.e.

$$
\begin{equation*}
g_{j}\left({\underset{\sim}{x}}^{k}+\alpha_{\sim}^{k}{\underset{\sim}{k}}^{k}\right) \leq 0, j=1,2, \ldots, m \tag{8.2}
\end{equation*}
$$

for a system with $m$ constraints. This requires a negative dot product of the move direction and the gradient to each active
constraint. Denote $\nabla g_{\ell}$ as the gradient of one of the $p$ active constraints $1, \ldots, \ell, \ldots, p$. Collecting these in an $n \times p$ matrix designated as $[\underset{\sim}{\nabla} g]$, where $n$ is the number of design variables, we have as the condition of feasibility

$$
\begin{equation*}
[\underset{\sim}{\nabla g}]^{T}{\underset{\sim}{d}}^{k} \leqslant 0 . \tag{8.3}
\end{equation*}
$$

A desirable condition upon the direction of move is that it also results in a reduction of the merit function, i.e. be useable. In this case, the mathematical condition is stated as

$$
\begin{equation*}
(\underset{\sim}{\nabla W})^{T} \underset{\sim}{d} \leqslant \tag{8.4}
\end{equation*}
$$

Furthermore, note should be taken of the side constraints, which define upper $\left(U_{j}\right)$ and lower $\left(L_{j}\right)$ bounds on each design $\underset{\sigma}{\operatorname{variable}} \mathrm{x}_{\mathrm{j}}$, i.e.

$$
\begin{equation*}
L_{j} \leq x_{j} \leq U_{j}, j=1, \ldots, n \tag{8.5}
\end{equation*}
$$

Nearly all the applications to be described here employ an accelerated steepest descent mode. (see Section 5.2), to travel from an initial feasible design point (or steepest ascent if the initial point is infeasible) to a constraint. When the constraint is reached it is impossible to move in the steep descent direction without piercing the constraint. An alternate redesign procedure is therefore required which insures continuation of the optimum design process. The development of efficient directions and distances of search from the boundary of the constraint set constitutes a central phase of the feasible direction procedure; it is studied in this chapter under the following categories:

1. Constant merit redesign (Section 8.2).
2. Travel on the constraint surface, with the direction of travel ${\underset{\sim}{d}}^{q}$ being a projection of the merit function gradient on the constraint boundary (Section 8.3).
3. Travel in a direction between the limits defined in (1) and (2), with the direction chosen "optimally" via utilization of a linear programming algorithm (Section 8.4).

These alternative procedures will now be discussed in turn.

### 8.2 Constant Merit Redesign

### 8.2.1 Method of Alternate Base Planes

Amongst the first successful attempts at the boundary redesign problem was the method of alternate base planes used by Schmit, et al ${ }^{(1-3)}$ for the minimum weight design of trusses and waffle plates. This is a quasi-random method which seeks a feasible design on the const ant weight contour through a main constraint. The problems were characterized by linear side constraints which were handled separately to ensure designs, most of which lie within the lower ( $L_{j}$ ) and upper ( $U_{j}$ ) bounds on the design variables. The basic steps of the algorithm are as follows (Figure 8.1):
(i) The program begins by generating random search directions ${\underset{\sim}{d}}^{i}$ in planes normal to the coordinate lines $0 X_{1}, 0 X_{2}, \ldots$, $O_{n}$ in turn. This scanning is controlled by a counter i which is initially set to unity.
(ii) Generate the direction cosines of the straight line of travel,

$$
\begin{aligned}
d_{j}^{i} & =R_{j} /\left(\sum_{j \neq i}^{n} \cdot R_{j}^{2}\right)^{1 / 2} ; j=1,2, \ldots, n, j \neq i \\
& =0
\end{aligned}
$$

where $R_{j}$ are random numbers.
(iii) Calculate the distance to the side constraints

$$
\begin{aligned}
\alpha_{j}^{i} & =\left(L_{j}-x_{j}^{k}\right) / d_{j}^{i} \\
j & =1,2, \ldots, n, j \neq i \\
\alpha_{n+j}^{i} & =\left(U_{j}-x_{j}^{k}\right) / d_{j}^{i} \quad j=1,2, \ldots, n, j \neq i
\end{aligned}
$$

This ensures that the proposed designs satisfy most of the side constraints. From this set of values $\underset{\sim}{\underset{\sim}{i}}{ }^{i}$ the smallest positive value is selected and designated $\lambda^{i}$ and the negative value hoving the smallest absolute value is designated $\mu^{i}$.
(iv) Six random numbers $R_{q}(q=1,2, \ldots, 6)$ between 0 and 1 are generated in two sets of three and are multiplied by $\lambda_{i}$ and $\mu_{i}$ to give the distance of travel in the base plane, designoted by $\alpha_{q}^{i}$,inf ie.

$$
\begin{aligned}
a_{q}^{i} & =R_{q^{\lambda^{i}}} \quad q=1,2,3 \\
& =R_{q^{\mu}} \quad q \quad q=4,5,6
\end{aligned}
$$

(v) The proposed new designs are given by

$$
\underset{\sim}{x_{q}^{i}}={\underset{\sim}{x}}_{k}^{k}+\alpha_{q}^{i_{\sim}^{d}}
$$

where $x_{q_{i}}^{i}$ is calculated from the constant weight condition

$$
\begin{aligned}
W\left({\underset{\sim}{x}}_{k}^{k}=\right. & w\left(x_{1}^{k}+\alpha_{q}^{i} d_{1}^{i}, \ldots, x_{i-1}^{k}+\alpha_{q}^{i} d_{i-1}^{i}, x_{q_{i}}^{i},\right. \\
& \left.x_{i+1}^{k}+\alpha_{q}^{i} d_{i+r}^{i} \ldots x_{n}^{k}+\alpha_{q}^{i} d_{n}^{i}\right)
\end{aligned}
$$

(vi) Check the six proposed designs against the behavioral constraints in the order $q=1,2, \ldots, 6$. If any one of $\underset{\sim}{x} \underset{q}{i}$ is feasible, steepest descent motion continues as before. Otherwise go to step (vii).
(vii) Replace $i \rightarrow i+1$, go to step (ii) and repeat iterations.

Step (vii) is equivalent to changing the base plane. If still no feasible design is forthcoming, the boundary point is taken as the optimal.

### 8.2.2 A Hill-C1imbing Procedure

The above method was applied by deSilva $\left(4 \%_{5}\right)$ to the minimum weight design of discs subject to stress and vibration constraints. The method consumed considerable computer time in searching through the random directions to determine a feasible point on the constant weight contour and deteriorated rapidly for high dimensional design spaces. Schmit and Fox ${ }^{(6)}$ used a simple hill-climbing technique based on a zig-zag concept to determine the optimal response of a spring-mass-damper system characterized by merit contours with a sharp ridge. This is a more rational method, based on an understanding of the problem, and a modification of this procedure by deSilva ${ }^{(5)}$ is as fol1ows:
${\underset{\sim}{x}}^{k-2},{\underset{\sim}{x}}^{k-1},{\underset{\sim}{x}}^{k}$ are three successive designs generated by gradient mode of travel with ${\underset{\sim}{x}}^{k}$ a boundary point on a behavioral constraint

$$
\begin{equation*}
w\left({\underset{\sim}{x}}^{k}\right)<w\left({\underset{\sim}{x}}^{k-1}\right)<w\left({\underset{\sim}{x}}^{k-2}\right) \tag{8.6}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{j}\left({\underset{\sim}{x}}^{k}\right), g_{j}\left(x^{k-1}\right), g_{j}\left(x^{k-2}\right) \leq 0 \quad j=1, \ldots, m \tag{8.7}
\end{equation*}
$$

and

$$
g_{\ell}\left({\underset{\sim}{x}}^{k}\right)=0 \text { for at least one } \ell \text { in } 1 \leq \ell \leq m
$$

For the disc problem to be discussed in further detail subsequently, the $g_{\ell}$ corresponds to the vibration constraints in which the fundamental frequencies are required to exceed specified lower bounds. Let $\underset{\sim}{x}$ be the foot of the perpendicular from $\underset{\sim}{x}$ onto the gradient mode vector ${\underset{\sim}{d}}^{k-2}$ from ${\underset{\sim}{x}}^{k-2}$ (Figure 8.2).

$$
\begin{equation*}
\therefore x=\left(1+\frac{\alpha^{k-1}}{\alpha^{k-2}} \cos \theta\right){\underset{\sim}{x}}^{k-1}-\frac{\alpha^{k-1}}{\alpha^{k-2}} \cos (\theta){\underset{\sim}{x}}^{k-2} \tag{8.8}
\end{equation*}
$$

where

$$
\cos \theta={\underset{\sim}{d}}^{\mathrm{k} \cdot 2} \cdot{\underset{\sim}{d}}^{\mathrm{d}-1}
$$

This is the scalar product of the (normalized) steepest descent vectors ${\underset{\sim}{d}}^{k-2},{\underset{\sim}{d}}^{k-1}$ with associated step lengths $\alpha^{k-2}, \alpha^{k-1}$. The angle $\theta$ measures the amount of zig-zag. In the absence of a sharp ridge on the merit contours, $\theta$ is small, $\cos \theta>0$ and the point $\underset{\sim}{x}$ will be close to, but seldom on, the behavioral constraint $g_{\ell}$ which is essentially a numerical or non-analytic constraint.

Consider a direction with direction ratios defined by

$$
\begin{align*}
d_{\ell}^{k} & =\underset{\sim}{x}-{\underset{\sim}{x}}^{k} \text { if } g_{\ell}(x)<0  \tag{8.9}\\
& ={\underset{\sim}{x}}^{k}-\underset{\sim}{x} \text { otherwise }
\end{align*}
$$

Under suitable conditions, ${\underset{\sim}{d}}^{k}$ approximates a tangent move towards the interior of the feasible set. In the disc problem
the weight is a quadratic in $x_{n}$ but inear in the remaining variables $x_{1}, x_{2}, \ldots, x_{n-1}$. The proposed direction of search is obtained by projecting the normalized direction (8.9) onto the constant weight hyperplane.

$$
\begin{equation*}
w\left(x_{1}, \ldots, x_{n-1}, x_{n}^{k}\right)=w\left(x_{1}^{k}, \ldots, x_{n-1}^{k}, x_{n}^{k}\right) \tag{8.10}
\end{equation*}
$$

The distance of travel yields an alternate step within the design variable bounds (8.5):

$$
\begin{equation*}
\alpha^{k} \min _{l \leq j \leq n}\left\{\left(x_{j}^{k}-L_{j}\right),\left(U_{j}-x_{j}^{k}\right)\right\} \tag{8.11}
\end{equation*}
$$

For a design violating a main constraint the step length (8.11) is progressively reduced. For multiple constraints, $p$ in number, the direction (8.9) is replaced by the weighted sum

$$
\begin{equation*}
{\underset{\sim}{d}}^{k}=\sum_{\ell=1}^{p} c_{\ell \sim \ell}{\underset{\sim}{k}}_{k}^{c} \tag{8.12}
\end{equation*}
$$

where $c_{\ell}$ are non-negative weighting factors determined using Zoutendijk-type procedures ${ }^{(7)}$.

A different alternate step mode uses the distance of travel (8.11) to generate the direction of bounce into the feasible regions. The direction cosines $d_{i}^{k}, i=1,2, \ldots, n$, are constrained by the condition that the objective function remain constant

$$
\begin{equation*}
W(\underset{\sim}{x})=W\left(\underset{\sim}{x}{ }^{k}+\alpha^{k} \cdot{\underset{\sim}{d}}^{k}\right) \tag{8.13a}
\end{equation*}
$$

and the condition that ${\underset{\sim}{d}}^{k}$ be normalized

$$
\begin{equation*}
\left({\underset{\sim}{d}}^{k}\right)^{T}{\underset{\sim}{d}}^{k}=1 \tag{8.13b}
\end{equation*}
$$

where $\alpha^{k}$ is the step length defined by (8.11). The system
(8.13) is indeterminate for $n>2$. Complete solutions are obtained by using the physics of the problem to specify ( $n-2$ ) components of ${\underset{\sim}{d}}^{k}$ and calculating the rest from Equations (8.13).

The method was applied to the minimal weight design of discs ${ }^{(4)}$ in which the stresses were constrained to lie below the yield stress for the material. One such turbine disc to be optimized is shown in Figure 8.3. The problem is discretized using a piecewise linear representation for the disc profile (Figure 8.4). The shape function $h(r)$ (where $r$ is the radial distance from the axis of rotation) is therefore approximated by a sequence of discrete thickness variables $\left\{b_{j}, j \in J\right\}$ at specified radial distance $\left\{a_{j}, j \in J\right\}$. From engineering design considerations the width of the hub and the rim shape are specified while the hub radius $a_{2}$ is variable. Thus, the design variables are $\left\{b_{j}, j \varepsilon J ; a_{2}\right\}$. The weight is linear in $b_{j}$ but quadratic in $a_{2}$.

The stress computations were based on Donath's method (see Ref. 4), and cannot be expressed as analytically defined functions of the design variables. The behavior variables are functions only in the sense that they are computer oriented rules for determining the behavior associated with a given design and are not given in a closed analytical form in terms of the design variables. The behavior variables may be regarded as a "black box" into which are put the design variables representing a given design and out of which comes the corresponding buhavior variables for that design. These are then checked
against the behavioral constraints. The side constraints are essentially linear and are of the form $b_{j} \leq \varepsilon ; j \varepsilon J ; L \leq a_{2} \leq$ $U$ where $\varepsilon, L$ and $U$ are specified positive tolerances..

The computer program starts from an initial feasible design and enters an accelerated steepest descent mode of travel, continuing in this mode until a constraint is encountered. It is then no longer possible to move in this mode without piercing the constraint. In this problem, this situation occurs when a section $b_{\ell}$, $\ell \varepsilon J$ of the disc is at the yield stress. A feasible design is sought by thickening this section and thinning the section $b_{s}$, $s \in J$ furthest from the yield stress in such a manner as to leave the weight unchanged. All other thicknesses remain unchanged. Thus,

$$
\begin{align*}
\mathrm{d}_{\mathbf{i}} & =0 ; & & \mathbf{i} \neq \ell, \mathbf{s} \\
. & >0 ; & & \mathbf{i}=\ell  \tag{8.14}\\
& \ll 0 ; & & \mathbf{i}=\mathbf{s}
\end{align*}
$$

$d_{\ell}, d_{s}$ were calculated from the simultaneous equations (8.13) and gave polynomial equations consistent with (8.14). The step size was determined by (8.11) to ensure designs within the design variable bounds. Initially, a feasible point was obtained at the first redesign attempt and thereafter as the designs became more highly constrained, a feasible design was still forthcoming after the first few attempts. The synthesis was programmed to successively reduce the step length (8.11) if no feasible design was forthcoming after a specified number of redesign attempts. If still no feasible design was forthcoming, the next section furthest from yield was thinned and the above
process repeated. As a last resort, the program enters the alternate base plane redesign procedure.

Optimum designs for the turbine disc of Figure 8.3 were accomplished for design spaces which ranged from four to eleven design variables. The initial design for an eleven-dimensional representation is illustrated in Figure 8.4. Results are shown for the random and selective search procedures, respectively, in Figures 8.5 and 8.6. Figure 8.7 shows the variation of the design weight as a function of the number of redesign attempts. Other results for this problem and complete details of the method are presented in Reference 4.
8.2.3 Structural Analysis-Influenced Travel

The alternate step modes studied hitherto do not utilize the mechanisms inside the structural analysis packages to influence the design optimizations from a main constraint. Gellatly and Gallagher ${ }^{(8)}$ use constraint merit redesign techniques for the minimum weight design of trusses subject to stress and deflection constraints. The design variables are the crosssectional areas, giving rise to a linear merit functions. The behavior variables are the element stresses and nodal deflections. They direct the boundary search by calculating the normals to the behavioral constraints in static and dynamic response regimes. To describe the associated formulations, we designate the relevant equations of matrix displacement analysis as

$$
\begin{align*}
& \underset{\sim}{P}=\underset{\sim}{\mathcal{K}} \underset{\sim}{\underset{\sim}{\underset{\sim}{S}} \underset{\sim}{\Delta}} \tag{8.15}
\end{align*}
$$

where $\underset{\sim}{K}, \underset{\sim}{S}$, and $\underset{\sim}{p}$ are; respectively, the stiffness, stress, and design load matrices. The stiffness matrix at a given point in the design sequence $(\underset{\sim}{K})$ will be altered due to the change in the element stiffness matrix $\left(\underset{\sim}{K_{i}}\right)$ associated with the $i^{\text {th }}$ design variable. Thus; the new stiffness ( $\underset{\sim}{K}$ ) is represented by

$$
\begin{equation*}
\underset{\sim}{K}={\underset{\sim}{0}}^{( }+\sum_{i} \delta x_{i} K_{i} \tag{8.16}
\end{equation*}
$$

where $\delta x_{i}$ is the change in the associated design variable. Reference 8 demonstrates that a local approximation to the normals to the behavioral constraints is then given by

$$
\frac{\partial \Delta}{\partial \bar{x}_{i}}=-\underline{k}_{0}^{-1}{K_{i} \Delta}_{\sim}^{\Delta}
$$

$$
\begin{equation*}
\frac{\partial \dot{\sim}}{\partial x_{i}}=\tilde{S} \frac{\partial \Delta}{\partial x_{i}}=S^{k_{1}}{\underset{\sim}{L}}^{-1} K_{i} \Delta \tag{8.17}
\end{equation*}
$$

In the method of reference 8 , the direction of bounce is obtained by projecting the normal onto the constant weight hyperplane. For points on multiple constraints, Gellatly ${ }^{(9)}$ suggests a constraint direction based on the weighted sum of constraint normals, of the same form as Equation (8.12). The direction on the weight hyperplane is a linear combination of the form

$$
\begin{equation*}
{\underset{\sim}{W}}_{\mathrm{k}}^{\mathrm{k}}=\mathrm{cd}_{\sim}^{k}{ }_{W}^{\mathrm{k}}+\sum_{\ell=1}^{p} \mathrm{c}_{\ell}{\underset{\sim}{d}}_{d_{\ell}^{k}}^{k} \tag{8.18}
\end{equation*}
$$

where $c$ is a constant and $\underset{\sim}{d} \underset{D}{k}$ is the normal to the constant weight hyperplane, i.e.

$$
\begin{equation*}
\underset{\sim}{d}{ }_{W}^{k} \cdot{\underset{\sim}{d}}_{\mathrm{d}}^{\mathrm{k}}=0 \tag{8.19}
\end{equation*}
$$

For bounce back into the feasible regions, the direction
$\mathrm{l}_{W}^{k}$ must make acute angles with all constraint normals. This condition is expressible in the form

$$
\begin{equation*}
\underset{\sim}{\mathrm{d}_{\ell}^{\mathrm{k}}} \cdot \mathrm{~d}_{\mathrm{W}}^{\mathrm{k}}=\varepsilon_{\ell}>0 \tag{8.20}
\end{equation*}
$$

where $\varepsilon_{\ell}$ are specified tolerances, usually selected to be unity. From (8.18)

$$
\begin{align*}
& c_{\sim}^{d}{ }_{W}^{k} \cdot{\underset{\sim}{d}}_{\mathrm{d}}^{D}+\sum_{\ell=1}^{\mathrm{P}} \mathrm{c}_{\ell \sim}{ }_{\sim}^{\mathrm{d}}{ }_{\ell}^{\mathrm{k}} \cdot \mathrm{~d}_{D}^{k}=0 \\
& c d_{\sim}^{k} \cdot \underset{\sim}{k} \cdot{ }_{d}^{k}+\sum_{\ell=1}^{p} c_{\ell} d_{\sim \ell}^{k} \cdot d_{\sim m}^{k}=\varepsilon_{m} \text { for a11 m } \tag{8.21}
\end{align*}
$$

These equations form a determinate system for $c_{\ell}$. The matrix of coefficients tends to be ill-conditioned in the neighborhood of an optimal.

### 8.3 Constrained Boundary Motion <br> 8.3.1 Best's Method $(10,11)$

One of the earliest applications of travel along the constraints in the context of the structural design problem is due to Best $(10,11)$. His method starts from a trial design in the feasible region and steeply descends to the nearest (main) constraint. From a boundary point the method moves on the constraint surface in a direction in which the merit decreases most rapidly.

Suppose the point lies at the intersection of $p$ constraint hypersurfaces. The normals are determined using techniques similar to Equation (8.17) and are collected in the matrix $[\underset{\sim}{\nabla} g]$. The direction of travel $\left(\mathrm{d}_{\sim}^{\mathrm{k}}\right)$ is orthogonal to [ $\left.\underset{\sim}{\mathrm{q}} \mathrm{g}\right]$.

$$
\begin{equation*}
[\underset{\sim}{\nabla}]^{T}{\underset{\sim}{d}}^{k}=0 \tag{8.22}
\end{equation*}
$$

and is assumed normalized, i.e. Equation (8.13b) applies. The rate of decrease of the weight in the direction ${\underset{\sim}{d}}^{k}$ is determined by

$$
\begin{equation*}
-\frac{d}{d \alpha^{k}} W\left[\underset{\sim}{x}{ }^{k}+\alpha^{k}{\underset{\sim}{d}}^{k}\right]=-\sum_{i=1}^{n} \frac{\partial W}{\partial x_{i}} \underset{\sim}{d}{ }^{k}=-\left({\underset{\sim}{d}}^{k}\right)^{T} \nabla \underset{\sim}{W} \tag{8.23}
\end{equation*}
$$

The problem consists in maximizing (8.23) subject to the constraint conditions (8.13b, 8.22) so as to give the optimal direction of travel, ${\underset{\sim}{d}}^{k}$. We can accomplish this by the Lagrange multiplier technique. Introduce the Lagrange multipli$\operatorname{ers} \lambda_{0}, \lambda_{1}, \ldots, \lambda_{p}$. Then

$$
\begin{equation*}
-\underset{\sim}{\nabla} W+[\underset{\sim}{\nabla}]] \underset{\sim}{\lambda}+2 \lambda_{0}{\underset{\sim}{d}}^{k}=0 \tag{8.24}
\end{equation*}
$$

where $\underset{\sim}{\lambda}=\left\{\lambda_{1}, \cdots, \lambda_{p}\right\}$.
From (8.13b, 8.22, and 8.24), the direction of travel is given by

$$
\begin{equation*}
{\underset{\sim}{\mathrm{d}}}^{\overline{\mathrm{k}}}=\frac{\mathrm{HVW}}{2 \lambda_{\mathrm{o}}} \tag{8.25}
\end{equation*}
$$

where

$$
\begin{gather*}
\underset{\sim}{H}=\underset{\sim}{I}[\underset{\sim}{\nabla g}]\left\{[\underset{\sim}{\nabla} g]^{T}[\underset{\sim}{\nabla} g]\right\}^{-1}[\nabla \mathrm{~V}]^{T} \\
\lambda_{0}=-\frac{1}{2}\left[(\underset{\sim}{H} W)^{T}(\underset{\sim}{H \nabla W})\right]^{1 / 2} \tag{8.26}
\end{gather*}
$$

The operator $H$ plays a central role in the gradient projection method as will be shown subsequently, in Section 8.3.2.

The distance of travel is estimated to the nearest constraint, so that, to first order

$$
\begin{equation*}
g_{j}\left({\underset{\sim}{x}}^{k}\right)+\alpha^{k}\left({\underset{\sim}{d}}^{k}\right)^{T} \nabla g_{j}\left({\underset{\sim}{x}}^{k}\right)=0 \tag{8.27}
\end{equation*}
$$

The required step length is then

$$
\begin{equation*}
\alpha^{k}=\min _{j}\left\{\frac{-\dot{g}_{j}\left({\underset{\sim}{x}}^{\mathrm{x}}\right)}{\left({\underset{\sim}{d}}^{k}\right)^{T}{\underset{\sim}{g}}_{j}\left({\underset{\sim}{x}}^{k}\right)}\right\} \tag{8.28}
\end{equation*}
$$

The method was applied by Best ${ }^{(10,11)}$ to the minimum weight design of cantilever box structures in the presence of stress and deflection constraints. The method is primarily applicable to problems with very flat constraints in which movement in the direction ${\underset{\sim}{d}}^{k}$ does not give rise to significant constraint violation. This condition is usually not satisfied by behavioral constraints in structural mechanics. A modification was proposed by Schmit ${ }^{(12)}$ where condition (8.22) is replaced by (8.3). This reduces the problem to one with inequality constraints with a corresponding increase in complexity.

Constrained boundary motion in conjunction with a dynamic constraint was used by Zarghamee ${ }^{(13)}$ to maximize the frequency sabject to a linear weight constraint. The frequency is calculated from the eigenvalue equation

$$
\begin{equation*}
\left[\underset{\sim}{k}-\omega^{j}{\underset{\sim}{M}]}_{\Delta_{\sim}^{j}}^{j}=\underset{\sim}{0}\right. \tag{8.29}
\end{equation*}
$$

where $\underset{\sim}{K}, \underset{\sim}{M}$ are the stiffness and mass matrices respectively and $\Delta^{j}$ is here the modal shape corresponding to the eigenfrequency $\omega^{j}$. The modified stiffness matrix is given by (8.16) and for the modified mass matrix

$$
\begin{equation*}
\underset{\sim}{M}={\underset{\sim}{M}}_{0}+\sum_{i} \delta x_{i}{\underset{\sim}{\sim}} \tag{8.30}
\end{equation*}
$$

Differentiating (8.29) partially with respect to $\mathbf{x}_{\mathbf{i}}$ and using (8.16) and (8.30)

Assume the eigenvectors ${\underset{\sim}{~}}^{j}$ to form a complete set so that we can express their gradients as

$$
\begin{equation*}
\frac{\partial \Delta^{j}}{\partial x_{i}}=\sum_{k} \beta_{k}{ }_{i, \tilde{j}} \tilde{\Delta}^{k} \tag{8.32}
\end{equation*}
$$

where $\beta_{k_{i, j}}$ are constants.
Also, we take note of the orthogonality property of the eigenvalues with respect to $\underset{\sim}{M}$ as a weighting matrix:

$$
\begin{equation*}
\left({\underset{\sim}{\Delta}}^{\mathbf{i}}\right)^{\mathrm{T}} \underset{\sim}{\mathrm{M}}{ }_{\sim}^{\mathrm{j}}=\delta_{\mathbf{i j}} \tag{8.33}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta $\left(\delta_{i j}=0\right.$ if ifj and $\delta_{i j}=1$ if inj).

From (8.31-8.33)

This measures the rate of change of the frequency in terms of the corresponding eigenvector. The constraint on the total weight is of the form

$$
\begin{equation*}
W(\underset{\sim}{x})=w_{0}+\sum_{i=1}^{n} w_{i} x_{i} \tag{8.35}
\end{equation*}
$$

where $W(\underset{\sim}{x}) \leq W_{0}$. Hence we have the linear constraint

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} x_{i} \leq 0 \tag{8.36}
\end{equation*}
$$

The problem therefore consists in maximizing the frequency $\omega^{j}(\underset{\sim}{x})$ subject to the linear constraint. The solution was based on the gradient projection method for linear constraints, in which the gradient direction (8.34) is projected on the linear constraint using the projection operator $\underset{\sim}{H}$. This gradient pro-
jection method is again taken up below. Generalizations of the analysis to more complex structures are given by Turner ${ }^{(14,15)}$. 8.3.2 Gradient Projection Method

The gradient projection method, due to Rosen (b), has proved to be of value in the structural optimization area and applications to various structural systems are given by Brown and Ang ${ }^{(17)}$.

For nonlinear constraints, the method offers considerable flexibility and scope and consists in orthogonal projection of the gradient into the linear manifold of the supporting hyperplanes to the active constraints. The basic steps of the algorithm are summarized as follows:

Suppose ${\underset{\sim}{x}}^{k}$ 1ies on $p$ constraint surfaces. Using prior symbolism, the $n \times p$ matrix of normals is designated as [ $\underset{\sim}{ } g]$, where each column is assumed linearly independent of the rest. The projection operator, $\underset{\sim}{H}$, for the linear manifold spanned by ${ }^{*}$ the supporting hyperplanes is given by Equation (8.26). The normalized direction of travel ( $\mathrm{d}^{\mathrm{k}}$ ) is therefore defined by

$$
\begin{equation*}
{\underset{\sim}{d}}^{k}=\frac{\underset{\sim}{H \nabla W}}{\underset{\sim}{\underset{\sim}{\nabla} W} \underset{\sim}{W}) T} \tag{8.37}
\end{equation*}
$$

The gradient vector $\underset{\sim}{\nabla W}(\underset{\sim}{x})$ can be written as a linear combination of the projected gradient and the normals ${\underset{\sim}{\sim}}^{\Gamma} g_{j}(\underset{\sim}{x})$ to the active constraints

$$
\begin{equation*}
-\nabla \sim \sim\left(\underset{\sim}{x}{ }^{k}\right)=-\underset{\sim}{H} \nabla W\left(\underset{\sim}{x}{ }^{k}\right)+\sum_{i=1}^{p} r_{i} \nabla g_{i}\left(\underset{\sim}{x}{ }^{k}\right) \tag{8.38}
\end{equation*}
$$

where the $r_{i}$ are constants. It can be shown that if $-\underset{\sim}{H D W}=\underset{\sim}{0}$ and $r \leq 0$ then $\underset{\sim}{x}{ }_{\sim}^{k}$ is a local optimum. Whenever $/ \underset{\sim}{H V W} \mid>0$ a
small step length $\alpha^{k}$ is taken in the projected direction (8.37) to a point of improved merit. Because of the curvature of the boundary, this will be a non-feasible point and an interpolation procedure, as detailed in Reference 17.

When $-\underset{\sim}{H D W}=0$ and $r_{i} \underset{\text { are Temovend }}{ } 0$ for $i(i=1, \ldots, p)$ the constraints for which $r_{i}>0$ and the analysis is performed on the intersection of the remaining constraints. This is represented by sets of recursion relations on $\underset{\sim}{H}, \underset{\sim}{r}$, and are given in Reference 16.

### 8.4 Linear Programming-type Methods

Another method of boundary redesign is Zoutendijk's method of feasible directions [7] which has been applied by pope ${ }^{\text {(18) }}$ to static problems and by Fox and Kapoor $(19,20)$ to minimum weight design problems which include inequality constraints on the natural frequencies. The method consists in reducing the problem to a series of linear programs. We describe the method with reference to the problem treated by Fox and Kapoor.

The method first requires calculation of gradients to the active constraints. Equation (8.34) can be adapted to the calculation at the normal to the frequency constraint. The normals to the deflection constraints are given by the derivatives to the eigenvectors, as follows:

By differentiation of Equation ( 8.30 ) with respect to $x_{i}$ and using Eq. (8.33), we have

Premultiplying by $(\underset{\sim}{\Delta})^{\mathrm{k}}$ and using the orthogonality condi-
tion (Equation 8.33), we have for $k \neq j$
from which

$$
\begin{equation*}
\beta_{k_{i, j}}=\left(\Delta_{\sim}^{k}\right)^{T}\left[\frac{\partial \underset{\sim}{\partial x}}{\partial x_{i}}-\omega^{j} \frac{\partial \underset{\sim}{\partial x_{i}}}{\underset{\sim}{x}} \Delta_{\sim}^{j} /\left(\omega^{j}-\omega^{k}\right)\right. \tag{8.41}
\end{equation*}
$$

Also, for $k=j$, we have by differentiation of (8.33) with respect to $x_{i}$ and other operations

$$
\begin{equation*}
\beta_{k_{i, j}}=-\frac{1}{2}\left({\underset{\sim}{\Delta}}^{j}\right)^{T} \frac{\partial \underset{\sim}{x}}{\partial x_{i}}{\underset{\sim}{\Delta}}^{j} \tag{8.42}
\end{equation*}
$$

Equations (8.34, 8.41 and 8.42 ) determine the normals to the behavioral constraints. The linear program for the problem is now formulated as the determination of a direction ${\underset{\sim}{d}}^{k}$ which minimizes the linear function ( ${\underset{\sim}{d}}^{k}$ ) ${ }^{T}{ }_{\sim} W$ subject to the constraints represented by Equations (8.3) and (8.4), except that $\alpha^{k}$ is determined by ( 8.11 ) for linear side constraints.

### 8.5 Closure

This chapter has described some of the more commonly used boundary redesign techniques for structural problems. Many of these have structural analysis packages which, although relatively simple from a mathematical standpoint, involve extremely long and complex programming routines which consume considerable computer space and time. This limits a fuller utilization of classical nonlinear programming algorithms. The objective of structural optimization is not the determination of the numerical optimum to the constrained problem but rather improving the efficiency of existing structural systems. As a result of
these considerations there is a growing tendency to utilize the structural analysis procedures to solve the boundary redesign problem. Analysis procedures based on finite element procedures enable a more automatic coupling of the analysis and synthesis phases of the design process.
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Fig.8.f Method of Alternate Base planes.


$$
g_{l}(\underline{x})<0
$$

Fig 3. 2 Estimate for direction of Bounce given three successive Steepest descent mode DESIGNS.
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Cases 3a. 3b. Ir.aial design. Weight $=3.58973 \times 10^{3} \mathrm{ib}$.


Fig. 8.5

Case 3a; 186 cycles. Final design. Weight $=1.61401 \times 10^{3} \mathrm{lb}$.
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Fig. 8.6

Case 3b. Final design. Weight $=2.14537 \times 10^{3} \mathrm{lb}$.
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## NOME NCLATURE

PART I: $\quad$ Chapter 1
a
$a_{1}, a_{m}$
$a_{2}$
$a_{n-1}$
BF(즈)
$\mathrm{b}_{\mathrm{i}}$
$b_{i}(\mathrm{~b})$
$b_{1}, b_{m}$
b
C
$c_{i}$ (x)
D
E
$\mathbf{e}_{i j}$
$e_{r}, e_{\theta}$
$e_{\alpha \beta}$
$e_{\alpha \beta}^{\rho}$
F
$F_{i}$. body forces per unit volume
f
f
g gradient vector
$H(t)$
radius of plate; also weight parameter in beam analysis
inner and outer radii respectively of d :sc
outer radius of hub
inner radius of rim
behaviour matrix
elements of the behaviour matrix
bounds on the $b_{i}$
width of the disc hub and rim respectively
weight parameter
submatrix of normals to active constraints
general form for inequality constraints
dissipation rate per unit volume
Young's modulus
components of strain tensor
radial and tangential components of strain
strain components in generalised coordinates
maximum value of $e_{\alpha \beta}$
flexibility matrix
yield function
fatigue susceptibility coefficient

Heaviside unit step function

| h | thickness of disc at a radial distance $r$ |
| :---: | :---: |
| $\underline{K}_{\mathbf{i}}$ : | stiffness of the i-member of structure |
| $\mathrm{K}_{0}$ | stiffness matrix |
| k | yield constant |
| $\mathrm{k}_{\alpha \beta}$ | curvature in generalised coordinates |
| L | lower bound on design variable vector |
| $\underline{L}^{*}$ | lower bound on behaviour matrix |
| $\ell$ | length of beam |
| M | mass matrix |
| Mo, M | fully plastic bending moment |
| $M_{r}, M_{\theta}$ | radial and tangential components of bending moment |
| $M_{\alpha \beta}$ | bending moments in generalised coordinates |
| m | beam weight per unit length |
| $\underline{m}^{(q)}$ | steepest descent vector for studying ridge effects in merit contours |
| $\mathrm{m}_{j}$ | coefficients of the linearised weight function |
| $\underline{P}$ | load matrix |
| p | transverse load per unit area |
| $Q_{i}, q_{i}$ | generalised stress and strain components respectively |
| $q$ | design cycle counter |
| R | matrix of the normals to constraints |
| $\mathrm{R}_{1}, \mathrm{R}_{2}$ | radii of curvature in the circumferential and meridianal |
|  | plane |
| $\mathbf{r}$ | radial distance measured from axis of disc |
| $\xrightarrow{\mathbf{r}} \mathbf{i j}$ | elements of $\underline{R}$ |
| $r_{0}$ | intermediate radial point in hub |
| S | closed surface in the material under consideration |
| $S_{T}$ | part of $S$ on which the surface forces $T_{i}$ are specified |
| $S_{U}$ | part of $S$ on which the velocity components $u_{i}$ vanish |


| $\underline{\text { S }}$ | stress matrix |
| :---: | :---: |
| s,s | radial stresses at inner and outer radii respectively |
| T | tensile load per unit circumferential length |
| $\mathrm{T}_{\mathrm{i}}$ | -surface tractions per unit area |
| t | distance of travel in design parameter space |
| U | strain energy per unit area |
| U | aupper bound on design variable vector |
| $\underline{\text { U }}$ | upper bound on behaviour matrix |
| u | deflection |
| $\mathrm{u}_{i}$ | compatible velocity field components |
| $u_{i}^{(c)}$ | velocity field for a structure on the point of collapse |
| $\underline{\mathrm{u}}$ | -optimal bound ary search vector |
| v | volume enclosed by $S$ |
| $\mathrm{V}_{\mathrm{C}}$ | volume of structure on the point of collapse |
| $\mathrm{v}_{\mathrm{m}}$ | absolute minimum weight volume |
| $\mathrm{v}_{\mathrm{S}}$ | volume of structure which is safe |
| W | transverse velocity field in plastic case; radial component of displacement in elastic case; also used in certain instances to denote weight |
| $\mathrm{w}_{0}$ | initial optimal weight estimation |
| $\mathrm{W}_{\text {s }}$ | -..draw down weight |
| $\underline{\underline{x}}$ | design variable vector |
| 2 | plate thickness measured from undeformed middle surface |
| $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ | coefficients used in a penalty function formulation based on exponential functions |
| $\Delta b_{i}$ | gap vector. |
| $\Delta W$ | weight reduction |
| $\underline{\delta}^{(m a x)}$ | upper bound on deflection vector |


| § | matrix with element $\delta_{j}$. |
| :---: | :---: |
| $\delta_{j}$ | deflections in structure |
| $\underline{\delta}^{(i)}$ | i-eigenvector for standard vibration equation |
| $\varepsilon$ | control parameter on step length |
| $\varepsilon_{1}{ }^{\text {i }}$ | $\pm 1$ |
| $\theta$ | hinge rotation, also angular coordinate |
| $\lambda$ | constant of proportionality |
| $\lambda^{\prime(i)}$ | i-eigenvalues for standard vibration equation |
| $\nu$ | Poisson's ratio |
| $\phi(\underline{x})$ | penalty function component of $\psi_{s}(\underline{x})$ in the Heaviside transformation |
| $\Psi$ | direction of travel |
| $\psi_{s}(\underline{x})$ | modified objective function incorporating constraints using penalty function techniques |
| $\rho$ | density of material |
| $\underline{\square}$ | matrix with element $\sigma_{i}$ |
| ${ }^{\mathbf{i}}$ | stresses in structure |
| $\sigma_{i j}$. | component of stress tensor |
| $\sigma_{0}$ | yield stress |
| $\sigma_{r}$ | radial component of stress |
| $\sigma_{\theta}$ | tangential component of stress |
| $\begin{array}{ll}\sigma_{1} & \sigma_{2}\end{array}$ | principal circumferential and meridianal stress |

## Chapter 2

| $\mathrm{a}_{\mathrm{j}}$ | radial coordinate at standard sections of disc |
| :---: | :---: |
| ${ }^{\text {b }}$ j | thickness coordinates at standard sections of disc |
| $\mathrm{b}_{\mathrm{j}}(\underline{x})$ | behaviour constraint functions |
| G* | union of $\mathrm{G}_{\mathrm{k}}$ |
| $\mathrm{G}_{\mathrm{k}}$ | constraint hypersurfaces in design space |
| $g_{k}(\underline{x})$ | equivalent representation for design constraints |
| H | system Hamiltonian |
| I | index set for $i$ |
| J | index set for j |
| $\mathrm{K}_{\mathrm{j}}$ | upper bound on element thickness |
| L | bounds on the behaviour variables |
| N | normalisation factor |
| n | total number of points of division of disc |
| $\mathrm{p}_{\mathbf{i}}$ | radial coordinates at intermediate sections of disc |
| $\mathrm{q}_{\mathrm{i}}$ | thickness coordinates at intermediate sections of disc |
| R | feasible region |
| $S_{i}(\underline{x})$ | side constraint functions |
| U | bounds on the behaviour variables |
| u | control function |
| $\mathrm{W}_{\mathrm{k}}$ | modified weight functional |
| $\alpha$ | coefficient of thermal expansion |
| $\beta^{(i)}$ | variable metric type step length |
| $\varepsilon$ | lower bound on step length |
| $\Delta$ | step length along $\underline{\lambda}$ |


| $\eta_{k}$ | control parameter for modified weight functional |
| :--- | :--- |
| $\lambda_{1}, \lambda_{2}$ | adjoint variables |
| $\underline{\lambda}$ | search direction from boundary point |
| $\phi$ | temperature difference |
| $\tau_{1}, \tau_{2}, \tau_{3}$ | principal shearing stresses |

## Chapter 3

| ${ }^{\text {i }}$ | amplitude for the displacements |
| :---: | :---: |
| L | Lagrangian function |
| $\ell$ | Lagrangian energy density |
| n | number of nodal cadiameters round disc |
| p | natural frequency of vibration |
| $\mathrm{P}_{0}$ | critical frequency |
| $\mathrm{Q}_{\mathrm{r}}, \mathrm{Q}_{\theta}$ | shear forces |
| T | kinetic energy |
| $\mathrm{T}_{\mathrm{ij}}$ | elements of quadratic form for $T$ |
| t | kinetic energy density |
| u | axial displacement as a function of polar coordinates $\mathrm{r}, \theta$ and time t |
| $\underline{\mathbf{u}}$ | control vector |
| v | potential energy |
| $v_{i j}$ | elements of quadratic form for $V$ |
| v | potential energy density |
| W(r) | radial form of function which describes axial displacement |
|  | state vector |


| $\varepsilon$ | phase factor for the displacements |
| :--- | :--- |
| $\delta_{m j}$ | additional mass elements |
| $n$ | efficiency coefficient |
| $\eta_{i}$ | (small) displacements from equilibrium configuration |
| $\Omega$ | speed of rotation of disc |


| PART II: | Chapter 4 |
| :---: | :---: |
|  | 1 |
| F | integrand of J |
| £ | vector of state differential equations |
| $\mathrm{f}_{0}$ | integral component of I |
| G | non-integral component of I |
| $\mathrm{g}_{\mathrm{k}}$ | inequality constraints |
| H | Hamiltonian incorporating inequality constraints |
| $\hat{H}$ | Hamiltonian in the absence of inequality constraints |
| I | merit criterion |
| J | modified functional for first variation analysis |
| $\ell$ | order of vector w |
| m | order of vector $\underline{u}$ |
| n | order . of vector ${ }^{\text {x }}$ |
| P | scalar product of the state differential equationswith the normals to the active constraints |
| $\mathrm{p}^{\prime}$ | suffix denoting active constraints |
| t | independent variable |
| $t_{0}, t_{1}$ | initial and final values of $t$ |
| $\underline{\square}$ | control parameter vector |
| $\underline{u}_{\text {c }}$ | partitioned control vector |
| V | Bellman optimality function |
| w | control vector |
| $\underline{x}$ | state vector |
| $\theta^{(0)}, \theta^{(1)}$ | initial and final manifolds |
| $\lambda(t)$ | generalised Lagrange Multiplier associated with the state differential equations |
| $\mu(t)$ | generalised Lagrange multiplier associated with inequality constraints |

Chapter 5
$C_{1}, C_{2} \quad$ arbitrary constants of integration
F
$r_{0}, r_{1}$
$\theta^{(1)}, \theta^{(m)}$
initial and final manifolds
$\eta(x) \quad$ function of class $C^{2}$
$\underline{\lambda}$
adjoint vector

## Chapter 6

$a_{i} \quad$ coefficients of $G$
$A, B, C, D, E, F$ coefficients of the adjoint equations
f
$f_{1}$
$f_{2}$

G(p)
k
$\mathrm{p}_{\mathrm{k}}$
$\mathrm{W}_{0}$
$\alpha_{i}$
n
$\Lambda$
$\mu$
$\Phi$
$\Omega$
locator polynomial for frequency
transformed objective function
constraint function on weight
merit functional
large parameter
$k$-natural frequency of vibration
upper bound on weight
arbitrary constants of integration
small parameter for power series expansion of $\underline{\lambda}$
large parameter
coefficients of $\mathbf{f}_{2}$
Gaussian distribution function
arguments of the Bessel functions

|  |  |  |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |
|  |  |  |


[^0]:    * summation convention is used, where a repeated suffix denotes summation with respect to that suffix.

[^1]:    * Further extensions of probability concepts to more complex structural systems are given by Heer and Yang [227]

[^2]:    * The problem was characterised by thin walled cross-sectional elements with moments of inertia as the design variables.
    $\dagger$ Templeman [29] has developed Rosenbrock-type methods for structural optimization problems based on a combination of steepest descent and Fibonacci search procedures.

[^3]:    * A single load condition has been assumed for simplicity. The extension to multiple load conditions is straightforward.

[^4]:    * The optimal control aspects of the problem from an analytical standpoint are discussed in Chapter 5.

[^5]:    $\because$ Weight versus total redesign attempis. Based on randeen scareh.

[^6]:    $\dagger$ This means that the axis of rotation $r=0$ of the disc lies on $\left(\lambda_{1}, \lambda_{2}\right)$ plane.

[^7]:    * One of the first applications in this area is due to Armand [238] who has considered the minimal weight design of plates subject to a frequency constraint governed by a partial differential equation. Solutions were obtained using a generalised first variation technique.

[^8]:    ${ }^{1}$ Numbers in brackets designate References at end of paper.
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