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CHAPTER 1



SUMMARY

A Sféddy State model has been developecj which characterises the Steady
State profile of a continuous distillation column with a fotal condenser.
It takes into account the non-ideality of the system under investigation.
The system being Acetone, Methanol, and Isopropyl Alcohol.
Experimental results have been obtained a;1d compared with the numerical

experimentation,
A Dynamic model has been developed.

Analytical expressions and solutions to characterise the dynamics have
been obtained making use of matrix techniques. The Analytical solution

works equally well for both distinct and complex conjugate eigenvalues.

Numerical method determining the transients of a continuous distillation
column is based on Markov's Probabalistic technique. Numerical and

Analytical results compare very well,

’

Two techniques, namely, Sargent's and Wood's formulation of dynamic
equations has been investigated. It was found that Wood's formulation
due to more interactions in its equations, represents a multi-component

distillation system better, as compared to Sargent’s.

A method of analysis to investigate the effect of non-linearity on a change

in feed composition is suggested as further work,



CHAPTER 2
INTRODUCTION




INTRODUCTION

The control of industrial processes has become a very interesting and exiting

- subject for the members of the Chemical Engineering profession. The control of
disﬁllofio.n columns has been in the forefront of this increased interest because
distilling operations are found in almost every phase of the chemical industry,
and fhroﬁgh effective control of distillation columns, the industry can reap

considerable dividends.

The research in distillation column control has been primarily concerned with
determination and prediction of the dynamic behaviour of distillation columns.

In general, two different paths have been followed in studying distillation column
dynamics. One path has been to use a "rigorous" approachf According to this
"rigorous" approach, a distillation column is considered to consist of a known
number of plates. Each of the plates is assumed to play an equal role in the
dynamic behaviour of the column and a separate differential equation is writien
for each component on each plate. A simultaneous solution of all of these
differential equations results in the dynamic behaviour of the column. Cbviously,
the simultaneous solution of a large number éf differenfial equations is a time
consuming fcs;k, even with most modern computer. To add to fhe computational

| difﬁculﬁes,.fhe "rigorous"” model should consider the vapour-liquid contacting
efficiency, so that the theoretical model will have practical applications. When

all of the factors have been considered the resulting model is usually too complex

to be useful in an operating control scheme.




To avoid the computational difficulties encountered with the “rigorous” model,
some researchers have used an alternate approach in determining the dynamic
behaviour of a disfillaﬁqn column. This approach is to consider the column
according fo a section concept. According to that concept, the portion of the
column that lies between points where either material or energy enters or leaves
the column is a section. In the present investigation the "rigorous" approach was

felt to be more satisfactory for these reasons:

1) it gives more accurate predictions about experimental results in areas

of operation well away from the region of recorded datq;
2) it computes plate compositions and flow rates as well as product data;
3) it gives a greater insight into the behaviour of the actual system.

Distillation columns are ve.ry good examples of units exhibiting time lags. Such
lags occur in internal and external flows of vapour and liquid. A change in
reflux flow will be transmitted from plate to plate inside the column. The rate at
which the change is transferred will consequently depend on the volume of liquid
(or 'hold~up') present on each tray. Neither will the effect of a change in feed
composition can be instantaneously transmitted through the column, but will be

- subject to an accumulative time-lag on each plate, which again is a function of
plate hold-up. The. controlability of the plant is dependent upon the time~ lag it

produces, particularly if input disturbances are rapid.



The usual control criterion for a fractionator is to produce products of particular
specifications and to keep within those specifications. Occasionally one
product composition is required to be controlled, e.g., overhead product
composition. Sometime;bo’r’rom prbducf composition is also specified. Often in
the case of multi-component mixture there are more than two products to keep

within specification.

Disturbances in column operation are generally produced by variations in feed
composition, feed flow and feed quality. These may be termed uncontrolled

| variables although, if infermedicﬁe storage is used, it is possible to control feed-
flow to the unit by a simple feed-back flow control system. Furthermore, feed \

quality may be controlled using a preheater of soine kind.

Other principal variables are column pressure, reflix quality, .reflux and reboil-
vapour flow rates. The former two are held consf;:nf using feed back control for
a particular distillation operation. " The latter two have a very considerable .
effect on column performance and are easily controlled. They are thus generally
used as controlling variables to correct variations in products due to uncontrolled

disturbances.

Because of the time lags present the distillation unit lends itself well to the
applications of predictive control. For binary distillation with two product streams
it may be necessary to control either or both by feed-forward systems. It is
necessary to employ at Iéast one c;)ntrolling variable for each output variable
controlled in this manner. For example, to control both overhead and bottom

product compositions in the face of fluctuations in feed compositions it is necessary



to use both reflux and reboil-vapour flow rates as controlling variables. For
steady state on dynamic control the relations (transfer functions) between feed
composition, reflux and reboil vapour flow rates as inputs, and product
compositions as outputs, must be determined. The control model will then be
based on the criteria that variations in the latter be zero. This model can itself
be specified in terms of transfer functions. In order to be useful in practice the
action of the controller must at least approximate the transfer function of the
m_odel . Thi's ma)'r raise some difficult proble_msbfor the more complex control

schemes.

In order to obtain starting or boundary conditions for an unsteady. state cclcula-:
tions, a solution must be obtained for the steady state preceding transient
operation. Equation for steady state can be obfcined by reducing the normal
equations by imposing the condition of time independence of all variables; that

is, the steady state equations are a special case of the unsteady state equations.

If a column has reached a steady state in given operating conditions, then a
small change in the operating conditions will initiate a transient response. After

sufficient time the column will have reached a new steady state. Calculation of

transient response is difficult whereas the initial and final steady states, however,
can be calculated relatively easy. Transient section for the problem under

discussion has been developed both Analytically and nurﬁerically in Chapter 5 & 6.

For purpose of control, there are two main types of information which can be drawn
from such calculations. First, the calculations show the extent of change which is

tobe measured. Secondly, although the composition will be estimated and



controlled at a point within the column, the real concern of control is to achieve

satisfactory products at the top and bottom of a column.

A problem confronting the operation of a distillation column is in the controllability
of the top and bottom product to a specified purity and accuracy. What happens
is that some sort of disturbance in the form of limit cycle occurs internally,
which effects the purity of the product. In other words, the product goes off
specification at one half of the cycle and returns to the desired specification
later on. This clearly indicates that the purity of the said product is undergoing
an oscillatory phenomeon. This limit cycle is due to the fact that distillation is
a non-linear operation. It would be worthwhile to study the effect of non
linearity on changes in feed composition and reflux ratio andsee their effect

on product compositions. Suggestions of these lines have beenincluded in the
scope for further work. For the present, it needs to be proved that the above

mentioned phenomenon is theoretically explainable and justified.

The dynamic equations have been formulated in two ways, namely Sargent's method

and Wood's method. Both these techniques are discussed in Chapter( 6 ).

Method proposed by Sargent uses an approximdting system which reprod;.lces
correctly the completequalitatiebehaviour of the real system and further does
not depend on estimates of xi to determine dxi/dt. Onthe other hand in Wood's
method the slopes g (n, i) in eq( ]_) for multi component mixtures

1

g (n, i) = dY*n,i/d n,i P ( afi/a;n - xn'1:-/xn i)
I

r

(1)

———




depend on all the perturbations in composition on a plate n. This is because the
slope of the equilibrium data is no longer a line of fixed grcdienf, but is a line
in a vector space. In order to determine the direction of such a line in such a
space it is necessary for the liquid compositions to be specified i.e., X, must

4

be known. [t is evident that as g, ;are functions of x : withj=1, ..... k,

n,
that it will be necessary to solve the equations for all k components simultaneously.

In other words it will be impossible to obtain a solution for the transient behaviour of -

one component in isolation.

Wood has reported that there are essential differences between the transient
behaviour of multicomponent and binary distillation columns. The differences
arise ‘because, in binary distillation if one component increases in composition,

the other must decrease by an equal .amount and the linearised response to
individual disfurbdnce.s are simple monotonic exponential decay function.

However, in multicomponent distillation, the time response for a given component
on a given plate may go through a maximum and change sign. For flow disturbances,
because the steady state profiles for the least and most volatile components are
monotonic, the responses for these components would be expc;cfed to have a

similar form to those for bSinary distillation responses. However, for the. components
of intermediate volatility, the steady state profiles can go through a maximum

value and this is  part of the reason why the responses for these components can

be substantially different even on adjacent plates in a distillation column.

The eigenvalues obtained by Wood's method are negative and have a complex
pair indicating an oscillatory system as compared to Sargent's method, which

gives distinct and negative eigenvalues.




It would be appropriate to define few of the terms used in this investigation for

specifying control system performance.

They are as follows:

The STEADY STATE RESPONSE is that part of the total response which

does not approach zero as time approaches infinity.

The TRANSIENT RESPONSE is that part of the total response which

approaches zero as time approaches infinity.

The TOTAL RESPONSE is a sum of steady state response and transient

response .

The UNIT IMPULSE RESPONSE of a linear system is-the output y (1)
of the system when the input x (t) = 3(t) and all initial conditions are

Zero.

The UNIT STEP RESPONSE is the output y (t) when the input x (1) =

v (t) and all initial conditions are zero.
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REVIEW OF PAST WORK

Considerable interest has been given to the study of the transient behaviour

of a fractionation column in recent years. Some investigators have considered
the problem of the start up and the rate of approach to equilibrium of a

column. Since the present investigation is concerned mainly with the behaviour
of the column subjected to feed composition disturbances, reflux ratio disturbance
and boil up rate disturbances, and its control, the works of those investigators

will not be mentioned here.

Prior to 1932 almost no work had been done in developing dynamic models
of industrial processes. In 1932 lvanhoff (12) presented a paper in which he
made the first attempt at developing a mathematical model, from a strictly

emperical point of view., From the discussion accompanying the article, the

. results of his experiments appear to have been widely accepted, Several

other early authors (1, 39) also approached the development of dynamic models
from an emperical point of view. These men’correlcn‘ed statistically the
behaviour of a process with changes in independent varic_;bles and developed
and approximate model of the process. Several orhervresearchers ®,10, 18, W)
approached the problem of developing a dynamic model by constructing small
scale plants and then developing a dynumic“model from the results obtained.

Although these early workers were not interested in the control of distillation

columns, but in transient systems in general, their works formed the foundation

of modern process dynamics.




o

Of . *" the earliest theoretical treatments on the transient behaviour of a
distillation column was given by Amundson and Acrivos (2), who employed
matrix algebra to the linearized model and proved that for an uncontrolled
column all the roots of the characteristic equation are real and nego‘tive. This

was later on supported by other workers notably Sargent (6%, 50).

In 1947, Marshall and Pigford (16) proposed the first mathematical modél
of a distillation column, Their model was based on the equilibrium stage
as shown in Figure 1. According to the equilibrium tray concept, each tray
must be considered individually, and the differential equation that predicts

the transient behaviour must be writien for each component in the form

dd Lx dé Vy
n n + n’‘n = -1
dr dr n

*n=1 + vn+]\ yn+l) '

- (Ln X = Vn yn) e (1)
where

dér‘f' xn/df = change in liquid holdup of a component on tray n with

time

dér‘Vyn/dt = change in vdpour hold up of a component above tray n

with time.

L

n-]xn-1+vn+lyn+1 = rate at which a component flows to tray n.
Lnxn+Vnyn ' = rate af which a component flowsaway from

fray n.




Reboiler 0

v J

> w,1

Fig 1. A SCHEMATIC DIAGRAM OF A DISTILLATION COLUMN HAVING TRAYS
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While this concept is theoretically sound, there are se;/ercl drawbacks in

the vast number of equations that must be solved. This problem is perhaps

best illustrated by an example. If the column under investigation has n trays

and i con;ponenfs, the number of differential equations that must be solved

is of the order of n times i. Thus, the model is severely limited in if‘s complexity .
Since neither Digital nor Analog computers were well developed at the time that
Marshall and Pigford developed the plate-to-plate model, a rigorous solution of the
equations was almost impossible. The difficulty in using the Marshall and

Pigford model was compounded further by the fact that the trays are not norm-
ally equilibrium ones. Thus, some method of estimating the efficiency, or the
approach to equilibrium, of each tray was required. In order to make their

- model more useful, Marshall and Pigford made the following assumptions :

1. Constant molal overflow,

2, Negligible vapour holdup above a tray,

3. Approach to equilibrium between the liquid on the tray and the vapour
above the tray could be represented by a straight pseudo equilibrium

line.

While these assumptions enabled Marshall and Pigford to obtain ananalytical
solution to the differential equations, the accuracy of the model was reduced
considerably. The-assumption of negligible vapour holdup is normally a good
one, but since the assumption of ;:onsfcnf molal overflow required that the

molar heats of vaporization of the components be equal and the assumption of
a straight line requires that the concentration of the component be small, the

integrated equations are normally too restricted to be useful on actual systems.



Sometime after Marshall and Pigford developed their model, Rose and his co-
workers (28, 23, 24, 25) applied the basic equation, equation (1), to a batch
distillation column. In this application, Rose etal. avoided the assumption

that limited the usefulness of the Marshall and Pigford equations by programming
the differential equations on a digital computer. They were, however, confronted

by the problem of excessive computer time.

.vaouf the same time that Rose et al . were publishing their work, Robinson and
Gilliland (24) developed an approximate graphical method for predicting the
approach to steady state of a distillation column. Their method was restricted
to cases where the column was upset by a change in the feed composition, and,

like previous models, was based on the equilibrium tray concept.

Voetter (3§) was perhaps the first to combine experimental data with a theoretical
analysis. He compared the equations of Marshall and Pigford with experimental
data that he obtained on a sixty tray oldersHow distillation column. He studied
the response of an uncontrolled column to step and sinusoidal disturbances in the
concentration of the feed stream, TBe experimental and the calculated values
compared excellently during the early portion of the transient period, but as the
column approached steady-state the experimental and calculated values differed
considerably. By means of finite difference method two sets of response equations
. v
were obtained, one connecting the top composition response with feed compo-

sition disturbances and one connecting the bottom composition response with the

feed composition disturbances. The two equations were coupled mathematically

to obtain the response for a complete column under the influence of a frequency




response function. An equation for calculating the retention time was also given.,
The effect of various simplifying assumptions were discussed in terms of addition-
al retention time over and above that obtained for the simplified model. An error

of up to 40% was said to be possible with the simplified model .

In 1957, Wilkinson and Afmsfrong (5, 3’7, 36) presented experimental data that
were obtained as a response of 21 tray four-inch diameter column operating with
a mixture of benzene and carbon tetzachloride to step disturbances in feed
concentration and in reflux ratio. For the systems investigated fair agreement
was obtained between the experimentally determined time response curves of

various plates and the digital computer solutions of Rosenbrock '(29).

Wilkinson and Armstrong (37) also deriv_ed an approximate mathematical solution
for the response of a disti'llo'ﬁon column to step disturbances in feed composition.
Tbe assumptions made in deriving the equation were the same as those made by
Voetter, except that the equilibrium line was replaced by two-straight lines,
one for the enriching section and one for the stripping section. Theoretical
response curves were cpmpored with those obtained by experiment, Fair agree-
ment was obtained for the initial part 6f the curves, but the agreement was poor

when the system approached the new equilibrium state .,

By using the same theoretical model as that of Wilkinson and Armstrong (37),
Wood and Armstrong (34) were able to obtain an improved expression which gives
better prediction of the response curve when the column approaches the new state

of equilibrium ofter a step disturbance. The agreement between theory and

experiment was within 20%.




IS

By using a linearised model and then taiking laplace transformation of the
Ifneérised equations, Armsteagand Wood (4) were able to obtain an an‘alyﬁc.al
expression for the response of adistiitimcolumn to step changes in reflux

flow rates from fotal to practical reflux conditions with the change being made

so as to keep the feed plate constant composition. This expression was then
extended to cover the more practical case of varying feed-plate composition.

At the top of the column the experimental and the calculated values were in good
agreement, but at the bottom of the column the experimental and calculated

values did not agree well.

-

Rose and Williams (28) studied the control problem of a five plare. distillation
column subjected to step and sinusoidal variations in feed composition with the
aid of an analogue computer. The composition sampling arrangements included
two point sampling using top plate and bottom plate samplers, two point sampling
using distillate and bottom plate samplers, single point sampling from distillate
only, single point sampling from top plate only, single point sampling from
bottom plate only. All three types of controllers (proportional ; integral and
derivative) were used in the study; they were used either si;mgly or inl combination
with each other. Top piate sampling with proportional controller used either

singly or in combination with integral controller was found to be the most

effective. The use of derivative controller either singly or in combination with

others was not recommended,
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Williams, Harnett, and Rose (38) extended the study of Rose and Williams (27)

to covér the effect of cold reflux and imperfect sample;' on the overall control-
ability of the column. It wﬁs found that if the minimum compdsiﬁon variation
detectable by a particular sampler was 1.5% or l;ess, top plate scmpliing should

be used. The deviation of the temperature was found to be significant only

if the resulting change in vapour rate amounts to 50% or more of the originclv
liquid rate for intermediate plate sampling. In the case of the top plate sampling,
the difference between the relux temperature and the top plate boiling temper-
ature was significant only if the resulting change in vapour rate amounts to 80%

or more of the original liquid rate.

In 1961 Baber (Z, 6) presented the most extensive experimental and calculational
study that has been published. He programmed a series of differential equations
that were developed by Lamb and Pigford (14), but were based on the earlier
Marshall and Pigford equations, on an analog computer. Baber compared the
results obtained on the computer with the éxperimental dctla he obtained. The
data were obtained on a five tray, single section distillation column. The
method of operating the column was to allow the column to come to steady -

state at total reflux and then change one of the operating variables; either

the reflux rate, the reflux composition, or the vapour rate.

The flow rates and compositions of the various streams were determined before
the step change was made and the compositions were measured at intervals
throughout the transient period. When the column reached steady-state, the

flow rates and the compositions were again measured, For some of the experimental
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runs, Baber was able to get good agreement between the experimental and the
computer calculated values, but for most of the runs he was unable to obtain

good agreement,

At the Baltimore meeting of the American Institute of Chemical Engineers, Marr

" (1) suggested a new concept for predicting the transient behaviour of a

dis_ﬁ,l‘lbd.ﬁon column. He suggested that in order to get away from the conventional
and cor;nplicated plate-to-plate model, some parameter which could be used to
describe the degree of separation that was occuring in a distillation column
should be developed. However, after suggesting the simplified model, Marr
complicated it by considering all aspects of the mechanics of construction of the
column. Due to these additions, the final model was almost as complex as

the plate-to-plate ‘model . Little simplification was actually accomplished.

After Mcrr's“wor‘k; n'o[ further efforts were made to develop a simplified model

until Reynolds (21) began his work.

Reynolds envisioned a distillation column as being composed of several sections
in which there could be any number of trays. According fo the section concept
as shown in figure 2, a section of a distillation column is that part of the column
which lies between the points at which either feed streams enter or product
streams leave the column according to Reynolds, theA rate at which mass is trans-

ferred from the vapour phase to the liquid phase can be expressed by the equation

'

Ny oom s 6, )

n,i n,i

where Jn : is the parameter which describes the degree of separation occuring
I 4 .

in a section and (y”— y)n . s the driving force for mass transfer in the section.
r

[+
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Fig 2. A DISTILLATION COLUMN ACCORDING TO THE SECTION CONCEPT.
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The reader will notice that equation (2) is identical in form with the equation

that is normally used for mass transfer
*
N=K({ -y

There are, however, fundamental differences between equation (2) and the
convenfionol mass transfer equation. In deriving the conventional equation,

the coefficient K is related to the diffusivity of the components being transferred,
The cbeffi'cienf' in equation (2), however, is not related directly to the physical

properties of the component being transferred, The coefficient, Jn , isa

o
1

parameter that describes the degree of separation occuring in a section and is

an emperically determined factor.

Using this idea for the rate of mass transfer in the section, Reynolds developed

a set of differential equations for the transient behaviour of the liquid and
vapour streams leaving the section. In developing the equations, Reynolds made
two major qséulrﬁpﬁons. The first of these assumptions was that J- . remained

3 n,i
constant for small changes of column conditions and the second was that of
constant mofal overflow throughout the section. After developing the model,

Reynolds attempted to prove the model by comparing the values predicted with

the model with experimental data, but was unable to obtain good agreement.

In the time since Reynolds completed his work using the lumped parameter model,
the research in distillation column dynamics has followed two distinctly different
pafhs; One path has been toward the investigation of the use of lumped para-
meter models. The other path has .been toward the use of increasingly more

complex models.
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In the direction of the lumped parameter models, Osbérne (89 ) has shown
that the model proposed by Reynolds could be used to réproduce the transient
behaviour of a column. Mur +ifl (19) has shown experimentally that the
transient behaviour of the composition of the liquid leaving a tray can ke

accurately represented by an equation of the form
- .=/ |
x0) = %, [1-70M] xS @)

Finally, Moczek, et al. (17) have shown theoretically that the transient
behaviour of the composit'i’on\of the products from a distillation column can
be represented by a simple method using o'dead time and two time constants.
in the opposite direction, i.e. toward the use of increasingly more complex
models, Huckaba et al. (14) h'a‘\l/e shown that by using plate efficiencies and
_ corﬁinuqus heat ba_lanciné the unsteady state behaviour of the composition of

the distillation column products can be accurately represented. The model that

they used is based on the plate concept and is restricted to binary systems.

Waggoner and H‘ollar'nvd (38) developed a theoretical model for the transient

. ‘ ,

behaviour of the multicomponent distillation column. They assumed plate
efficiencies were known, and used an external material balance to force the

column into material balance at the final steady state.
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Following the trend fowards increasingly more complex models, Tetlow,
Groves and Holland (32) proposed a method for estimating transient plcté
efficiencies in a distillation column. Using this method for estimating
efficiencies, the same authors (33) presented a transient model in which they
considered the hydrodynamics on each tray in the column. They proposed
that the liquid on each tray could be represented by a combination of plug
flow, i.decl mixing and bypassing. Independently Duffin and Gamer §)

de veloped a mathematical model in which they used the FrancisWeir formula
to determine the holdup of eccfx tray. Neither Holland, et al, nor Duffin

and Gamer presented any experimental data to prove their proposed model .

A great deal of attention is being devoted to improvement of generalised
stage models for rigorous, plate-to-plate, multi-component, continuous
distillation of ideal and non-ideal systems, assuming implementation by a

computer.,

Tierney and Bruno (4%;) reported on use of the Newton-Raphson iteration method,
Bﬂlingsley (42) demonstrated the mathematical basis for fhe' Holland © method

of convergence, as well as introducing techniques based on Jacobian matrices.
Petryschuk and Johnson (45) compared the 6 and block relaxation methods

for convergence. Tri-diagnol matrices were introduced by Wang and Henke
(46). Wilhelm (47) developed an anaiy’rical solution to the differential equations
describing open distillation of ideal mixtures. Takamatsu and Tosaka (4%)

proved that plate-column models can be rigorously employed in packed column
applications, provided the proper physical model transformations are made.

A number of dynamic analyses of distillation columns were repeated.

¢
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Wood (49) studied the theoretical frequency response of multi-component
distillation columns followed imposed disturbances.

He found out that under some conditions the transient responses for a multi-

component can be quite unlike those obtained under similar conditions from

binary mixtures.




STEADY STATE MODEL

\
CHAPTER 4
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- 4.1 INTRODUCTION

The program is designed for a distillation system using a total condenser. The

nomenclature used in Fortran listing has been given in Appendix (Al).

The system under investigation being non-ideal, it was necessary fo recognise
the effect of composition on the equilibrum relation, which can be expressed by

means of activity coefficient as follows:

(k) modified v (k) ideal

-

where the values of gamma (activity coefficient) are determined by a three suffix
Margles equation for multi-component systems. They values are determined in
subroutine - ACTO - and are stored in a two dimensional array for use by the main

program. They values are also made use of in bubble point cal culation. It should

be noted that only mass balance and no energy balance has been programmed
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PROPOSED MATHEMATICAL MODEL FOR NON-IDEAL, STEADY STATE
DISTILLATION IN A PLATE COLUMN

The extensive use of fractionating columns, which often determine the

quality of the final products, in the chemical industry justifies the

- interest of investigators in search for new calculation methods and

improvement of the existing ones. Mathematical analog methods are
of special significance in this respect, as they allow comprehensive
studies of a given process for determination of the most effective

means of economic production, even at the planning stage.

The following ASSUMPTIONS are made in the present case for

description of the steady state in operation of a frationating column:

1) the colt'Jmn operates adiabatically;

2) the molar flows of Iiquid and vapor are constant along the
cqlumn;

3) there is no entrainment of liquid from the plates with the
vapour;

4) complete mixing of the liquid occurs on the plates.

Figure 1 is a schematic representation flows in a frationating column,

with the plates numbered from bottom to top.
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Fig (1) Schematic Diagram of Flows in

a Fractionating Column
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The overall material balance equation for the column is

LF = LW + VD _ (N
The equation for the enriching section is
i = -
L VvV + LW LF (2)
- and for the stripping section

L=V+LW (3)

-

where
L = liquid rate.
V = vapour rate.

F,D and W = Feed, Distillate and bottoms respectively.

The material balance of the column for component i is

LF Xep T LWle + VD Ypi ¢ i_=l,2,...'...k 4)

For any plate in the enriching section

|
L x.=V
nl yn—l,i+LVVxni-LFxFi, FrlsnsN, i=1,2.....k (5

For the stripping section
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and for the feed plate

Ylf,i = ]\-/..(Vyﬁ-!-VF YFi)’ n=f,i=1,2...... k (D
where,

Xn'i =  conc. of comp. i in.the liquid flowing down from plate n,
Yni =  conc. of comp. i in the vapor leaving plate n;

X,Fi - = conc. of comp. i in the feed;

n = plate index;

N = indicates that the given quantity relates to the condenser;
f = number of feed plate;

VF =  content of vapor phase in the feed.

If it is assumed that the still operates as a partial boiler and a total

condenser is used, we obtain,

(V+1w)x2i-(LW-v1_<'i)x“=o,i=1,2 ......... k (8)

ANTRER Lai=1,200000, k 9)

“where Ki is the index referring to the particular component. -




27

The various equations used in our mode! for predicting the vapor comp.

leaving any plate are as follows:

N .

Y ox.=1,i=1,2......... k
ni

n=1

N

b} yni=]'|=]’2 ........ k

n=1
N

T (%=] Yni) =760

where T = vapor pressure

.. 0
Alsoy o =P %
P, LP .x
i n

Pi

n

Y..P° :x . (for non ideal mixtures)
N nim

m
where Yo = activity coeff

Poni = Partial pressure

PP=Mt+C

(10)

()

02)

(13)

(14)

(15)

(16)



3.2 ]
Vapour A

Pressure o : o o \
Ratios. 3 '
P P ~ A
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combining 14, 11 and 16, we get

m

{(Z(Yni Mnix:i)HZ(vniC .x:i)}=ﬂ (17)

k

or t+=760-Z(y.C. .x.)
. ni “ni ni

Z(y_ .M ) (18)

X
ni- ni ni
Rewriting eq. 15, using 16, the vapor composition can be calculated
if the liquid composition, the activity coefficints and the values of
constants M and C over the workable temperature range for the

particular mixture are known.

Hence the final equation

k k
Vi = YniXni Mit+Cy)

T | (19)

Putting the value of t from equation 18, we get

k k k ‘
=Y x . MO -Z(y x . C )+ C 20
ynl Ym ni ( ]( (Ynl ni- m) ' 1) (20)
k
X . .
z(Yl'\l nt nl)
TEMP. M 1
L T T T T N3
50 23.5 609.1 19.64 417.1 9.96 177.4
55 26.96 726.6 23.4 515.3 12.2 227.2
60 80.72 861.4 27.58 632.3 14.96 288.3
66 35.2 1015 32.4 770.2 18.1 363.1
70 39.4 1191 37.76 932.2 21.8 453.6
75 44.6 1388 44 1121 26.1 562.6
80 50 1611 50.4 1841 30.98 693.1
6 0

85 55. 1961 58.2 1593 36.6 848,

Values of M and C constants.
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The activity coefficient can be calculated by making use of the

morgules equation for Ternery mixture.
vy =xy (At 20y - A g A2, - A ]+
1 - -
txy Xy [HAgy +A L tAL +A L Ay - AL) + (21)

1 Ay m A Ay AR ) ) - xg)(Ays Ag) ]

The rotation of the coefficient in the above equation to find out the

other two activity coeff. would be as follows:

1 2 3
2 3 (22)
3 1 2

After having calculated the composition of the vapor leaving any
plate, we come to finding the composition of the equilibrium ratio on

the pate, which is given by the solution of the system of equations.

(23)
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where K are phase equilibrium constants and can be represented by

K.=EXP(A .-B .
ni ni  ni
. 0.555T4212.3

+ C .(0.555T4212.3)-5.487)  (24)

The calculation comprises two independent problems. The first involves
calculation of the concentration distribution between the plates in the
column, and the second requires determination of the composif%ons of
t.he bc'>tfoms and distillate satisfying the overall material balance
equations for each component of the original mixture. Each of these
problems present its éwn specific calculation difficulties. The "plate
to plate" method is suitable for calculation of the composition
distribution. The general form of the system of equations 5, 6, 10 to
22 leads to the conclusion that the préferoble direction of the
calculation is ﬁ"om the boiler to the condenser, as in calculations
from condenser to the boiler, it becomes necessary to solve the
systems of equations 5, 6 and 10 to 22 for the variables in the R.H.S.
This could result in complication of the calculation scheme, an
increase in the required computer memory capacity, and could
lengthen the computer time. The advantage of "plate to plate”
method is that these calculations can be performed for a virtually
Unlimifed_ number of plates with a minimum computer memory
capacity. This scheme could exhibit instability because of the fact
that for a given precision in determination of the composition of the

bottoms in calculations in an upward direction, the precision in the
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determinations of the compositions of the more volatile component on
the plates decreases with increasing plofe\number. The instability
of the computation scheme in the plate to plate method has been seen
to become especially pronounced in calculations for conditions such
that the column contains zones of nominally constant concentrations
(regions of very low separation power); the instability is not

eliminated in such cases even by increase of the precision in the

calculations.
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4.3 BREAKDOWN OF THE STEPS

The following functions are performed in the first section of the program.

,. 'I.

Reads input data and writes data on line printer before starting calculation.

Sets various counters to zero,

Calculates stage dependent indexes for later use in DOloobs and other

places.

Calculates total feed of each component for subsequent use in program.

Fills the GENX, GENY, and GAML arrays with starting values needed

for the equations involving mass balances.

The statements from that just prior to 13 to and including statement 24 decide whéther

the feed to the system is all liquid, all vapour or both liquid and vapour.

Depending on the feed state, a liquid and/or vapour composition is calculated and

stored in the composition arrays. Activity coefficients are all set fo 1.0 to start

’

the calculation.

6.

Calculation of Plate compositions:

Normally the equilibruim constant, K, for a component is a function of
composition. In many cases, including the present investigation, due
to non ideality, the equilibrium constants must also be corrected for
composiffon . The competing effects on the composition map of first
temperature and second composition dependent activity coefficients

often result in severe oscillation of the composition profile from
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iteration to iteration, with little or no tendency to converge. Hence
an_iterative scheme based on a method of balance, which approaches

convergence in an asymgtotic fashion but with less tendency to oscillate,

becomes necessary .

The method proposed by Hanson, et. al, is one derived from the basic differential
equation of the system, and can be called the method of successive flashes. The

unsteady state equation for any component i on any plate n would be:

dyn dxn® _ " .
Hyn a7 HL n dt Vn__-] Y . b1 X n+l = (vnyn +Lnxn)
where
an = vapour holdup on plate n, assumed constant,
H’Ln = liquid holdup on plate n, assumed constant,
t = time

If Yn =K x and assumption made that an is much smaller than HLn' then for any

component one has ’

HLn %—:) = vn-] Kn-'l *n-1 -+ |'n+'| * -xn (vn Kn+Ln)
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Substituting the definition

T = t/.
: HLn
dT = di/,,.
results in
dxn

L X

n-1 Kn-l X n-T¢ n+]¥. n+l

d = ( +

an P (Vn Kn Ln)

Putting these terms in the above equation and separating variables leads to
dx

dar o=

o -x.np

An iterative type of solution can be obtained by intergerating from the point 3<n at
iteration r to the point'ﬁ(n at iteration r + 1, with the corresponding finite
difference in T being AT. The assumption needed to carry out this integeration

is that c.and B are constant across the iteration. The resulting equation is:

a = (xn) r+'|£3 exp (-BAT‘-)

Q.

o - (xn)r
which can be rearranged as follows:

& n) +1 ~ {xn) r exp (GfP)+-—EF——- (1-exp (1))

r

where ‘3/ = PA T
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Sirce steady-state values of the composition were the object of the calculation,

it was desirable to use large values of ¥ to obtain rapid convergence on the steady

state composition. -

(I it is arbitrarily assumed that the values of ¥ are chosen so that exp (-¥) =0

for each iteration, then the very simple basic expression for the r + st value of

(y n) becomes.

() r ~ g T Vn'-'l ’Kn'—'l' % -1 +’Ln+] Xon£l

V. K +L
n n n

‘This equation has the exact form of the well-known flash equations, so that repeated
application of this equation ackwss ite_rcnfions'lecds to the naming - of this method as

the method of successive flashes.

In the use of method, it is necessary to assume all stage temperatures and set all
vapour and liquid flows. Also the starting compositibn on every stage must be
assumed. It is not necessary fo have accurate compositions, since the steady-state

solution is independent of any starting compositions. A single way of starting is to

fill every stage with feed liquid at its bubble point while the vapour is in equilibrium.
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CORRECTION OF PRODUCT COMPOSITIONS

The over-all material balance for any component in a process yielding two producfs
can be written as:

o FXe
b(*™/xd ) +d

xd =

If the distribution ratios, xb/xd, have been calculated for all components through
calculation of the composition map, this equation can be used to determine a more
accurate estimate of the product compositions. From the nature of the calculation,

it can be seen that all of the distribution ratios for the components will be ‘in

~ error in the same direction. As a-first assumption it can be said that the disiribution

ratios are all in error by the same factor. This factor can be found by altering’
all of the distribution ratios by a factor, (b, such that when the altered component

distribution ratios are used in the above equation, the calculated values of xd

sumto unity. Thus:

- EX
(Xd)corr = b (2%) q) +d.
X
and A -
6b) o o= ;ig) G (xd) corr,

Thus, even though the temperature map is quite different from the correct
temperature map for the given flow map, and hence the calculated product
compositions do not sum to unity, the corrected compositions obtaine d from the
above equation are usually quite close to the correct composition for the product

amounts set.
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In the same way these equations can be used to predict the product compositions
which would result from a change in the bulk split, i.e., a change ind and b.

If the set of distribution ratios is known for a given bulk split the product

" compositions can be obtained for any other bulk split by using the new values of

b and d and determining the value of (fP such that = (xd ) corr = 1.

If it is desired to find the total amounts of the products which will yield a certain

ratio bxb/dxd for a particular component, the similar equation.

S F:XF-.‘S; I
(dxd)v corr = j
bX‘b ¢ + 1
Ty
can be used, where now
qD - (bxb ) desired for a certain cdmponenf
(Co% 1 ,
(:;::) calculated for the same component

The corrected value of d will then be

@ = S (&)

corr

corr,
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4.5 CORRECTION OF STAGE COMPOSITIONS

In the iteraffve scheme: of column colculéﬁon used for this investigation, the total
amount of t.op\cnd bottom products is held throughout the calculation. Thus, it is
desirable to calculate a corrected set of compositions for the set amounts of top and
bottom product. The corrected product compositions can then be used to correct
the compositions on the stages before determining a new temperature map, and

convergence on the correct temperatures considerably speeded,

Each component is considered separately. The vrole fraction of all components in
either product will, of course, be corrected in the same direction. If, for example,
. . 1 . | .

the correction is such that (xd) corr ¢ greater than (xd) cale (¢< 1), the

temperature map was predominantly low, At the same time, (Xb) corr will be lower

than (Xb) cale”

It is logical then to reduce the mole fraction of the component in the stages below
the feed stage and raise the mole fraction of the component in the stages above the
feed stage, so as to follow the corrected product mole fraction. It has been found

+

that a simple ratio correction such as:

(x ) = (x ) cale (Xb) co‘r;
n/ corr nA alc. &L’y——

calc

where n is any plate below the feed, is in general over correcting by a considerable
amount. Perhaps the most logical correction would be to hold the shape of the
gradient of mole fraction anchored at the feed stage, with no change in the
fraction, but yielding a larger and larger degree of correction as the end stage

from which the product is drawn is approached,




This small section of program is essentially self-explanatory as written
" in the FORTRAN language. It deals with Product amounts, Recovery

.Fractions and Summations.

The results are output when the convergences takes place. The final
exit from this section is always to statement 1000 where the program

is directed to read another set of data and proceed with the next problem,

All vapour and liquid compositions are normalized. Following this, control
is transferred to subroutine ACTCO where a whole new array of ¥values
is calculated based on the current values of composition at every stage.

The new ¥ values are calculated a stage at a time and are then stored

-.in the GAML orroy'.
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SUB ROUTINE -~ ACTO

This a subroutine for supplying the main program with activity coefficients
caleulated using the following three-suffix Margules equation for component T

in a mixture of L components

© -
|

L L

: X

= N4
Y(I) exp lez 1A +

S L|=

L L )
2 } . *
X)TAL |+ ) z.xeKA‘JK ,

od
| S
_lL
~
ll_.

) J<K
- " _
L L 1L L L
2 o o
-22 (XI) ZXJAU -2 z z lexeKA*
1=1 = =1 J=2 K=3
E
1# K
J<K

The constants used are the on€s reported by Pike €5) and are as follows:

A A A A A
12 21 13 ;1 Ry g

Acetone/Methanol 0.2740 0.2468
Acetone/IPA 0.2572 0.2343

Methanol/IPA -0.0305 ~-0.0469

The ACTO subroutine evaluates the yvalues and stores them in an erasable vector,
GAMMA (1), for use by the main program when control is returned to it. The
information that ACTCO gets from the main program consists of stage compositions

‘which are stored in the erasable vector QUIDX (1) at the time of transfer to the

subroutine and the number of actual components, L, used.
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10. Correction of temperatures. At this point the new yvalues just obtained
are used in the BUBPTG subroutine to correct the temperature map of

the system,

1. Following this, control is returned to the "Calculation of Plate

- compositions® section,

SUBROUTINES - BUBT AND DEWPT

Both of these subroutines operate in essentially the same way. The data needed by

the subroutines are the existing stage temperature (an approximate first temperature
guess), the number of components, and the composition of the liquid or vapour to

be used in the calculation.

Using the composition and existing temperature, one of the following sums is formed.

z): = sz for bubble point

zx = zy/K for dew point

and compared to 1. If it is not arbitrarily close (BPERR) to 1, an extrapolation process

’

is started and finds that temperature which makes the above sums fall in the range of 1

plus or minus the allowable error. To start the process, a second point is needed

and is arbitarily calculated at the existing temperature plus 10 deg.




CHAPTER &

DYNAMIC MODEL |
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THE PREDICTION OF THE DYNAMIC PERFORMANCE OF A MULTI-COMPONENT
DISTILLATION COLUMN

5.1

5.2

Introduction

A mathematical model of a 10 plate distillation column separating a
multi-component mixture is described. This model takes the form of

“a set of non-linear ordinary differential equations in which the com-

ponent liquid concentrations are the dependent variables and time is
the independent variable.

A general discussion of the variables which describe the dynamic
behaviour of a plate distillation column

It can be assumed that a plate distillation column is complefely described

'quonhtavely by the values of the following variables in the reboiler, and
in the condenser, and on each plate.

1) fhe average molar fraction of each componenlL in the hqund hold~
up;

2) the average molar fraction of each component in the vapour hold-
up;

3) the liquid molar hold-up;

4) the vapour molar hold-up;

5) the average molar enthalpy of the liquid hold—up}

6) the averégé molar enthalpy of the vapour hold-up; .

7) the heat content of fHe dry plate;

8) the molar‘frccﬁon of each component in the feed;

9 the molar flow. rate of the feed;

10) the enthalpy of the feed;
11) the molar flow rates of the products;

12) the rate of heat transfer to the reboiler and from the condenser.
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The externally applied control variables 8 to 12 are assumed to be
given fixed functions of the independent variable time for the
duration of the distillation operation. The state variables 1 to 7
are functions of time over the operating period and are such that
they must be solutions of non-linear ordinary differential equations
with time as the independent variable. These equations result from
heat and material balances on the plates. The derivatives of the
state variables 1 to 7 with respect to time are functions of the
variables 1 to 12 and the compositions, flow rates, and enthalpies
of the liquid and vapour streams leaving each plate and the heat
transfer from each plate to the surroundings. It is assumed that these
are given as algebraic functions of the variables 1 to 12 at each
instant of time. The values of the variables 1 to 12 which describe
the Column are all given af the start of the operating period. The
time trajectories of the state variables 1 to 7 can be determined by
integrating the differential equations with respect to time with the
given initial conditions. In practice a large number of plates are
often required to achieve a given separbtion. This, together with
the vapour liquid equilibrium relationships, gives rise to a very
large set of non-linear differential equations.

Some assumptions were made in order to simplify the model. These
assumptions are as follows :

1) The vapour hold-up is zero. This is a reasonable assump-
tion since the vapour hold-up is usually small.

2) There is no heat transfer from the column to its surroundings.

3) The temperature dynamics on a plate are neglected by
assuming that the vapour and liquid hold-up on the dry plate
have no heat capacity. The temperature of the plate and its
contents are given at each instant of time by a boiling point
calculation of the liquid on the plate. That is to say that this
temperature is a function of composition alone. This is a
reasonable assumption except for periods immediately follow-
ing large changes in the boil up rate.

4) The liquid hydrodynamics are neglected by assuming that the
liquid hold-ups on each plate, in the reboiler, and in the
condenser are constant.

5) The liquid hold-up is perféc’rly mixed so that the composition
: of the liquid leaving a plate is the same as the average com-
position of the liquid hold-up on that plate.
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6) The total vapour pressure on a plate is constant and is there-
fore independent of the liquid and vapour flow rates to and
from the plates.

7) The vapour and liquid phases on each plate are assumed to
be in equilibrium. This means that the Murphee plate
efficiency is 100%.

Assumptions 1, 2 and 3 are relatively unimportant. Assumptions 4, 5,
6 and 7 result in large differences between the complete model and
the simplified model. It is reasonable to neglect plate hydrodynamics
- except for periods immediately following large changes in the controls
since the time constant for the flow response is much lower than that
for the concentration response. The temperature on each plate and the
composition of the vapour leaving a plate are functions of the com-
position of the liquid leaving that plate only by a boiling point cal-
culation. This results from assumptions 5, 6 and 7. Since the boiling
point varies strongly with the total pressure the assumption that this is
independent of the liquid and vapour flow rates is very unrealistic.
The Murphee plate efficiency is usually significantly less than 100%
in practice. Since it varies strongly with the liquid and vapour flow
rates, assumption 7 will effect any kind of control scheme whlch may
be determined by the simplified model. '

The simplified model is described in detail in the next section.




Descri‘pfio-r"t of the Mathematical Model of the Distillation Column

The dynamic performance of a plate distillation column can be solved
by integrating a set of non-linear ordinary differential equations over
the required operating time period. The solution is completely deter~

mined by :

i) the conditions in the column at the start of the operating
period,
i) the external inputs to the column given as a function of time

over the operating period, and the

iii) differential equations describing the column.

The distillation column is made of C plates, a general plate n of which

is shown in Fig. 1. The reboiler is taken to :he plate O and the con-
denser is taken to be plate C (11th). The mixture to be separated is

made up of k components. Namely, Acetone, Methanol and Isopropanol.
It has already been mentioned that this is a non-ideal mixture and all the
steady state concentrations have been corrected taking the activity
coefficient into consideration. ' '

It follows from the definition of mole fractions, that:

i = ], ooo-o,k

n = ], .oooo,c r



THEORY

5.4

47

Derivation of Differential Equctioné

Figure 1 shows the conditions inside a plate~type distillation column
separating a ternary mixture. A material balance of the more volatile
component around the nth plate yields:

d 1"
s H.X

xu, y"
n n

I

HY"Y =L . X -L X. -V X
nn

n+l “'i, n+l i,n"'i,n ni,n

Liquid flow rate from the nth plate and
the n+1th plate respectively in mols/hr.

Vapour flow rate from the nth plate and
the n~1th plate respectively in mols/hr.

Liquid hold-up on the nth plate in mols.
Vapour hold-up on the nth plate in mols.

Composition of the more volatile component
in Ln and Ln+] respectively in mol fraction.

Composition of the more volatile component
inV_ and Vn_] respectively in mol fraction.

Composition of the more volatile component
in the liquid hold-up and in the vapour hold
up respectively in mol fraction; these are
equal to X, and Y respectively if perfect
mixing is assumed.

is the independent variable and denotes the
time from the start of the operating period.
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ntl, “ntl

n-1" "'n-1
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-Figure 1



A total material balance gives:

d = 1 - . n=

I (Hn+h,n) = Ln+l L=V, +V _in 1,00e0,C (2)
Similarly, for the condenser:

g i ] ) .
dt (Hc >(c * hc yc) - VlO Y]O I-c Xc DXc @)
dH +h) = V.. -L -D @)
dt c c 10 c .

for the feed plate:

4

d : 1] ] —

G He Xf+hey) = Loy Xepy = LeXe = Ve Yo+ Ve Y (#FZe ©)
E'.(H +h)'=»L -l -V, +V ' ©)
s Bt b e T T Ve T Vi

where F is the feed rate in mols/hr, and Zf is the feed composition of
the more volatile component in mol fraction.

for the reboiler:

d n n — - -

g PrXR P hpyR = Ly Xy %R T Voo 2
d M o+h) = L. -L -V @®)
a Tr Ty R " R T Vo

To make the equations amenable to numerical solution and also for the
sake of simplicity in programming, the following assumptions are adopted
for the problem under consideration.-

1) Negligible vapour hold-ups; i.e. hn=0 for all'n.

2) Complete liquid mixing on each plate; X:: = Xn'




3)

4)

5)

6)
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Ideal plates; i.e. the vapour leaving a plate is in equilibrium
with the liquid leaving that plate.

Constant relative volatility; i.e.
* a Xn

N 1+<d-1)xn @)

Constant condenser hold-up and constant reboiler hold-ups;
i.g. Hyip = H2 = constant, and Hp = Hg = constant, where
He and Ha are the steady state liquid hold-up of the con-

denser and that of the reboiler respectively.

The variation of the liquid hold-up from the steady state
liquid hold-up is proportional to the variation of the liquid
flow rate from the steady state liquid flow rate for each plate
except the condenser and the reboiler, i.e.

aH -H®) = L -L: for n £ CorR (10)

n n n

where a is a constant, and H: and Lz are the steady state
liquid hold-up and liquid flow rate respectively for the nth
plate. .

The plate heat and mass transfer efficiencies are 100%, so
that the composition and temperature of the vapour leaving
a plate are given directly by a steady state boiling point

‘calculation on the liquid leaving the plate. It follows that:

Y. = K, X, i i =100 k

n=],oo-.0, [of

where the equilibrium constants (K;,n) are functions of the
liquid mole fractions on plate n only.



except at the feed plate; i.e.

constant forn s f

<
1l
<
i

constant for n > f

\

n S

<.
It

Making use of the above assumptions and combining equation
3 with equation 4, equation 1 with equation 2, equation 5
with equation 6, and equation 7 with equation 8 field:

dX \' L
c 10 10+D
—_— = — Y. - (=) X, ;a0 P51, 0000, k (1)
dt Hio i,10 Hig i,10 , ,
dﬁ = 't X - _.._._.L"H X, - YQ.Y' +v“'] % .
dt H i,ntl H i,n H_ 'i,n H i,n-1'
n . n n n
. i = ],o‘oooo, k
n=10,...., 1
n#Ff. (12)
dXe Loy « e TP VR TV
d ~ H i,f+1 H if
f - f
\' \
f-1 f F . _
+ H Yl,f—] H_' Yi,f + ﬁ_ ZF, l—],onoo., k (]3)
f f f
-:ﬁ{ = LEH Xi R+l \—/-&-Y. R ;B- -'Xi R/ i=1,.00.,k (14)
t . by i, R i, R R
This set of equations can be written in the vector form
dX - :
F : (15)

P

—
where X and F are vectors.
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Linearization

The system of non-linear differential equations derived above can be
readily linearised by means of perturbation methods. Suppose that the
distillation column is initially operating at a certain steady state.
When the disturbances are small, all quantities can be assumed to be
displaced from their steady state values by small amounts. Under these
conditions, the instantaneous values of Z, X, H, L, Y, efc. can be
expressed as

_ o
Zf = Zf' + AZF
X = X2 + X
n n n
H = H® + AH n=1,2.....c (16)
n n n :
L o= 12 + a
n n n
Y = 1° + &Y
n n n
where AZf, AH , AX . AY , are small quantities. Substituting these

expressions into equahon {‘5 and i ignoring all second order terms yields a
set of linear first. order ordinary differential equations with constant
‘coefficients. These set of differential equations can be written in the
form:

Q.

d—:(— = [A]—x'.+-§ o (17)

where l_ A ] is a Jacobian matrix whose elements aj; can be obtained
by the operation.

oF,
a.. = (== x., = X, i =1,00000, € (18)
'l X ' i+, 4, i-1 '

The vector B is defined as:

—
B

(9)
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In summary, the elements o of the matrix [A:] are:

= - g+ DI/ H

€n 1
- 0 o .0 (o] .
ap = 7 Uy TV P)/HD AT
_ o o o _\0 0 p0 | o
G = [(Cpq + FO VG = V) + VEPE /1
d.. = - Lc;+]/H°i i=2,3,0000,C; i=i+] * (20)

o o o . -
= v']Pi—]/Hi 1=1,2,3,.000c=1; j=i-1

= O i=],213,..'.OC; isi+2,i>i-2

where p? is defined as

o oY o a .
> = (F) xS = . @1)
i X [1+@-nx3 ;7

—
The elements Bi of the column vector B are:
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o O o (o} [o) (o] [o]
g oo vt Ve g TR Ky m X by L)
f HO
f
o o o o o
B o= - Ve B * Hpyg mXg) Cpyg = L)
R HO :
R
where
) 2
a(@-1) x2)
o _ o _ oY o _ i
q; = Yi (aX)XO X, (23)

L re-nxe)?

The set of non-linear differential equations, equation 15, can also be
written in the form of equation 17, In this case the elements a;: of the
matrix [A] and the elements B; of the vector B can also be obtained
from equation 18 and 19, respectively, provided instantaneous values of
Xi’ L;, Hi’ etc. instead of the steady state values are used. In other
words, the elements aj of the matrix [A] for the non~linear case are
defined as: _

oF

o = (55) X, @4)
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Derivation of Forcing Vectors

5.6.1

5.6.2

Feed Chdngé

If a step change is made in the feed, then the forcing vector
are added only to the equations describing the feed plate,
which is:

The an_H + Vyn_l_] - an+2 - Vyn + Fxf:() (25)
as Yy =  Kx - (26)
Hence the dynamic equation will become:

VKxn - (L+VK) X 1 + b<n+2 + Fxf = Hx (28)
for a step change equation (28) will take the form:

VKxn - (L+VK) x 4t an+2 + FAF(xf+Axf) = Hx “7)

Boil Up Change

a) For a plate

V 1
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The steady state material balance for one component
on plate n+1 is:

an+l * vyn+'| - an+2—Vyn =0 (25)A

‘Now y =Kx ' (26)

VKxn - (L+VK) x 1 t an+2 =0 (27)
| The dynamic equation is :

»VKxn - (L+VK) xoaq t an+2 = Hx (28)

For a step change in V and L af t =0, equation
(28) becomes:

(VHOV)K (e +Ax ) - [(L+AL) +(V+AV)K |

bepgy TAx ) + LHADK o Fox o) = Hx  @29)

Expand equation (27) to get:

K Vx +VAx +AVx +AVAx | - (L+VK)
L n n n n4 L

|
.. Equation (25) becomes :
Cap ¥ 8%qp) +OLFBVLK) G yq +0x ) |

+ (L+AL) (Xn+2 + Axn+2) = Hx ) (30) |

Subtract (2%) from equation (30) :

VKax +KAVx +KAVax - (L+VK) Ax
n n n - nt+l

+ALHAVLK) (o Bx )+ ALk

+ (L +AL) Ax = Hx @n
n 0 :

+2




b)
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Re-arrange equation (31):

V + V) Kax_ —[(L+AL) + (\/+Av)|<]

Bx g+ LFAL) Ax , +AVKx = (AL+AV.K)x .

+2

+hlx ., = HX (32)

For reboiler and the condenser the above equation
(32) will not be valid, hence separate expressions
for the forcing vectors have to be found for the
two.

Reboiler

Steady state material balance around the reboiler
section gives:

L] = i - 7 ’
on— on Vyo+(\/+B)x] (33)

For a step change inV and L,
equation (33) becomes:

Hax ==Blx +0x )= (V+4V) ( +4y )

+ (V +AV +B) (x] +Ax]) (34)

Subtracting (34) from (33):

H>’<o =-BAx_=- (V+AV) by_+(V +4V+B)Ax; (35)

1
Comparing it with (- Bo X, = Vyo + (V+B)x]) 36)
the forcing function is:

Hx =- &Vy + AVx, (37)
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Condenser

Steady state material balance around
the condenser section gives:

A r ‘ ’ 14
Hx, o= bxyq = by = Vy o * Vo (38)

As the vapour from plate 10 is being returned as
liquid reflux, hence:

x . = y! 39
Substituting (39) in (38)

- _ r ’ ’
HX]O = (L-V) Y10 = LX]O + Vy49 (40)

For a step change in V and L, equation (40) changes
to: '

HAxlO = (L-V) AY]O - (L+AL) Ax]'o + (\/+AV)Ay9 @

resulting in the forcing function, which is:

}--ALX

.
1 10 + AVy9J . _(42)

Reflux Change

For a reflux change the vapour flow up the column remain
unchanged, but the liquid flows down the column core altered
corresponding to the change in the reflux rate or ratio.

Hence equation (25) becomes for a step change only in the
liquid flow rate:
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(L+AL) (xn+] o+ Axn_H) + Vyn+] - (L+Al) (xn_l_2 + Axn+2)

-Vy = Hx (43)
or

an+] * LAxn+] * Aan+] * ALAan * Vyn+1 B Lan+2

-

+ Alx + LAxn + AlLAx

n+2 +2 n+2.JE - Vyn = Hx (44)

Take away (43) from equation (44):

LAxnﬂ + Aan+ + ALAxn+ - LAx - Aan

1 n+2 B ALAXn

1 12 +2

= Hx (45)

Re-arranging equation (45), the forcing function is obtained,
which is: '

AL(an - xn+2)

(L+AL) Axn - (L+AL) Axn 49 " 46)

- FORCING FUNCTION

Summary of Equcﬁdns for Forcing Vectors

1) Feed Chcngé
2) Reflux Change
- AL (x, i 1=1,0e0en k

- X. .
i,ntl i,n+2
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3) ‘Boil-up-rcf‘e’chcngé

a) For a Plate

.
AR /'LAVYi,n - ALx.

i,n+l - A\/yi

+ AL x.
II

n+l nt2 J

’

i=1,0e0ee, k
where AR = AV = AL

b) For the Reboiler

(—AVyi,o + Ain’]) ;i =100, k

c)  For the Condenser

(- Ain

+ AVyi 9); i=1,....0, k

10




Sarg ents Method

A material balance for a typical stage yields

dx] n

Hn rraniiis Vyl,n-] - Lx - Vy] N + Lx )]

1,n ; 1,ntl

Similar equations can be written for the other components. These
equations have been solved for two steady states at which the left
hand sides of all these equations are zero.

To define the problem completely it is necessary to prescribe further
relations between x and y, and between the average compositions at
the inlet and outlet of any stage. These correspond to the equilibrium
relations and mixing characteristics of the flow system.

If equilibrium ratios are introduced :

Yin — Kin%in @)
then

dx] 0
Ho 5 = VK o X e - VK X by ©)

+

The equation (3) can be written for each component in the following
time varying form:

)

X, A “i '
i L (f); i=],.o-o.,k (4)

d R
Sdp==20nLon -+

X: :
where — (1) is the column vector concentrations in the liquid phase
on the successive stages and Ai (t) is the nxn tridiagonal matrix whose
non-zero elements are:
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a = n-1 "i,n-1
i,n,n-1 H
n
V K. +L
- n i,n n
cli,n,‘n H
n
= Ln_+] . =]
qi,n,n+] Hn ; n sessse;, C

. Cp. .
and — (t) is the column vector whose elements are :

[-:-n—)iEi—,-rl . n:] (o]
H 7 AR X ERY] r
n

where

Ki,n’ Vn' Ln' Fn' *Fi,n

The matrix representation has been given in Figure (1),

Xe
and Hn are evaluated Using.—-I ®); i=1,.000, ke



Sargent's Matrix

o,1

- (L+KV)

KV

1,1

L
- (L+i<V)

KV

Figure ( V) 5.7,

2,1

- (L+KV)

KV

3,1

L
- (L+KV)

KV

- (L+KV)

KV

5,1

- (L+HKV)

KV

6,1

- (L+KV)

€9




5.7.2

Wood's Mvefhomc'i»

Material balances forthree components on a stage yield s

dx
1,n _ _ _
He — = % W~ 5,0 W0 T 5 ()
dx2 0 v
Ho == 5 W "B Wontg @
dx3 n '
Ho == = W3 " B3, V3, 5 0 @)

These equations have been solved for two steady states at which the
L.H.S's of all these equations are zero.

Whereas Sargent considers a change in composition to-be directed
towards each component separately, Wood has suggested that a change
effects all the components simultaneously, hence

Yi,n = Kl,n xl,n * K2,nx2,n

K3,n *3,n )

Subsﬁfuﬁon; @) in equation (1), (2), Q).




dt

de,n
dt

dx
dt

) VK 2 017 %n

) VK g1 X)) T L(L'“’l<

(VKl,l,n-l’ X - )x VK + VK

VK3 1, ne1 Xnet) VK3 2 01 %01) VK3 3 g

1,2,n 2 n I,3,nx3v,n]

* Lx] , ot ©)

. A
VK) 1 et %net) VKo o ot %0ct) VKg 5 iy Xot) = [VKZ,I nX1n P EAVK o %20 T VK 3 %5 0]

+ Lx2 ,ntl ©

n TVKg 5 n%p o T LHVK; 5 ) X3,n]

* Lx3 ,ntl )

59
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For the matrix, all K coefficients are different and can be calculated
as explained in the next paragraph. The diagonal terms are negative
and the elements around the diagonal are positive as they are negative .
in the first place being the values of K calculated by equation (5 6 & 7)

As an example, consider the case of a step change in composition feed
to demonstrate the calculation of the elements for the matrix depicted
in Figure (3) formed by Wood's method.

Let Y] = f(x], Xor x3), @®)

For a step change

Y] +AY] = f(x] +Ax], Xy + Ax2, Xa + Ax3) 9
af.l af] af]
AY] = y Ax] + -aT' AX2 +$- AX3 (]O)
1 2 3
Similarly
of 6f2 . sz
AY2 = Fwy Ax.| + Snc Ax2 + BT Ax3 ‘ (]])
1 2 3
and
of of of
. % T S
AY5 T by ¥ 5, bxg * 5 Axg 12)

Thus, in contrast to binary distillation, where the slopes are constants,
the slopes g (n,i) for multi-components mixtures depend on all the
pertubations in composition on platen.

-

dyn,i

i = @ = (5— =) a3)

n,i r=1 n,r n,i
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This is because if more than two components are present in a mixture

the slope of the equilibrium data is no longer a line of fixed gradient
but is a line in a vector space. I order to determine the direction of
a line in such a space it is necessary for the liquid compositions o be

specified, i.e. x  ; must be known.
’ ’

[t is evident from this discussion that as g . are functions of x_ : with
J=1,.0ee., K, that it will be necessaryn'flo solve the equations for
all k components simultaneously. In other words, it will be impossible
to obtain a solution for the transient behaviour of one component in
isolation.

Eq'uafio‘n (13) can be expanded as:

of  xni T R T
= —— —n —ls 4 L
gn,i ox X OX X . oX b 14)
,t ol n,r n,i n,2 “n,i

Equations (10), (11) and (12) are linear with respect to the compositions
perturbations because although gy, i is non-linear with respect to xq, i,
the terms which appear in these equahons are of the form g, ; Xn,ir
which from equation (14) may be seen to be a linear function of the
composition perturbations.

The partial derivatives of equation (14) are evaluated from the appropriate
steady state plate compositions. For example, if the equilibrium data may
be represented by constant relative volatilities :

(i5)

(16)
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of, 0, O, X

i _ 17272
and ~ = -
axi k 2
(;E] OLi xi)
o B B B
and = = - —_—
axk k
( X a. x)

i=1

Substitution of these partial derivatives in expression (14), yields the
slope of the equilibrium data for all the three components as follows :

S o Byxatagxg) X H %X X
1,1 3 X X
(zax)? V(B e
i=1 i=1,
o, 0, X X
M%7 1,3 19
3 1,1 '
( a x) ’
i=l
R e S e A % 0y %) ) X2
9,2 7 X T3 X
(Z OLx) 1,2 (Z ocx) 1,2
i=1 i=1 !
%1% M3 ; 20)
3 1,2
(Z a, x) !
i=1
Y% Y %% OL3(°L1 X o) X 4
P IR X3 3 3 '
(5 o x) P aixf i (% ox) 13
i=1 i=1 _ i=l1
K Ky K3

(1)
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Equations 5, 6, 7 apply for all components and plates apart from the
feed stage, but similar equations may be set up for the feed stage,
the condenser and the reboiler,

\

The equations so obtained for all components and stages may be com-
bined into the single matrix equation:

AX = C
‘where A = a banded mairix with real coefficients,
X = the column vector of composition perturbance for all

components and plates,

and C = the forcing vector for the particular disturbance.

The elements in x are written in the order:

on]' xo,2 L N xok XI,] ¢o e 00 x]’k LR 2 A 4 XN+]’k

The width of the non~zero bands is 3k, because three plate numbers,
each having k components appear in equation 5, 6 and 7. The matrix
representation for wood is given in Figure (3). A matrix comparison
with sargents matrix is given in Figure (4).




WOOD'S MATRIX  FIG(3) +5.7-2

*0,1 %0,2 *0,3 1,1 1,2 X3 *2,1 X) 9 %, 3

“B9g,1,0 6,12 6g,,3Y) L

0,21V 95,5,V g 5 5V) L

©9,3,1V) g 3,2Y) -(Lgg 3,3Y) _ : L

(QO,LJV) '(90,1,2\/) '(90,1,3\/) '(Hgl,l,lv) (91,1,2\/) (91,1,3\/) L

~69,2,1¥) @g,5,2Y) =G5 9,3Y) @,2,1V) ~LH9y,5,2V) G 5,3V | L

“Gg,3,V) -G 3,5V ©9.3.3Y ©G1,3,1V) G 3,0 U5V . - L

| | @1,1,.1\/) '(91,'1,2\/) ~6y,1,3Y) -(Hg?-‘,l,lv) |

| ~Gy,5,1V) ©1,2,0Y) . 0y 5 3Y) - (tey,5,5V)

o) 61,31 "6y,3,Y ©,3,3") - ~(gy,3,5Y)
Q
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REBOILER

o1 %02 03
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(S)
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(s) -
v W W
)
W W Y
NO)
W W W
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(s)
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X

(S)
w

)
w

1,2

X

1,3

(5)

X

2,1

(S)
w
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(5)
w
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X

2,3

(S)
w
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X
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5.7.2.1 Si-éps involvéci m écfculcfion of constants for Wood's case

1. Calculation of relative volatility for each plate form:

.Y X
%0 1/y2 X 2/x]
where values of x's and y's are steady state values.

2. Calculate the partial derivatives of w.r.t. all three components
form the equilibrium relationship :

% k
Y, T %X / ri] @ X

a being calculated as in step (1).

3. Calculation of the slope of the equilibrium data for all the three
components by expression :

so for three components on three plates the above expression
takes the form:

. _ ay (on2 X, +a3 x3) ) ay 8y Xy ) Ay G X
1,1 k 3 3
2 2 2
(2 o) CZ ox) (2 ogx)
_ o 0 X, . a, (a] X] +Ct3 x3) ) o) &y X,
°1,2 3 9 3 9 3 9
(Zox)h (2 o) (Z o)

i=1 i=1 1=




_ a, Oy Xg ) &, Og Xq . Gy (a] X, +oc2 X,
%,3 3 2 3 ’ 3 )
' (Z a, Xi) (Z a. xi) (Z a, Xi)

i=1 ! i=1 i=l

Calculation of constant K (afi/axi etc). Multiply it with the
vapour rate and addition of liquid rate to the diagonal elements
of the matrix only.



CALCULATION OF THE TRANSIENTS

CHAPTER 6 .
\
|
\
|
|
|
|
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The sets of ordinary differential equations can be

written in matrix form:
X = Ax, t=o0, x =xX(0) - (L

which has the solution (5G):

x = eAt x (o) - 2)

’ At
To convert the matrix from e into a usable equation

a nﬁmber of procedures can be adopted.

Analytical Solution

Find the cigenvalues and eigenvectors of the matrix

A and then
x = Qrgm Q_l x (0) - (3)

. -1
A is the matrix of eigenvalues and Q and Q are the

’

matrices of the eigenvectors and their inverse. The
numerical calculations involved are often large and
there may be stability problems in evaluating Q@ and

Q 1 numerically.
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Numerical Methods

As the series expansion:

’ . 2 2
exp (At) =1 +At + A t  .... - 4
. 21

always converges a numerical procedure can be

develbped using a truncated expansion:

exp (At)

exp (A A tn) - (5)

(1 +AAE)" - (6)

sl

L]
Equation (6) is a matrix representation of the Euler

method. By a similar procedure it is possible to
obtain a matrix representation of other numerical

methods such as that of Crank-Nicolson.
Equation (7) can be obtained by substituting equation
(5) in (2):

n
X = [exp A A t)] x (0) - (7)
Any numerical method can be obtained by inserting a

suitable approximation for the matrix form exp (A At)

‘and this can be represented in general by equation (8)

A" x (o) . - (8)

w
olle
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By using a probabilative method ( §7 ) it has been
possible to choose a form of A which is absolutely
étable whatever the choice of A t and, in addition,
the largest suitable value of At is of the same order
of magnitutde as that for the Crank-Nicolson method.
In this case the relationship between the matrix A

and the transition method is given by the equation:

P L= A - 9

Both the techniques described above have been used
to calculate the transients of a continuous Distillation

column., A detailed description of the two techniqhes

has been discussed in later sections.



6.2. - Analytical Solution of the Dynamic Equations for a non-idzal multi-

component mixture in a continuous distillation column

6.2.1

Description and Discussion

The material balance equations of a Distillation Column can be

represented as a set of linear differential equations and can be

written in the form given below for matrix representation.

1%

=Ax + B x (0)=o0 (1)
where A is the system mairix and B represents the forcing

vector,

Equation (1) can be separated into two equations whose

solution can be considered independently, i.e.,

Ax +B=o0 (2)

x=Ax; x =x (o) t=o 3)
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A new set of dependent variables, y, can be defined as

follows

y=x -x (o) (4)

But from equation (3)

x (o) = - A B

Therefore y = x + A B

or Ay=Ax +8B ' %)

and y = x; y(©) = x (o) (6)

so that the equation may now be written as

y=Ay 7)

[
Subjecttoy =y (0)att = o; y (o) =0
’ (o}

The formal solution of equation (7) may be written down as

for a scalar equation (in terms of the conventional method of

solution via Eigznvalues and eigznvectors), i.e.,

At

y=e y () (8)
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. To convert the exponential term in equation (8) into a
- useful form, first define a matrix E such that the following

result is obtained:
EAG =\ &)

where A is a diagonal matrix. These coefficients are
known as EIGENVALUES and the matrix E is known as the
matrix EIGENVECTORS corresponding to the above

mentioned eigenvalues. G is the inverse of E.

M=t A+ a2 2 4 A3,

EG +EAG t+EAG EAG

L+ At + 02§

o+
2T

At ’ (10)

= e

According to matrix rules, equation (10) is a diagonal matrix

or, we can write:

eAf =G el“L E (11)




The desired solution may be obtained by substituting equation

_(11) in equation (8).

y=6 <" Ey () (12)

The eigenvalues and eigenvectors involved in equation (12)

may be calculated by Q = R method.

This method is available as a computer library sub-routine
developed by Wilkinson (58). This technique is really only
useful for numerical evaluations carried out on a Digital
computer. Theprocedure can be used for real unsymmetric
matrixes and the routines available furnish excellent results.
The program making use of these routines shall be discussed

later.

If, for example, in equation (12), complex conjugate
eigénvolues are encountered, they can also be handled in
exactly the same way as real eigenvalues by putting complex
conjugate columns in the transformation matrix. This,
however, wastes computer storage space and calculation time
because each of the array must be doubled in size to hold the
imaginary components . Rather than doing this it may be
advantageous to medify the Jordan canonical form as suggested
by Ogata (59). The modification is based on the fact that one
of a pair of complex conjugate - vector contains all of the

essential information of the pair.
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Consider, for example, the case where the Jordan Canonical

form is diagonal. Notice that the diagonal matrix

Q
£

,

»
.

.
e Y
R
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whose inverse is given by

..........

............

Namely the modified Jordan Canonical form ﬁ is given
as
J"=K‘1JK=K'1P"APK (13)

Not only does 3\' have only real elements but, more
significantly, K--| P_] and PK have only real elements. It
may be seen that the effect of post multiplying P by K is to
set one column equal to the real part, and the next to the
imaginary part of the complex eigenvectors. Both vectors
are entirely real. All other columns of P are merely .copied.

K-] has similar effect upon the rows of P-.1

Setting E = PK

and - [PK] T

- the transformation is given the standard form of

D= el A E 14(a)
Y S
. or A = EJ E 14(b)
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In use, simply the real and imaginary parts of the appropriate
eigenvectors as two adjacent columns of P are entered, and

it should be used as though it were a true transformation matrix.

Coming back to the case of complex conjugate eigenvectors,

equation (12) can be modified and written as
A
' x (o) . (15)

2<_-E

where x (o) is the initial state vector.

LetG  x (o) = Y (16)

Taking the case of a 3 x 3 matrix

A

_ -
Jt _ At 0 -0
e = |e
0 e)‘2f cos wyt = eK2f Sin wi
0 . ex2t5\~ w2f e 2 coswt
= 7\] 0 - 0 |
0 a, - B, (17)
According to equation (15)
12 €3 N 00 "
®2  ©3 0 o -8 |1y (18)
3  ©33 0 B % ||y
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_ 1, _
1 €12 €13 (R4
e e e a, Y
21 22 23 2 Y9 55 | 19)
es) €32 €33 By Yy * o Y3
| I -
X + e

17 Feg Gy, | Byyg) Fes(Byyy T, yy)

ey MY F ey @y, = Byyg) Fepa (Byyy *Fayvs) g

eq) MYy toegy (g, = Byyg) Fegs (Byyy Fayyy)

S ——

Rearranging (20)

n”n (010 ¥y tei3y3)  (eggyy = ey y3 )iy

e (eypyy Teynyy) ey mep vl | o

eqr Y1 (egpvy Tegzvg)  (egzy, - ey v3)||e2
L — : i I
ok o
8

The constants in mairix B can be evaluated by the rules

given in TABLE 1.

Alternatively expression (18) can also be expressed as

_ _ - N
ey 2 13 no 00N
¢ e %3 [0 Y2 vz |%| (9
e %3 ° 0 vy *tyg||B |

In this case the above mentioned coefficient matrix B can be

calculated by a straight matrix multiplication. R




TABLE 1

COLUMNS OF MATRIX'B
1) FOR REAL EIGENVALUES
b'l=eiiyl ;i = 1,2 000ien.. N
2) FOR COMPLEX EIGENVALUES
(@) first column
bii=eiiyi+ei,|+1yi+];|=],2 ...... N
(b)v second column
b, =e jtly. =€ .y. +1 ; i=1,2....... N
i i ! >’| el, i Yl : ! :

The constants in matrix B provide a good indication of the
transient behaviour of the distillation column under investigation. -
Further to that if the final time solution to the problem has to be
cal.culafed, then the complex eigenvalue vecfor»has to be
multiplied to the constants of matrix B in equation (22) in the
following way.

. - ")\.'“. 3 =-Qa
X B” e + B]2 e 2t cos (Bzf) + B] e 2t 82 (23)

3 sin t

This can either be incorporated in the main computer program
or a separate routine may be written to calculate the transients

to any kind of input disturbance.




6.2.2 Example of the Analytical Solution Techniquer

A 3 x 3 matrix illustrating the above technique to find out the time

solutions of a separation problem is given below.

program confirms the hand calculation.

The computer

For the present investigation,

the technique has been successfully applied to a 40 x 40 matrix and may

be used for larger matrices.

Having calculated the eigenvalues, the eigenvectors and the inverse of

eigenvectors, the values are substituted in equation (15)

1.0 1.0 0
-0.6667 0.3333 0.5774

0.4444 -0.2222 0.3849

i —e J L ﬁf
E . e ,
0.3333 0.6667 0.6667
= - 0.2222 0.2222 0.3849
0.1481 -0.1481 0.2566

Finally the time solution

2.5 0

0 -0.25 -1

0 1.299 -0.25 ||0

- - nliiat
0 0.3333 -0.5- 0.75 1
|

2991 10.6667 0.5 -0.75 0
0.8660 1.299 0
J I 2
-G ) x (o)
o —
-2.5
-0.25
+1.299

can then be calculated using equation (23)




.

0.3333 o2+

0.2222 &2+9

0.1481 &2+

b 0.6667 &

Pt 0.2222 e

P 0.1481 o
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0.25

-0.25¢

-0.25¢

feos (1.2991)

cos (1.299t) +0.3849 ¢

cos (1.299t) +0.2566 ¢

+0.6667 &

Bt (1.299

sin
-0.25¢

sin

-0.25¢
g (1.2999)

(1.2994)




6.3

a9

Numerical Approach

6.3.1

" Introduction

- Differential equations describing the dynamic response of a
distillation column have been solved by both analytical and
numerical techniques; the formulations of the problems as
well as the mefhods of solution being fully deterministic in
chdracfer. But the problems themselves can often be
probabilistic in nature, or at least capable of a probabilistic
interpretation Gibilaro and Krophollers:\ove developed a
powerful method for solving flow models consisting of networks
of completely mixed vessels. This method is similar in many

" ways to more conventional numerical techniques, but has the
considerable advantage, from the engineering point of view,
that the physical significance of the treatment is not obscured
by the mathematics. The program to be described computes the
response of continuous flow models that comprise a finite number
of ideal mixing stages is based on simple probability method and
can be treated as a simple Markov process. The input data
comprises of the volumes of the stages and the mdgnifudes of
the flows between the stages. The response of the model to

impulse, step, or arbitrary inputs can be obtained.




6.3.2
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Theory

Let the concentration of tracer in the Nth stage
at time t be Xn(f). The general equation

describing the behaviour of a number of mixing stages

is, by mass balance:

N N

= z qin Xi + - S’ qni Xn....... (])
i=] i=1

A numerical method fer solving erqun (1) has

been derded using a simple proBdbilify approach (57).

The principle of the method of solution can be
illustrated by considering a single ideal mixing
stage of volume V with a continuous flow q as

shown in Fig (1).

o
&+

o

k\\I\\\‘
T

FIG (1)
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If the concentration of tracer x in the vessel

at time tand t + A tis x(t) and x (t + A t) then
the probability of a tagged element remaining
in the vessel, py, at time t + At is equivalent to
the fraction of material remaining in the vessel.
Similarly the probability of a tagged element
leaving the vessel, pq, is equivalent to the
fraction of the material which has left the vessel

af time t +A t, Hence:

Vx(t)

Vx (1) = Vx (t+ A1) 178 - 3)

pq= 1

Vx(t)

If this vessel is now considered as the ith vessel in
a network of N vessels then the probabilities of
an element remaining in vessel i will be :

N

by
(= 9 oY)

P.. =ce ' - 4)

and the probability of transferring to any other

vessel | will be given by

Py = ——  (-p) - )
R N !

Vx (t +At) = Py = e—qu/V - () |
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These probabilities of remaining in a stage

and of transferring to another stage are independent
of the past history of the tagged element, and
r_therefore enable the process to be treated as a

simple Markov process.




6.3.3 Summary of Definations

1) b = the probability of a transition from state i to state j.

2) P = the transition matrix containing the elements Pii . The
rows P consist of all possible transitions from a given
state and so sum to 1,

This matrix completely describes the Markov Process,

so that:

Po=| Py Py Prgeeeeeee P
Pap Pap  PogeeeeeeniiP
Pii P2 PN v P

A pictorial representation of P is given in fig (1)

J
Y
20
¢ 8
N
=
@
wv
0
o,
]
>
3
N2
=
QM
L Probabilities of '
: leaving vessel i




94

3) Si(N) = the state probability. Defined as the probability
that the system will be in state i after n transitions
from a given starting point.

4) S (N) = the state probability vector: a line vector composed

of elements Di (n)

]

(S; @) Sy (), Sy ()eeeny S (n)




6.3.4
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-The Markov Process

As cﬁ example of a Markov Process, Howard (Ref. 60)
has chosen the frog in a lily pond. The frog can
jump from one lily leaf to another, so that if

there are N leaves, numbered in any fashion from

1 to N, the state of the system at any time may be
unambiguously defined as the number of the leaf
occupied by the frog at the time considered. Thus

the state of the system canbe 1, 2, ......., N.

A 'state transition' occurs when the frog jumps from
one leaf to another: a jump from leaf i to leaf |

being referred to as a transition from state i to state

By considering discrete time increments At small
enough to exclude, for all prl:cﬁcal purposes,

the possibility of the frog making two iL;mps in one
time increment, then the analogy between this

system and the network of stirred vessels becomes
apparent; the tagged fluid element in the. latter

case replacing the frog as the means of determining ‘

the state of the system, and the well mixed vessels

replacing the numbered lily leaves.



. If we are able to assign probabilities to all possible
state transitions, the Markov Process is completely
described, These probabilities must depend solely
on the state of the system. The probability Pii'

of the frog jumping from leaf i to leaf | must be
quite independent of how it got to leaf i in the
first place, or of any changing internal or external
conditions: if the frog tires with time or the leaves
 drift further apart we no longer have a Markov
process; analogies may still be drawn between
such systems and some non-linear chemical process

systems but the following analysis cannot be used.

The probcbilif); that the frog will be on a particular
Ieaf:', i, ofter a given number of transitions n from

a particular starting point is referred to as the state

probabilities at any subsequent time as shown below.
It will be ;een_fhcf this computation for the case

of the fluid network provides us with the model

solution.

The system transition matrix, P, has elements
pii and equations (4) and (5) can be used to

construct P from the data.
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Given that the frog makes a transition from a
cerfain starting point, there exist probabilities
that it will end up on each leaf., The sum of

these probabilities must be 1

S(o) is the initial state vector. The elements of
S (o), S(o), 52(0), ceesey SN (o) , are the
probabilities that a tracer module at time o is in

vessels 1, 2,.000eeeees, N,

Multiplying P by S(o) yields the vector S(1) -

the state probabilities after time At or

S(+1) = S().P - (6)

Thus a knowledge of the state probabilities at
any time enables the new state probabilities after

one transition to be computed.
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Derivation of First Order MARKQOV Formulation

The problem to be solved can be stated as

V% = Ax x = x(o)at t =0
hence x = V—]Ai
x = V1AL

fe., % = d (VAN = vl VAL = yrlay
2= g x

Let D be a matrix containing the diagonal elements of A
(negative). '

Vx - Dx = (A-D) x = Qx ; whereQ=A-D

multiplying both sides by the integration factor EV—]Df

= 1 -]
ve Dt - peV Df_)g= ev Dt

(A-D) x

Now

, - v-l 1 ool .
vd (e-V ]Dfi) = Vev fo(_ - VDV ]ev Dt =L.H.S.

X

Hence
RVl vl -1
Vc% (eV Dt.’.‘.) - eV Df(A—D)zc_ - eV DtQi
vip.

assuming V, D, and A to be constant and defining E = e
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The integrating w.r.t. time between the limits t, t + At

‘[E—(HM) x (t+ M) - E-fi(t)] -

f+ At ;
= vlieY Prg . x(ran dd (1)
t
B t + At
- _[v“v pt e Df] Qx (t+5,)

t

_ [E"(f +AF) E-r] o a x (14 217,)
Multiplying through by e At

x(t+on-2an =[]0 ax ey @

The first order approximation uses x () as an approximation
for x (t + At/9), thus equation (2) becomes

x(@+ea B xm = (E¥ -1 07 ax ()

Rearranging

]

x(t+an = [E+(e"npa] x

or

x ¢+ = [c+(c-ND"Q]x(;iFc=c"




Following the above procedure, the second order formulation
can be derived by substituting At/2 for At in equation (2)

x (b + Af/g)-E.AT/Zi(t) = [EAT/Z -1 }D—]Qg_‘ (t + Bt/4g) (3)

x (t+ Af/z) can now be eliminated between equations (2) and

3)

. . AT
x(t+ot) =6 () + [E71-1]07a [*7/2-1 T Qs + By +E2 x(1)
y)

: | 4)

The second order approximation x(t) = x (t + At/) is now
made, hence

x(t+on) =[E° T+ [ V24 o Q24 /24 Q] x
or substituting C = EAf

x (t+88) = (C + (c-H D@ (cErcEn b)) x (1)




6.3.4 b Formulation

It has been showin the derivation that the first order Markov
procedurs may be formulated as:~

x(t+tn=[c+c-npq Jx () =P, x (1)

where D contains the diagonals of the flow matrix A (negative)
and Q =A-D; C=ev-ID At; Cand D are both diagonal
matrices.

A single element of Py may thus be expressed as:

.

-1 . _

= (EXP (D(1) * AT/V(D)) - 1.) *Q(1,J)/D(1)

and

N
Py iy =T DT (Vi DTy 1

= EXP(D(1)* AT/V(I)).+(EXP(D(I)*AT/V(I))-I J*Q(I, J)/D(1)

Similarly from the formulation for the second order Markov
procedure

x (89 =[c+ (¢ Ba(cP ) 07y = P (1)

If D, (c-1 p!

Nt

and D2 = (C°-)) D-]
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then the above expression becomes

it

[c+p, (@ s Q@D,Q) Jx (1)

A single element of P2 may be expressed:

\‘\‘. N
oo s o VIDTAT T
(yi; 4y = Dy Qi e DT+ ) QikDk Q)
k 1
G, ) = (). + i PidT
an 2| 2|| = .
~_ v loar
where Dy = (e =1 )/D
£
and D,., = (e V DAT/Z ])/D

2i

In the FORTRAN terminology, the above expressions can be
written as

P2(I;J)l £3= DI(H*((Q, J)* EXP (D(J)/V(J) * DT/2.)
N :
+), QU K) *Dy(K) * Q (K, J))
k=1

P2(I,J) = P2(I,J) + EXP (D(I) /V(1) * DT)
I=J

D1 (1) = ((EXP (D() /(1) * DT) - 1. /D(1))

D2 (1) = ((EXP (D() /V(1) * DT/5.) = 1. /D(1))




V;_]

When Dj is zero the expression e i o becomes 1 and the

-1

i D. A =l . . s g0
expression (e ' ! T,] ) / Di, on differentiation of
numerator and denomenator using L'Hopitals' rule, becomes

Similarly for Vi =0, the above two expressions become zero
and -1./Di respectively.

Provided all elements of D are non positive, all the exponential

terms will have values between zero and unity irrespective of
the size of AT,




6.3.5

Breakdown and Discussion of Linear Problem Using Margot

Dimensioning

Allocate the necessary storage space to the dimensioned variabl es

using Equivalence Statement to minimise core storage.

DIMENSION Q (40,40), D(40), 1V(40), V(40), F40,40,2), R(40, 40)

EQUIVALENCE (Q(1), F(160)), (R(1), F(1))

Count Number

L]
Commence an example count number

NZ=20

_Read in First Part of Data

This data is read in using free integer format.,

N... The siie of the flow matrix withopf infegrafion states.

NR..  Total number of stages from which responses are required.
The VECTOR (IV) containing the above stage numbers.

NTR.. The total number of trapping states.

98 READ (1,101) N, NR, (IV(l), I = N=NR+1, N), NTR

101 FORMAT (900 1 0).

To provide the user with a print out of the time taken for each example,

the time at the beginning is stored in 11.

CALL ITIME (1 1)



The total number of stages, including integration states, should be

stored in the variable NT.

NT =N + NTR

Test for Control Data

Test the data for a control data card to stop the program

IF (NTR+ 1) 30, 99, 0

Read in Second Part of the Data:

The flow matrix (Squcre (N x N)), column by column

(@, J), 1=1,N), J=1, N))

volume matrix V, which is a diagonal matrix, is handled as a vector .

veD, 1=1, N)

Time increment of output.e.... H
The length of time over which output is required ..... TMAX

Volumetric throughput rate ..... QTHRO
Total volume of the system +ve..s VTOT

Minimum probability of an element remaining in a stage during

the time interval A T.veeee . STAYP

READ (1,104) (Q(1,J), 1= 1,N), J=T,N) (V(I), I=1,N), H,

1 TMAX, QTHRO, VTOT, STAYP

104 FORMAT (1600 F0.0)
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Test if there are not any Integration States:

IF (NTR.EQ.0) GO TO 203

Integration States

If there are any integration states, then each one of these require

a set of N numbers.

If these numbers were A1, A2, A3, .... An, for the kth integration

stage, then the output from this integration stage would correspond

A

to

Z

CI< + Ai‘ j stage i
1

where Ck is

(o |

lonsfcnt read in as data later in the program (see Initial
State Vector)

READ (1,104) ((Q(1,J), J=1,N), I=N+1, NT)

Also increase the size of the vector IV from N to NT so that responses

from the integration sfafes are outputted.,

DO 201 J=N+1, NT

2011V {J)=J

The intrinsic routine AMIN 1‘ is used in this program to find the

minimum of a set of numbers.  This routine, in the first-instance, requires
a dummy argument (CC) which iniﬁc_ﬂly musf.be set to a very large number.

203 CC=1,0E+76
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Form the "D" Matrix

This matrix is a diagonal matrix formed from the elements of the matrix

Q; howeQer, it may be treated as a column vector whose elements

are the corresponding elements of the diagonals of Q

Do 11 =1,N

D() = -Q(l,1)

In order to preserve the formulation used in this program to derive the
terms in the transition matrix, the matrix Q must have zero elements on its
leading diagonal. Thus having formed D, the diagonal elements of Q

must be made zero. -

Calculation of the time Increment

The program alows for zero volume stages and these must not be
considered in this calculation, so a test must be made for testing this

condition.

The maximum allowable time increment A Tthat an element may remain
in any stage is related fo the stated minimum acceptahle probability of
any element staying in any stage during this time and also the
minimum stage time constant of the sysfem,- by the équaﬁon:

AT= - LOG (Minimum acceptable staying probability) )

minimum stage time constant




A stage time constant can be expressed as V/D and the minimum

stage time constant of a system is found using the routine AMIN 1,

the final result being stored in CC.

IF (ABS (V(I)). GE.1.0E-10) CC = AMIN 1 (CC, V(I)/D{1))

Q) =0.0

The value of 2 T, as calculated above, must be constrained, so that

its corresponding value on the normalised time scale A T

(AT, = AT x volumetric throughput rate)

total system volume

HIX

is an exact multiple ( — where IX is an integer) of the printout

interval H.

IX = (1. + DIM (ALOG(H * VIOT/C-ALOG (STAYP)*CC*QTHRO))/
| ALOG (2), 0))

The time increment AT is calculated from the equation :-

ATn x 2X = 4
AT =H[(@. *IX) * VIOT | QTHRO
This is the largest value oFAwhi_ch i~
a) fits the constraint that it is a 21X multiple of H. and
b) is less than the maximum allowable time increment determined from
the minimum acceptable probability obf an element staying in any

stage.
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However, this final value of AT will correspond to a higher value
of the staying probability than that originally read in, therefore
. the probability is recalculated from ¢i»

STAYP ° EXP (-DT/CC)

' ' -1
| -ov-1pT -8 PlQ__BT
Calculation of e 2 and / D:

When calculating the terms in the transition matrix, two matrices
are predominant. These matrices are

- -1
: DV~! DT

and I-e 5 /D

Both of these matrices are diagonal matrices and may be stored in

vectors, in this program

s DV-IDT
2 is stored in V, and

(_ sbvilor
= &~/ Disstored in D

However, the program allows for zero volumes, and the values of the

expressions for zero volumes must be pre~determined.

R\ >)
T 2 = e = (o]
.DV-IpT
SO S - yp U p!
V- 0
DO 3 I=1,N

IF (ABS(V (I)).CGE. 1. OE-10) V(I)=EXP(-D(1)*DT/(2.*V(1)})

D(1) = (1. = V()/D(1)



Formation of the Transition Matrix

At present the Q matrix is a N x NT matrix, which comprises thus:-

The general term R(1,J), 17# J in the transition matrix can be expressed

as

¢ N >
A . B
Il /////
ORIGINAL ELOW / \
N 1, MATRIX BUT |
NT CONTAINING ZERO
DIAGONAL ELEMENTS
D /< E
® \\>\>\>\>\>\. \\
INTEGRATION STAQ
U RRONWONNNNN N0 :

R(1,J) = —
zomvaytor [ X _D(K)V(K)"'DT
. Y A * QL K)*Q(K, J)
D(l) =1 i
. =D(J)V(J)-1DT
+ e _g._.)__é)___. *Q(l,J)
The term expressing the diagonal element R(l, 1) -

is given by
oV T

RO, D = R(,D), _ )+




When formulating the terms in the transition matrix, two cases
must be consi dered.
1. . when the terms result directly from the Q matrix and lie

within the area ABCD (M x M)

2. Terms resulting from the integration states.

These are cases when the value of A is zero and the expression
1o gDV T
- e e
D

is found by L'hopital's rule to be equal to AT,

The transition matrix Q is of size NTXNT, however, all the terms
in the last NTR columns are zero, except the diagonal elements of the
integration states. These terms can be omitted and are not considered
The matrix is formed row by row

DO4 | = 1,NT
A test must be made to ascertain exactly which row of the transition
matrix is being formed.
If the terms are resulting from the original Q matrix, i.e. being within

) 1
the area ABCD then the term ]-él_)lb.lélmusf be set equal to

AT. This and any subsequent rows must initially contain unit diagonal

elements.
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n2

IF (I-N-1) 0,8,10
CC = (1.0 + V(1))*D(I)
GOTO9

CC=DT

R(LI), V(1) = 1.0

- ny-l
Also the value of 8 PV _A_z:r for D=0 (i.e., integration states) must
-be set equal to unity for use later in the program

4

Individual terms are calculated in cash row.
DOS J = 1,N
When calculating the general term R (1, J) it is necessary to compute

the sum

-DK)VhOAT * Q(,K) *Q(K,J }

{ l-e 2

D (K)

CD=0
pO 6 K =1,N

CD = CD + D(K) *Q(I,K) *Q (K, J)

DUV AT *Q(l, )

Having computed this value the term- e
must be added and the total multiplied by the appropriate value of

-1
| o=DVTAT

D
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5 R(I,J) = CC * (CD+V({) *Q (I,J))
The diagonal term R (I, 1) is computed from the general term

-1
R(1,J) =) by adding on the term gD V() AT

4 ROLD = ROV V@)

Matrix Powering

It is necessary to power the transition matrix by squaring it IX times.
Since it is impossible to square a matrix and at the same time overwrite
the answers in the original matrix, it is necessary to have available

storage space equal to twice of the matrix being squared (i.e. F(40,40,2)

The original transition matrix is stored in R so that the first half of F and
R can be made equivalent. Also, the elements of the matrix Q can be
made equivalent to the second half of F. Hence the equivalence

statement.

EQUIVALENCE (Q(I), F(1601)), (R(1), F(1))

As it is necessary during consecutive squaring to store the resulting
matrices in F (*, *, t) and F (*, *, 2) alternatively, two variables
L, and LI must be defined so that when L =1, LI =2 and when LI = 1
L=1, etc. |

L=1

DO 37 M=1, IX

L=3-L

LI=3-L
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consider the terms that are presently stored in the transition matrix, ;

which is of size N X NT

A & ' > B G

~N D ‘\\
THESE
N TERMS
ARE ZERO

NT TERMS QFSJLTINP SO ARE
. \\ FROMY NOT USED
THE ORIGINAL "Q" OR DEFINED
FLOW MATRM\\
,z: \
XD

\ ‘ F
7 TE@\S RESULTING FROM/
DIR THE INTEGRATION STATES __l
b

when squaring the matrix, the calculation is simplified since all the
L]
terms in the area BGHC are zero, whence terms of the resulting squared

matrix may be calculated in two pasts.

1. If the resultant term lies within the area ABCD, then no
multiplication of terms outside the limits N x N need be considered
as they are multiplied by zero.

2. If the resultant term lies within the area DCFE, then because
the diagonal element in the row corresponding to this is

unity, then all that is necessary is to calculate the result

as though it were within the N x N matrix and add itself to the sum.




These two parts need not be considered separtely as a variable may be
defined such that when computing terms within the area ABCD the
variable has the value zero, and when computing terms within the

area DCFE it has value of unity. Such a variable is ATR.

DO 37 I=1, NT

ATR =FLOAT ((I + NL) / N)

The matrix is then squared ‘
DO 37 J=1,N

CA = 0.0

DO 38K=1,N

.38 CA=CA + F(I, K, LI)*F (K, J, LI)

37 F(,J,L) = CA+ATR*F (I, J, LI)

Response Stages

As previously mentioned when reading in the first part of the data

that if the values of the response stage numbers were stored in
consecutive elements at the end of the vector 1V, that when using
these values, whether for the column heading or as subscripts,

programming is easier.

To commence the output of these values at the corract element of the vector

IV an integer variable NS is defined as: NS = N=-NR+1
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The Initial State Vector:

The initial state vector contains NT elements. The first N elements of
which correspond to the initial concentration in the respective real
stages, whilst the remaining NTR elements correspond to the constant
of integration for the respective stages. The vector is read in using

free format.

READ (1,104) (V(1), 1=1,NT)

Page and column Headings

For each case a new page is started giving details of :-
1. The Case number
2. The volumetric throughput of the system )

) read in as data
3. The total volume of the system

4. The correcféd value of the probability of an element remaining

in any stage over the time increment used.
5. The number of times which the transition matrix has been squared.
6. The column headings.
WRITE (2,103) NZ, QTHRO, VTOT, STAYP, IX, (IV(1)), I=NS, NT)
FORMAT (1H1, 8HCASE No, I3// 17H THROUGHPUT RATE =, G12.4/
1 14 TOTAL VOLUME =, G12.4/7H STAYP =, G12.4///
2 3H M=, 13// 5H TIME, 25X, 21H STAGE CONCENTRATIONS /
3 10x, 10(5X, 12, 5X)/)

Set the variable time equal to zero

TIME = 0.0

The value of the normalised time and the stage concentrations are outputted.
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97 WRITE (2, 102) TIME, (V(IV (1)), I=NS, NT)

102 FORMAT (F6.2, 4X, 10G12.4)

Test the value of the variable TIME against the value of TMAX to find
sufficient output has been given.

IF (TIME.GE.TMAX) GO TO 151

Calculation of Stage Responses

The concentrations of the stages after each print out time internal

are obtained by successive_premultiplication of the stage vector by

the powered transition matrix. When calculating the elements in the

state vector corresponding to integration states. The same arguments apply

as when powering the transition matrix.

DO 42 1=1,NT
CB=0.
DO 43 J=1,N

43 CB=CB+V(J) *F (I,J,L)

42 D(I) = CB + FLOAT ((I+NL)/NT) * V(1)

The vector D is stored in the vector V so that after the time count has
been increased an amount equal to the prini and interval, the write

statement labelled 97 may be used to output the stage concentrations.

DO 45 1=1,NT
45 N(I) = D(I)
TIME = TIME + H

GO 10 97
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The time at the end of each run is recorded in 12. By the Subtraction
of the time at the beginning, the total time taken for each run can be

outputted.

151 CALL | TIME (12)
2 = 12-1
WRITE (2,150) NZ, 12
150 - FORMAT (1Ho,23H TIME TAKEN FOR CASE
NO, 12, 2H = , 14, 5H SECS)
The value of the state vector can be outputted for the last time.
107 WRITE (2,102) TIME, (V(I), 1=1,NT)
control is transferred to start another case, and the segment is finished.
GO TO 98
99 CONTINUE
STOP

. END

Operational Details

Data required as the input for this program can be devided into four sections.

Each section starts on a new card. All the data is in free format.

Section 1

All variables of type ' Integer '



Variable List

N

NR

NTR

§ecﬁon 2

"o .

Significance in the Program

Number of system stages excluding integration
states;

Numbers of the N stages for which a time response
is required, followed by NR numbers corresponding
to these stages;

Number of integration states required.

Type of variables used 'Real’

Variable List

Q

Significance in the Program

An ar;'ay of N x N numbers giving the system
intestage flows. The numbers are input in matrix;
forrﬁ as follows:~

Q (1, 1) the flow through stage 1 ( a + tive number)
Q (2,1) flow from stage 1 to stage 2.

Q (3,1) flow from stage 1 to stage 3 . -

Q (N, 1) flow from stage 1 to stage N.

Q (1,2) flow from stage 2 to stage 1.

Q (2,2) the flow through stage 2.

Q (2,3) etc to Q (NxN)
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\Y N numbers corresponding to the volumes of the
N stages.

H The print out interval in normalised
time

TMAX The maximulm normalised time value for which

responses are required.

- QTHRO The volumetric throughput
VTOT Total volume of the N stages
STAYP The minimum acceptable probability of an element

remaining in any stage during time DT.

Note:

VTOT
QTHRO

expressed as multiples of the mean system time constant. Artificial values

Normalised time T = tx , where 't' is real time, i.e., it is time

of VTOT and QTHRO may be used to alter the normalisation i.e., VIOT =

QTHRO will give the real time response.

Section 3 ( Omit if NTR = 0)
Variables used are of type 'Real’.
This section consists of Nx NTR numbers. Each block of N numbers
gives information concerning one trapping state or integral. For the
first block let these numbers be Ay, Ay ... , A then the output

integral will be

N T
C+ z [Ai X f (Stage i) dT (N

i=1 0
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where T is at 0, H, 2H etc to TMAX and C is a constant. Hence if
the integral response of stage 1 were required, the data would comprise

of a 1 followed by N-1 Zeros giving

- T
1 x J‘ (Stage 1) dT, since Az. ces An are zero

0

Section 4

All variables used are of type 'Real’

This section comprises of N + NTR numbers which are the initial states

of all the stages. The first N numbers should be the required concentrations
of the tracer component in each stage at time 0. The next NTR numbers

correspond to the values of C in equation (1) for each trapping state.

Note:

Stages within the system may be numbered arbitrarily provided there
are assigned numbers from 1 to N. These numbers represent the order
in which information concerning the N stages is pu;. All the
integration stages will have their time responses outputted and will be
numbered N + 1 to N + NTR by the machine in the order in which the

data is presented.

Advantages of Using Markov Procedure

In-the deriation it has been shown that the first order Markov procedure

uses the approximation
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e = | +V AT (M)

and the second order Markov procedure uses the approximation

v"]A'AT . _]

-1
e =1 + V A AT+ (V

2
A a2 2)
2.
* The advantages of the Markov procedures as compared to the evaluation

of the right hand sides of the two equations given above are as follows:

First let us consider the term AT, for the required accuracy in equation
(1), terms containing AT2 must be negligible. Hence A itself must be
small so that unless the elements of V-]A approximate to the reciprocal
of AT, the product, when added to the unit matrix, will loose significant
digits of accuracy, but the elements of V-]A may not be adjusted in this
way since (V-]A)2 A T2/2'. would then certainly not be negligible,

and i n fact the accuracy of the approximation is increased if the elements
of V-]A are made small. This problem increases as higher order approxi-

. . n + «
mations are taken since AT" - AT" 1 as in increases.,

The Markov procedures depend on the evaluation of diagonal matrices
of the form eK, where K is V-]DATG, and G is a constant between
zero and one. If AT=lin (STAYP)/(-max (D/V)), then eK will have

values between STAYP and one, hence the loss of significant digits

is held to a minimum.
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‘ -1 . .
Secondly, V A cannot be evaluated.if an element of V is zero.
No such restriction applies to the Markov procedure, since the exponent K

(which is always negative) becomes == and eX becomes zero,

The Markov procedure can also be used if elements of D are zero since

eK becomes unity and V-]D AT G can be evaluated by L'HOpifqls.
e -1/D
rule

-1
V' aTG

The significance of allowing V to become zero is that differential
equations can be mixed with algebraic equations, whilst if D is zero,

integration of the inputs to this stage is implicit.

Integration routine written in the computer program is in fact explicit,

since the computer is unable to evaluate eV-1D 4T 4 P

» when D is
zero. Since this possibility must therefore be all)oWed for separately,
advantage has been taken, of the knowledge that the columns of the
flow matrix corresponding to integration states are all zero in order to
reduce the amount of computation. For example, for a system comprising

of ten stages and ten integration states the program uses a ten by

twenty matrix and not a twenty by twenty matrix.



CHAPTER 7

EXPERI MENTAL WORK
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PURITY OF MATERIALS

After the preliminary investigation by using a gas liquid chromatograph
to measure and check the purity of the starting materials, a further

comparison was made of some of the physical properties.

The re;cracﬁve indices and specific gravities of the three compounds
were measured and compared with values taken from International
Critical Tables (61) and the Handbook of Chemistry and Physics (62).
In all cases the agreement was excellent which confirmed that a very
high degree of purity had been obtained. The values taken experi-
menmlly.fogefher with the values obtained from the references given

above, as presented as Table 7.1.

Refractive Index at 20°%c Specific Gravity at 20°%¢

Component  Ref.(41) Purified Ref.(62) Purified

Material Material
Acetone 1.3588 1.3590 0.7900 0.7902
Methanol 1.3288 1.3287 0.7914 0.7915
lsopropanol  1.3776 1.3775 0.7851 0.7850

Table 7.1 Physical Properties of the Pure Materials

The normal boiling points of the three materials were also measured
for several samples of the purified materials. The results were averaged
and compared with values from International Critical Tables (61) as

shown in Table 7.2.
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Boiling Point at 760 mm Hg Pressure

Component Ref (61) Purified materials
Acetone 56.10°C 56.25°C40.05
Methanol | 64.60°C 64.45°C40.05
Isopropanol 82.26°C 82.30°C+0.05

Table 7.2 Boiling Points of the Pure Materials

The rédetermined values were very close to the temperatures given

in column three apart from slight variations in the last decimal place

which were within the accuracy of the temperature measurements.

Other physical property sources: (63, 64, 65) were then considered

and the spread of the quoted boiling points at 760 mm Hg pressure are
. ) o o °

now given; 56.10 C to 56.50 C; Methanol, 64.96°C to 64.1°C;

Isopropanol, 82.5 to 82 .26°C.

With these figures in mir'xd and also the close agreement between the
values of specific gravity and refractive index, it was decided that

the purity of the materials was sufficient for this investigation. To

~ avoid deterioration of the compounds by sunlight or other light sources,
they were stored in a dark place. Oxidation was overcome by keeping

the containers tightly stoppered.
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7.2 DESCRIPTION OF THE EQUIPMENT

General arrangement. The overall height of the unit above ground is

19 ft. All valves etc. which require manual adjustment during a run

will be accessible from ground level .

Process flow scheme. The unit operates as follows:=

(a) Feed section. The feed material is first charged to a 200
gallon feed tank. From here it is metered by a gear pump
to the pre-heater and then to the co‘lumn.b During vacuum
‘operation a needle valve in the feed line is partially
closed to ensure that the pump is working against a positive
head. The feed rate is indicated locally and also recorded

on the instrument panel .

The feed pre-heater consists of a coil immersed in a heated o
lead bauth. A temperature controller regulates a portion

of the electrical load on the pre-heater to maintqin a

constant feed temperature to the column. The feed lines

between the pre~heater and column are electrically heated.

The load on the windings is adjusted by a variac at the start

of a run and then the feed temperature controller compen=

sates for any change in heat loss during a run.
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.Column and Reboiler. The feed enters the column at any

- one of eight poinis, depending on the relative amounts of

rectification and stripping required. The column is made

' up of two 4 ft. lengths of 3 in. 1.D, pipe packed with a

protruded stainless steel packing to a depth of 7 ft. 10 in..
Conical packing supports made of metal gauze are fitted in
the base of each section. A gauze packing retainer is

fitted at the‘fop of the column.

Electrical heating cables compensate for any heat losses
from the column. The cables are wound round a mild steel
sheath surrounding the column. Lagging is placed on top
of the cables. An adjustable portion of the power input
to the cables is switched off or on by an automatic tem-
perature difference controller. The controller operates in
order to keep the temperature of the sheath equal to the

temperature inside the column.

A tube flanged directly to the bottom of the packed column

acts as the reboiler.

The boil-up heat is provided by electrical resistance heaters

clamped to the outside of the tube.

The composition of either product from the column is main-

tained at the specified value by controlling either the
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temperature in the reboiler or the femperature at some point
" in the column. This is done by an automatic temperature

controller which adjusts the electrical load on the reboiler

heaters. A multipoint temperature indicator is used to show

the temperature patfern in the column.

(c) Bottoms section. The liquid level in the reboiler is kept

cohsfdnf by pumping off excess liquid as bottoms product.
The gear pump runs continuously (P.753). ‘When the level
in the reboiler exceeds the desired value, then a control
valve (CV.753) opens and liquid passes through the cooler
(E.755) to the product receiver. If this valve is closed
then the bottoms liquid is continually recirculated by the
pump through another valve (CV.755). The receivers are
used alternatively so that the product can be run off into
drums while the column is running. Automatic level
detectors (L .1752) are fitted to the receivers so that a
warning lig.hr shows on the conirol panellwhen the receivers
are nearly full. The receivers are steam jacketed and the
lines steam traced so that the béffoms product with high

melting poinis can be handled.

(d) Overheads section. The vapours from the top of the column

pass through an elecirically heated line to the condenser

(E.753). The pressure in the condenser is kept constant
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during a run. It is controlled duri'ng vacuum operation by
a manostat (PC..751) and during high pressure operaﬁ‘on by |
the pressure controller (PRC.751). The latter controller
acts in one of two ways: if sufficient inerts are present
then it regulates the rate af which these are vented to
atmosphere; if only a small quantity of inerts are present

then it regulates the flow of cooling water to the condenser.

The reflux divide.r (RD.751) works on a time cycle basis

;:nd maintains a constant reflux ratio throughout a run.
Liquid reflux returns to the column under gravity through

an electrically heated line. The distillate product passes

| to a cooler (E.754) and then to the recei‘ver (V.753). When
the column is operating either above or below atmospheric
pressure then a liquid seal is maintained in the product

line by a level controller (LC.752).
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7.9.1  DESIGN CONSIDERATIONS

1. Selection of duty

The column was intended for general use as a pilot plant.
It had therefore to be flexible enough to operate over a
wide range of conditions. However this flexibi“fy had to
be balanced against the cost of construction and ease of

operation of the unit.

]

(a) Feed capacity. A column which would handle

~ feed rates up to cpproximafel_y 5 gallons/hour
seemed to be the most suitable size of column for
the pilot plant (the quantity of feed material to
be treated being of the order of 40-500 gallons).
With a larger column excessive amounts of material
would be lost before the column settled down.
The capacity is reduced consi'derably when the
distillation pressure is reduced and therefore a
smaller column would probably have too low a

capacity when operating under a vacuum.

(b) Pressure. Operation at pressures both above and

below atmospheric was desirable and a column which

could operate from 20 mm Hg to 150 psig would
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be capable of handling most distillation problems.
(By limiting the maximum pressure fo 150 psig, the
use of class 150 flanges for most of the joints was
possible and so simplified the construction of the

process equipment).

(c) Temperature. Reboiler temperatures up to 300°C
were possible without infroducing undue compli-
cations in the construction. A water~cooled
condenser would cope with most overheads and
thus the installation of a refrigerated condenser

did not appear to be justified.

(d) Separation power. A column having the equivalent
. eq
of 20-30 theoretical stages would cope with most

of the separations encountered in the pilot plant.

(e) Reflux ratio. This had to be adjustable. A standard
timer with a range of ratios from 1:1 up to 50:1

was considered adequate.

f General construction. The column had to be con-

structed of F.M.B, sfainless.sfeel so that it could
handle corrosive fluids. All equipment had to be
flame-proof. The unit should be adequately

instrumented so that only one operator is required

to run it.
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2. Design of more important items

| (i) Column

()

(b)

Type. The required flexibility of operation

could only be achieved by using a packed column.
To reduce the height of the column a protruded
metal pack with low H.E.T.P. values was used.
(This type of packing has a very low pressure

droP per plate and is therefore particularly
suitable for vacuum distillation). A column

filled with this packing is more compact than

one filled with a conventional packing and it
should therefore take less time to reach steady

conditions after start up.

Calculation of the column diameter. The diameter

was calculated by considering the vapour liquid
loading at the flood point. The vapour velocity
at the flood point for this type of packing is

given by the equation:-

G = 270 (pL)'58 (pg)'42 b./he.it.2 (1)

P = liquid density Ib./ff.3

L]
Il

vapour density Ib./ft 3
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Consider below the simple hypothetical separation
used in order to obtain some idea of the columns

diameter.

Hypothetical separation:-

Feed composition = 0.3 mole fraction m.v.c.

Distillate product

composition 0.99 mole fraction m.v.c.

Bottom product
composition

1.10 mole fraction m.v.c.

Feed as boiling liquid

MW, of m.v.c. = 100

MW, of l.v.c. = 200
Pressure = 150 psig
Reboiler temperature = 260°C
Density of liquid in 3
reboiler = 50 Ib./ft.

For most separations, flooding will begin at the -
lower end of the column. Therefore in equation
(1) the physical properties of the materials

entering and leaving the reboiler have been used.
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" Average MW, of vapour = 190

3.0 Ib./fr.3

Then vapour density
Then in equation (1)

Vapour velocity at
flooding 270 x 50.8 x 342

It

4,100 Ib./hr.ft.2

i

If maximum vapour

velocity is taken as 70%

of that at flooding, then .
maximum vapour velocity = 2,870 lb./hr.ft.

2

A mass balance over the column shows that:

Flow of vapour up
column (Ib.)

]

2.21 x feed rate (Ib.)

Now feed rate = 5.gallons/hr.
= 45 lbs./hr.

.. Flow of vapour up the

column = 99.5Ib./hr.
Then X-sectional area

99.5 2
ired = e = 0.0348 ft.

require 5570
2. 1.D, of column ="2.2 ins.

This calculation is based on a single hypothetical
separation and therefore only gives an approximate

idea of the column diameter.

A more reliable estimate of the required column

diameter can be obtained by referring to a des-~

cription of an existing pilot plant column. This
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- column is filled with the same type of packing

and can cope with a feed rate of up to 10 galls./
hour of a wide variety of hydrocarbon liquids.
The 1.D., of the column is 3 inches. The maximum

pressure is 600 psig.

- From equation (1) we see that the capacity of

. . A2
the column is proportional to 42 g and

therefore approximately proportional to (absolute
pressure). The proposed column operates at a
maximum pressure of 150 psig. Then it should
have an inside diameter of 3 inc. to deal with
feed rates up to 5 galls./hour. The column is

made of 3 in. N.B, tube.

Height of packing. Experimental data is avail-

able which gives the values of H.E.T.P. for
proffuded packings ot different vapour rates.

The H.E.T.P, is of the order of 2-3 inches at
normal vapour velocities (0.5 = 1.5 ft./sec.).
However, these values of H ,E,T.P, were measured
at total reflux. At finite reflux ratios the

H.E.T.P. would be somewhat higher.
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A packed height of 7 ft. 10 ins. is then used to
provide the 20-30 plates required. The overall
length of the column is 8 ft. and for ease of
handling and construction it is divided into two
sections of length 4 ft. Liquid redistributors are
not used because they are of little value ina

3 in. diameter column.

(d) Pressure drop. Experimental data shows that the
pressure drop per foot of protruded packing varies
from 0.4 mm Hg at a vapour velocity of 0.5 ft./

sec. up to 4.5 mm Hg at a vapour velocity of

1.8 ft./sec.

Then the pressure drop across the packed column
will vary approximately from 3 mm Hg up to

33 mm Hg depending on the vapour velocity.

The vacuum pump should provide a condenser
pressure of 10 mm Hg. Therefore the pressure
in the reboiler could reach as low as say 15 mm

Hg under low liquid and vapour loadings.
(ii) Reboiler

(@) Heat locad. For most separations the boil-up

rate will not exceed 0 Ib./hour.




(b)

Average latent heat of =80 C.H,U./Ib.
organic liquids

Then maximum heat load = 4,800 C ,H,U./lb.

=2.52k.W.

To allow for heat losses and for the possibility of
dealing with liquids of high latent heat, electrical
resistance heaters with a total load of 4 kW are

provided.

Design. The fofc'l heat load is made up by 8
electrical resistance heaters clamped to the out-
side of the reboiler tube. It was attempted to
reduce the heat capacity of the reboiler plus
contents to a minimum. The liquid hold is only

of the order of 1 gallon. Thus any change in the

heat input quickly produces a change in the boil~

up rate.

Fins are welded to the inside of the reboiler tube
to increase the heat transfer area and so reduce
the chance of local overheating of liquid. The

maximum heat _élu'x will then be 2600 CHU/hr .ff.2

The heat input is varied by varying the number of

heaters connected to the electrical supply. Fine

* control is achieved by connecting one of the
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heaters to a variac and an on/off controller.

The on/off controller will tend to make the boil-
Qp_ rate oscillate. The load on the heater is
reduced by adjusting the variac until this

oscillation has been diminished.

(iii) Condenser

(a)

Heat load and area required. A heat balance

over the whole column shows that the maximum
heat load on the condenser will be approximately
equal to maximum heat load on the reboiler.
Then take maximum heat Io;:d as 4 kW =7,600

CHU/hr.

The area required for heat transfer will be
greatest when the overhead vapours are at a low

temperature.

Theoretically, it should be possible to condense
vapours at 20°C using water at 15°C. However,
if the column were also operating at full capacity

then a very large condenser would be required.

The condenser is therefore sized on a vapour

temperature of 55°C when the column is running

~ at full capacity.



139

Using water as coolant, average temperature =

35°C. Take overall heat transfer coefficient

as 70 CHu/hr.ff.2°c.

7,600,
35x70

Then area of heat transfer

I

3.5 f.2

(b) Design. An area of 3.1 Ft.z is provided by

30l ft. of ]/8“ NB tube wound into two concenfric
coils. These coils are Fiffea inside a length of

6" NB tube. Hold up of water in the tubes is

low and high water velocifi‘es are achieved.
Therefore the condensation rate will respond
rapidly to changes in the flow of the water. An
additional heat transfer area of 1.5 ff.z is pro-
vided by jacketing the 6" tube. This jacket

wlill only be used when the heat load is abno-rmclly
high. Under normal circum;fances it would tend

to produce excessive subcooling of condensate.

(iv) Feed preheater

() Heat load

Maximum feed rate = 45 Ib./hr.
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Then take maximum feed temperature as 275°C

when operating at this rate.

Assume average specific heat of 0.6 CHU/Ib.

Then maximum heat load 45 x 0.6 x 255

6,900 CHU /.

3.63 kW.

To allow for heat losses a 4.0 kW. maximum heat

impact is provided.

Design. In order to obtain feed temperatures up

to 300°C, lead is used as the heat transfer medium

" in the preheater. The feed passes through a

coiled tube which is immersed in lead. The lead
is confcfnecf in a 6" NB tube and 8 heaters, each
of 0.5 kW., are clamped to the outside of this
tube. The feed temperature is controlled by
regulating the electrical load on these heaters.
Several of the heaters are switched on to provide

a base load. The fine control of temperature is
achieved by manually adjusting a variac connected
to a single heater and then allowing a fempercﬂ‘:re
controller to switch this small load on and off as

required.
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(v} Vacuum pump

The size of this pump can only be determined by past
experience on vacuum systems. Condenser pressures
as low as 5 mm Hg were achieved on a similar pilot

plant column by using a pump with a capacity of

13 ff.3/min.

The proposed column has a vacuum pump with a capacity
of 16 ff.3/min. The pump is of the rotary type so that

a non-pulsating pressure is obtained.

(vi) Control system

~ The aim of nearly all distillation operations is to make
a product of specified composition. The proposed
control method is based on the principle that the tem-
perature of a vapour is a direct measure of its composition
at constant pressuré. This method of control is used
because it should work equally well during pressure

and vacuum operation.
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CONTROL OF DIFFERENT VARIABLES

After the initial start up period the control of the different variables

is as follows:=

()

Composition

The composition of either product is maintained at the
required specification by controlling the température at
some point in the column or in the reboiler. The temperature
to be controlled will be that temperature on which the

product composition is most dependent.

When the bottom product is the specified product, then the
controlled temperature will be that of the reboiler of some

point in the lower section of the column.

When the top product is specified, then the controlled
temperature will probably be in the upper section of the
column. There are eight alternative temperature control

points in the column itself and one in the reboiler.

The temperature at these points is in turn controlled by the
boil-up rate. The temperature is measured by a thermocouple
connected to a Honeywell Brown Electronic Controller

(TIC 751). This controller then varies the heat input to the
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reboiler. The set temperature on the confroller can be

- adjusted by 1°C divisions.

. The overall action of the system is as follows:

Suppose the top product contains too much of the least
volatile component. Then the value of the conirolled
temperature must be reduced; the set point on the coniroller
is lowered so that heat input to the reboiler is reduced;

the boil up rate is reduced so that temperatures throughout
the column aré reduced; then the proportion of the less
volatile components in the top product also decreases.
There should be little time lag before these changes occur
because the hold up of liquid in the packing and reboiler

is low.
Féed Rate

This should remain constant throughout a run. The speed of

the gear pump is set at the beginning of the run.

Feed Temperature

Avutomatic adjustment of the heat input to the preheater

ensures that this temperature is constant during a run.




(iv)

(v)

(vi)

Reflux Ratio

A constant reflux ratio is used during a run. |t is unaffected

. by changes in the condensate rate.

Pressure

The pressure should remain constant throughout a run. When
the column is operating under vacuum, then the presssure

is controlled by a manostat (P.751). When the column is
operating above atmospheric pressure, then the pressure in

the condenser is controlled by PRC 751 in one of two ways:

If the overheads contain sufficient inert gases, then a
constant pressure is maintained by controlling the rate at

which these are vented to the atmosphere.

If the quantity of ineris is low, then the constant pressure
is maintained by controlling the flow of cooling water to

the condenser.
Product Rates

Both products are allowed to come off freely; no attempt is
made to maintain a constant rate. The rate at which dis-
tillate product is delivered varies with the condensation

rate. The rate at which bottoms product is delivered depends

on the liquid level in the reboiler.




(vii)

Liquid level in reboiler

The level of the liquid in the reboiler should remain con-
sfcrﬁ. The discharge pump (P.753) operates continuously.
The control valve (CV.753) only opens when the liquid

level in the reboiler exceeds the desired level.

When this control valve closes, then the pump discharge
pressure increases. The controller (PIC 751) is set to open
the control valve (CV.755) when the pressure is about

10 p.s.i. higher than the reboiler pressure. The liquid
then recirculates through the pump and cooler and so
reduces the operating temperature of the pump and the

possibility of vaporization in the pump.
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MECHANICAL TESTING

~ Before the rig could be operated as a distillation unit, it had to be

checked for mechanical defects, omissions and other inconsistencies

according to the flow diagram (R.555). Each of the individual plant

" items had to be checked and certified.

The following work scheme was adopted:~

(i) By following the flow scheme all omissions and inconsis-

tencies are to be found and rectified.

(i1) All valves to be labelled as indicated on the flow scheme

to facilitate operation.

(iif) All thermocouples to be checked and defects replaced.
(iv) All relief valves to be checked in place and certified.
(v) All process lines to be purged with compressed air to

eliminate scale and accumulated water blown from the

instrument air lines.
(vi) All leaks to be reduced to'a minimum.

(vii) Air purge system to be tested and flow rates to instruments

and heaters adjusted..




(viii)

(ix)

(x)

(xi)

(xii)

(xiii)
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All gear pumps to be run in with lubricating oil, after

. being checked.

_ Feed metering system to be checked and made operational .

Level control system on the reboiler has to be completed

and adjusted.
Reflux divider has to be checked and calibrated.

All electrical wiring to the heaters should be tested and

-

anomalies corrected.

Control equipment to be repaired and connected up.
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STARTING UP PROGRAMME FOR THE PLANT

(Based on Dwg. R.555 (Mod.2))

Steps

Valves to coolers opened, where required, and cooling

water to condenser turned on.

The required valves are located

(i) on ground floor opposite main entrance (Mains
Valves).

(ii) on Ist floor behind coolers (Distillate and Bottoms
Coolers).

(iii) on upper platform at top of column (Condenser).

Feed line connected to appropriate feed point on column.
There are eight such feed points on the column, the most
suitable one for any particular case being determined by
trial and error initially and by calculations from desired

product and feed compositions once some experiment data

. is obtained from the plant. (Connect TR.751 to appropriate

feed point thermocouple).
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All valves to manometers should be shut along wi.fh all out-
let valves (i.e. from various tanks - not including different
sections of plant) and vents to product receivers opened.
The column is vented by opening valve (54) on diagram,

located near top of column but not labelled.

Feed now pumped to storage tank by means of air pump,

ensuring valves (1) and (3) are open and valves (4) and (18)

- are closed. Tank should be filled in 1-13 hours; no quicker

since considerable pressure drop before pump.

Feed Stock may now be blended by opening valve (2) and
closing valve (1) i.e. recirculated to feed tank using Pump
(P.752) and using vessel (V.755) as guide to condition of

feed.

Level in tank may be observed by opening valve (15) and

shutting valve (8).

Calibration of FI.751/P. Open valves (9), (11) and fill
(V.755) with feed liquid. Shut valves (9), (6) and (18) and

open valve (17). Then pump back into storage tank. Flow

_ rate being measured by time interval for the liquid level

to fall between adjacent Jubilee clips (the volume between

top and second clips is (440 m/s), between second and third

clips (400 m/s) and between third and fourth clips (340 m/s).
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This measure of flow rate must be carried out for each

change of feedstock.

Valves (9), (11) and (17) now closed and valves (18) and
(6) opened and enough liquid pumped into column fhrough |
preheater to fill reboiler. Feed metering pump set to give
required flow rate and then feed preheater turned on.
These should be frimmed down to maintain a constant feed
temperature when T1.751 nears boiling' point of liquid

(provided feed is liquid at boiling point).

All heaters, i.e. reboiler, column and trace heaters are

turned on (many trace heaters are missing or not connected).

Bottoms take=-off pump is switched on, having set the
pressure indicator/controller to about 20 p.s.i. Liquid
must pass across pressure control system and valve (114) may

need to be adjusted.

Valves (120), (110), (111) and (124) must be open (valves
to bottom tank). The controller which maintains the
reboiler level at about 3" below the top may also have to

be adjusted.

Switch on all instruments.
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No trace heaters are connected, therefore adjustements fo
bring in line the temperature indicators and controllers are

not. possible .

The temperature recorder and controller installed for control
of the boil up rate is unsuitable because of ambient pressure
changes. The only manual way of altering the B.U.R. is

by way of the reflux ratio. Once the heating to the reboiler
is reset, the boil .up rate in the column remains reasonably
constant. The reflux time is set to an arbitrary value and
top take=-off rate is measured (D). The boil up rate is thus
equal to D(RH1). By‘fricl and error the boil up rate can be
set to the required value and to give fhe.required flow

conditions in the column the reflux ratio is set.

Continuous watch on temperatures to check that they remain

constant.

*

The top and bottoms tank may be changed by opening and
closing valves (126) and (124) respectively for bottoms and
(75) and (77) for tops. (For numbers refer to Dwg. R.555

Mod (ii)) .

Shutting Down

0

Switch off all heaters.




(i1) Switch off pumps.
(iii) Switch off instruments.
Imp. Note

If the Alarm Bell sounds either the reboiler or the feed heaters will
have exceeded their maximum temperature (400°C), or the liquid
level in the reboiler will be below its minimum. This will be indicated
by the appropriate instruments. In any event the heaters and pumps

should be switched off immediately and the defect rectified.




CHAPTER 8

ANALYSIS OF LIQUID SAMPLES
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8. ANALYSIS OF LIQUID SAMPLES

In the present experimental work a new method of analysis is suggested, (Ref.64,

using a g’os liquid chromatograph connected directly to a data logging system. |
It will be interesting to note that, though the method Eas been developed and

tested on a ternary mixture, it is easily extended to handle multi-component

mixtures.
_The method is discussed under the following headings.

The .Gaos Liquid Chromatograph
Data Processing
The Digital Computer Programme

Analysis Procedure

Observations on the Analysis Procedures.




8.1 THE GAS LIQUID CHROMATOGRAPH

8.1.1 Summary

The chromatograph used was a Perkin Elrﬁer Model 800
with a flame ionisation detector. The chromatograph
column was 2 mefres,‘]/g" O.D. tube packed with 80%
ch;'omosc;bp, and Disodecylpthalate was used as the

at o
stationery liquid phase. This column was maintained 85°C
as the separaffon of the three components was best at this
temperature. The carrier gas was pure N2 and the flow
rate was regulated using a soap film flowmeter. After
passage through the chromatograph column the carrier gas
was burnt at a small jet in the combustion chambers, air
being supplied to the combustion chambers at an inlet
pressure of 35 Psig. The output voltage of the thermoscope

was an indication of the flame temperature and the flame

size, and was recorded on the Sunvic chart recorder.

Before a sample was injected into the chrorﬁcfograph
colur:nn, the temperature and size of the flame would be
steady and the recorder would have a straight line recorded
as the base line. When a sample was injected the com=

ponents of the sample were separated into distinct bands of

each component which finally reached the flame burning




at the jet in the combustion chamber. The band of each

. component was burnt in the flame with the effect that the
size and temperature of the flame increased according to
the amount and the nature of the respective components.
As the three components were separated into distinct bands
‘by the chromatograph column there were three sepcrrafed

peaks shown on the chart recorded.

The area of these peaks were measured by recording a
large number of peak height values, read at regular intervals,

and performing an integration to obtain the area.
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Description of the Perkin Elmer Chromatograph

The Model 800 gas chromatograph,

is d sensitive laboratory instrument designed to separate
complex mixtures of organic com‘pounds with wide boiling
ranges. This instrument is a dual column temperature
program chromatograph. |t can be operated with either
one or two columns under isothermal conditions. Close
column femperdfulre control is ensured by use of a propor=

tional temperature controller and a high velocity circulating

air bath.

One of the unique features of this instrument is the incor-
poration of a differential flame ionization detector which
provides the high sensitivity inherent in flame ionization
detectors over the entire temperature program range. The
Model 800 provides programmed analysis with minimum
signal instability due to column substrate elution. In the
differential défecfor, a reference flame compensdtes for
base line shift due to the substrate elution of the column.

Other features are two separate pneumatic flow controllers

. for the independent control of column flow and a dual

liquid injector which allows sample introduction into both

chromatograph columns.
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This instrument consists of two major sections:

1. the upper oven cabinet containing the circulating
heated air bath, the injection columns, the columns

and the detector and |

2. the lower cabinet which contains the carrier gas-
flow controller, fuel gas controls, and the elec-
tronic and mechanical assembles associated with

the detector, programmer and oven thermostat.

The analyficai or pneumatic system is equipped with two
independent proportional flow controllers which assure
constant flow during the temperature proéromme cycle.

The flow to either column can be controlled independently
by means of a needle valve adjustment. Sample is injected
into the carrier stream by inserting a hypodermic syringe
through a self-sealing rubber septum in'fo an injector capable
of operation to 500°C. The injector is designed so that the
carrier gas is preheated r.o a temperature approximating the
injector block temperature before reaching the point of

sample injection. As the sample is vapourised it immediately

passes to the column as a discrete 'slug' of vapour.




The sample is separated into its various components within

the column and as each component elutes it is carried into
the column effluent splitter. The column effluents entering
the detector are mixed with hydrogen‘and burned at the
flame jets in an atmosphere of purified air. As organic
sample molecules are burned, ions a.re formed and collected
on their associated electrodes. Under steady state conditions
i.e. both columns eluting equally, the ions currents in

each flame oppose each other and no signal is generated at
the output. The presence of sample ions in one flame
unbalances the detector and yields an ouvfput current. This
current fs simplified and converted to c:1 signal suitable for
driving an auxiHial—'y recording device. The recorder pen
follows the increase and decrease of the signal and therefore
traces peaks on the chart. The area under each peak is
proportional to the concentration of the ionized sample

r

component.

The Model 800 is designed primarily for use with either one
or two packed columns with outside diameters of 1/8 inch.
The standard coil diameter of both ]/8 inch and & inch O.D,
columns is 2.5 inches. The column outlefs are connected

directly to a receiving block where either the entire flow

or a portion of the flow can be passed to the flame detector.
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Excess flow can be split off and vented to suitable sample

- collection devices or auxilliary detecting units.

. The basic features of the flame ionisation detector are many
including wide dynamic, low effective volume resist@nce

té contamination, and capability of operating over the
entire femperafuré range of the instrument. The detector
consists of Mo flame ionisation units housed within a single
chambek The column effluent from each stream mixes with
hydrogen and flows to the associated flame jet. The platinum
electrodes for each flame are arranged in such a way as to
form a differential circuit. The flames are oppositely
pélarised and have a common output electrode. While the
ionization caused by the substrate elution in one flame
gives a positive going output, the ionization in the other,
oppositely polarised flame gives a negative going output.
When operated together, the flames tend to give a zero
output signal when temperature programming chromatograph
columns at elegated temperatures. As sample components
are eluted into the sensing flcmé, the ionization current
produced by this flame increases over that of the reference
flame and gives an output signal proportional only fo the

amount of sample present.



The output from the detector is connected directly to the

. input of an electrometer amplifier capable of driving either
galvanometer or potentiometric recorders. The negative

" feedback amplifier has a full scale sensitivity of 2.4 x 10—]2
amperes and has an eighteen stop attenuator which attenuates
the sensitivity from X1 to X500,000. The special amplifier-
design yields a time constant of no greater than 100 milli-
seconds which allows the instrument to be used for high
speed analysis with both small diameter packed columns and
capillary colu;nns. The sensitivity of the Model 800 is such
that a two ppm sample of propane (or C3 equivalent at

50cc/min) eluting into the detector gives approximately

full scale deflection on maximum sensitivity.

A cenfrii}ugal blower circulates air within the oven chamber.
The air flow is approximately 125 cubic feet per minute,

and air within any section of the chamber changes approxi-
mately seven times per second. The in'ferior of the oven is
constructed entirely of stainless steel. The low mass con=-
struction ensures efficient heating and cooling of the entire
structure with minimum gradients and close temperature
control. The oven temperature controller is a proportional
controller which uses a silicon rectifier and platinum sensor.

The rectifier continuously delivers the exact power to the
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heater required to maintain the desired column temperature.
- A thermocouple is installed in the oven chamber to monitor
the temperature. Oven temperatures can be controlled

‘ anywhere between 50°C and 400°C and can be set to within
2.5°C. The column assembly can be cooled from 400°C to

50°C in less than 8 minutes.

Automatic column temperature programming is provided by

selection of any of twelve different linear program rates

ranging from O'.5°C/min to 48°C/min.
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DATA PROCESSING

Although it is possible to obtain quanfi.faﬂve analyses by measuring
only the maximum heights of peaks from a chart record, the accuracy
obtainable is not sufficient for a rigorous investigation of any ternary
organic mixture sample. Quantitative analysis by using the areas of
peaks is however a method which can provide analyses of sufficient
accuracy, 30.1%. The area of a peak can be measured by a folded
peak chart recorder, a shaft encoded counter, a planimeter or by
cutting out and weighing of the actual peaks on the chart. All of
these methods, to varying degrees, involves the manipulation of
equipment by an operator to obtain peak areas. The operator also has
the role of deciding on the acceptability of the peak areas obtained
for further manipulation to §bfoin analysis of samples. The method of
analysis used for this project avoids the use of an operator to interpret
recorded peak data and produces as an aﬁswer, the analyses result

’

expressed in percentages of molefractions.

A data logging system, available for the recording of experimental
information was used to record information on peak heights at short
time intervals. |t may be mentioned that the data logger was directly
linked to the Model 800 chromatograph. The system consisted of a
data source scanner, a digital voltmeter and a paper tape punch.

Ancilliary equipment in the system drove these units and supplied a
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trigger pulse for the scanner to read data at precise time intervals.

The time interval used to scan the signal voltage supplied by the
chromatograph as it went along the peaks was one second, but there
could be one, two or four readings taken per second depending on the
operator. The magnitude of the signal voltage was measured by the

. digital voltmeter and recorded on punched paper tape. Then a computer
program was written in Fortran code and using the above obtained data

tape calculated the areas.
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COMPUTER PROGRAMME

The computer program has been included as Appendix (A2). The pro-
gramme operates on a count routine from a marker voltage on the data
tape at the commencement of each chromatograph analysis cycle.

The three components were well resolved with a sufficient time interval
between each peak to allow a base line voltage to be calculated,
hence only the area of the peak above the baseline was determined.
The small baseline drift which occasionally occur; in a prolonged
investigation with a gas liquid chromatograph could thus be discounted.
Before each peak emerged a number of signal voltage readings were
averaged to give a value of the baseline voltage. This value was then
subtracted from the values of the signal voltage recorded while the
peak was emerging. The values of peak heights above the baseline

were then integrated using Simpson's rule in the form

fx)dx = g(yoﬂy, +y2)+}3—’(y2+4y3+y4)+2(y4*4y5 )
.. ..+« *Error function (M)
where h = increment, one second
y = peak height above baseline

which gives

h
f(x)dx = g(yoﬂy] +2y2-!4y3+2y gt )

+ Error function | (2)
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For the type of peaks obtained, with the signal voltage equalling the
baseline voltage immediately before and after a peak, the first and

last terms tended to zero and were negligible for the size of the

increment being considered.
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ANALYSIS PROCEDURE

Samples from the Reboiler and top of the column were taken and
analysed by the chromatograph. Each sample from the bottom of the
column took four minutes and from the top three minutes. On the
average about thirty samples were taken from each run of the column

and analysis of these thirty took at least three and a half hours.

The tape of peak height data was processed by the Argus (Ferranti)
computer using the programme written for this analyses to give per-

centage of each component with respect to others. The average

processing time for these data tape was five minutes.
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OBSERVATIONS ON THE ANALYSIS PROCEDURE

The ;sple function of the operator in this analysis procedure is: to insert

either samples or data tapes into machines. The operator takes liquid
!

samples for iniecfiorj into the gas liquid chromatograph and the next

stage is the processing of a data tape by a digital computer.

The remoteness of the operator, from the manipulation of interim
results to obtdin actual analysis, is a distinct advantage over the more
traditional methods of analysis used. The chromatographic analysis

method can be easily extended to the analysis of more complex mixtures

‘which makes the method of particular interest now that vapour liquid

equilibrium relationships of multicomponent systems are being

'
i

increasingly considered.

The accuracy of analysis resuilfs which are produced by this method
compare favourably Wi’rh the dccuracy obtained by other analytical
methods of 10.2%. A drawback to the method is the fime.faken
between the sampling time aﬁd the production of the analysis results
for the sdmples. Ha;/ing an 6perqfor to inject each sample into the
chromatograph is alsé a limitation though not a serious one. The
principal source of sélmpling error s that air and vapour bubbles can
be included in the volume of liquid sample to be injected into the
chromatograph. Other sampling errors can arise from failure to change

:serum caps before leakage occurs and from pre=vapourization of part




of the liquid sample by accidental contact between the tip of the

syringe needle and the hot metal mounting at the injection point.




CHAPTER 9

RESULTS
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9.1 Steady State Runs (R.5.S. No)

9.1.1  Numerical Experimentation

To develop a dynamic model, the initial requirement is to study the
steady state behaviour of the multicomponent system under
investigation. If a knowledge of two steady states is available;
then a change (step or impulse) in one of them can provide the
transients conditions till the new steady state is reached.

"This change may also be reversed to obtain the initial steady

state, .

Hence, various runs were made at different physical conditions
(TABLE 1), The parameters altered were feed composition,
reflux ratio, changing feed composition and reflux ratio
simultaneously and vdrying the amount of top and bottom

take offs. An appreciation of the steady state runs is given

here by

*

RUNS 149 A few runs were made with 0.3 Top product ond‘

0.7 Bottom product take offsf It can be seen FIG( 1 ),

that not a very good separation was obtained in the column of
the three components for all the reflux ratios (1:1 to 30:1) tvied.
But the trend was towards be;ter separation between the three
components as the reflux ratio increased, but still did not meet

the requirements set.
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TABLE (1)

STEADY STATE NUMERICAL RUNS

Run No. Feed Composition - Distillate Bottom Reflux Feed

Acetone Methanol |PA Rate Rcte Ratio Plate

R.S.S.1 0.475 0.05 0.475 0.3 0.7 11 5th
R.S.S.2 " n no n n 2:1 n
 R.S.S.3 woooowmoom " n 3:1 "
R.S.S.4 n n "o n n 4:1 n
R.S.5.5 n " n o 5:1 "
RS.5.6 n n n u R () n
R.5.5.7 n " u " 200 n
R.5.5.8 moooom " oo o 30:1 n
R.5.S5.9 n " n n n 0.1 n
R.S.S.10  0.475 0.05 0.475 0.5 0.5 1:1 5th
R.S.S11 n n n n n 2:1 "
R.S.S12 n " n " " 3:1 "
R.S.S13 " " " " BLE 4:1 n
R.S.S14 n u u n n 51 n
R.S.S15 n n n n n 10:1 "
R.S.S16  0.465 0.05 0.485 0.5 0.5 .51 n
R.S.S17  0.485 0.05 0.465 0.5 0.5 51 "
R.S.S18  0.465 0.05 0,485 n n 4:1 n
R.S.5.19  0.485 0.05 0.465 4:1 u
R.5.5.20  0.475 0.05 0.475 0.6 0.4 41 "
R.S.S.21  0.465 0.05 0.485 K W 41 o

R.S.5.22  0.485 0.05 0.465 “ w41 v



TABLE (1) contd.../

Run No.

R.5.5.23
R.S.5.24
R.S$.5.25

R.5.5.26

Feed Composition

Acetone Methanol IPA

0.475 0.05 0.475

n 1 n

0.475 0,05 0.475

Distillate
Rate

0.5

Bottom

Rate

0.5

0.5

Reflux

Ratio

51

Feed
Plate

4th
3rd
6th

7th



172

RUNS 10 -+ 19

The feed composition and the feed rate were allowed to

remain the same as in the previous runs, but the top and bottom
take offs were altered to O.5. top and 0.5 bottom, and

runs were made at 6 different reflux ratios . The resultant
separation was highly encouraging as can be seen from the
composition profile in FIG (2-8). Separation was good

right from lower reflux ratios and improved considerably with

increasing reflux ratios.

By changing the top and bottom take off rate, a marked
difference in the composition profiles of fhg ternary system
was observed. The separation throughout the column became
better and more even. Acetone increased in the distillate,
Methanol increased and Isopropcnolvhcd no effect, Oﬁ the
other hand, Acetone and Methanol decreased considerably in.
the bottom product and thereby increasing the quantity of

Isopropano! in the bottom product.

RUNS 20 - 22

In Runs 10 =19, both vapour and liquid flow rates changed

as the reflux ratio was changed, in other words the profiles could
well be interpreted as boil up rate change profiles. In order to
keep the vapour flow constant in the column or to have conditions
of constant boil up rate, top and bottom product take offs

were changed to 0.6 and 0.4 respectively. Hence these runs
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may also be accounted for as the changes in reflux rafio only.
The separation was not very good, but the profiles provided, fig-
(11, 12, 13) were used for studying the dynamics of the system to

a reflux change.

RUNS 23 - 26

Composition profiles for feed on different plates were computed
and are given in Fig (14, 15, 16, 17). Plate 6 and 7 were

above the origiha] feed plate and 3 and 4 were below,

It canbe seen that the separation is'nt effected very much by
feeding in plate 3 and 4, but changes considerably when the
feed is on 6th and 7th plate. The whole concentration profile
is shifted towards the top half of the column. It could be

due to the presence of methanol which is more volatile than
I.P.A. that its tendency to separation takes it towards

the distillate, eﬁd, but then it drops down as there is so little
of it in the feed. It con be seen that when the feed plate is
moved upto 7, the concentration profile also shifts slightly

further up.
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The effect of reflux ratio on composition profils of all the
three components is shown in figure ( 18 ). Briefly, the
graph can be interpreted as follows:

Acetone increases in purity with increase in reflux ratio.
Methanol, wh%ch gives a double peak effect intially

(at lower R.R. ), gets well distributed over the column later
on. Finally, the quantity of isopropanol on top of the

column decrease with increase in reflux ratio.

Next, from one steady state:, two step changes in

the feed composition were made and the profiles have been
comparéd with the initial steady state in fig (19). It was

very interesting to find that whole profile ( including methanol
although no disturbance was made in that particular component )
moves in the direction c;F increment in the feed composition of

Acetone or isopropanol.

Fig (21 ) shows that the values of K ( equilibruim
constants ) increase slightly in the lower reflux ratios, kut

become appreciably constant as the reflux ratio was increased.

The values of K decrease from bottom to top of the column
as shown in fig (22 ) for all the three components.

The effect of volat ility can also be deduced from this fig.
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which is that the equilibruim constents K's decrease with

decreasing volatility.

The liquid compositions vary considerably from in the

initial changes in the reflux ratio, but became

constant with increasing reflux ratio as can be see from

fig (23). It should be remembered that these are all

steady state compositions & Mzthanol is very evenly

distributed throughout, just like suggested by general composition

profiles of runs 10 to 19,

A similtaneous change in feed composition and reflux ratio

can be seen in fig (20 )
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9.1.2. EXPERIMENTAL RUNS

Having obtained the knowledge about the sort of steady
state profiles resulting from numerical runs, the next obvious

step was to confirm these experimentally.

The experiments were performed on the distillation column
described in chapter 7. Only a few of the runs are given
here just to give the reader an idea about the sort of
agreement between the numerical and experimental results.
This not only provided a good cross cheque for the
numerical and experimental runs, but also reassured about
the fact that they were sound results to base the future
dynamic runs. The authenticity of these results became
even more critical, when it was no more feasible to perform
dynamic runs on the column and all the dynamic runs had to

be produced in a simulated version.

Feeds were made of the same compositions as for numarical

runs and the column was operated as descriBed in chapter 7

to reacha steady state. Which on the average took 2-4 hours .
Then samples were taken and analysed as described fully in
chapter 8. A typical chromatographic analysis of both top

and bottom products can be seen in fig (24, 25). The actual
results show the liquid concentrations for all the three components
at varying feed composition, fixad top & bottom take off, and

the reflux ratio varying from I.1. to 5.1. The steady state

runs ( R.S.S. No. ) have the same physical conditions as

given in table (1). The results on the whole show a very good
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trend towards agreement with the numerically predicted

resulfs.
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RUN NO

R.S.S.II

R.S.S.I3
R.S.S.13

R.S.S.l4
R.S.S.l4

R.S.S.16
R.S.S.16
R.S.S.17

R.S.S.I8
R.S.S.I8

R.S.S.19
R.5.S.19

R.S.S.10 (top)

R.S.S.H (top)

R.S.5.17.

. 205

TABLE (2)

STEADY STATE EXPERIMENTAL RUNS

(bottom) 0.03

(top) 0.9213
(bottom) 0,008

(top) 0.926!
(bottom) 0.0093

(top) 0.8658

“(bottom) 3.077

(top) 0.9428
(bottom) 0.038

(top) 0.8655
(bottom) 0.05

(top) 0.9423
{(bottom) 0.05

EXPERIMENTAL
ACETONE METHANOL IPA

Xl

0.9153 0.0783.
R.5.S.10 (bottom) 0.00f  0,0400. 0.95!0

0.9274 0.0786.

0.02

0.0687.
0.064.

0.0432.
0.0534.

0.1297
0.1677

0.0566
0.11

0.08
0.04

0.0567
0.06

X2

0.000

0.004

0.9110

0.0
0.928

0.0309
0.9368

0.000
0.7545

0.000Q
0.8471

0.0

0.981

0.0
0.95631

PREDICTED

ACETONE METHANOL IPA
X2 X3

Xl

0.9352

0.0154

0.9421
0.0088

0.9447
0.0059

0.9452
0.0053

0.9287

0.0022

0.9588
0.0M

0.9284
0.0025

0.9581
0.012]

0.0583 0.0064
0.416 0.9432

0.0568 0.0009
0.0431 0.9483

0.055 0.0002
0.0449 0.9492

0.0545 0.0002
0.0454 0.9493

0.0709 0.0003
0.0291 0.9687

0.0409 0.000l
0.0589 0.9299

0.0711 0.0004
0.0282 0.9485

0.0416 0.0002
0.0533 0.9296
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TRANSIENTS BY SARGENT'S AND WOOD'S TECHNIQUES -

The steady states at different conditions were made as the
basis; for the work in this phase of the investigation. Two
different techinques of formulating a dynamic problem

were investigated and shall be discussed appropriately when
their respective usage is encountered. At this point it
would be worth while saying something about the numerical
techinque which was used in this project & has been fully

described in chapter 6.

When using numerical integration techniques to solve
multicomponent distillation equations, the following
question always arises. Does one work with only C-I
components and obtain the other by difference, or does
onz work with all C components and normalise the sum

of the composition to equal one? The later was adopted
in the present investigation for two reasons, first, because
it is difficult, in a general program, to pick which C-I
comporents to use ( or which component should be
obtained by difference); and second, because it is believed that the
normalisation of the sum of the components to equal_ one

acts as a damping device on small numerical errors.

The main criterion to use in the selection of a suitable
numerical integration procedure for transient distéllation
calculations is the stability characteristics of the procedure.
For example, given the choice between two methods, it

is usually advantagéous to use the one with the greater
stability range, ev=n at the expense of a large increase in

the truncation error. The reason for this is that in problems of

this nature the maximum step size for numerical integration
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is nearly always limited by the obsolute stability of
the method. Therefore the step size required is usually
so small that the truncation error is independent of

the order of the method,

Stability problems are apparent when the maximum
allowable step size is small compared with the time
constant of the system, that is. When the maximum
step size is sognall that very little change takes
place in the actual system over one integration step.
Mahetal discussed the inabilities of numerical
techinques when applied to continuous distillation

calculation.

As previously tested by Gibilaro, Kropholler, (57)
markov probabalisiic procedure provides one with a very
sophisticated numerical techinque which is quite stable

as compared to other techinques.

A dimensionless time step of O.l was used in the
numerical solution of the differential equations.

This was found fo be the lqrgesf time step that could

be used without reducing the occuracy of the solutions
significantly. Table ( 3 ) compares the response of the
distillate coznpésiﬁon to our impulse distubance in

feed composition computed withaT = 0.1 with that
computed withAT = 0,05, [f the area under the unit
impulse response curue is used for compatision, the error

resulting from usingaT = 0.1, instead ofaT =0.05 or less is 0.5%.
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TABLE (3)

Comparison of Responses to Impulse Disturbance obtained by using different time steps

r At =0.05 A =0.1
xd xd

0.0 0.0 0.0

2.0 0.1472 0.1472
4.0 0.2857 0.2858
6.0 0.3427 0.3429
8.0 ~ 0.3585 0.3586
10.0 0.3575 0.3577
20.0 0.3089 0.3091
30.0 0.2595 0.2598

60.0 0.1477 0.1478
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Numerical Solution (MARKOV) using Sargents Method.

The changes in this case were made only in the feed composition
and have been compared with results obtained by wood's method.

later on.

The intention was to see the effect of a step change in the feed
composition on the middle component (methanol in this case)
of a multi-component mixture. In fact the problem was to
look for certain conditions which would give rise to limit
cycling in a column separating a multicomponent mixture,
when the product take off are at the top and bottom with very
slightor no change at all in the middle component. This was
the reason that most of the runs have been investigated
around one main feed composition and that was a very high
concentroﬁoﬁ of both very volatile and least volatile
component and just a slight proportion of the third component
(Methanol). By keeping its concentration constant it was
decided to see the effects on the separation of the whole

system.

A column with 10 plates plus a reboiler was made the test
case and all the stages were assumed to be perfectly mixed
stages. Markov method, as exploinevd fully in chapter 6,
was used to calculate the transients. Appropriate data was

fed and results obtained are discussed below.
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As a first case, taking steady state values for two cases,

certain disturbance was made in the feed composition (each
componénf separately) and studied the effect of the unit impulse
and step response at the top and bottom of the column. Impulse

responses for the plates 8, 9, 10:and the reboiler can be seen in

Fig (26, 27, 28).

Fig (29) shows:

i) speed of response and time taken to reach a new steady
state value of the M.V.C. (Acetone) and L.V.C,
(IPA) is prqcficclly the same for both .cases of feed

“composition.

i) The speed of response of middle component (methanol)
differs from one feed composition to another. It is
opposite to the other two i.e., Acetone and IPA,

iif) There is more Acetone on the top, no IPA and an equal

distribution of methanol throughout the column.

The response at the bottom of the column for the three components

is exactly opposite to the one at the top as shown in Fig (30)

i) The speed of response for LVC & MVC is same but this time

IPA replaces Acetone being the heavier component,
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ii) . The speed of response of methanol is different and it
can be seen again that it is opposite to the other two and also

apposite to that in Fig (29)

Step responses for one steady state with different reflux ratios
is plotted in Fig 31).

It can be seen that

i) For Acetone (MVC), it takes more time to come to a new

steady state with a reflux ratio of 5:1 than 1:1

if) The speed of response for IPA (LVC) is practically

the same for both reflux ratios.

iii) Methanol has the same magnifﬁde, but has a quicker
speed of response for a relux ratio of 1:1 as compared
to 5:1
Till now the unit disturbance was being put in each component and
the impulse or step response for individual components were being
plotted, But this individual treatment did not provide with enough
information of the whole system. So it was the next step to try
to diffuse the unit disfurbance. in all the three components at one
time. To meet this particular requirement, another technique

(Wood's) was also used and shall be discussed in detail later,
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It was decided to make an actual step change from one

steady state to another i.e.

0.475 0.465 Acetone
0.056 — 50,05 Methanol
0.475 0.485 IPA

In the physical system change corresponded to a change of 001
for Acetone, and - 0,01 for IPA, whilst methanol was not
altered. This restricted our previous procedure to treat each
component individually (because for Markov, we have to put
the disturbance as a state vector and it would have been
allright for Acetone and IPA both having a disturbance, but
methano! response would be zero with a -zero state vector).

It was decided to make a modification in the original Markov
program so that we were able to deal with all the three

components in one matrix (Tri-diagonal form) and

 the disturbance applied to Acetone & IPA should alsogive

us the relative effect on methanol without having to maoke

any disturbance for that particular component initially.
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Briefly, the modification was to read ‘the initial state vector
and then correct it to a new state vector by adding it to the
steady state values and so on, till we get the required response.

It can be represented as

y

S¢(2)
¢ (1) 57(2)
. 3;_(1) i
3 3
iZ1 (S;j(l) Fxg(@) = s E vy
’ ij _
Si(l) = _S_l__ Xi(O)

Fig (32) shows the response to a disturbances of 07,01 in
Acetone and -0.01 in IPA, Taking the whole column,

the step response for Acetone on the top is faster than IPA
at the Bottom and all others are negligible as can be seen
from fig (32) for R.T.S.'l. This has been compared with the

corresponding change under wood's technique.
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Analytical Solution using Sargent's Method

The tridigional matrix for any feed charge can also be used
as the system matrix to find its eigenvalues and eigenvectors,

which could give as information about the transient behaviour.

Eigenvalues and eigenvectors were found by technique described

in chapter (6 ). The resulting time solutions agreed very well
with the time solutions obtained by Numerical method. The

eigenvalues have been listed in TABLE (1718) and it may be

noted that they are all distinct and negative,

The time solutions are approximately the reciprocals of the
smallest eigenvalues. It was found that the time solutions
were highly sensitive: to any change in the feed composition.

For a feed change the change in time constants is as follows :

Acetone at/4 © gl/3
Methanol éf/ 18 st/15
1PA Ef/ 7 Ei’/ 8

That shows that the response of Ace-itone slightly, 1PA becom: =s
slower - almost 3rd of what it was before and Methanol
remains very much the same. This indicates that the operation

is a non-linear one and could be fairly consistant,
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Numerical Solution (Markov) using Wood's Technique

Markov was used again to calculate the transients, but
this time the dynamic formulation of the problem was done
in Wood's technique, which has been fully explained in

chapter 5.

Transie.nf runs were made for fegd changes, reflux change
and boil up rate changes. All the transient runs for wood's
case (R.T.W. No) and Sargent's case (R.T.S. No ) are listed
in Table 1. Forcing functions used as inéuf disturbances have
given in Tdbles 2, 3and 4. These were calculated using the
methods described iﬁ chapter 5. The responses have been
plotted for the first 40 minutes time because after that the
response tend to become constant. The responses are all

plotted as step responses at the top and bottom of the column

for all the three components and have been briefly given below.

i) The responses to all feed changes show a very similar
trend. As a general inference Acetone (the most
volcﬁle~ componerji') responds at the top and 1PA (the
least volatile component) responds at the bottom.
Methanol responds with a very even distribution

throughout the column,
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Responses, though similar in trend were not
necessarily of the same magnitude. When a change
was made towards the positive directions, the
magnitude was more and reverse was the case when
the change was made in the negative direction.

This trend can be noticed in most of the responses.

Fig 33 to fig 44.

The response of the system is much quicker when the
change in feed was made in one direction as compared

to the case when this direction was reversed,

See R.T.W.1 & R.T.W.2

When the changes were made of equal magnitude
from one feed in either direction of the responses
were exactly the same, but of an opposite sign.

See R.T.W.1 and R.T.W.3.

When the some feed change was made but af a
different reflux ratio, the resulting responses were
- not effected appreciably, See R,T.W.1 and

R.T.W.5.



6)

8)
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Change in the top and bottom take off rate had
very considerable effect on the response of the
system. See R.T.W.1and R.T.W.9. The
system responded much quicker in this case both

at the top and bottom of the column.

Keeping the feed fixed and changing the reflux
ratio the responses were of higher magnitude as
compared to feed changes. See R.T.W.11.

The most effected section was the top of the column.

Responses obtained by changing the boil up rate
were completely different as compared to either the
feed changes or the reflux change. See R.T.W.12
and R.T.W.13. The system responded very quickly
in the initial stages but drops down very readily.

It may be noted that all feed responses have been
scaled down by a factor 102, for ease in plotting

results. Tables of results are given in Appendix

Ad).



TABLE (.'?)

RUN'NO FEED CHANGE REFLUX RATIO TAKE OFFS.

TOP BOTTOM
R.TW.1 0.475  0.465 5:1 0.5 0.5
0.05 - 0.05
0.475 0.485
R.T.W.2 0.465 0.475
0.05 - 0.05 5.1 05 0.5
0.485 0.475
R.T.W.3 0.475 0.485 5.1 05 0.5
0.05 - 0.05
0.475 0.465
R.T.W.4 0.485 0.475
0.05 - 0.5 5.1 05 0.5
0.465 0.475
RIW.S  0.475 0.465
0.05 - 0.05 4:1 05 0.5
0.475 0.485
R.T.W.6 0.465 0.475
0.05 -  0.05 4:1 05 0.5
0.485 0.475
R.TW.7 0.475 0.485
0.056 - 0.05 4:1 05 0.5
0.475 0.445
R.T.W.8 0.485 0.475
0.05 - 0.05 4:1 05 0.5
0.465 0.475
R.TW.9 0.475 0.465
0.056 - 0.05 441 04 0.6

0.475 0.485
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RUN NO FEED CHANGE REFLUX RATIO TAKE OFFS
TOP BOTTOM
R.T.W.10 0.465 0.475
0.05 -~ 0.05 4:1 0.4 0.6
0.485 0.475
FEED REFLUX CHANGE
R.T.W.T1 0.475
o ' 0.05 4:1-5:1 0.5 0.5
0.475

Boil up Ratecharge

R.T.W.12 0.475
0.05 51441 0.5 0.5
0.475
R.T.W.13 0.475
- 0.05 4:1-5:1 0.5 0.5
0.475
RUN NO FEED CHANGE REFLUX RATIO  TAKE OFFS
— TOP BOTTOM
R.T.S.1. 0.475 0.465
0.05 - 0.05 541 0.5 0.5
0.475 0.485
R.T.S.2 0.465 0.475
0.05 - 0.05 5.1 0.5, 0.5

0.485 0.475



TABLE 2

FEED CHANGE . FORCING FUNCTION
ON THE FEED PLATE

1. 0.475 0.465 -0.01
0.05 - 0.05 0.0
0.475 0.485 C.01
2. 0.465 0.475 0.01
0.05 - 0.05 0.0
0.485 0.475 ~0.01
3.  0.475 0.485 0.01
' 0.05 - 0.05 0.0
1 0.475 0.445 - 0.0
4. 0.485 0.475 - 0.01
0.05 - 0.05 0.0
0.465 0.475 0.01
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PLATE NO.

Reboiler

10

‘TABLE 3

FORCING FUNCTION

FOR

BOIL UP RATE CHANGE
5:1 = 4.1

0.0011 "

0.0034
- 0.0045

0.0033
0.0052
- 0.0085

0.0084
0.0056
- 0.0140

0.0148
0.0021
- 0.0169

0.0154
~0.003
- 0.0124

-0.0231
- 0.0248
0.0479

- 0.0084
0.0026
0.0058

- 0.0045
0.0026
0.00718

- 0.0028
0.0023
0.0005

—0.0022
0.002
0.0002

-0.0017
'0.0017

0.00005
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FORCING FUNCTION

FOR

BOIL UP RATE CHANGE
4:1 - 5:1

~0.0014
~0.0039
0.0053

~0.0041
-0.0057
0.0098

-0.0101
-0.006
0.0161

-0.0173
-0.0019
0.0192

-0.0176
0.0035
0.0141

0.0261
0.0266
-0.0527

0.0106 -
-0.0026
-0.008

0.0055
-0.0028
-0.0027

0.0034
-0.0026
-0.0008

0.0025
-0.0023
-0.0002

0.0022
~0.002
-0.00015




TABLE 4

PLATE NO FORCING FUNCTION FORCING FUNCTION
‘ FOR FOR
REFLUX CHANGE REFLUX CHANGE
5:1 - 4.1 4.1 - 5.1
Reboiler A -0.013 0.0003
M -0.0413 - 0.0007
IPA 0.0544 - 0.001
1 A - 0.0396 0.001
M - 0.0622 0.0015
IPA 0.1018 - 0.0025
2 A -0.1 0.0037
M - 0.0677 0.0029
IPA 0.1677 - 0.0066
3 A ~-0.1769 0.0131
M - 0.0258 0.0054
IPA 0.2028 - 0.0185
4 A ~-0.1850 0.0435
M 0.0362 0.0094
IPA 0.1487 - 0.0529
5 A -0.1876 0.0045
M 0.0151 0.0051
IPA 0.1726 - 0.00%96
6 A -0.1023 0.0149
M 0.0322 0.0107
IPA 0.0701 - 0.0256
7 A - 0.0538 0.0488
M 0.0316 0.0201
IPA 0.0221 - 0.0489
8 A -0.0344 0.1379
M 0.0279 0.028
IPA 0.0065 - 0.1659
9 A - 0.0260 0.2635
M 0.0241 0.0145
IPA 0.0019 -0.2780
10 A -0.0213 0.2605
M 0.0208 -0.0163
lPA 0.0005 - 0.2442
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The eigenvalues calculated for various step changes in feed,
boil up rate and the reflux ratio are given in Tables (5 to 14).
In all these cases, the matrices were based on Wood's form- ‘

ulation.

The following observations were made.
1) A step change in feed composition or a step change
in reflux ratio does not have any apparent effect on

the eigenvalues of the system.

2) - Two cases can be made for a-feed change
a) when a feed is changed in both directions
(+tive or ~tive) from a fixed feed composition,
-the eigenvalues remain the same see Tables(5,7)
but the time solution depends on the sign of
x;he forcing funcfionrcmd so does the resulting

time solution.

b) when the above feed changes are reversed, the

eigenvalues are effected in two ways, see Table (6)

i) the most significant eigenvalues increase
in their value, and
ii)  the complex pair, although occuring in

the same place, changes in its value.
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3) Similar changes may be seen, Tables(7,8), when
the above procedure is tried for the same feed change
at a different reflux ratio, say 4:1, as compared

to 5:1 as in the previous case.

4) If the reflux ratio changes are compared separately
the significant eigenvalues increase slightly with
increase in reflux ratio and decrease with lowering

the reflux ratio, Tables(13,14)

5) I the feed composition remo.ins same as in (1), but

the top and bottom product tcke-offs‘ore altered, the
resulting eigenvalues undergo a considerable change,
Table (11). This is applicable to the reversal in this
feed change, Table (12).

6) It may be interesting to note 'thaf for constant top and
bottom take-offs, the fourth significant eigenvalue
remains constant for nearly all the feed changes and
reflux ratios. This could mean that the system behaves
similariy for both conditions after the initial ossillations

due to a slight change.
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TABLE §

Feed Change

Acetone  0.475
Methnol 0,05
Isopropanol 0,475

0.485
0.05
0.465

Take Offs

Top

0.5

Bottom

0.5

EIGENVALUES

DISTINCT

COMPLEX PAIR

-0.02140

~-0.04009
-0.4842
-0.5000
-0.7695
-1.308
-1.591
-2.190
-2.419
-2.469

- =2,469
-2,571
-2,571.
-2.741
-3.411
-3.442
-3.442
-3.524
-3.524
-3.563
-3.920
-4.610
-5.125
-5.603
-6,449
-7.124
-8.161
-9.094
-9.957
-11.68
-14.48
-15.91
-22.42

-0.07841
+0.07841
-0.05758
+0,05758

-0.04191
+0,04191
-0.06152
+0.06152

Reflex
Change

e

5:1



Feed Change

Acetone  0.485  0.475
Methnol 0.05 0.05
Isopropanol 0,465 0.475
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TABLE 6

Take Offs

_To_p Bottom

0.5 0.5

EIGENVALUES

DISTINCT

Reflex
Ratio

COMPLEX PAIR

-0.02202
~0.04994 -

-0.4301
-0.5000
-0.7506
-1.279
-1.473
-2.117
-2.446
-2,481
-2.481

. =2,546

-2.546
-2,603
-3.208
-3.462
-3.462
-3.516
-3.516
-3.543
-3.788
-4.383
-4,947
-5.503
-6.107
-6,764
-7.751
-8.678
-9.184
-10.76
-13.23
-14,50
-20,82

-0.05162
+0,05162
-0.03636
+0.03636

-0.02948
+0,02948
-0.04205
+0,04205
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Feed Change

Acetone 0.475
Methnol 0.05
Isopropanol 0.0475

TABLE 7
Take Offs
M Bottom
0.465 0.5 0.5
0.05
0.485
EIGENVALUES

DISTINCT COMPEX PAIR

-0,02185

-0,04248

-0.3947

-0.5000

-0.6132

-1.068

-1.274

-1.572 -0.2450

-1,572 +0,2450

-1.920 -0.4547

=1.920 +0.4547

-2.133

-2,332

-2.374 -0.4817

-2.374 40,4817

-2,843 -0.4997

~2.843 40,4997

-3.198 -0.4031

-3.198 +0.4031

-3.419 -0.1492

-3.419 40,1492

-3.774

-4,242

-4.583

-5.346

-5.981

-6,787

-7.513

-8.423

-9.827

-12,20

-13.37

-18.83
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TABLE 8
~ Feed Change Take Offs Reflax
' _'_r_o_E Bottom Ratio

Acetone 0.465 0.475
Methnol  0.05 0.05 -0,5 0.5 4:1
Isopropanol 0.485 0.475

EIGENVALUES

DISTINCT COMPLEX PAIR

-0.01634 .

~0.04214

~0.4491

-0.5000

-0.6537

-1.095

-1.421

~1.906

-1.965 ~0.02268

-1,965 +0,02268

-2.012 -0.04362
-2.012 +0.04362

-2.047

-2.353 "

2,960 -

-2.986 -0.03606

-2,986 +0.03606

-3.025 -0.02994

-3.025 +0.02994

-3.041

-3.333

-4,005

-4,402

-4.770

-5.634

-6.543

-7.064

-8.018
© =9.495
-10.86
-13.17
-14.84
-19.99
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' Feed Change

‘Acetone 0.475
Methnol 0.05
Isoporpanol 0.475

TABLE 9
Take Offs
M Bottom
0.485
0.05 0.5 0.5
0.465
EIGENVALUES

DISTINCT COMPEX PAIR

-0.02185

-0,04248

-0,3947 -

-0.5C00

-0,6132

-1.068

-1,274

-1.572 -0.2450

-1.572 +0,2450

-1.920 -0.4547

-1.920 10,4547

-2.133

-2,332

~2.374 -0,4817

- =2,374 +0,4817

-2.843 -0,4997

-2,843 10,4997

-3.198 -0.4031

-3.198 +0.4031

-3.419 -0,1492

-3.419 +0,1492

-3.774

-4,242

-4,583

-5.346

-5.981

-6.787

-7.513

-8.423

-9.827

-12.20

-13.37

-18.83

Reflux
Ratio
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TABLE (O
Feed Change Take Offs Reflax
Top Bottom Ratio

" Acetone 0.485 0.475
Methnol 0.05 0.05 0.5 0.5 4:1
Isopropanol 0.465 0.475

EIGENVALUES

DISTINCT COMPLEX PAIR

-0.02303
-0.05102

-0.3519.

-0.5000

-0.5863

-1.053

-1.196

-1.629

-1.886 ~0.3598

-1.886 10,3598

-1.998 ~-0.00338

-1.998 +0,003338

-2,004

-2,145

-2.617 -0.6087

-2,617 +0,6087

-2.660

-3.160

-3.260 -0.5125

-3.260 +0,5125

-3.587 -0.06533

-3.587 +0.06533

-4.102 '

-4.515

-5.071

-5,674 |
-6,478 |
-7.178 S
-7,738 o
-9.061 |
-11.14 |
-12,20

-17.44



TABLE (I

Feed Change Take Offs Reflax

I_o_g Bottom Ratio

Acetone  0.475 0.465
Methnol  0.05 0.05 0.4 0.6 4:1
Isopropanol 0.475 0.485

El GENVALUES

DISTINCT COMPLEX PAIR

-0.09406
-0,2435
~0.4000
-0.8616
- =1,860
-2.329
-2.374 -0.06972
-2.374 0.06972
-2.389
-2.464 -0.05085
-2.464 0.05085
-3.105
-3.341 -0.04739
-3.341 0.04739
-3.425 © -0.06402
-3.425 0.06402
-3.466
-3,694
-4,849
-5.433
~6.687
-7 .567
-8.823
-10.13
-11,02
-12,65
-12.91
-15.47
-15.85
-18.19
-18.37
~22,50
-26.73



Acetone 0.465
Methnol 0,05
Isopropanol 0,485

" Feed Change

0.475
0.05
0.475

TABLE 12

Take Offs
.IEE Bottom

0.4

0.6

EIGENVALUES

DISTINCT

COMPLEX PAIR

~0,1071
~0.2613
~0.4000
-0.8686
-1.883
-2.351
-2.384
-2.384
-2,428
-2,449
=2,449
-3.143
-3.358
-3.358"
-2.418
-3.418
-3.449
-3.763
-4.914
~5.495
-6.788
-7.673
-8.,936
-10.26
-11.12
-12.82
-13.03
-15.50
-16.02
-18.23
-18.45
-22,56
~26.74

-0.04823
,0.04823

-0.03272
0.03272
-0.04740
0.04740

Reflax
Ratio




TABLE [3

Feed Change Take Offs
' Top  Bottom
Acetone  0.475 0.475
Methnol  0.005 0.005 0.5 0.5
Isopropanol 0,475 0.475

EIGENVALUES

DISTINCT COMPEX PAIR

-0.02140 -
-0.04009
-0.4842
-0.5000
-0,7695
-1.308
-1.591
-2.190
-2.419
-2.469
-2.469
-2,571
-2,571
-2.741
-3.411
~3.442
-3.442
-3.524
-3.524
-3.563
-3.920
-4,610
-5.125
-5.603
-6.449
-7.124
-8.161
-9.094
-9.957
-11.68
-14.48
-15.91
-22.42

-0.07841
+0,07841
-0.05758
+0,05758

-0.04191
+0,04191
-0.06152
+0.06152

Reflux

Change

5.1 4;1



Acetone

Methnol

Isoproponal 0,475 0.475
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TABLE 14
- Feed Change Take Offs
‘ Top  Bottom
0.475 0.475
0.05 0.05 0.5- 0.5

EIGENVALUES
DISTINCT COMPEX PAIR
-0.02185
~-0,04248
-0,3947
~0.5000
-0.6132
-1.068
~-1.274
-1.572 ~0.2450
-1.572 +0,2450
-1.920 -0.4547
-1.920 +0.4547
-2,133
-2,332
-2,374 -0.4817
-2.374 +0,4817
-2,843 -0.4997
-2,843 +0,4997
-3.198 -0.4031
-3.198 +0.4031
-3.419 -0.1492
-3.419 10,1492
-3.774
-4,242
-4,583
-5.346
-5.981
-6,787
-7.513
-8.423
-9.827
-12,20
-13.37

-18.83

Reflux
Change

4:1 5:1
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DISCUSSION AND CONCLUSIONS

Work in this thesis helps in its own way towards better understanding of the dynamics

of a column, so that full control of distillation columns by computer is expected.

The steady state model used in this project was based on the model suggested by
Hanson ( 67), but modified to suit the problem being investigated. Although
an'soh;s model was not very efficient, as was found out by another workeiein
the department, who used 6 - method, yet when it was used, did provide with
the rele;/cnf information which was needed for the purposes of the work being
carried out in this thesis. As the prime object was to investigate the transient
compositions between steady states, it was not necessary to have a very high
powered steady state model. What was needed was steady states at different

operating conditions, from which disturbances could be made in one direction

or the other and the resulting transients investigated.

The various steady states are illustrated in figs (1-23) and Appendix (p4). The
next and the main object was to develop a dynamic model. The equations
describing the transient behaviour may be formulated in two different ways.
Sargents and Woods' techniques haye been investigated and the comparison
between the two has been discussed later on in detail. It was also decided to
get to the predicted transients both cnalyfically and numerically. The éurpose
for this was, apart from providing a useful cross check for each technique, to

make use of two very useful techniques such as eigenvectors and eigenvalues and
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a numerical method called Markov probabilistic method. After a successful appli-
~ cation of this technique to mixing in stirred vessels (57), it was thought worth-
while to see its application to mixing in continuous counter current vessels which

depicts a distillation column adequately.

In this investigation Matrix techniques have been fully utilized to describe the
formulation of the problems both analytical and numerical. ‘As the matrices used
in both analytical and numerical, Sargent and Wood were sqhe for any given
pérﬁcular situation, it reduced the work fo quite an extent, specially in case of

multi-component mixtures.

As mentioned earlier two different methods of formulating the dynamic equations
weere been fried. Sargents method was a bit earlier then Wood's. Formulating in
Sargents' method, the equations form a fridiagonal matrix, for each component
separately. In a multi-component system this may not be good enough as the
interactions between the different cé:mponenfs is a very important feature.
Moreover as  all the K's are composition dependent, temperature is a valid
parameter to be added into the equations. Adding a temperafure term to Sargent's
equation did increase the matrix elements but it no more remained a tridiagonal

matrix.

Wood's method was briedas the equations are composition based and the components
are interrelated by the relative volatilities. As this provided a scope of more inter-
action between components, more stress was laid on this technique to investigate a

multi~component system.
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The analytical method handles both real eigenvalues and the complex conjugate
columns in the frans{p—;or;‘aﬁon matrix. This wastes computer storage so the method
was modified based on the fact that one of a pair of complex conjugate vector
contains all of the essential informéﬁon of the pair. The method is discussed in

detail in Chapter 4.

Next it would be worthwhile to mention point by point the essential differences in

Sargents' method and Woods' method.
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COMPARISON OF SARGENT AND WOOD'S METHODS

1. Wood deferr-nines the transient response of a column in the frequency
response domain, whereas Sargent studies the dynamic behaviour of !
multistage systems without any reference to frequency domain. '

2. The matrix formulation for the two are quite different as shown in figs 5.7.1
FIG(5.7.2) Sargent's is a tridiagonal matrix whereas Wood's is a
band matrix.FIG{5.7..3)rzpresents the difference qdequcfely.

FIG5.7.3)also indicates that Sargent's method involves less number

of interactions than Wood's which could contribute towards

misrepresenting or underrepresenting the actual problem by Sargent.

3. Sargent can deal with only one component at a time, whereas Wood

deals with all the components' in the same matrix.

SARGENT %, Al o o x
X, = o A2 o X, + F M
3_23 o o A3 X,
wOOD x = B + F , V)
4. In Sargent's method, disturbance in one component does not have any

effect on the other components whereas in Wood's technique disturbance
is equally distributed through all the components which is more consistent

with the physical system of disturbance in a distillation column.



Method proposed by Sargent uses an approximating system which

reproduces correctly the complete qualitative behaviour of the real
system, and further does not depend on estimates of the xj to deter-
mine the dxi/dt. On the other hand in Wood's method the slopes

n, i for multi-component mixtures depend on all the perturbations

in composition on plate n, this is because the slope of the equilibrium

data is no longer a line of fixed gradient but is a line in a vector
space. In order to determine the direction of a line in such a space

it is necessary for the liquid compositions to be specified, i.e., X s
14

-

must be known. It is evident that as g, ;are functions of X i with
' . 4

i =1 ....k, that it will be necessary to solve the equations for all
K components simultaneously. In other words, it will be impossible
to obtain a solution for the transient behaviour of one component in

isolation.

The assumptions made by Wood are :

i) composition changes are sufficiently small so that the equations
which determine the transient behaviour of the column may be

linearised. This in itself is a big assumption,

ii) the plates are ideal stages and any time dependent variable may

be set equal to its steady state value plus a small perturbation.
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Sargent assumed that each stage behaved as a theoretical plate, the vapor
holdup was negligible and the mixture obeyed the ideal solution laws in

both phases.

Sargent's equilibrium relationship depend on K (equilibrium constant)

~ which are dependent on temperature at each plate. Wood on the other
hand makes use of relative volatility and assumes it constant throughout
(in our case, the relative volatility was calculated at each stage for the

sake of greater accuracy and rigorous apprehension of the problem

| involved). 3
| 8. Wood's matrix is more time consuming than Sargent's in terms of com-
putation.
9. Sargent's eigenvalues are real and negative with no complex pair,

whereas eigenvalues found in Woed's case have a real negative part

and a complex pair.

10. As the basic formsbof characteristic equations roots in the two cases -
are different, their representation on complex plane, and their nature
of effect on transient response are quite different. However both
represent stable systems which decrease wifﬁ time in Sargent's case

and decays with time in Wood's method .
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TABLE 15
Feed Change Take Offs Reflex
A ‘M)_ Bottom Change

Acetone  0.475 0.465
Methnol  0.05 0.05 0.5 0.5 5:1
Isopropanol 0.475 0.485 :

EIGENVALUES

DISTINCT COMPEX PAIR

~0.02140 -

~0.04009

-0.4842

~0.5000

~0.7695

~1,308

~1.591

-2.190

-2.,419

-2.469 -0.07841
| -2,469 +0.07841
-2.571 -0.05758
-2,571 +0.05758
2,741

-3.411

-3.442 -0.0419]
-3.442 +0.04191
-3.524  -0.06152
-3.524 +0.06152
-3.563

~3.920

-4.610

-5.125

-5.603

~6.449

-7.124

-8.161

-9.094

~9.957

-11.68

-14.48

-15.91

-22,42
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TABLE 17
Feed Change Take Offs Reflox
_Tﬁg Bottom Ratio

Acetone  0.475 0.465
Methanol  0.05 0.05 0.5 0.5 5:1
Isopropanol 0.475 0.485

EIGENVALUES

ACETONE METHANOL ISOPROPANOL

-0.2668 -0.0557 -0.1456
-1.130 -0.6274 -0.7584
-2,547 -1.595 ~1.314
-4.143 -2.668 -1.863
-5.783 -4,097 ~2.826
~7.694 -5.598 -3.614
-9.389 -6.985 -4,543
-10,81 ~8.402 -5.234°
~13.21 -9.384 -6.178
-17,57 -12.10 -7.966

-23.36 -15.89 -10.46



TABLE " 16
Feed Change Take Offs

Top Bottom

Acetone 0.4565 0.475 .
Methnol  0.05 0.05 0.5 0.5
Isopropanol 0.485 0.475

EIGENVALUES

DISTINCT COMPLEX PAIR

-0,01603
-0.04030
-0.5000
-0.5549
-0.8328 )
| -1.334
| ' -1.758
| -2.302
| - =2,467
-2.488
-2.,502 - -0,03765
. =2,502 +0.03765
-2.540
-2.859
-3.440
-3.485 -0.05573
-3.485 +0.05573
-3.545 -0,03066
-3.545 +0.03066
-3.668
-4,033
-4.859
-5.337
~-5.765
-6.859
-7.812
-8.569
-9.721
-11,24
-13.05
-15,63
-17.91
-23.98
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TABLES 18
- Feed Changes Take Offs Reflux
:l_'c_:a_g Bottom Ratio

~ Acetone 0,465 0.475
Methanol 0,005 0.005 0.5 0.5 5:1
Isoproponal 0,485 0.475 :

EIGENVALUES

ACETONE  METHANOL ISOPROPANOL

-0,3090 ~0,0662 -0.0543
-1.36 -0,6847 -0,6837
-2,773 ~ -1.668 -1.232
-4,405 -2,732 -1.846
-6,052 -4.261 -2.842
-7.994 -5.771 -3.738
-9.778 -7.229 -4,612
-11.11 -8,511 -5.272
-14,356 -9.875 -6,569
-19,052 -12.96 -8.640

-24,409 -16.64 -10.91
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Caping up the comparison between the two techniques, it can be concluded that
Sargent's technique although relatively simpler to use, does not define a multi-
- component system fully as compared to Wood's technique which uses more inter-

actions than Sargent's to define the same problem.

It was noticed that the discrepancy between the two techniques was quite large
and needed probing into. The idea was to see which of the two was better or at
least was able to define specifically about the type of case where one or the other

i'echnivque may be applied advantageously.

This discrepancy, it was felt, was due to the fact that the number of equations used
by Wood were. more than Sargent's. Sargeni's, admiitedly has its advantage

in its simplicity and the ease with which the three components can be handled
separately, independent of each other, but it falls down if the components are

to be handled jointly or if the intention is to see the effect of disturbance in one

. component transmitted to the rest of the sysfém. Wood's technique handles thfs
situation very adequately. It can tackle all the components and all the plates

and a disturbance in one component is equally distributed in the rest of the
components. In other words, disturbance in each component equals the total
disturbance. Whereas, in Sargent's method the ﬂofcl disturbance equals only

to the one component in which the disturbance is mcdé at one particular time.
fndividual disturbances in each components are shown in section 9.2.3. Attempt
was also made to combine all the three matrices for three components in one matrix
to study the resulting transients which could be compared with Wood's technique.

It is given in Section-9.2.1.
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Another worth noting feature of Wood's technique is that it furnishes besides the
distinct negative eigenvalues some complex pair, which not only illustrates that |
the system is oscillatory, but has the potentialities of rendering more information

regarding the non-linearity of the system.

Although the eigenvalues obfoir;ed by the Wood's mefhod‘are complex, thereby
showing the oscillatory tendency of the system, yet it was observed that the
complex eigenvalues do not have an appreciable effect on the dynamics. The
réason being that the ratio of the most gignificcnf eigenvalue and the eigenvalue
just before the complex pair occurs, is more than 100:1 to cause the system to
oscillate significantly. It could be more appreciable if there were more than
three components or even if the concentration of the middle component was more

than what was used in the present investigation.

The responses obtained for one particular feed change for both techniques illustrates

the difference very well, Compari;son has been made both analytically and numericﬁ”y.’
Both numerical responses and the eigenvalues which give the analytical solution are
given in fig. R.T.W.l. and R.T.S.l. and Tables (15-18). If can be seen that the
responses obtained by Wood's fechrﬁque provide more information regarding the

system as compared to Sargent's technique.
Some of the other resulis are briefly summarised as follows :

The quasi-linearisation technique described in this work has been shown to give

good approximation to the dynamic characteristics of a distillation column.
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The responses of a distillation column to reflux disturbances generally follows the
same pattern as in the case of feed composition disturbances. [n case of reflux
changes, the shape of the impulse response curve for reflux disturbance was the
same whether the disturbance is exéressed in terms of reflux raffo disturbance, AR,
or in terms of reflux rate disturbances, AL. The only difference is that for the
bsysfem considered, AR was larger than AL. In other words, the impulse response
curves in terms of reflux ratio disturbance are lower than those obtained in terms
§F reflux flow rate disturbance. In practical terms this amounts to setting the

appropriate values (AR or AL) on the proportional controller. .

N
When a digital computer is employed for the analysis, simulfcneous‘deferminaﬁon
of the impulse response to feed composition disturbance and that to reflux disturb-
ance is not recommended because of the effect of non-linearities and because of
the almost two fold increase in sample length required for an accurate determination

of the responses.



CHAPTER 11

SUGGESTIONS FOR FURTHER WORK
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11. FUTURE WORK
A Iégical continuation o the present work is to compare the cost integral
approach‘ with the minimum start up time approach on a more realistic
distillation column model. On-line feed back and feed forward control
schemes are required for practical application and in order to do this, methods
of generating simplified modes which preserve the important features of the

dynamic behaviour of the process are required.

Another important class of end point problems which have not been solved
numerically here are those for which the final state variables are constrained.
_For example, if there is only a limited amount of feed material available, the

integral of the feed rate over the operating period must not be greater than a

given value.

Effect of nonlinerarity on the dynamics of a distillation column is another worth
investigating subject. This particular suggestion has been discussed in detail

in the next section. A complete method of Analysis is also suggested.
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Introduction
Another objective of this investigation is to study the effect of
nonlinearities on the response of a distillation column to feed

composition disturbances and reflux disturbances.

The transient behaviour of a plate~type distillation column can be

* described by a set of nonlinear, ffrsf order, ordinary differential
equations. Th.e nonlinearity of the equations is due to the nonlinear
relationships between the equilibrium vapour compositonand the liquid
composition. In their gen‘eral form, these equations cannot be solved
analytically. To obtain an approximate solution and also for the sake

of simplicity in the analysis, many investigators (4) (5) (33) (35) (36) (38)
(53) (54) resort to the technique of linearization. Linearisation is a
valuable tool in the analysis of many physical problems of interest.
However, there are many phenomena peculiar to nonlinear systems, such
as the existence of the limit cycles, which cannot be explained by the
analysis of the linear approximation to the original system. Furthermore,
linearization is a valid approximation to the actual system only for small
departures from equilibrium. The purpose of this research is, therefore, to
investigate the manner in which the solufioAn t§ the linearized equations may
differ from the solution to the original set of nonlinear equations after

disturbances have been introduced into the system.



The most important property of a linear system is that the principle

of s;.Jperposifion applies. The sum of any two solutions of a linear
system is also a solution, and any constant multiple of a solution is
also a solution. The response of a constant coefficient linear system
to a unit impulse disturbance, the impulse response, and its faplace
transform, the transfer function, are the characteristics of the system.
The importance of the impulse response comes from the fact that once
the impulse response of any linear system is known, the response of
that system to any arbitrary inputs is also known. The relationship of the
output of a linear system v;ith constant coefficients, Y (1), to the

unit impulse response, g(f), and any arbitrary input, X(t), is given by
the superposition integral.

@

Y(f)b= fg(t-'r)x(fr)d'r
o

The integral g(t-7) X (1) has the signigicance of being the output of the
system at time t for an impulse of magnitude X 1) applied at time 7~

As a consequence of the validity of the principle of superposition,
certain test signals such as the step function, the impulse function, or
the sinusoidal function with variable frequehcy can be used to measure
the transient characteristics, that is the impulse response or the transfer

function, of a linear system; the magnitude of the signal is immaterial.

In the case of nonlinear systems, none of the properties mentioned above

need to be true. The principle of superposition does not apply. The
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transient bahaviour of a nonlinear system frequently depends on the
initial conditions, the type of input, and its magnitude. Therefore,
in the investigation of the transient behaviour of a nonlinear system, the
input employed should be the one which actually occurs in practice or a
time funcﬁo;’\ which approximates it as closely as possible. Since the
distrubances which occur in practice are more or less tandom, therefore,
* in this investigation, emphasis shéuld be placed on the study of the
response of the distillation system to random disturbance in feed
composition and reflux rate, although system response to step and

impulse disturbances have also been investigated already.

Obijective is to investigate the use of a technique with random input for the
analys is when the response of the distillation system to Yandom
disturbance in feed composition or reflux rate is investigated. One
such technique is Booton's(69)quasi~linearization technique wifF random
input and involves the fitting of an equivalent linear system in the form
of an equivalent impulse response to a given set of, input-output data

by the least mean square error criterion. The equivalent impulse
response obtained is a function of the mean square mcgnifude of the
random disturbance. By varifying the meon- square magnitude of the
input, a set of equivalent impulse responses are obtained. These are
then compared with the impulse response of the linearized system,
which is independent of the mean square magnitude of the input, to

determine the effect of nonlinearity.
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A.
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Method of Analysis

Determination of Equivalent Linear System

In fhis investigation, a least mean square equasiam linear-
ization technique with random inputs is employed for the
analysis of the non linear control system in question. The
technique involves the fitting of a physically realiable
equivalent linear system (usually defined either by a unit
impulse response or a transfer function) to a given set

of input and output data. The best equivalent linear system
is defined as the one which gives the minimum mean square
error between the output and the actual output of the
non=linear system, since such a criteriop is the simplest

to handle mathematically.

Let the input to a nonlinear system be a stationery random

time function X(t) and the output by Y(t). An attempt will be

made to find NONLINEAR
SYSTEM Y()
X(t) AL
EQUIVALENT - e(t)
LINEAR SYSTEM
= 8(t): G(jw) Y1)

FIG.1 EQUIVALENT LINEAR SYSTEM

L
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an equivalent linear system which will give the minimum mean square
error between its output Y (t) and the actual output Y(t) for the input

X(t) as shown in Figure 1.

The output of the equivalent linear system is related to the input by the

integral equation
«©

Y0 - [, s X (=1 = ()

where 3(7) is the unit impulse response of the equivalent linear system.
The difference Y(t) - Y] (f) between the actual output Y(t) and the
ouff)uf Y](I') of the equivalent linear system is the error e(t) resulting
from the approximation Hence.

Y(f) = el) + J‘m 9(7) x (t-1)d T° (2)

o]

Minimization of the mean square error between Y (i) and Y] (t) means

that the expression

5 e (f) dt

e () =

*

f
57 I - [ 80 x (- 7 ar

_.'\1_.

= T-—bco

@)
is to be minimum. It can be shown(Z0X7X72) that the necessary and
sufficient condition for the expression (3) to be a minimum is that the

equivalent impulse response 3(t) be a solution of the integral equation
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(- o]

R (¢)=.jo (M) R, (dt; P (4)

where Rxx (t) and ny () are correlation functions defined by

R (1) =" o IT X (1) X ( =) dt 5)
T
T

SHORE-) = | YOX@ga @

In this investigation, the random input can be obtained by generating a
random number at the beginning of each time interval, and the system
output can be obtained by solving the set of differential equations which

describes the transient behaviour of the column by finite difference method.

According to the finite difference scheme(56), the input during an interval

of integration is

— (n=1). ., (n)

denotes the random number generated at t = (n~-1)

where X(n-]) and X ()

At and t=nAt respectively. It can be shown that the autocorrelation

(o) toR

. . 1
. function RZZ(T) decreases linearly from RZz (V)=3% Rxx s

(2At) = 0 as T changes from T =0 to T = 24t,

The autocorrelation function for R i, (7) is shown in Fig:2.
z

R, (0) = 4R _ (o)

=2 At 0 2 At
FIG:2 AUTOCORRELATION FUNCTION
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It can also be shown that when N = T/At is large and when the time
increment At is small in comparison with the effective memory time
of the system, the crosscorrelation funcfion Rzy (7) is approximately
equal to ny ('l') for the system investigated. Hence,

T + 28¢

R.(1) =R (1) =
zy Xy jT-ZAf

9(7) Rzz (T-t) dt, ™0

®)
i

Since the interval of integration is very small, 3(t) can be considered
to have a constant value 3(T) within the internal of integration and

taken outside of the integral. Thus

rT+2Af
R, (V=R _ (1) = §(n) SR (1) i,
4 4 J T-ont zz
=5 R ()M )
and
§n = R (M
’ (10)
R (0) 1

The de¥iation of equation (¥9) from equation @) is based on the assumption
that the impulse response §(t) can be considered to have a constant

value g(7) within the interval of integration[7T"= 2At, T+2At]. The
discussion of the error in the calculated value of g (7) resulting from

making such an assumption is given in the following paragraphs.
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Since R (7 = t) does not change its sign in the interval T-2At] and g(f) is
zz ]

continuous therefore on the basis of the mean value theorem of integral calculus

TH20t ()R (7 - 1) di =¢ (') T+ 20t .
gt T=1)dt =g(t - .
‘f T=2AF ’ .zz : _ J"I"—Z A Rzz (7= 1) dt (1)

where () is some unknown point in the interval T=2At, T]or
in the interval T, T+2At], Comparison of equations (11) on with
equation (9) shows that it is g(t) instead of g(7) that was actually be ing

evaluated.

From the mean value therom, g (t) can be expressed as

g(t) =g(7) +5(F) (t-T) | (12)
where t, is some unknown point in the interval T,t = T]. Substitution

of _fhis expression in the right hand side of equation (11) yields

\ _ >T+2AT'-' o TH24t
g(t) R (a-t) dt =a(n) f R__(7-t) dt
T~2At = T-200
T+ 24t
. L .
g(t,) (t=-T7)R__ (T-t) dt
Lr-z L

(13)
The error is therefore

€=g ) -g(1) = qu”M G(F) (F=T)R _(T-1)dt

R . ,

(o) 2At

zZ
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and the maximum absolute error is

| 50 | T42At

le] s max j @‘(f-’f) R 'r-t)ldr
-2Ai' R
R , (o)2At
= 1e® o 43 (1)
20t
Ay lmax g ot . ; (15)

where | g (1) |qu is the maximum absolute valuel of the slope of g(t).
it could be that equation 15 gives a conservative error estimate. A
less conservative error estimate can be obtained if the impulse
response g(t) is expanded in terms of a Taylor's series with remainder

term instead of making use of the mean value theorem. Let

o (B =a(m) +z V() @t -9 +r? (16)

where
(2)_ 2) (X)(f-ff) A=T>t=T

Substituion of this expressnon mfo the integral on the right hand side

of equation @) yields

TH2At T+2 At
g (1) R (T-t) dt = g(7) R _(T-t) dt
f T2 At g f ~2At zz
| TH2A : TH2AL
w6V [ o) R_(=nar+]  RD (R (r-)ds
T2 At T-20t zz

(17)
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The second integral on the right hand side vanishes, hence

TH2At JT +2 At
g ()R _(m=t) dt =g(T) R (7-t) dt
T=2At zz 20t 2
TH2At
+ R(2) Rzz (7-1) dt
T=2At |
(18)

Apply the mean value theorem of integral calculus to the left

hand side and rearrange to obtain

. | a0
e=s-s=[ RAR_ - at
T = 2

+

Rz (o) 24t
- (19)

The absolute error is

T (2)
RYR, () dt |

lel=lg @) ~g(m = ‘T-2n

R, (o) 2%

T42At
1R R (7=t) dt

max T=-2At - | R(2) Iqu . (20)

Rzz (o) 24t

@) - g2 | @ 17

2\ '

162 (] 200
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Equation (Té) shows that the error is positive or negative, depending
on whefhe_r the second derivative of g(t) is positive or negative at
the point in question. Thus, for any two impulse response curves
which have approximately the same geometrical shape such as the
equivalent impulse response of the nonlinear system and the impulse
response of the linear system, the error at corresponding points on

* the fwo curves such as the peaks ﬁhould be in the same direction.
Equation (19) .;,hows fhét if g(t) can be assumed to vary linearly with
t inside the interval (T-24t, T42At), that is R(z) can be considered
to be negligible, then t coincides with T and the error e = g (t) -
g(m becorﬁes zero. This ought to be verified experimentally from
the impulse responses which have been obtained on the present

multicomponent system for disturbances in feed comp.

Nomenclature:

e = error between the output of the nonlinear system and that if the
equivalent linear system. ,
G(S) = closed loop transfer function connecting distillate comp.
deviation to feed compesition disturbance.

g(t) = closed loop unit impulse response connecting distillate comp.
deviation to feed composition disturbance

Rxx('f) = autocorrelation function of random disturbances

ny(’f) = cross correlation between disturbance and output.

N = Total number of plate or numerical factor.

T = Total length of sample in time unit.
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t= time

T = - . . =
dimensionless time Ff /Hg

THE CLOSED LOOP

Use can be made of the .opevn loop impulse responses bbfained

from the open loop computation. The entire control system can be represented
by the block diagram as shown in Fig. 4. The closed loop transfer function
for the control system mayv be synthesized according to the block diagram

and the closed loop impulse response can then be obtained by taking

inverse Laplace transfomation of the closed loop transfer function.

A brief description of the method of closed loop synthesis is given

in the following paragraphs.

F
[

T+

[o.Te)

Z
3
.

|

visla 36 >X d
FIGURE 4

EQUIVALENT BLOCK DIAGRAM OF THE CONTROL SYSTEM.

The transfer function of a linear system, which is equal to the laplace

transform of the -impulse response, is defined as the ratio of the Laplace

trqnsform of the output of the system to fhé laplace transform of the

input. Let F(s) be the open loop transfer function of the equivalent

linear system connecting the change in distillate composition to feed

composition disturbance, and Q (S) that connecting the change

in distillate composition to change in reflud rate. Also, let M(S),

C(S), and V(S) be the transfer function for the measuring unit, the
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controlling, and the reflux value, respectively. If the disturbance
entering the column is in the form of feedb composition disturbance, and if
the ref|u>.< rate to the top plate is used as the control medium, then

the equivalent block diagram of the whole control system is c.zs shown

in Figure 4.

According to Figure 4, the closed loop transfer function connecting

the change in distillate composition with the change in feed composition

.

(1]

o) = XdS) - F(S) (21)
Z£(S) 1 +M(S)C(SV(S)Q(S)

If a proportional controller is used and if M(S) and V(S) are assumed to

be pure gains then Equation 1) becomes.

F (S)
G(s) = m) (22)

r

.where K is a constant. The equivalent closed loop impulse response can
be obtained by taking inverse laplace transform of G(S).

Equation (22) shows that the syathesis of the closed loop equivalent transfer
function requires the knowledge of the equivalent open loop transfer
function for feed c‘omposiﬁon disturbance and that for reflux distrubance
The equivalent open loop impulse responses obtained by open loop
computation are in the form of sets of data. To facilitate the synthesis

of the closed loop transfer function and the subsequent inversion of the
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Laplace transform to obtain the equivalent closed loop impulse response,
it is desirable to represent each equivalent open loop impulse response
by an orfﬂonormdl expansion that transforms into rational functions when
it is subjected to Fourier or laplace transformation. When the impulse
response is aperiodic, the more common practice is to express it either
in terms of Lagandre polynomials or in terms of Laguerre functions. To

- a given circumstance on or the other of these two methods may be
preferred. In this investigation, the latter is preferrable because when
the data are of limited accuracy the inversion of the laplace transformation
to restore the indical function can be accompalished m§re accurately
'in terms of laguerre functions than in terms of legendre polynomials,
especially when the terms in the expansion is large. Although discussion
of the merits of various ways to carry out the inverse laplace transform
can be found in reference (7). In general, whenthe equivalent open
loop impulse response is obtained by taking inverse laplace transform of
the equivalent closed loop transfer function by Laguerre functions, it is

given in the form

o(t) =C_ q>°(2f) - C d)l (21) +C, d>2 (2t) ~===—- (23)

where

t  k
1, ) = d k -t
k) I
@ = ¥4 ko
T
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when the closed loop impulse response is obtained in the form of
Equation (23), the mean square dev:ahon of the distillate composition

from the steady state value, (6 X d 52 , for the closed loop system can

be calculated with the equation

X% = R ok ey, -] S

~ where
Cn= the coefficients in Equation (23)
Rxx = the auto correlation of the feed composition

disturbance with zero time leg

(6Xd)52 = the mean square deviation of the distillate composition
from the steady state value X:

(Xd)m =  mean distillate composition

AT - = size of the time step

Equation (24) can be derived in the following manner:
Let X(t) and Y(t) be the feed composition disturbance and the deviation
of the distillate composition from the mean value, respectively.
Mcaking use of the superposition integral, Y () can be expressed
as

Y= [ o X t2)drT @)
The mean square deviation is

W_TLL"LZT f [ j g) x (1)K J:gkc) x =o)do ]



297

Y - [ Le0ee 50 & [ o eoal
o o -T

@

[ ] omo6) v, 0)axdo

o O

fg(X) [fg(o)kxx (-0)do |
. ° o

I change the order of integration to obtain

Using the same argument as that employed in deriving Equation (9)

from Equation (8) yields

‘ AHAL
Y(t)2 = JI' SJ(’»)Q(X)[)!Af Rex *=9) do]dx
[o]
= R_() o J{‘o g ) g () dr

-Substitution of the expression gl= A\ *) = ch n <X ) into the
above equation and making use of the orfhogonallproperfy of (Dn

(2 = 1) results in

TE2 - s R () 8t 5 C (26)
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where e is the scale factor in the transformation 7=ot,

——2

To obtain the expression for (g )(d)‘3 it is necessary to correct for
the difference between the mean distillate composition and the steady

state distillate composition. Thus

I o |2
(sxaf =T T (Xd=Xg)
o 2
_ %\l z [Xd B (Xd)m * (Xd)m - Xd :l
2
2 0
1 2 _ _© [ _)(]
ks vl -5 Jr[ODm f
o .
Yeor + L& - X ] o
o = qunddrd deviation of disturbance
Z‘f = feed composition
Xd =  distillate composition
S = Laplace transform variable
23

I ()= Laguerre function of n the order is defined by eq 54%b)
k = system gain

q)n (t)= Laguerre function.
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NO MENCLATURE

AS IT APPEARS IN THE FORTRAN LISTING

GENX (1,J) = liquid mole fraction of any component | on any stage J.
GENY (I,J) = vapéur mole fraction of any componerﬁ' | on any stage J. |
SUMX  (J) | = liquid mole fraction summation at each stage J.

SUMY (J) = vapour mole fraction summation at each stage J.

TEMP  (J) = temperature at each stage J.

VAPCR J) = total vapour flow from each stage J - moles

QUID (J) = total liquid flow from each stage J - mz_:les

FD]LIQ ()] = moles of component | in liquid position of feed 1.

FDIVAP (1) = moles of component | in ;/apor position of feed 1

FD2LIQ (1) = moles of com;;onenf [ in liquid position of feed 2.

FD2VAP (I) = moles of component | in vapor position of feed 2.

FD3LIQ (1) = moles of component | in liquid position of feed 3.

FD3VAP (1) = moles of component | in vapor position of feed 3.

A(l) | COMPOSITION DEPENDENT CONSTANTS APPEARING IN
B(1) = THE EQUILIBRIUM RELATION (EQUILKF) APPEARING
C(1) 4 BELOW.

FD(J-1) = vector set aside for feed flows at each stage.

SFM(J-1) = vector set aside for modified stripping factor at each stage.
EQK(J-1) = vector set aside for modified equilibrium constant at each

. stage.



TS(10) ten position vector for erasable or temporary storage
RFBOT(I) vector set aside for bottom product recovery fraction
of each component |.
RFTOP(I) vector set aside for top product recovery fraction of
| each component 1. |
RFSUM(I) vector set aside for sum of recovery fractions of each

component |.
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BOTP (1) = composition of bottom product - moles of component 1.
TOPP (1) = composition of top product - moles of component |,
QUIDX (1) = erasable vector set aside for stage liquid compositions.

. VAPY (1) = erasable vector set aside for stage vapour compositions.
GAMMA (1) = erasable vector set aside for stage activity coefficients.
EQUILUF .

(A,B,C,I) = equilibrium function defined by the equation.

L = actual components used in a given calculation
- (2 <L <I) - limit for DO loops.

M = number of plates in column between raboiler and feed 1.

Mi = number of plates in column Eetween feed 1 and feed 2,

M2 = number of plates in column between feed 2 and feed 3.

N = number of plates in column between feed 3 and top of column.

JT = total number of stages in column plus 1 for equilibrium reboiler
{M+M1+M2+N+1)

JC = total number of stages in column plus 1 for equilibrium reboiler
plus 1 for partial condenser = (JT +1). '

JD = total number of stages in column plus 3 = (JC+1)

JMIN = total number of stages in column only = (JT-1)

EDILIS =  total feed 1 liquid flow - moles.

FD1VAS = total feed 1 vapor flow - moles.

FD2LIS = total feed 2 liquid flow - moles.

FD2YAS = total feed 2 vapor flow - moles.

FD3 LIS = total feed 3 liquid flow - moles;




 FD3VIAS

SUMERR

RFERR

SUBRTG

ITERAT
SUMFDL

SUMFDV

TOPPS
SUMFD

ACTCO

BUBPTG

total feed 3 vapor flow - moles

arbitrarily small number for acceptable limit of error in stage
summqﬁons.

arbitrarily small number for acceptable limit of errror in bubble
point calculation,

counter used by activity coefficient sub-routine to determine
which pate to follow.

counter used by mcip program fo tally the iterations..

total feed liquid to the column.,

total feed vapour to the column.

counter set to current value of stage fempercfure:

counter set to various values depend.ing on qumber of stages.
summation of bottom producfs;

summation of top products.

total feed to column

SUBROUTINE FOR DETERMINING ACTIVITY

Coefficients using multicomponent Margules equation.

bubble point subroutine using activity coefficients. -
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ACTO

TERMS USED IN THE ACTIVITY COEFFICIENT SUBROUTINE, WHICH DO NOT

APPEAR IN THE LISTING OF THE MAIN PROGRAM.

]

AVAL  (1,J)

two dimensional array of binary interaction constants.

ASTAR  (1,J,K)

three dimensional array of A* value already defined

| byeq()
RHO (D) = one dimensional'array of P, defined by eq ( ).
JMAX = maximum value of J index
KMIN | = minimum value of K index
" TAU = 7 as defined by eq ( ).
THETA =0 as defined by eq ( ).
TSTO = temporary storage counter
OMEGA = W, as defined by eq ()
PSl =Y ] s defined by eq ( ).
BUBPT G
SUMY = Summation of vapour compositions
SUMYQ = old value of summation of vapour compositions
TO = old value of stage temperature
TN = new value of stage temperature.




LIST(LP)

SEND TO (FD,FORTCOMPAREA ONE)
PROGRAM(GP11)

INPUTY=CRO
ouTPUTZ2 , (MONITOR)=LPO

TRACE

END

MASTER SHAHID

41



c

C BASIC PRUGRAM FOR NON'IDEAL DISTILLATION WITH TOTAL CONDENSER
c : .
c :
C MIXTURE BEING USED ACETONE METHANOL I1SOPROPAMOL
p .
DYMENSION GENX(10.,103Y,GENV(10,103),SUMX(103),SUMY(103).TEMP(103),
1TVAPOR(103),0UIDCIN3) ,FDTILIOCIN),FDIVARPC(TIOY,FD2LIQCYI0) . FD2VAP(10),F
2D3LIQC1I0) ,FD3VARPC(10) ,ACTY ,B(10Y,CC10) GAMLCIN,103),FD(102),SEM(10
I2YL,EQKC102),TSC10Y,RFROTCYOY L RFTOP(10) »RFSUMCI0) ,ROTPC10),TOPO (IO
L,aUTHXC10)Y,VADY(10),GAMMACID)
COMMOMN GENX,GFNY,SUMX,SUMY.TEMP,VAPOR,QUID,FDI1LIQ.FDIVAP,FD2LIQ,FD
12vAP,FD3LIQ,FNP3VADP,A,B,C,GAML.FD,SFM,EFQK, TS REBOT,.RFTOP.RFSUM,BOTP
2,7T00pP,QUIDX,VAPY,GAMMA _
EOUTLKCA,R,C,TISEXPLA~B/( _5554T+292.3)+Cw (. 555%T+212.3)=5.487)
3 FORMAT (513) .
1000 RFADC1T,3), L, M, M1, M2,N
JT=M+MT+M2+N+1 ‘
Je=jT+1 ‘
dn=JC+1
JMIN=JT=1
4 FORMAT(9F8,0)
RFAD(T1,4), (TEMP(JY,d=1,J4M
RFADCT,4) + (VAPORC(I) »d=T10dD)
RFAD("IIO)r(QU‘D(J.\:J=1!JD)
RFAD(1I4)I(FD1LIQ(I)II=:IL)
: READ(1.AY . (EDIVAP 7Y, 1=1,1) R e

131




RFAD(1+,4) . (FDIVAP(I),I21,L)

RFAD("r‘)i(A('.)pI=1IL5

RFAD(1,4),.(B(LY,I=1,L)

RFAD(Y,4),(C(1),I=1,0L)

RFAD(1,4) ,FPILIS,FDIVAS,FD2LIS,FD2VAS,FDILIS,FD3VAS
REAN(1,4) SUMERR,RFERR/BPFRR

FORMAT(49HTINPUT pATA FOR PROR. NO, USING PROGRAM (GP11))
WRITE(2,5) . _
& FORMAT (116HONO. OF COMPUNENTS PLATES IN SECTION M PILATES
114 SECTION M1 PLATES IN SFCTION M2 PLATES IN SENTINN N/T10

2,123,124,125,125)
WRTTE(2,6) L, M/MT,M2,N

7 FORMAT (50HOFFED FLOWS IN ORDFR OF LOWEST ENTERING TO HIGHEST/38HO
1ML ES FEED LIQUID MOLFES FEFD VAPOR/(F16.8,F21.3))
WRITEC2,7),FDILIS.FDIVAS.FD2LTIS,FD2VAS,FD3ILIS,FD3VAS

8 FORMAT(23HOCOMPONENT FEED AMUINTS/9SH it OWESY FEED
1 ; INTERMENDTATFE FEFD HIGHFST FEED
2/00H LIQnio VAPNR LIoUTD va
IpNR Ltaun VAPOR/(G6E17.8))

WRITE(2,8),CFDILIOCI) . FDIVAP(T),FD2LIO(I),FD2VAP(T),FD3
1LYQ1),FOZVAPCTIY, 1=, L)

9 FNRMAT(8SHOEQUILIRRIUM CONSTANTS A EQUILYBRIUM CONQTANTS B
1 EQUILTIBRIUM CONSTANTS C/(E19.8,2E29.8))
WRITE(2,9Y,¢ACI)Y,B(1).CCIY ., 1=1,01)

10 FORMAT(98HOERROR 1 IMIT Oy SUMMATION ERROR LIMTT ON pECOVFRY F

_TRACTION SUM  FRROR LIMIT ON BUBRLE POINT/E20,B,F35.8,F36.8)

] = I~y 4

yi€ -



SHRRTG=0.,0
SUsRT=0,0
CHRECK=0,0
ITERAT=O
no 12 1=1.L
12 TQ(X)=FD1LIQ(I)*FD1VAP(I)*FDZLIQ(1)¢FDZVAD(I)#FDBL!Q(I)*FD3VAD(!)
SIIMEDL=FDT1LIS+FD2LIS+FD3LLS
SUMFDV=FDIVAS+FD2VAS+FD3VAS
If ¢SUMPFDL) 13,13,17
13 1f (SUMFDV) 57,57,14
14 po 15 1=1,L
15 VADPY(1)m(FDIVAP(IY+FD2VAP(LIY+FDIVAP(1))/SUMFDY
T=TEMP(1)
CALL DEWPT (VAPY,T,A,B,C,L,RPERR)
nn 16 1=1.L .
16 QUIDXCI)=VAPY (1Y /EQUILKCACTY,B(1),C(1),T)
GO 10 23
17 1e (suMEDV) 18,18.21
18 n0o 19 1=1.L
19 QUINXCIYC(FDILIQCI)YI+FN2LIN(CT) «FN3LIQCT))/SUMFNL
T=TFEMP (1)
CALL BUBPT (QUIDX.T,A,B:C,L,BPERR)
no 20 1=1,L
20 VAPY(I)=QUIDX(IY»rQUILKCACEY, ,R(1),CC1D),T)
G0 TO 23
21 nn 22 I=1,L
22 VAPY(1)=(FDIVAP(IY+FD2VAP(I)Y+FD3VAP(L)) /SUMFDV
AQUIDXCIY=RCFDILIQCIY+ED2LIACI)4FDN3LIQCI))Y/SUMFDL
23 nn 24 J=1,J00C
no 24 1=1.L

SIE




GENX(1,4)2QUINXCTY
GENY(1,J)=VAPY (D)
24 GAML(1,d)31.0

9t




¢ .
C CALCINATION OF PLATE COMPOSITIONS
c

25 nn 29 t=1,L
bn 26 Jd=1.,J¢C
FaKEJISGAMLUT ,J)Y»FQUILKCACT) ,BCT1),CCLY L, TEMP (YY)
SFM(J)=VAPORCIIWENK(II+QUIDCID
26 En¢Yy»=0.0
J=Maq .
Fn¢d)=FDILIQ(t)+Fn(d)
J=14+2
ENcl)=FDIVAPC(I)+FD(I)
J=M+pMT +1
Fnc¢d)=Fn2LIQCY+Fn(J)
J=M+M14+2 .
FR(J)=FD2VAP(TI)+FD(J)
J=Mat41 +M24+1
Fncd)r=FD3LIQ(t)+FN(J)
JaM+eMT+M2+2
EDCI)=FD3IVAP(TL)+FD(Y)
GENX(1,1)=2(GENXCL,2)*QUIND(2)Y+FEDC(1))/SFM(1)+1,.0E=20
GENY (1,1)3GENX(TI,1)*EQK(1)
nn 27 J=2,47
GFNX (T, J)S(GENX(I,J+1)*QUINCI+1)+GENY (1,d=1)+VvAPOR(J=1)+FD(J))/SF
MY+, 0E=20
27 GFENY(I1,J)3GENX(T ) »EQK
GENX (Y »JCIY=GENY (] ,JT)
GENX (T ,JdD)=GENY(I,JT)
J=4T
DO P8 K=2.JT

LiE




GRNX (I, J)2(GENX(L ., J+1)*QUIDCJ+1)+GENY (T, Jd=1)*vAPOR(J=1)4+EDC(J))/SFM
1¢1+1.0€E=20

 GENYV(1,J)3GENX(T,J)*EQK(Y)

28 J=yJ=1 , ) -
GRNX (T, JYS(GENXCL,2Y*QUIN(2Y+EDC(1)Y/SFM(1)Y+1,.0E-20

29 GRENY(I,1)=GENX(I,1)+EQK(1)

81e




C

C PRODYLT AMOUNTS

c

30

31

RECOVERY FRACTINNS

BOTPS=0.0

Topps=0.0

SUMED=0,0

nn 30 1=1.L
SIMED=SUMFD+TS (1)
TRpP(1)=QUINCUN)Y XGENX(L»dD)
RETOPC(I)=STOPPILIY/TS(D)
BATP(1)=AUINCI)*GENX(T 1)
REBOT(IN=BOATPLYY/TS(D)
RESUMCI)=RFTOP(I)aRFBOT()
RNTPS=BOTPS+BATP(Y)
TOPPS=TOPPS+TOPP (1)

po 31 J=1.4D

SUMX(J)=0.0

SUMY(J)=0.0

po 31 1=1,L

SUMX (J)=SUMXCIY+GRNXC(T )
SUMY (J)=SUMY () +GRENY (T J

SUMMATT1ONS

61E



¢

¢ ouTpPUT

C
ITERAT=ITERAT+1
Go T 32

32 no 34 J=1,4T
1F ¢CABS(SUMXCJ)=4, 0)=SUMERRY 33,33,58
33 I8 (ABS(SUMY()=1.0)=-SUMERR) 34.34.58
34 CONTINUE
Do 35 I=1.,L
1F (ABS(RFSUM(IY=1_0)=RFFERR) 35 35,58
35 CONTINUE
36 FORMAT(12H1PROBLEM NO./1SHNITERATION NO.=13/40HOMOLE FRACTIONQ
TLISTED AS COMDPONENTS PER PLATE)
37 URITE(2.36) 1ITERAT,

38 FORMAT(21HO ROTTOM PRODUELT/(SE20.8)) et
'\JQ!TE(ZISS)!(GENX(II""I-“":'.) O
39 FNRMAT(21HQ REBOTLER VAPOR/(SE20.8))
MRTTE(2,39) 0 (GENV(T, 1Yo T=1,1)
JPLATE=0

PO 42 J=2.JT
JOLATE=JPLATE+

40 FNRMAT(17HO PLATE N . =13/7HOLIQUID/(5E20 8))
URITE(Z.#O).JPLATF.(GFNX«I.J).I=1-L’

41 FORMAT(6HOVAPOR/(SE20 8))

42 URITE(2041)v(GENY'IoJ’:I=1nL)

43 FNRMAT(13KO REFLUX/(5€£20.8))
WRITE(2,43), (GENX(L,JC) 21,01

44 FORMAT(18HO TOP PROPUCT/(5820.8))
WRITE(2,44), (GENX(T,JD)o1=1,1)




45 FORMAT(34HOBOTTOM PRODUCT RECOVERY FRACTIONS/(¢5E20.8))
WeITE(2,45), (RFBOT(I) .12,

L6 FORMAT(31HOTODS PRNONUCT RECOVERY FRAPTIONS/(SE?O 8))
WRITE(2,46) . (RFTOP(I) , IZ1. 1)

47 ENRMAT(32HOSUMMATTION OF RECOVERY FRACTIONS/(5r20. R))
WRITE(2,47), (RFSUMCI) . I3, L)

LB FORMAT(27HOMOI1LES OF FRED AND PRODUCTS)
WRITEC2,48)

49 FORMAT(?5HO . COMPONENT FEED BOTTOM PrRODUCT
1 TOP PRODUAT/(T111.E22.8,2£19.8))
NRITE(2,49),¢T1,TS¢1),BOTP(I),TOPP(I) , 121,L)

50 FORMAT(2H /E33.8,2E19.8)
WRITE(2,50),SUMFD,BOTPS,TOPRS

54 FORMAT(16HOPLATE VARIABLES)

WRITE(2,51) . ' g
52 FARMAT(S9HO LIQUTD. SUMMATIONS . VAPOR SUMMATIONS TEMP
1E2ATURES LIQUID FLOUS VAPOR FLOWS/(5E20.8))

WRITEC2,52), (SUMX¢J) . SUMYCJY, TEMP () ,QUIDC(JY,VAPOR(J) ,JI=1,4D)

no 84 J=1,47

IF (ABS{(SUMX(J)=1_ 0)-SUMERR) 53,53,58
53 IF (ARSC(SUMY())=1 _0)«~SUMERRY 54,54,58
54 CONTINUE

nn 55 I=zt.L

TF (ABSCRFSUMCIY=1,0)~-RFERR)Y 55,55,58
55 CONTINUE

1f (CHECK) 1000,58,1000
S7 FMND FILE 2

PAYSE

Go 10 1000

fck

S




c

C NORMALTZATION AND CALCULATION OF AC

c

58

59

69

61

62

po 59 J=1.47

na 59 1=1.L

GRNX (T, JISGENXCT Y /ZSUMX D

GENY (1 ,0)=GENV(T ) /SUMY (D)

nn 6u I=1.1L
GRENX(1,JCY=GENX(I , JC)/SUMX(ICH
GFNYX(T1,JD)Y=GENX(L ,JC)

nn 62 J=1.4¢C

pn 61 I=1.L

QUIPDXCI)Y=GENACTL, )

Cart ACTO (SURRTG.QUIDX,GAMMA,. L)Y
nn 62 I=1.L
GAML(TI,J)=GAMMA(I)

-

TIVITY COEFFICTENTS

AA



c
C CORREATION OF TEMPERATURES
¢
no 64 J=1:JC
Do 63 I=1.L
QUIDXC(IX=GENX(T,J)
63 GAMMACII=GAML(T.J)Y
CALL BUBPTG (OlUIpY,GAMMA,TEMP(J),A,B,C,L,BPERR)
64 CONTINUE .
TEMP(JDI=TEMP(JC)
GO TO 25
END

T4




€ SUBRNUTINE FOR ACTIVITY COEFFIGIENTS THREE SUFFIX MARGULES FQUATION
c
¢ .
SHRRUUTINE ACTO (SUBRTG,X,GAMMA,L)
DYMENSION X{€10),GAMMAC10:,AVALC(10,10),ASTAR(10,10. 10) RHO(1D)
3 FNRMAT(9F8.M)
IF (SUBRTG) 11,464,111
4 Hh0o 5 1=1,L
RFAD(113)1(AVAL(I:J):J=1oL)
5 CONTINUE
nn 1y I=1.L
JMAX=L=1
ho ¢ J=1,JMAX
1f ¢J-1) 6,9.6
6 KMIN=J+1
DN 8 K=KMIN.,L
IF (K=1) 7.8.,7
7 ASTARCI,J K)= S (AVALIT W)« AVALCJ 1Y+AVALCTI, KY+AVAL(K, IY+AVAL(Y KD
1+AVAL(K,J))
8 CONTINUE
9 CONTINUE
10 COMTINUE
SHBRIG=SUBRTG+1.0
11 tau=u.0
nn 16 I=1.,4
RHO(1)=0.0
JMAX =1 =1
nn 15 J=1.JMAX
IF (J"I) 12-15112
12 KMtN=)+1

yee




DN 14 K=KMIN,
IF (X=1) 13,14,13 :
13 RHOCIY=RHO(CI) (¥ (1) *1 . 0E=10) % (X(KY+1_ 0E=10)%AQTAR(L,J,K)
14 CONTINUE
15 CONTINUE
16 TAU=TAU+(X(1)+1 . 0F=10)Y#RHO(T)
TA=TAU/3.0 '
THETA=0,0
nno 18 Is=1,L
Ter0=0.0
no 17 J=1.,L
17 TSTO=TSTO+(X(JY+1 0FE-10)+AVALCI,J)
18 THETASTHETA+TSTOR(X(IVY+T1 . NE=10)*(X¢1)+1,0E=-10)
Do 2u I'~'1'L
OMEGA=0,0
par=0.0
pn 19 Jy=1.L
OMEGA=OMEGA+(X(J)+1.0F=10)Y*AVALCJ, 1)
10 PRT=pPSI+(XCI)+T1 OF=10Y* (A CIY+1 NE=10)*AVAL(I., )
GAMMACI) SEXP(2.0%x (1) »OMEGA+PSISARHO(IY =2 . 0+ THFETA=2,0%TAID)
20 CONTINUE
RETURN
END

143




€ SUBROUTINE FOR DEW POINTS
C
c

SURRUUTINE DENPT_(VAPV'T.A'B]COLIBPERR)
DTMENSION VAPY(20Y,A(20).R(20Y,C(20)
EOUTLKCAB,CrT)=E¥P(A=-B/\ 555#T+212.3)+C#(.555+T+212.3)=5,487)
KTIMES=1

3 SHMX=0.0
nn 4 I=10L . -
X=VAPY(I)/EQUTILKC(ACE) .BCL),C(T),T)

4 SHUMX=SUMX+X
IF (ARS(SUMX‘1.0)‘BPERR) 8,85

5 KTIMES=KTIMES=1
1F (KTIMES) 7.6,6

6 SUMX0=SUMX
TO=T
T=7+10.0
60 TO 3

7 SYNPE=(SUMX=SUMXO0Y/(T~TO)
TM=2C(1.0=-SUMXY/SLOPE)+T
SHMYX Q=S UMX
TO=T
T=TN
G0 T 3

8 RFETURN
END

C SUBROUYINE FOR RUBBLE POINT
c

92t




SURROUTINE BURPT (QUINPX,T,A,B,C,L,BPERR)
DTHENSION QUINX(20).A(20:,8¢20),C¢20)
FOUTLKCA,B,C,TrmExp{A=B/{ 555474212 .3)+C»(.555+7+212.3)=5.487)

KTiMES=1
siMy=0.0
nn 4 1=1.L

Y=ROUTLK(ACD) .BCDY,CCI)» TYXQUIDX(T)

SUMY= SUMYs+Y

1¢ ¢(ABS(SUMY~-1_0)-BPERR) 8,8,5
KTIMES=KTIMES =1
I1F (XTIMES) 7.6.6
SUMYU=SUMY

TO=T

T=7+10.0

60 T0 3
SLOPE=(SUMY=SUMYO0Y/ (T=TO)
TN=((1.0=-SUMYY/SLOPE)+T
SUMYO=SUMY

TN=T

T=TN

60 TO 3

RFTURN

~

L2f




END
C SUBROUTINE FOR NON'IDFAL BUBBLE POINTS
C
c .
SUBROUTINE BURPTG (QUIDX,GAMMA,T,A,B,C,L,RPERR)
DYTMENSION QUIDX(10),.GAMMAC1I0).AC10),B¢10),CC10)
EOUTLKCA,B,C, Ti=EXP(A~B/(,555474212.3)+C* (. %55~T+?12 3)~5.487)
KTiMES=1
3 SuMy=0.0
pn 4 1=1,L
Y=rQUILKCACTY o BCIY.C(T) » TINGAMMACT) #QUIDX ()
4 SUMY= SUMY+Y
IE ¢(ABS(SUMY-1.0)=-BPERR) 8,8,8
5 KTIMES=KT.IMES=-1
1F (KTIMES) 7,6,6
6 SHMYu=SUMY
TO=T
T=T+10.0
GO TO 3 »
7 S1OPE=(SUMY=SUMYON/(T=TO
TN=(¢1.0=SUMYY/SLOPE)+T
SUMYO=SUMY
TO=T
T=TN
60 TO 3
8 RFTURN
FMD
FINISH

&
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2.5 2.5 2.5 .5
.475 050 475
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A3: LISTING OF THE ANALYTICAL PROGRAM,



LYSTCLP) :

SENN TOCED,FORTCOMPAREA,ONE)
LYRRARY(ED,SURGRQUPFSCE)
PROGRAMCGNBA)

INPIITT=CRO

ATPIT2, (MONITOR)=LPO

NN TRACE

FHD




IO

28
57
50
54
54

THIS PROGRAM CAICULATES THE ANALYTICAL SOLUTION OF THE FQUATTONS
CHARACTERISING THF TRANSIENT CONDITIONS OF A CONTINUOUS
DTSTILLATION COtUMN . . ... VIA EIGFNVALUFS AND FIGFNVERTORS

MASTER EIGEN
NITMENSION AC3%3,33),AA(33,33),1TQ(40),X(40),Y(40),INT(4L0Y,T(¢1880),6

1¢(%3,3%),1L(A0Y,R(33,33),RFINT(7,7Y,¥YY(40),2(40),BB(33,33)

EONTVALENCECACT.1Y,GCY, 1)), (B(1. 1. T(1)
RFADCT,S0INT '

N 12 L=1.NT

REANDCT1,50) M

nn 1 J=1.M
REANCT,S56)(ACS, 1), 120, M)

CONTINUE

RFAD(1,50)J

Ie¢J.6GT.MYGO TO 2
RFAD(1'5‘0)(A('0J).I’1 M)

Do 23 I=1.M
WRTTE(2.:.52)1,CACL, ), 421, M)
FORMAT(AHOROW =,13,7G16.6/(9X,7616.6))
FORMAT(TS )
FNPMAT(1600FN . 0)

ENAMAT(10FS . 4)

Tvg =1 .

MAi2MxM+7 M

CALIL FADIRHESSE(M,A,INT)

CALL FAORMESSE(M,A,ITS X,Y,AA,1VS)
CALL ELQRVS(M.M1,A,AAX»V:T)

Call FL4BACK(M,A,AA,V,INT)

13




5%

100

40

T0
31

29

116

5%
250

252

117

WRITE(2,53)C(X(),.Y(ID), 1=, M)
FARMAT(/9H E1GEN 2G14.4)
pn 100 1=1,M
UQ‘TE(Z;S?)!'(AA(T:J):J-1'M’
no 40 1=1,M

nn 40 J=1.M

BRr1.JY=AA(CY )

NA=Mx33

NR=M»3%3

IM=1

nn 29 1=1.M

nn 29 J=1,M

te ¢(1=-Jd) 30,3%,30

G¢1,4)=0.0

GO TN 29

Ger,Jy)=1.0

GO TO 20

CONTINUE

CALL F4LSOLVE(R,G,M,NA,NB,IN,D,IN,IT,REINT)
nn 116 I=1'M
URITEC2,52) 1, (G0, J),Jm1,M)
WRITF(2,55)1T

FARMATCIHO, T3

RFAND(1,50) MK

te (MK) 251,251.252
READ(1,56)(YY(TlY,1=21,M)

non 118 l=1lM

NHM=(,

no 117 J=1,M
NIM=pUM+G LY, J)Y*VY ()

(432




118

106
107
111
108

113
108

115

12
251

7¢1Y=nHUM

o 101 1m1,M

TEC(Y(). LT, 1.0E=10) G0 TO 102

"ery=1

60 1O 101

16C(Y(1) . LT.=1.0F=103G0 TO 103

1Hery=0

Go TO 101

1 (r)y==1

COANTINUE

pa 105 J=1,M

teECIL(d)) 108,107,106

Go TO 108

no 111 1=1,M,

Ret, )=AACT, 0V *2(0)

GO TO 108

nn 113 1=1,M

BT, AVZAACT Y%7 (1) +AACTL,J+1)»700+1)
B, 0+ 1) =AALT  J+1Y#«2C ) =AACT, ) w2 (J+T)
CONTINUE

nn 115 1=1,M
WPITF(2,82)1,¢B(1,4),d=21,.M)
G0 T 250

CONTINUE

sTNp

~

END
FINTSH

X3




1

33

-12.78 n_003 0.004 3.4 0. 0. 0. 0. 0. 0, 0. 0. 0. 0, 0.0_0.0,0_0.0.0.0.
0. 0. o, 0, 0, 0. 0, 0, . v

0.02 =7 046 0,005 0 3.4
n. 0 n. 0. 0. 0.0, 0.
12.36 6 643 =0_. 406 0, 0. 3.6 0 0. 0. 0. 0.0, 0.0 0.0, 0.0.0.0.0.0.0.
n. 0 na. 0.0, 0.0, 0.0, 0,

12.%38 =n_003 =0.001 =15.74 0.01 0.005 3.6 0, 0. 0, 0. 0, 0. 0 0_0_0, 0.0,
0. 0. n. 0. 0.0 0,0 0,0,0 0 0.0,

-0.02 & 646 ~0.005 0.04 =-10.02 0.01 0. 3.4 0. 0, 0. 0. 0, 0. 0. 0. 0. 0. 0. O.
n. 0. 0. 0. 0. 0.0.0.0,0,0.0.0.

DWW DO
a e -
=]

-12.364 ~4.643 0.006 12.3 6.61 =3.415 n. 0. 3.4 0, 0. 0. 0. 0. 0. 0. 0. o. 0. O.
n. 0 n. 0,0, 0.0, 0 0,0, 0.0 0.

0. 0. 0 12.34 =0.01 =0.005 =15 62 0.04 0.098 3.4 0. 0. 0. 0. 0. 0. 0. 0. 0. O.
n. 0. 0. 0. 0.0, 0,0 0,0, 00,0, :

0 0. 0 =~0.066.62 =~ 01 .08 =9.97 0,02 0. 3.4 0, 0.0, 0_0.0, 0_0. 0. 0.

n. 0 0. 0.0.0. 0. 0.0, 0.0.0.

0. 0. 0 =12.30 =4.61 0.015 12 14 6.5% =3.438 0. 0. 3.4 0. 0. 0. 0. 0. 0. 0. O.
0.0 6. 0.0.0. 0,0, 00,0 0. 0.
0 0.:0 0. 0., 0, 12,722 =0_04 =n_018 =15.26 0.136 0.06 3.4 0. 0. 0. 0. 0. 0. O,
n. 0. 0_0.0.0.0_ 0 0_0,0._0 o0,

0. 0. 0 0. 0. 0. = 08 4.57 =0 02 0_.16 =9.827 0.04 0, 3.6 0, 0. 0, 0. 0. 0. 0.
n. 0. 0. 0. 0. 0.0, 0. 0,0, 0.0,
0 0. 0 0. 0. 0. =12 14 =6.53 0.038 11.7 6.291 =3.5 0. 0. 3.4 0. 0. 0. 0. 0.
n. 0. n. 0. 0. 0.0, 0.0,0, 00,0,
0N, 0 o. 0.0, 0 0,0, 11,86 =0.136 ~n_06 =14.16 0.46 0,160 3.6 0, 0. 0. O.
n. 0.0, 0,000, 0, 00,0 0 o0,

0. 6.0 0.0.0,0 0,0, =-0,16 6.427 =0.04 0.28 =9,48 0.07 0. 3.4 0. 0. 0., O.
0. 0. 0. 0, 0. 0.0.0. 0,0, 0_.0.

1437




0. 0.0 0.0.0,0 0. 0. =117 =6.2010.110.48 564 =3.66 0. 0, 3.6 0. 0. 0.
0 0. 0 0. 0.0.0 0.0.0.0.0.10.76 =0.44 =0.19 =11_.54 1.6 0.52 2.4 0,
6. 0. 0. 0. 0.0.0.0.0.0.0.0.0.

0 0.0 0 0. 0.0 0. 0.0, 0. 0. =0.28 6.08 =0.07 0.39 =8.464 0.00 0. 2.6 0.
0 0. 0 0. 0.0.0 0.0.0. 0. 0. =10.48 =5.64 0.26 7.75 4.08 =4.01 0. 0. 2.4

0 0.0.0.0 n.0.0.0.0.0 0.0, B8.16 =1.16 =0.52 =10.29 1.2 0.54

N0,

2.0 0. 0. 0.0.0 0,0 0 0. 0.
no0. 0 0. 0.0, 0. 0.0, 0.0 0.0 0.0."0.39 5.24 =0.09 0.47 =7.5 0.11 0.

2.40. 0. 0. 0. 0. 0. 0.0 0 o0.

0. 0.0 0.0.0.0 0.0.0,0.0.0.0.0. =7.75«6.080.61 7.42 3.9 «3.05 0.
0.-2.40.0.0.0,_0_ 0.0 0 0

o 6.0 0.0.0.0 0_0,0 0 0 0.0, 0, 0.0, 0,780 =12=054=0.571,34

0.6 2 4 0. 0.0, 0 o_0_ 0,0,

a 6.0 0. 0. 0.0 0. 0.0, 0. 0.0.0.0.0.0.0, =0,4751=.11 .61 =7.17

n.1% 0 2.4 0. 0. 0. 0. 0, 0. 0.

0 0.0 0.0.0.0 o0.0.0,0.0.0.0_0.0.0.0, =7.42 =3.9 0 65 6.56 3.43

«3 16 0_ 0, 2.4 0, 0 0. 0.0 0

O 0.0 0.0.0.0 070,00 0000 0.0,0, 0 0 0 717 -1.% =06

-7 78 1 66 0.75 2,4 0. 0, 0, O, 0. w
6 0.0 0. 0.0,0 0.0, 0,000 0.0.0.0.0.0.0.0 =0.614.77 =0.14 0N
0N.72 =6.48 0.16 0. 2 4 0, 0, 0. 0O,

0 A0 0. 0.0.0.0.0, 0, 0.0,0 0.0.0.0.0.0.0.0 =6.56=3430.74.

L .66 2 42 =3.%31 0. 0. 2.4 0, 0, 0. :

O 0.0 0. 0.0.°0 0,0,0_0.0_0 0,0 0 0.0,0,0 0 0 0, 0, 5.38

11 46 -0 75 <6.12 2.0 0.86 2.4 0. 0.
0 a. 0 0. 0.0, 0.0, 0.0, 0.0_0.0.0.0.0.05n,0.0.0 0.0.0.
-0.72 4 08 =0.16 0.63 =5.5 0,14 0. 2.4 0.




.
0.

0.

0.0 0.
-2 42 0.91
n. 0o o,
n. 2 72 =2,
0. 0 0.
0. =0.63 3.
0. 0 0.
N, =2.09 =1

0.0 0. 0. 0. 0. 0. 0.
.00 1.1 =3.4 0. 0. 2.4
0.0 0. 0,0, 0, 0. 0.
-0.86 =2.585 0.40 0.159
0. 0 0. 0. 0, 0. 0. 0.
“0.14 0.074 =2.86 0.017
0. 0 o, 0. 0, b, 0. 0.
1 1.0 0,111 0,06 =2.5764

O=20 0O NO
. L3 » [

fo- Jhee )
L] -

[~ =]

-4 66
0. 0.
0. 0.
0. 0.

9Ef



A3: LISTING OF THE MARKOV PROGRAM,




LYST LP)
SEND TOCEDN,FORTCOMPARFEA,UNE)

PLOGRAM(G3N3)
tMpy1=CRO
nurpuT2=1Pro
NO THACE

END




SO0

[ I

938

101

OO0 D

—
L4

104
52

100

THTS PRNGRAM DESCRIBES A NUMERICAL METHOD TO CALCULATE THE
TRPANSTENTS OF A CONTINUES DISTILLATION COLUMN AND IS BASED
NN THE MARKOV PRUOBABILISYIC TECHNTQUE

MASTER MARGOT BABYVY

DIMENSION QA0 L0Y,NCAN) . IVLLOY ,VCAD) ,FLLD,460,2).RPC40,40)
EOUIVALENCE (Q(1),F(1601)Y.(RC1Y,F (1))

N7=0

REAND(T1,101) NNR,CIV(I)»i=NeNR+1,N),NTR

CALL ITIMECUD)

lc(N'u'R+1)30.9°.0

FORMAT(Q00ID)
NT=N+NTR
Nt aNT=N=1

DATA N IS NUMBER OF STAGES(WITHOUT INTEGRATION STATES)Y
NR (S THE NUMBER OF STAGE RESPONSES REQUIRED AND THE VECTOR 1V
HNLbhS THE NUMRERS OF THOSE STAGFS, ALL INTEGRATION STATFS ARE OUTPUT
TN TERMINATE JOR USE CARp PUNARHED 1 1 1 =1 .
FLOW MATRTX Q, VOLUME VELTOR V v
H IS PRINTOUT INTFRVAL, /MAX 1S MAX TIME VALUF, QTHRO IS VOL. THROUGHPUT
V©o0oT 1S THE TOTAL SYSTEM VOLUME, STAYP TS THE MINTMyM PROBABYILITY
0F AN ELEMENT RFHMATNING N ANY S¢{AGF DURING TIME DT, E.G. STAVP=0.94
RFAD (1'104’((()([-‘])'-':1-N)ol"‘“-N’r(V(I)r!"—"‘rN)OH'TMAX'QTHRO-VTOT

11QTA'('P

FORMAT(1600F0 03

FORMAT (BHOROW =,13,8614.4/(9X,8G614.4))
nn 1490 1=1,N
U’r’ITE(ziS?)'I(Q(IlJ)Inla“'N)
IE(NTR.EQ.0Y 60 TO 203




ly o ]

201
203

READ(1.,106) (rQ(1.J),d=1
NN 291 J=N+1,NT

Vel =J

cr=4 NDE+76

nn o1 1=1,N

DIV ==Q(f, 1)

Cr 13 MINIMUM STAGE TIME
POSTITIVE STAGF THROUGH F
TECABSC(VCI)Y  GE 1. 0E=-10)
Qrt,1)=0, '
CAILCULATION OF TIME INCR
CONSTRAIN DT TO FIT IN W
tv=(1_+DIM CAILOG(H»VTOT/
DT=H/ (2, #*1X)*VTOT/QTHRO
STAYPEEXP=VI/LL)

IrF ¥ 15 ZRKV MAKE tAP\fql

DU 5 1=1,N

TFCABSIVCRI ). vE=1v)
onx)‘&l.-v&x;)/onx) B
MAKE IRANDLIIUN MATKIAY
DU & 131N} .
IFCL=N~1)Ur0/ 1V

CeaCI, UYL Imucl)

Gu tu vy

ce=pg ,

RCL L2 eVCLIRL LV

DU D J=T1.N

cu=v,

DU 6 K31, N
COSUD+DIRI*UL LRI *ULK V)

«NY,1=N+1,NT)

CONSTANTY

LOWS TN D, DYIAGANALS OF Q MADE 7ERO
CC=AMINT (CC,V(I)/D(I)

EMENT

ITH NORMALISED TIME PRINT OUT INTERVAL
(=ALOG(STAYP)*CC*QTHRN))I/ALOG(2.),0.))

VHD1) ZERU, VI=EAPL=D/V*UT/E)2/D 1S PUT IN D
VUL BEXPC=ULLI)*UI/ L2 V1))

LU IS (T VRBAPA=D/V*UT/L.DI /D




2 RUI,JIBULHILULVII)*ULLIY))
4 R(1,1)=R<x'1/+V(1)~vsz .
v FINDING THE <~*n Ih PUWER UF ITHE ITMANSLIIUN MAIKIA R IN F
L=1
DL 37 MBIl
L=3=~L
Li=s~L
DU 57 187N
ATREFLUATACLITNL) /N
DU 57 J31N
CA=v,
PU 39 K=1¢N
38 CAZUA+PUL/R LLIZ*ELR,J L)
S F(l.J.L)=LA*M|x*r(1.J,L1}
NSSH-NK*I i

L READ INLITIAL STAIE YELIVK INCLUDING INTEUKATIUN SIATES
" WRITE QUT LULUNN Ht:RUlN\lb :
Yl CONTINVE

READ (1,104 CVCE) I=T/NT)

NZ=NZ+

URITE(2,103) NZ,QTHROVTOT,STAYP,IX,CIV(I), I=NS,NT)
103 FORMATC(1H1,8H CASE NO,13//17H THROUGHPUT RATE=,G12.4/
1 14H TOTAL VOLUME=,G12.4/7H STAYP=,G12.4////
2 3H M=,13//5H TIME,25X+21H STAGE CONCENTRATIONS/
3 A0X,10(5%X,12,5X)/)
TTME=0,
907 WRITE(2,102) TIME,(V(IV(D)),1=NS,NT)
102 EORMAT(FB.2.,4%,9G12.4/(12¥%,0G612.4))
IRCTIME.GE.TMAXY GO TO 151
¢ CALGCULATE RESPONSES




A3
L2

45

151

150

107

99

no 42 1=1,NT

CR=0.

no 43 J=1,N ]
CR=CB+VII*F(T,0,L)
NCIY=CB+ELOATCCT+NLY/NT) »V ()
no AS I=1.NT

vVery=pely

TIMF=TIME+H

6o v 97

CALL ITIMECIZ2Y

12=12-11

WRITE(2:,150) NZ,1I?
FEARMAT(1HO,23H TIME TAKEN FOR CASF NO,I12,2H =,14,5H SECR)
WRTTE(2,102)Y TIME, (V(T),»I=1,NT)
GN T 938

CONTINUE

§TOP

EMD

FTNISH




]
i3%3 61 2 % 31 32 33°6
| =12.?27 n.003 0.009 3.4 0, 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 0. 6. 0. 0. 0. 0. 0. 0.
0. 0.0, 0, 0. 0.0, 0.0, 0.
0N 0?2 =7 045 0.005 0 %, 4 0, 0, 0. 0 0. 0, 0. 0, 0, 0. 0.0, 0. 0.0, 0. 0.0,
n.n. 0 n, 0, 0. 0. 0o, 0.0,
12.35 6 642 =0 _4L0OK O, O, 3.4 0 0H_ 0. 0, 0. 0.0, 0.0, 0_0.0.0_0_0.20, 0.
0. 0. 0 0, 0. 0.0 o,0.0
12.37 =0_003% ~0.001 =45 . 74 0.01 0.005 3.4 0. 0. 0. 0. 0. 0. 0 0. 0. 0. 0. 0. 0.
6. 0 n_. 0. 0. 0. 0, 00,0, 0. 0 o0.
«).02 6 645 =0.005 0,05 =10.02 00114 0, 3.4 0. 0. 0. 0. 0. 0. 0, 0. 0. 0. 0. O.
0O 6. 0 0. 0. 0.0 n,_ 0, 0, 0, 0_0. .
-12 38 =6 642 0.006 12.29 6 .61 =3 416 0. 0, 340.0, 0, 0.0 0_0.0.0.20_0.
N, B=N.0..0. 0. 0, 0.0, 0.0 0 o,

o

0. 0 12.34 =0.01 =0.005 =15.61 0.04 0.02 3.4 0. 0. 0. 0. 0. 0, 0. 0. 0. 0.
0. 0. 0 o, 0. 0,0 o, 0, 0, 9, 0.0
6. 0. 0 =0.05 6.62 =0.011 0,08 ~9.96 0 N2 0. 3.4 0 0. 0. 0. 0. 0. 0 0. 0. 0.
0. 0.0 0. 0. 0,0 0, 0.0, 0,0,
0. 0. 0 =12,29 =A.6% 0. 016 12 13 6 52 =3 44 0, 0, 3.4 0, 0. 0_ 0, 0_ 0. 0. O,
no0., 0 on_ 0. 0,0 o, 0, 0, 0. 0.0, o
0. 0. 0 0. 0. 0, 172.21 ~0_.04 -0_02 =15_24 0,14 0.06 3.4 0. 0 0. 0. 0. 0. 0, O.

n. 0. 0. 0.0.0.0.0.0,0,0.0

0. 0. 0 0. 0. 0. =0.08 6.56 ~0.02 0.17 ~9.82 0.046 0. 3.6 0. 0. 0. 0. 0. 0. O,
n. 0.0 o. 0.0, 0 o0.0,0, 0.0,

0. 0.0 0. 0.0, =12 13 =6 52 0.04 11.67 6.28 3.5 0. 0. 3.4 0. 0. 0. 0. 0. 0.
0. 0.0 0. 0. 0.0 0. 0.0, 0. 0.

N 0. 0 0. 0. 0.0 o. 0, 1,84 =014 =006 =14_16 0.45 0.2 3.4 0. 0. 0. 0. 0.
n.0. 0 o. 0. 0,0 0. 0, 0.0, 0.

N, 0.0 0. 0. 0.0 0. 0. =0.17 6.42 =0.06 0.29 =9 45 0.07 0 .4 0. 0. 0. O.
0. 0.0 0. 0.0,0 o0, 0,0, 0.0,

0. 0.0 0. 0. 0. 0. 0. 0. =11 67 =6.28 0.1 10.47 5 6 =3.67 0 0. 3.4 0. 0. 0.



n. 0.0 o, 0.0, 0. 0,0, 0, 0,0,

n_.o0. 0 0.0.0,0 o, 0.0, 0 010,76 =045 =0.2 =11,463 1 2 0.53 2.4 0. 0.
0O 0. 0.0.0.0,_0 0,0, 0, 0,0,

0. 0.0 0. 0.0,.0 0o, 0.0, 0.0 =0.20 6.05 =0.07 0.4 -8.6 0.1 0. 2.4 0. 0.
0. 0.0 0. 0. 0.0 0, 0.0.0. ‘

0. 0. 0 0. 0. 0.0 0. 0.0, 0. 0. =10.47 =5.6 0.27 7.63 4.0 =4.03 0. 0. 2.4 0.

0.0 0. 0.0.0.0.0.0.0,0.

0. 0. 0 0.0, 0,0 0,00, 09,00 0.0, 803 =1,2 «0.53 =-10.14 1.23 0.55
2.4 0 n_ 0. 0. 0. 0_ 0.0, 0,0, 0,
0. 0. 0 0. 0.0.0 0.0.0,0.0.0 0. 0. =0.65.2=0.170.49 =7.45 0.2 0.
2.4 0. 0. 0. 0. 0. 0. 0. 0, 0, 0, }
n. 0.0 0. 0.0.0 0.0.0, 0. 0.0.0.0. 7.3 =6.00.63 7.25 3.82 ~3.07 0.
N, 2.4 0_0.0.0.0,0.0., 0, 0.
A, 0.0 o 0,0 0 0,0,0 0 0_ 0 0.0, 0 0,0, 7. .74 =123 =055 ~9_32
1.30 0.462 2.6 0. 0, 0.0, 0. 0. 0. 0. '
"0, 0 0. 0.0,0 0,0, 0, 0 0 0 0.0, 0_0.0, =0.49 505 =012 0.63
7.08 015 0. 2.4 0 0. 0. 0. 0. 0.0
n. 0 0. 0. 0.0 @, 0. 0. 0. 0. 0. 0. 0. 0. 0. =7.25 =3%3.28 0.67 6.29
29 =3 47 0. Uu. 2.4 0, N, v, 0. 0
0. 0 0.0.0.0 6.0.0,0, 0.0 0_0.0.0.0.0.0.0 6.92 «1.39 =0.62
7.7y 0,77 2,40, 070, 0, 0, _
0.0 0. 0.0,0 o, 0.0, 0 00 0,0 0.0.0.0,0._0 =0.6% 4.68 =0.15

73 =6 33 0.17 0. 2.4 0, 0. 0. 0. .
0. 0 0. 0. 0. 0.0.0.0.0.0.0.0.0.0.0.0.0.0.0 =6.29 =329 0.77
27 2.22 =-3.34 0. 0., 2.4 0. 0. 0.
0. 0 0. 0. 0.0 o, 0,0 09, 0.
1.7 =n0. 77 =4 B 2.0 0,86 2.6 0, 0.
OO0 o, 0.0, 0 o, 0, 0, 0. 0.
0% =0 17 0.61 =5.34 0,146 0, 2 4 0
0.0 0. 0.0.0 o. 0.0, 09 0.0.0,0.0.0.0,0.0.0 0. 0.0, =4.27

S A DODI DWDH

0. 0. 0. 0. 0.0, 0.0.0 0.0.0.5.0

0. 0. 0. 0. 0. 0.0, 0.0 0.0 0, ~073

>WwW ot




2.4

0.

-2.22 0 94 1.79 0.94 =3.4 0.

0!

n on. 0.0, 0 o, 0,0 0 00,

n.

2.4 =2. 0 =-0.86 ~2.56 0,396 0,158

0’

4,

n, 0,

0

0

n.

0.016

-0 61 ?2.94 =0.14 0 07 ~2.849

n. o o. 0, 0,0 0.0, 0, 0. 0.
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A 2: LISTING OF THE ANALYSIS PROGRAY



e

IF(TIME-299.234,35,35 1 | e R
35 SUM3=SUM3¢DT/3. R L N - ' o L
TOTAL=SUM] +SUM2+SUM3 _ TeTAL  PEOK ARcds ‘ '
P1=(SW41/T0OTALI«100. : , ‘ e

P2=(SUM2/TOTALI®*100. R PERc@VTAsE oF BAcH CoMPoNENT
P3=(SUM3/TOTALI®100. ~ ol o v e MIXTORE :

PRINT.PI.PZ,PS ) ' T . :
END oL - : E , . _ P
FTIT1IsIITTITIIIRXIT © - _ B ‘ ]

-

e orm——




READ,COUNT

APPENDIX B

CONSTANT FoR A VARIABLE TIME RASE

40 READSS
IF (5*1-0)40p40)43

T=s7 Leor FeR MARKER VOLTAGE

A3 DT=60./COUNT
‘TIME=0-

eee—— TimE.  BasE CALCOLATED

.4 READ,A
TIME=TIME+DT

_IF (TIME-14245555
) SUM:O-

— oPreE  SETTING RovTING

g8 READ,B

TIME=TIME+DT
IF (TIME-171+265751

6 SUM=SUM+B

GO TO 8
7 SuM=SUM+B

sum1=0. :
1S READ,C,D
TIME=TIME+2.* DT

IF (C-AV1)51,51,12

12 C=(C-AV1)*4a,
SUM1=SUM1 +C+(D-AV1)*2.
51 CONTINUE

IF (TIME-400.)15,16,16
16 SUM1=SUMI*DT/3 .

AV1=SUM/C(CTIME-1.>/DT

— : ~IR<T BAcE Livg CALCULATION

I AcETDNE PEAR AREA L Rovmime

SuM =0.

20 READ,E
TIME=TIME+DT
IF (TIME-410.)18,195,19
18 SUM=SUM+E .
GO T0 20

19 SUM=SUM+E

. SuM2=0.
| 24 READ,F»G

. TIME=TIME+2.%DT

; IF (F-AV2)52,52,23
23 F=(F-AV2)* 4.

:A SUM2=SUM2+F +(G-AV2)*2 .

.. 52 CONTINUE

: IF (TIME-S‘(B-)QA:QS:QS

SUM=0. )
30 READ,H

TIME=TIME+DT
IF (TIMZ-553.)27,28,28
27 SUM=SUM+H
GO TO 30

28 SUM=SUM+H

AV2=SUM/(CTIME-400.3/DT) |

25 SUM2=SUM2%DT/3. L

AV3=SUM/((TIME-543- y/DT) ¢

S SEcu~D BASE LiNE  CALEULmTIoN

e e iso ?IZO?"Q'N'JL. ?I-AK AREA Ao wrrars

N— THIRD  BASE LinE QAL ColerTT S0V

suM3=0.
‘34 REAC,P»®
CTIME=TIME+2.xDT

1F (P-£V3)53,53,33

33 P=(F-AVU3)* 4.
SUM3=SUM3+P+(Q—AV3)*2.
53 CONTINUE

*,35<smma-359.>3a.:5,35

e METHANS.  Fabr ARE .‘;' BouTi s




A4: TABLES OF RESULTS.




MOLES OI'" FEED & PRODUCTS . —

Feed Bottom Top
Xq 0.475 0.0076 0.467

X5 0.05 0.021 0.029
XB 0.475 0.471 0.0030
PLATE NO. ‘LIQUID COMPOSITION VAPOUR COMPOSITION EQUILIBRIUM CONSTANT
‘ Xq Xs x5 T - T2 y5 kl k2 k5
REBOILER 0.01514 0.0416 0.942%2 0.05735 0.08377 0.8589 3.794 2.01 " 0.210
1 0.043%328 0.0697 0.8870 0.1497 0.1267 0.723%5 3.465 1.817 0.815

2 0.1048 0.098%6 0.7968 '0.3092 0.1505 0.5401 2.942 1.531 0.678

3 0.2112 0.114% 0.6746 ~0.5002 0.1401 0.359 2.369 1.225 0.53%3

4 "0:%384 0.1073 0.5542 0.6514 0.1088 0.2397 1.926 1.015 0.432

-5 0.4293  0.08644 0.4743 0.7295 0.07866 00.1817 1.683 0.909 0.383

6 0.54329 0.0989 0.3570 0.7987 0.08192 0.119% 1.469 0.827 0.%334

7 0.6623 0.1055 0.2321 ~ 0.8505 0.08113 0.06824 1.283 0.768 0.2%4

8 0.7659 0.1039 0.13% 0.8882 0.07684 0;05488 1.16 0.73%9 0.268 w
9 0.8412 0.0954 0.0633% 0.9144 0.0694 0.01612 1.086 0.727 0.254 S
10 0.8936 0.08049 0.0258 0.9352 0.0583 0.0064  1.074 0.724 0.248

TOP PRODUCT 0.9352 0.0583 0.0064

TABLE R.S.S.10




MOLES OFF FEED & PRODUCTS

PLATE NO.

REBOILER

O 0O~ 0wy & W -

-
O

TOP PRODUCT

Feed
Xy 0.475
Xo 0.05
xB 0.475

LIQUID COMPOSITION

*1
0.0088
0.0276
0.0764
0.1796
0.3329
0.4748

0.652

0.7787
0.8491
0.8892
0.9174
0.%421

X2
0.0431
0.0768
0.1192

0.1547

0.1578
0.1292
0.1397
0.1322
0.1169
0.0986
0.0786
0.0568

*3
0.9483%
0.8956
0.8044
0.6657
0.5092
0.3959
0.2083
0.08903%
0.03%33%86
0.01205
0.003%9
0.0009

Bottom

0.0044
0.022
0. 474

Top

0.471
0.028
0.0005

VAPOUR COMPOSITION

I
0.0339
0.0989
0.2366
0.4
0.6304
0.7486
0.8331
0.88
0.9068
0.9256
0.9421

J2
0.08802
0.1446
0.1919
0.1962
0.1579
0.1121
0.1072
0.0969
0.08476
0.071%6
0.0568

I3
0.8781
0.7564
0.5713
0.3626
0.2116
0.13%391
0.0591
0.0229
0.0084
0.0029
0.0009

EQUILIBRIUM CONSTANT

ky

3.845
2.577
2.097
2.455
1.8%4
1.576
1.278
1.13%0
1.068
1.04

1.027

TABLE (

k

k

2 “3
2.044  0.926
1.885 0.844
1.609 0.71
1.267 0.545
1.0 0.415
0.868  0.352
0.766  0.286
0.7%3 0.257
0.725 0.246
0.722  0.244
0.72% . 0.244
) R.S.S.11




MOLES O FEED & PRODUCTS

Feed Bottom

Xy 0.475 0.0029

)

0.05 0.022

X5 0.475 0.4746

PLATE NO. LIQUID COMPOSITION

X, X, X5
REBOILER 0.0059  0.0449  0.9492  O.
1 0.0199  0.0846  0.8955  O.
2 0.06118 0.1422  0.7966  O.
3 0.1620  0.2019  0.6360  O.
4 0.3344  0.2217  0.4438  O.
5 0.5107 0.1868 0.3024  O.
6 0.7004 _0.1795  0.1201  O.
7 0.8075  0.1532  0.039%  O.
8 0.8627  0.1252  0.0119  O.
9 0.8971  0.0993  0.00355 O.
10 0.9229  0.0759

TOP PRODUCT 0.0447

0.055

Top
0.472
0.027
0.0001

VAPOUR COMPOSITION

Ty P

0227 0.0925
0722 0.1617
1933 0.2333
4002 0.2571
6117 0.2152
7Ho2 0.1545
8348 0.1%36
8791 0.1112
0066 0.0905
0272 0.0718

Y

0.00101  0.%447 0.05495

0.0002

Iz

0.8847
0.7660
0.5733
0.3426
0.1729
0.0962
0.0315
0.0096
0.00289
0.00086
0.0002

'TABIE ( ) R.S.S.13%

143




MOLES OF FEED & PRODUCTS

Feed Bottom Top
Xy 0.475 0.0026 0.47%
X5 0.05 0.0227 0.0272
X3 0.475 0.4746 0.00009

PLATE NO. LIQUID COMPOSITION - VAPOUR COMPOSITION EQUILIBRIUM CONSTANT

Xq Xq x5 ¥ Yo y3 k1 k2 k3
Mol.Fr Mol.Fr Mol.Fr Mol.Fr Mol.Fr Mol.Fr
REBOILER 0.005%3 0.0454 0.9493 0.0205 0.0936 0.8858 3.877 2.061 0.933
1 0.018% 0.0867 0.8949 0.0666 0.1662 0.7670 3.63%5 1.916 0.857
2 0.0579 0.1489 0.7931 0.18%24  0.2451 0.5714 3.167 l.e46 - 0.720
3 0.1579 0.2166 0.6254 0.3898 0.2753 0.33%348 2.468 1.271 0.535
4 0.3349  0.2424  0.4226 0.6056 0.23%0 0.1613 1.808 0.961 0.381
5 0.5198 0.2062 0.2739 0.7470 0.1684 0.0845 1.437 0.816 0.308
6 0.7075 0.191r 0.1013 0.832% - 0.1416 0.0261 1.176 0.74 0.256 e
7 0.8098 0.1589 0.03123 0.8871 0.1152 0.0076 1.083 0.724 0.243% N
8 0.8636 0.1273 0.00907 0.9058 0.0919 0.0022 1.048 0.722 0.241
9 0.8979 0.0994 0.00258 0.9275 0.0718 0.0006 1.0%3 0.722 0.241

-
O

0.92729 0.0753 0.0007 0.9452 0.0545 0.0002 1.023 0.772 O.244
TOP PRODUCT 0.9452 0.0545 - 0.0002

TABLE ( ) R.S.S.14




MOLES OF FEED & PRODUCTS

PLATE NO.

REBOILER

TOP PRODUCT

%1
X2
*3

Feed Bqttom
0.465 0.0011
0.05 0.0145
0.485 0.484

LIQUID COMPOSITION

X1
0.0022
0.0077
0.0256
0.0778
0.2001
0.3897
0.5999
0.7415
0.8185
0.8658
0.9006
0.9287

X2
0.0291
0.0569
0.1029
0.1677
0.2267
0.2321
0.2387
0.2058
0.1661
0.1297
0.09817
0.07092

*3
0.9687
0.9354
0.8714 -
0.7545
0.5733
0.3782
0.161%
0.0527
0.0154
0.00437
0.0012
0.0003%

Top
O.464

0.0%354
0.00015

- VAPOUR COMPCSITION

I
0.0086
0.02955
0.0905
0.2%31
0.4543%
0.6546
0.7726
0.8367
0.8762
0.9052
0.9287

I
0.0615
0.1153
0.1908
0.2596
0.2659
0.2107
0.1833
0.1502
0.1199
0.09%6
0.07092

I3
0.9298
0.8552
0.7187
0.5073%
0.2796
0.1345
0.043%95
0.0129
0.0037
0.001
0.0003

EQUILIBRIUM CONSTANT

ky

3.954
3.818
3.529
2.991
2.272
1.679
1.287
1.123
1.071
1.045
1.031

TABLE (

k

k

2 3
2.111  0.959
2.025  0.914
1.853  0.825
1.548  0.672
1.17%  0.487
0.907 0.355
0.768  0.272
0.729 0.245
0.722  0.239
0.722  0.2%9
0.722  0.243

) R.S5.5.16
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" MOLES OF FEED & PRODUCTS

PLATE NO.

REBOILER

O VW OOV &V H

—

TOP PRODUCT

X1
0.0110

0.0373
0.1106

. 0.2649

0.4637
0.6122
0.7767
0.8569
0.8976
0.9234
0.0428
0.9588

x, 0.485 O.
X, 0.05 0.
X3 0.465 0.
LIQUID COMPOSITION
X2 X3
0.0589 0.9299
0.1097 0.8531
0.1764  0.7129
0.2250 0.5101
0.2134 0.3229
0.1643 0.22%6
0.145% 0.078
0.1194> 0.0237
0.0955  0.00694
0.0746  0.002
0.0566  0.0006
0.0409  0.0001

Feed Bottom

006
029
1649

Top

0.479

0.021
0.00007

VAPOUR COMPOSITION

1
0.0416

0.1272.

0.3072

0.5392 -

0.7123
0.8071
0.8738
0.9078
0.9293
0.9454
0.9588

T2
0.1181
0.1960
0.2527
0.2391
0.1818
0.1279
0.1063
0.0864
0.069°
0.0539
0.0409

I3
0.8402
0.6768
0.4401
0.2218
0.1059
0.0650%
0.0198
0.0058
0.0017
0.0005
0.0001

EQUILIBRIUM CONSTANT -

ky

3.781
3.410
2.776
2.036
1.536
1.318
1.125
1.059
1.035
1.023
1.016

ks

2.005
1.788
1.432
1.062
0.852
0.778
0.731

- 0.729

0.722

0.723
0.724

Kz

0.903

- 0.793

0.617
0.434
0.3%28
0.290
0.253%
0.244
0.243%
0.245
0.246

TABLE ( ) R.S.S.17
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MOLES OF FEED & PRODUCTS

PLATE NO.

REBOILER

W 0~ 0N & W

=
O

TOP PRODUCT 0.9284

Feed Bottom

x; 0.465 0.0012
0.05 0.0145
0.485 0.484

Xo
%3

LIQUID COMPOSITION

Top
O.464

VAPOUR COMPOSITION

X X

X

Y

Y

Y

0.0355 |
0.0002 |

1 2 =3 1l 2 3

Mol.Fr  Mol. Fr Mol. Fr '
0.0025  0.0289 0.9686  0.0098  0.0611  0.9291
0.0086  0.0557  0.9356  0.0%28  0.1128  0.8544
0.0277  0.0989  0.8735  0.0976  0.1828  0.7196
0.0817  0.1572  0.7612  0.2441  0.2431  0.5127
0.20%8  0.2074  0.5888  0.4648  0.2445  0.2906 w
0.3877  0.2085  0.4037 - 0.6610  0.1916  0.1473 n
0.5043  0.2216  0.1841  0.7769  0.1716  0.0514
0.7391  0.1967  0.0641  0.8400  0.1439  0.0159
0.8180  0.1622  0.0197  0.8779  0.1172  0.0048
0.8654  0.1288  0.0058  0.9056  0.0929  0.0014
0.8999  0.09842 0.0016  0.928%  0.0711  0.0004

0.0711  0.0004
TABLE (. ) R.S.5.18




MOLES OF FEED & PRODUCTS

Feed Bottom Top

X, 0.485 0.006 0.479
Xs 0.05 0.0292 0.208
X3 0.465 0.465 0.000099
PLATE NO. LIQUID COMPOSITION VAPOUR COMPOSITION
Xl X2 X5 Yl ' Y2 Y5
Mol.Fr Mol.Fr Mol.Fr
REBOILER 0.0121 0.0583% 0.92%6 0.0456 0.1165 - 0.8379
1 0.04002 0.1068 0.8532 0.1361 0.18S9 0.6741
2 0.1154 0.1679  0.7167 0.3189 0.2395 0.4414
e 3 0.2678 0.2093 0.5228 0.5471 0.2233% 0.2296
L 0.4579 0.1958 0.3463% 0.7148 0.1687 0.1165
5 0.5976 - 0.1503 0.2520 0.8059 0.1184 0.0755 ®
6 0.7680 0.1276 0.0943% 0.8745 0.1011 0.0243 @
7 0.85%6 0.1159 0.0304 0.9085 0.0839 0.0075
8 0.8961 0.0%46  0.0093 0.9293% 0.0684 0.0023
- 9 0.9222 0.0751 0.0028 0.9%449 0.0543 0.0007
10 0.9417 0.0575 0.0008 0.9581 0.0416 0.0002

TOP PRODUCT 0.9581 0.0416 0.0002

TABIE ( ) R.S.S.19




MOLES OF FEED & PRODUCT

Feed Bottonm

Top

x; 0.475 0.00004  0.475

X5

PLATE NO. LIQUID COMPOSITION

Xy Xy X5
REBOILER 0.00011 0.0008  0.9992
1 0.0004  0.0016  0.9980
2 '0.0015- 0.0031  0.9954
3 0.0052  0.006 0.9887
4 0.018%  0.0114  0.9703
5 0.06183 0.02074%  0.9174
6 0.0663 _0.0259 ~ 0.9078
v 0.0812  0.0%66  0.8822
8 0.1%300  0.05668 0.8133%
9 0.2679  0.0846  0.6474
10 0.5314  0.0992  0.3693%

TOP PRODUCT 0.7981 0.0829 0.1251

0.05 0.00031
Xz 0.475 0.399

0.049
-0.075

VAPOUR COMPOSITION

T

0.0004
0.0016
0.00586
0.0207 .
0.0701
0.2113

. 0.2233

0.2624
0.3726
0.583%4
0.7918

- TABLE (

I

0.0017
0.0034

0.0067

0.0128
0.0234
0.03728

.0.0458

0.0619
0.08432

0.0959%
0.0829

) R.Sok)o

Iz

0.9979
0.9949
0.9873
0.9664
0.9065
0.7514
0.7308

0.6757

0.5429
0.3205
0.1251

20
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MOLES O FEED & PRODUCTS

Feed Bottonm Top

Xy 0.465 0.00004  0.465
X5 0.05 0.0003% 0.0497
X3 0.485 0.299 0.0851

PLATE NO. LIQUID COMPOSITION VAPOUR COMPOSITION
X1 ’ X2 X3 Yl Y2 Y5
REEBOILER 0.0001 0.0007  0.9992 0.00043  0.0016 0.9979
: 1 0.00038 0.0015 0.9981 0.00157 0.00329 0.9951
2 0.0014- 0.0029 10.9956 0.0056 0.0065. 0.9878
3' 0.00501 0.0058 0.9892 0.02 . 0.012 0.9675
4 0.0177 0.011 0.9713 0.0679 0.0227 0.20%4
5 0.0599 0.0201 0.9199 0.2059 0.0363% 0.7577
6 0.0637 , 0.0246 0.9117 . 0.2162 . 0.043%9 0.7398
7 0.0765 0.0342 0.8893 0.2503 0.0586 0.6910
8 0.1192 0.0525 0.8283 0.3503 0.0803 0.5693%
9 0.2442 0.07963 0.6762 0.5553% 0.09%9 0.3%507
10 0.5C04  0.0967 0.4029 0.7752 0.0829 0.1418

TOP PRODUCT 0.7752 0.0829 0.1418

TABIE ( ) R.S.S.21

12343



MOLES OF FEED & PRODUCTS

Feed Bottonm Top

x,0.485 0.00004  0.485
x,0.05  0.0003  0.0497
x;0.465 0.399  0.065
PLATE NO. LIQUID COMPOSITION VAPOUR COMPOSITION
X, X, X, A Y,
REBOTIER ~ 0.0001  0.0008  0.9991  0.0005  0.0017  0.9978
1 0.0004  0.00164 0.9979  0.00168 0.0036  0.9949
2 0.0015  0.0032  0.9952  0.00606 0.00702  0.9868
3 0.0054  0.0063  0.9883  0.0214  0.013%  0.9651
. 4 0.01887 0.0119  0.9692  0.7232  0.02434  0.9033
5 0.0638  0.0216  0.9146  0.2169  0.0386  0.7444
6 0.0601 - 0.0275  0.9033  0.2311  0.0482  0.7206 X
7 0.08079 0.0396  0.81%5  0.2764  0.06593 0.6576
8 0.14%%  0.0617  0.7949  0.398%  0.0889  0.5126
9 0.2960  0.0905  0.6135  0.6137  0.09797  0.2882
10 0.5652  0.1017  0.3331  0.8085  0.08287 0.1084

TOP PRODUCT 0.8085 0.0828 0.1084

TABIE ( ) R.S.S.22
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