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Abstract 

In this thesis we use various techniques to investigate the occurrence of trapped modes in 

the presence of thin obstacles. Physically trapped modes are oscillations of finite energy 

in a fluid which is unbounded in at least one direction. These oscillations mainly occur 

locally to some structure and decay to zero at large distances away from it. Trapped 

modes are important as they have been found to exist in a wide range of physical 

situations. 

We consider a number of problems in two and three dimensions including waveg

uides containing bodies and arrays of identical structures. A modified residue calculus 

technique, a variational technique and a method based on the truncation of matched 

eigenfunction expansions are used to solve the problems, with numerous results pre

sented. 
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Chapter 1 

Introd uction 

Free oscillations are widely observed phenomena in the physical world. A familiar ex

ample is the simple pendulum which will continue to oscillate for a long time after being 

set in motion. A 'trapped mode' is a free oscillation of finite energy within a fluid which 

is unbounded in at least one direction. Trapped-mode oscillations are mostly confined 

to the vicinity of a structure and rapidly decay to zero at large distances away from 

that structure. Physically trapped modes are important because they are associated 

with resonances in forced initial-value problems. A forced motion at a frequency near 

a trapped-mode frequency can set up large fluid oscillations which may cause consid

erable damage to a structure, even though the oscillations are limited by the action of 

nonlinearity and viscosity. 

The classical example of a trapped mode, which has been observed in the ocean, is 

the simple exponential solution based on linear water wave theory and derived by Stokes 

(1846). This so-called edge wave is trapped above a sloping beach, propagates along 

the shoreline, and decays to zero away from the shore. Little interest was shown in the 

solution for over a hundred years, but recently other examples of these trapped modes 

have been found to exist in a wide range of physical situations. A review of some of 

the recent developments in the theory of trapped modes in water waves is presented by 

Evans and Kuznetsov (1997). 

The occurrence of trapped modes in the air, where they are known as acoustic 

resonances, was bought to the forefront by a series of papers by Parker (1966) and (1967). 

A discussion of the importance of acoustic resonances and how they have been observed 

in a wide range of engineering situations was given in a review paper by Parker and 

Stoneman (1989). These situations include flow-induced vibration of cooler tubes, the 
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vibration of blades in axial-flow compressors and other turbo-machines, and noise and 

vibration from support spokes and corner vanes in pipe or duct systems. An extensive 

list of references on the subject is also provided. 

In this thesis we consider a number of different theoretical problems concerning 

trapped modes in the vicinity of thin obstacles and approach each problem from an 

acoustical viewpoint. The field equation for small time-harmonic acoustic perturbations 

is the Helmholtz equation, which is derived by separating the time factor exp( -iwt) 

from the three-dimensional wave equation 

(1.0.1) 

where w is the frequency of oscillation and Cs is the speed of sound. If we look for a 

solution to (1.0.1) in the form 1>(x, y, z, t) = W[4>(x, y, z) exp( -iwt)] we obtain 

k = wlcs> (1.0.2) 

where the complex-valued function 4> is the time-independent acoustic potential. 

Although we use an acoustic interpretation of each problem the model has physical 

relevance in other fields, as it can be shown that the Helmholtz equation (1.0.2) arises in 

a number of different areas of technology such as quantum mechanics and electromag

netism as well as in water-wave theory. A review of some of the different applications 

of the Helmholtz equation is given by Liboff (1999). 

The boundary conditions used on the surfaces of bodies in this work are either 

Neumann conditions (the so-called sound-hard acoustic condition) 

04> = 0 
an ' (1.0.3) 

where 11 is the unit normal to the surface directed into the fluid, or Dirichlet (sound-soft) 

conditions 

4> = o. (1.0.4) 

In the acoustic field the Neumann condition is interpreted physically as a rigid boundary 

on which the normal velocity of the fluid is zero and the Dirichlet condition is a 'pressure 

release' boundary, where the pressure of the fluid is zero. 

In this thesis various sets of integers are often used. To keep the notation consistent 

we define the set of integers by 2, the set of non-negative integers by No and the set of 

positive integers by N. 
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Overview of thesis 

The thesis is thus organized as follows: 

We divide the thesis into two parts, with part I consisting of the two-dimensional 

problems considered in chapters 2-5 and part II consisting of the three-dimensional 

problems considered in chapters 6-8. 

• Chapter 2 

We consider a two-dimensional waveguide consisting of a pair of parallel-plate 

waveguides coupled laterally by a finite length hole in the common boundary. The 

pair of waveguides are assumed to have different widths and trapped modes are 

sought in various frequency bands. 

• Chapter 3 

In this chapter we consider the same waveguide as in the previous chapter and 

assume that the pair of waveguides are of equal width. The problem is equivalent 

to a parallel-plate waveguide containing a finite length thin plate placed on the 

centreline and parallel to the guide walls. The symmetry properties of the guide 

allow us to provide a simpler formulation to that of the previous chapter. 

• Chapter 4 

We move the plate off the centreline of the waveguide and seek trapped modes 

in a parallel-plate waveguide containing a finite length thin plate placed off the 

centreline and parallel to the guide walls. The work in this chapter forms part of 

the publication Linton et al. (2002). 

• Chapter 5 

We consider a two-dimensional array of equally spaced infinite length parallel 

plates each containing an identical finite length gap and arranged so that the 

line of symmetry passes through the mid-point of each gap. The trapped modes 

sought in this chapter differ from the trapped modes in previous chapter as the 

modes here travel through the gaps of the array. The trapped modes are known 

as Rayleigh-Blodl waves and are similar to Stokes' edge waves mentioned earlier. 

• Chapter 6 
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We seek trapped modes in a three-dimensional waveguide formed by rotating the 

waveguide considered in chapter 2 about one of the outer waveguide walls. The 

waveguide consists of two concentric circular cylindrical waveguides coupled lat

erally by a finite length gap along the axis of the inner cylinder. 

• Chapter 7 

We consider the waveguide formed by rotating the waveguide considered in chap

ter 2 about its line of symmetry. The waveguide consists of a pair of different 

width planar layers coupled laterally by a circular hole in the common boundary. 

The case when the planar layers are of equal width is also considered, i.e. the 

waveguide formed by rotating the waveguide in chapter 3 about the line of sym

metry perpendicular to the walls. When the layers are equal width the problem is 

equivalent to a disc on the centreline of a planar wave guide. We finally consider 

the case of a number of discs placed on the centreline of a planar waveguide. 

• Chapter 8 

We consider a cylindrical waveguide with an annular cross-section containing a 

number of identical finite length thin radial plates equally spaced around the guide. 

The problem extends work done by Linton and McIver (199$b), who considered 

the case of a circular cylindrical waveguide containing a number of radial fins. 

• Chapter 9 

We present conclusions from the work in this thesis. 
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Part I 

Two-Dimensional Waveguides 
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Chapter 2 

Two-dimensional laterally coupled 

waveguides 

2.1 Introduction to the problem 

In this chapter we seek trapped modes in a two-dimensional laterally coupled waveguide. 

The waveguide considered here consists geometrically of a pair of two-dimensional par

allel plate waveguides coupled laterally through a finite width window in the common 

boundary. The problem has been approached from an acoustical point of view, although 

it is shown in section 2.2 that the model also has physical relevance in quantum mechan

ics as the field equation and boundary conditions can be shown to be the same in both 

situations. The geometry of the problem is defined by two non-dimensional parameters, 

these being the width of the window in the common boundary compared to the width of 

the whole guide and the height of the window compared to the width of the full coupled 

guide (2ald and bid, respectively, in figure 2.1). 

This chapter is presented in the following manner. After a brief discussion in sec

tion 2.2 of previous work done on problems involving two-dimensional laterally coupled 

waveguides we formulate the problem in section 2.3, and show that there exists a cut-off 

frequency below which waves cannot propagate to infinity within the guide. 

In section 2.4 various techniques are used to investigate the existence of trapped 

modes below this first cut-off. The first method used in section 2.4.1 is the modified 

residue calculus technique. The method firstly produces an approximate solution for the 

trapped-mode frequencies which is highly accurate for all but very small window widths. 

This approximation provides a very useful insight into how to solve the full problem in 
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a numerically efficient way. The full problem is then solved and numerical results pre

sented, together with a comparison between the approximate and full solutions. When 

looking below the cut-off trapped modes can be found by either fixing the width of the 

window or the height of the window and varying the other parameter. The results show 

that trapped modes occur for any size window width or height. The modified residue 

calculus method does not provide a rigorous proof of the existence of trapped modes, 

but can be used to prove the existence of trapped modes for a sufficiently long window. 

Such a proof, however, is not presented in this chapter. In section 2.4.2 we use a varia

tional argument to prove the existence of trapped modes for a sufficiently wide window 

and also provide estimates to the trapped-mode frequencies. It is shown that the upper 

bound of these estimates provides a very good approximation to the actual computed 

trapped-mode frequencies. 

Trapped-modes are sought above the first cut-off and below the second cut-off in 

section 2.5. Between the two cut-offs the problem permits two wave-like modes in the 

window region and one mode which can propagate down the guide. A modified residue 

calculus technique is used and the method allows the amplitude of the propagating 

mode to be set to zero. The trapped mode frequencies are shown to correspond to the 

intersection of two lines (coming from the two wave-like modes in the model). When 

looking for trapped modes above the first cut-off the number of parameters we can fix 

is reduced by one. The only parameter we are able to fix is the height of the window 

and trapped modes occur only for specific window widths. 

In section 2.6 existence of trapped modes between the second and third cut-offs 

is discussed. Trapped modes above the second cut-off correspond to the intersection 

of three sets of lines, but for this particular problem no solutions appear to exist. A 

summary of the results obtained in the chapter is presented in section 2.7. 

2.2 Background 

Some basic mathematical results 

It is useful to state some mathematical results that will be used later. 

The work here briefly describes the relationship between trapped modes and eigen

functions of the Laplace operator in unbounded domains (in this case the unbounded 

domain being the waveguide). 
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We are trying to find values of A for which there is a non-trivial solution <p(x, y) to 

the boundary-value problem 

(2.2.1) 

subject to some appropriate boundary conditions. The problem is a spectral problem 

in which A is the spectral parameter and the spectrum is a sub-set of the semi-interval 

[0,(0), see, for example Jones (1953). 

If a non-trivial potential <p can be found which satisfies (2.2.1) and the boundary 

conditions (including a condition requiring exponential decay at infinity), then the value 

A corresponding to the potential <p is an eigenvalue of the problem. In terms of spectral 

theory of operators the eigenvalues A make up the point spectrum of the problem. 

If a value of A is found that it produces a non-trivial potential <p that satisfies (2.2.1) 

and the boundary conditions, grows as x ....., ±oo not faster than polynomially (i.e. not 

as exp Ix!) and is non-zero as x ....., ±oo then in spectral terms we say that the value 

A belongs to the continuous spectrum of the problem. The potentials corresponding to 

values of A belonging to the continuous spectrum do not correspond to trapped modes 

as they do not satisfy the decay condition. 

Another term commonly mentioned in spectral terminology is the essential spectrum. 

The essential spectrum consists of the continuous spectrum including any eigenvalues 

embedded in the continuous spectrum. 

The spectral terminology can be directly related to the theory of trapped modes. 

The eigenval ues of the full problem are related to the trapped-mode frequencies, and 

the corresponding potentials (eigenfunctions) are trapped modes. Potentials relating to 

the values of A in the continuous spectrum are known as propagating modes. 

Most of the work on quantum waveguides described below uses this spectral termi

nology, but a comparison can be made with the associated trapped mode problem in 

acoustics. 

Motivation behind the problem 

The recent rapid development in nanoelectronics has bought about a remarkable progress 

in semiconductor physics. The most spectacular progress has been concerned with 

fabrication techniques of microscopic structures of pure semiconductor material. When 

dealing with these small structures the term mesoscopic physics is often used. More 
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details of the key features found in these systems and a guide to the physical literature 

can be found in the review paper by Duclos and Exner (1995). 

These microstructures tend to have certain common properties: (a) small size (typ

ically tens to hundreds of nanometres (lnm = 1O-9m)); (b) high purity (the electron 

free path can be a few micrometres or even larger); (c) crystalline structure; (d) the 

wavefunctions are usually suppressed at the boundaries between different semiconduc

tor materials. The description of an electron moving in mesoscopic systems is governed 

by the many-body Schr6dinger equation describing its interaction with the lattice atoms 

including many impurities. Combining the properties (a)-(d) allows us to simulate the 

electron motion inside the microstructure as a free (spinless) particle living in the cor

responding spatial region with th Dirichlet condition on its boundary; an interaction 

term must only be added if the whole structure is placed into an external field. 

The waveguides for these problems, often referred to as quantum wave guides, have 

a direct relation to classical acoustic and electromagnetic waveguides. The basic equa

tions for these cases, the Schrodinger and wave equation are different but for stationary 

problems involving free electrons or particles, both reduce to the Helmholtz equation in 

the appropriate region. A free electron is considered as it has no potential energy and 

so the potential term in the time-independent Schrodinger equation is set to zero. 

A lot of previous work on quantum waveguides or quantum wires, as the two

dimensional quantum channels are sometimes known, involves the study of bound-states, 

which are isolated (resonant) eigenvalues below the threshold of the continuous spec

trum. Work in this area is both experimental, see for example Carini et al. (1992) and 

theoretical, see Duclos and Exner (1995). These problems are important from a phys

ical point of view as these eigenvalues and resonances have great influence on electron 

transport in mesoscopic systems. 

One area of recent study is laterally coupled quantum waveguides. These guides 

consist of two straight parallel waveguides containing a window in the common boundary. 

Experimental observations of a waveguide with a similar configuration are found in 

Hirayama et al. (1992) and Hirayama et al. (1993) who considered two parallel in

plane-gated wires coupled by a ballistic window. A numerical model, based on classical 

rebound effect in a straight wire for the experimental specification described in Hirayama 

et al. (1992), was provided in Takagaki and Ploog (1994). 

Kunze (1993) found analytic expressions for the transmissivity along a wire coupled 
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either to infinite space or to another wire via a small hole. The work shows that there are 

energies at which resonances or quasibound states in the wire become possible. These 

quasi bound states cause a sharp downward dip in the conductance plots for the wire. 

Work by Exner et al. (1996) explores the bound states and scattering in quantum 

waveguides again coupled laterally through a boundary window. A modification of 

the variational technique presented in Evans, Levitin, and Vassiliev (1994) is used to 

show that the system always has at least one bound state for any window width. A 

variational technique similar to that used in this chapter also provides estimates to 

the trapped-mode frequencies. The problem is solved using a mode-matching technique 

which shows the corresponding wave functions and how the bound-state energies depend 

on the parameters of the problem. The work also presents a discussion on how the first 

eigenvalue emerges from below the continuous spectrum as the window opens. Work 

by Bulla et al. (1997) showed that if the window was small enough so that only one 

simple eigenvalue below the essential spectrum was present, this eigenvalue could be 

bounded from below. The work by Exner and Vugalter (1996) extended this paper by 

using a variational method to show that for a sufficiently small window a two-sided 

asymptotic estimate for the gap between the essential spectrum and this eigenvalue 

could be obtained. 

The case of a coupled waveguide containing a finite number N of windows in the 

common boundary was considered in Exner and Vugalter (1997). It was shown that if 

the windows are small enough there is just one isolated eigenvalue. Upper and lower 

bounds of the gap between this eigenvalue and the continuous spectrum are found using 

a variational approach. 

2.3 Formulation 

The problem consists of a pair of two-dimensional waveguides of widths band c (=d - b), 

and for convenience we assume that b is greater than d/2, coupled laterally through a 

window of width 2a in the common boundary. The case when b = d/2 is considered 

separately in chapter 3. Cartesian axes are chosen so that the x-axis coincides with 

the lower boundary of the waveguide and the y-axis is chosen so that the waveguide is 

symmetric about the line x = 0, as shown in figure 2.1. The geometry of the problem 

allows any solution to be expressed as the sum of solutions which are either symmetric or 
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antisymmetric about x = O. Initially we shall seek a solution which is even (symmetric) 

about x = 0, by considering the region x > 0 and seeking a function cj;(x, y) which 

satisfies 

ocj; 
ox = 0 on x = 0, 0 < y < d. (2.3.1) 

The function cj;(x, y) must also satisfy the Helmholtz equation within the waveguide 

0< y < d except on y = b, Ixl > a. (2.3.2) 

In the acoustic context k = w j Cs where w is the frequency of oscillation and Cs is the 

speed of sound. In the related quantum problem k2 = 2mEjfi2, where m is the mass of 

the electron, E is the total energy of the electron and li is Plank's constant divided by 

27r. The function cj; satisfies Dirichlet boundary conditions on the waveguide walls, 

cj; = 0 on y = 0, x > 0, 

cj; = 0 on y = b, x > a, 

cj; = 0 on y = d, x > 0, 

and a radiation condition specifying that no waves propagate out to infinity, 

cj; --> 0 as x --> 00. 

(2.3.3) 

(2.3.4) 

(2.3.5) 

(2.3.6) 

Condition (2.3.6) comes from the idea that trapped modes possess finite energy, i.e. 

(2.3.7) 

______________ ~--cj;-=-O--~--------------y=d 

cj;=0 "=0 :.-____ .'--'Y _______ y=b 

4;=0 y=o 
x=-a x=a 

Figure 2.1: Definition sketch. 
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where !1 is the entire fluid domain. For this particular problem it can be shown using 

Green's theorem that the radiation condition (2.3.6) is equivalent to (2.3.7). We finally 

assume <P is non-singular and that 

(2.3.8) 

anticipating singular behaviour in the velocity field at the edge. This condition can be 

derived from a conformal map of an ideal fluid around the end of a plate. 

It is useful to split the domain into three regions. Region I is b < y < d, x > a, 

region II is 0 < y < b, x > a, and region III is 0 < y < d, 0 < x < a, as shown in 

figure 2.2. We can represent the function <P by a function <Pi (i = 1,2,3) in each region, 

with the following continuity conditions applied at the boundaries between the regions: 

d,. = d, 8<pi = 8<p3 
'P. 'P3, 8x 8x ' on L i , i = 1,2, (2.3.9) 

where L\ is x = a, b < y < d, L2 is x = a, 0 < y < b and we write L3 for L\ U L 2 • The 

physical interpretation of these continuity conditions are that the horizontal pressure 

and velocity are continuous across x = a. 

y=d 

Lt I 
y=b 

III 
Lz 11 

y=o 
x=a 

x=o 

Figure 2.2: A schematic representation of the regions I,I I and I I I along with the linesL\ 

and L2 • 

If we let <Pi = Ui(x)V;(y) for i = 1,2,3, and substitute into (2.3.2), we have after a 

slight rearrangement 

U;' (x) = _ \1;" (y) _ e. 
U;(x) V;(y) 

(2.3.10) 
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As in each region the function on the left-hand side of (2.3.10) is a function of x only 

and the right-hand side is a function of y only, both sides must equal the same constant. 

If we let the constant in region I equal a 2 , say, with a > ° we have 

(2.3.11 ) 

which has general solution 

(2.3.12) 

The boundary condition (2.3.6) requires UI(x) -+ ° as x -+ 00, and so (2.3.12) becomes, 

(2.3.13) 

By setting the constant in region Il equal to {32, with (3 > 0, a similar argument leads 

to 

(2.3.14) 

Setting the constant for region III equal to ')'2, with')' > 0, the general solution (2.3.12) 

can be rewritten 

Substituting the boundary condition (2.3.1) into (2.3.15), we have 

Substituting (2.3.11) back into (2.3.10), we obtain 

V;' (y) = _(a2 + k2). 
VI(y) 

If we let a 2 + k2 = v 2 , the general solution to (2.3.17) can be written 

Applying the boundary conditions (2.3.4) and (2.3.5) we have 

Al cos vb + El sin vb = 0, 

Al cos vd + El sin vd = 0. 
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Eliminating A I between the two equations we leave 

Blsinvc= O. 

As we are not interested in the trivial solution, BI =f 0, and so 

vc = n7r, nE N. 

Similar processes for regions 11 and III give the solutions 

and 

n7r 
Il=-Y;, 

A = (n + 1)7r 
d ' 

We introduce the complete orthonormal sets 

nE 1'1, 

nE No. 

Vn =n7r/c, 

Iln =n7r Ib, 

nE 1'1, 

nE 1'1, 

W~I)(y) = 21
/

2 sin vn(d - V), 

w~)(y) = 21/2sinlln(b-y), 

W~3)(y) = 21/ 2 sin An(d - V), An=(n + 1)7r Id, n E No, 

which satisfy 

i = 1,2,3, 

(2.3.21) 

(2.3.22) 

(2.3.23) 

(2.3.24) 

(2.3.25) 

(2.3.26) 

(2.3.27) 

(2.3.28) 

(2.3.29) 

(2.3.30) 

where omn is the Kronecker delta. This is done so that any function defined in any of 

the regions can be represented by a series based on the appropriate set of orthonormal 

functions (see, for example Hobson (1926), Chapter 10). 

The eigenfunction expansions for the three regions can be written 

ex = (v2 _ k2)1/2 n n , (2.3.31) 

(2.3.32) 

(2.3.33) 
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where U~i), i = 1,2,3, are unknown complex constants and various factors have been 

introduced for convenience. As we assumed b > d/2, we find that if we restrict the 

frequency to 

kb < 7r, (2.3.34) 

the values an and (3n, n E N will all be real and positive. As these terms appear in 

the eigenfunction expansions as coefficients of negative exponentials, the restriction of 

frequency produces exponential decay down the guide in both regions and therefore no 

propagating modes. We define kb = 7r as the first cut-off of the two-dimensional laterally 

coupled waveguide. 

We now proceed by considering the case of trapped modes whose frequencies are 

below the first cut-off. 

2.4 'frapped modes below the first cut-off 

The cut-off kb < 7r is chosen so that an and (3n given by (2.3.31) and (2.3.32) are all 

real and positive for n E N. This frequency restriction also produces real and positive 

values for In, n E N in (2.3.33). The only wave-like mode that can possibly appear in 

the whole problem is the mode corresponding to ID' If we restrict the frequency so that 

kd > 7r, ID will be purely imaginary and the corresponding mode will be oscillatory in 

region I I I. We thus anticipate a necessary condition for the existence of trapped modes 

to be 

d7r 
7r < kd < b' (2.4.1) 

as by definition if a mode is found in this frequency range it is a trapped mode. This is 

typical of trapped mode phenomena, see for example, Evans (1992). 

The first method we shall use to investigate trapped modes is the modified residue 

calculus technique. 

2.4.1 Modified residue calculus method 

We now apply the continuity conditions (2.3.9). Matching cPi = cP3 on L;, i = 1,2, we 

have 

'" U(3) cot Inaw(3)( ) = L....n=! n -an' 
00 h {""OO U(!) w\;)(y) 

~ n n Y .,,(2)( ) 
=0 In ",,00 U(2).":.!L.JL 

n L..n=l n -j3n,' 

(2.4.2) 
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Matching 81>d8x = 81>3/8x on Li , i = 1,2, we arrive at 

(2.4.3) 

We can convert (2.4.2) and (2.4.3) into an infinite system of linear algebraic equations 

by multiplying each by Iji~), m E No, and integrating over L 3• From (2.4.3) we find 

L E U~3)1ji~3)(y)Iji~)(y) dy = hI ~ U~I)Iji~I)(y)Iji~)(y) dy 

+ h2 ~ U~2)1ji;;)(y)Iji~)(y) dy, m E No. 

Reversing the order of summation and integration we can simplify this to 

00 00 

U(3) = '"' U(l) d + '"' U(2) e m ~ n nm L...J n nm, mE No, 
n=l n=l 

where we have defined 

dnm =~ hI 1ji~)(y)Iji~)(y) dy, 

enm =~ h2 1ji~2)(y)Iji~)(y) dy, 

m E No, nE N, 

m E No, nE N. 

Similarly from (2.4.2) we obtain 

U
(3) coth 'Yma _ ~ UA1

) d ~ UA2) 
m - ~ nm + L- (3 enm1 

"Ym n=l -an n=l - n 
m E No. 

Evaluating the integral dnm , we have 

d(v~ ~ A;i,) [(Vn + Am)( sinvnccosAmC- cos vncsin AmC) -

(vn - Am) ( sin Vnccos AmC + cos VnC sin AmC) ]. 

(2.4.4) 

(2.4.5) 

(2.4.6) 

(2.4.7) 

(2.4.8) 

(2.4.9) 

Note that since n is an integer, sin VnC = 0 and cos VnC = (_1)n. Using the relationships 

v~ - a; = k2, and A;; -"y~ = k2, in (2.4.9) we find, (provided 'Ym =f an) 

(2.4.10) 
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If we evaluate the integral (2.4.7), we find 

enm =~ t 2 sinfln(b - y) sin Am(d - y) dy, 

d(A~ ~ fl;,) [ - (Am + fln)( sin(flnb - Amd) - sin(-Amc)) 

- (Am - fln)( sin(Amc) - sin(flnb+ Amd))], (2.4.11) 

provided Am of fln. Now sin(flnb ± Am d) = sin (7r(n ± m)) = 0, as n and m are integers, 

and therefore provided Im of f3n 

2fln sin AmC 
enm 

= d( ifn - {3~r (2.4.12) 

We will assume that bid (and hence also cid) is irrational so that Yn of Am, in (2.4.9) 

and Am of fln in (2.4.11), for any m and n, although Evans, Linton, and Ursell (1993), 

Appendix D, show how continuity arguments can be used so that for the final trapped

mode condition this restriction may be removed. 

Eliminating uj;) from (2.4.5) and (2.4.8) we obtain 

( 
~ U(I)d ~ U(2) ) coth Ima _ ~ UA1

) d ~ UA
2
) 

~ n nm + L., n enm - L., nm + L., enm1 
n=l n=l tm n=l -an n=l -(3n 

(2.4.13) 

which can be rewritten 

~ U~I)dnm( 1;;/ coth Ima + a;;-I) + ~ U~2)enm (1;;;1 coth Ima + (3;;-I) = 0, m E No. 

(2.4.14) 

We could have eliminated either UA1
) or u2) from (2.4.5) and (2.4.8) by multiplying 

(2.4.2) and (2.4.3) by either w~) or w!;;), mEN, but in order to use residue calculus 

theory, we require (2.4.14) to be in the form shown. 

Substituting (2.4.10) and (2.4.12) into (2.4.14), with slight rearrangement we have 

f U~I)( -1)nYn ((an + Im) + (an -lm)e-2
'Y

ma
) 

n=1 an (an + Im)(an -Im) 

_ f U~2) Itn ((f3n + Im) + ({3n - Im)e-
2
'Ym

a
) = 0, m E No. 

n=1 f3n ({3n + Iml (f3n - Iml 

(2.4.15) 

We can simplify (2.4.15) as 

f Un ( 1 + Cm )_ 
n=1 an - Im an + Im 

f Vn ( 1 + Cm ) = 0, 
n=1 f3n - Im f3n + Im 

(2.4.16) 
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where we have defined 

U(!)(-l)nv 
U - n n n - , 

an 

U(2) 
TT _ n Itn and r _ e-27ma 
Vn - i3n' ~m - • (2.4.17) 

So far we have only used the boundary conditions (2.3.1)-(2.3.6) and not the condi

tion (2.3.8), which anticipates the singular behaviour near the edge. Condition (2.3.8) 

enables us to derive a unique solution to the problem. By combining all the condi

tions (2.3.3)-(2.3.8), we can produce a valid solution to the complete problem under 

consideration. 

To show how the edge condition (2.3.8) influences the asymptotic behaviour of the 

coefficients U~i), U~2) and U~3) in (2.3.31)-(2.3.33) we consider the derivatives of (PI(x, y): 

aaq,1 = f u2) 2~e-<>n(x-a) sinvn(d - y), 
X n=l 

Ixl > a, (2.4.18) 

aq,1 ~ (I) 1 Vn () - = ~ Un 22 _e-<>n x-a cos vn(d - y), 
ay n=1 an 

Ixl > a. (2.4.19) 

As n --> 00 we have from (2.3.31) that an = mr/c + O(n- I ). If we assume that U~I) = 

O(nT) as n --> 00, where r is to be determined, then as x --> a+ when y = b we see from 

(2.4.18) and (2.4.19) that 

1\7q,11 = O(h(x», as x --> a+, (2.4.20) 

where 

00 

h(x) = LnTe-n(x-a). (2.4.21) 
n=l 

Making use of Mellin transforms, see Martin (1995), we can show that 

h(x) = O(X- I
-

T
) as x --> a +. (2.4.22) 

Using the edge condition (2.3.8), we find that 

(2.4.23) 

and hence 

(2.4.24) 

We can also show, using a similar method, that 

(2.4.25) 
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Since both U~l), U~2) = O(n-1) as n ---> 00, we see from (2.4.17) that the solutions Un 

and Vn must also satisfy 

(2.4.26) 

In the next section we derive an approximate solution to (2.4.16) for large a, taking into 

account the asymptotic behaviour required from (2.4.26). 

Approximate solution for large a 

We now note that since Im, mEN, is real, the terms (m, mEN, appearing in (2.4.16) 

decay rapidly to zero as a/ d ---> 00. A good approximation for large a is therefore to set 

(m = 0 for mEN. The idea for this type of approximation goes back to H urd (1954) 

who was studying the propagation of surface waves along a grating of parallel plates. 

The equivalence of this approximation to the wide-spacing approximation, which has 

been used previously in water-wave diffraction problems, see for example Evans (1990), 

was shown for a different but related problem by Linton and Evans (1993). This wide

spacing approximation, which is derived using physical arguments, requires the window 

to be sufficiently wide so that the edges of the window do not effect each other. 

Using this approximation in (2.4.16) we find 

f ( Un - Vn ) = -omO(O f ( Un - Vn ), m E No, (2.4.27) 
n=l an - Im f3n - Im n=l an + 10 f3n + 10 

with Un and Vn having the behaviour shown in (2.4.26). 

We shall now solve (2.4.27) using a method originally described in Whitehead (1951) 

and Berz (1951) and since used by many authors. A full description of the method is 

given by Mittra and Lee (1971). 

Consider the integrals 

Im = lim _1_ ( J(z) dz, 
N~oo 27ri )CN z - Im 

J
m 

= lim _1_ ( J(z) dz, 
N~oo 27ri )CN z + Im 

(2.4.28) 

where CN is a sequence of contours (to be determined) on which z ---> 00 as N ....., 00 

and J(z) is a meromorphic function which has the following properties: 

PI. J(z) has simple poles at z = an and z = f3n, n E N; 

P2. J(z) has simple zeros at z = In , n E N, but not at z = 10; 

P3. J(z) = O(z-1) as Izl ---> 00 on CN as N....., 00. 
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Condition P3 is required so that Im = 0 and lm = O. As we will see later, condition P3 

leads to the correct behaviour required by the edge condition (2.4.26). 

Applying Cauchy's residue theorem to Im and lm we find 

~ R(J : an) ~ R(J : (3n) £ J( ) - 0 
L --'''------'-'- + L + UmO 10 - , 
n=l an - Im n=l f3n - 'Ym 

(2.4.29) 

f R(J : an) + f R(J : (3n) + J( -,m) = 0, 
n~l an + Im n~l (3n + Im 

(2.4.30) 

where R(J : zo) represents the residue of J(z) at z = Zo, and m E No, in each case. Due 

to the linear nature of the problem we can normalise J(z) by setting 

Jbo) = 1. (2.4.31 ) 

Comparing (2.4.29) and (2.4.30) with (2.4.27) we find 

nE N, (2.4.32) 

and 

nE N, (2.4.33) 

provided from (2.4.30) with m = 0, we have 

(2.4.34) 

The result given in (2.4.34) is the condition for trapped modes, provided we can deter

mine a suitable J(z). 

Construction of J(z) 

We would like to choose a function of the form 

J(z) = hlg(z), (2.4.35) 

where 

n°o (1 - zhn) 
g(z) = n~l (1- z/an )(l - z/ (3n)' (2.4.36) 

as g(z) has the correct zeros and poles to satisfy Pi and P2. The constant hI has to be 

chosen to satisfy the normalization condition given by (2.4.31). 
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To derive the correct solution the function /(z) must have the asymptotics shown 

in P3, and hence we must examine the behaviour of g(z) for large z. With this in mind 

we write 

g(Z) = IT 1- z/vn IT 1- z/f-ln IT 1- zhn IT (1- Z/An) . ( ) 
n=11- z/Ctn n=11 - Z/(3n n=11 - Z/An n=1 (1 - Z/ltn)(l - z/vn) 2.4.37 

The first infinite product can be expanded as 

rr
OO 

1- z/vn rroo 
Ctn rroo 

1- vn/z rroo 
( k2)~ rroo 

( Ctn - Vn) .,-----.:..:-c- = - = 1 - - 1 + . 
n=l 1 - z/an n=l Vn n=l 1 - ani z n=! lJ~ n=l Z - O'n 

(2.4.38) 

Using Gradshteyn and Ryzhik (1980), eqn 1.431(1), we simplify this to 

00 1-z/vn (SinkC)~ 00 ( k2 ) rr = -.- rr 1- . 
n=1 1 - z/Ctn kc n=1 (z - Ctn)(Ctn + vn) 

(2.4.39) 

In a similar way, we have 

00 1- z/f-l (Sinkb)~ 00 ( k
2 

) rr n= -,- rr 1- , 
n=1 1 - Z / (3n kb n=1 (z - (3n)((3n + Itn) 

(2.4.40) 

and 

IT 1- zhn = [(1- (kdr)-I(Si~kd)]-~ IT (1 + k
2 

). 

n=1 1 - Z/ An 7[ kd n=1 (z - An)(An + In) 
(2.4.41) 

All the infinite products in (2.4.39)-(2.4.41) can be shown to converge uniformly as 

Z --> 00 provided Z does not take certain values. We use the fact that the infinite 

product 0:::1 [1 + un(z)] is uniformly convergent on any compact set D if the series 

L;;"=I!Un (z)! is uniformly convergent on D, (see Gradshteyn and Ryzhik (1980), eqn 

0.255). As all the terms Ctn, (3n and In are of the form An + O(n-1) as n --> 00 where 

A is a constant independent of n, a comparison of the products with L;;"=1 n-2
, shows 

that they are uniformly convergent on any compact set excluding Z = Ctn, Z = (3n and 

Z = An> respectively. Provided Z -+ 00 through a sequence of values which avoids these 

points we have 

g(z) ~ [(1 _ (kd)2) (dSin kbsin kC)]1 IT (1 - Z/An) 
7[2 kbcsinkd n=1 (1- Z/f-ln) (1 - z/vnl" 

(2.4.42) 

We now use the result from Gradshteyn and Ryzhik (1980), eqn 8.325(2), 

IT (1 __ Z_)ez / n = e'YZr(l + b) 
n=1 n+b f(l+b-z)' 

(2.4.43) 
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where r(.) is the Gamma function and 'Y ~ 0.5772 is Euler's constant. It follows from 

(2.4.43) that 

IT (1- z/An) = rr:;O=l (1 - zd/(n + l)7r)e
zd

/
mf 

n=l (1- z/J-ln)(1- z/vn) rr:;O=l (1- zb/(n7r))ezb/nn (l- zc/(n7r))ezc/nn ' 

e~zd/"T(2) f(l - zb/7r) f(l - zC/7r) 
= r(2 - zd/7r) x e~zb/n f(l) x e~zc/" f(l) (2.4.44) 

From Abramowitz and Stegun (1972), eqn 6.139, we have 

f(az + b) ~ J2;e-az(az)aZ+b-~ as Izl -; 00, z -I -Izl, a> O. (2.4.45) 

Using (2.4.45) with (2.4.44) we see, after some simplification, that as z -; 00, z -Ilzl, 

IT (1- z/An) ~ (2bC7r2)~b-bZ/"C-CZ/"ddZ/", 
n=l (1 - z/ J-ln)(1- z/vn) -zd3 

= (~~~:) ~ exp {;:(bln(d/b) + cln(d/c))}. (2.4.46) 

From (2.4.42) we therefore find that 

g(z) ~ [(1 - (:d/) C=zS;~;bs~~~~) 1 ~ exp {;: (bln(d/b) + cln(d/c)) }, (2.4.47) 

as z -; 00, z -Ilzl and so the function j(z) given by (2.4.35) does not have the necessary 

asymptotic form. 

For the case when z is real and positive we use the reflection property of the Gamma 

function 

-7r 
f(w)f(-w) = . . 

wsmW7r 
(2.4.48) 

Substituting this into (2.4.44), and using (2.4.45) we find the asymptotic behaviour to 

be 

g(z) ~ [(1- (kd)2)((bc)2sin~bSinkC)l~ 
7r2 2kd4 sm kd 

sin zd 1 { Z ( ) } x . b. [2 exp - bln(d/b) + c In(d/c) , 
smz smzc 7r 

(2.4.49) 

as z -; 00, z -I -Izl, through any sequence of values which avoids the points z = n7r/b 

and z = n7r/c, n E N. If we take eN to be a sequence of circles with centre at the origin 

and radius RN which avoids the points z = an, z = /3n Z = An, Z = n7r /b and z = n7r / c, 

nE 1'1, instead of (2.4.36), we can consider the function 

{-Z( )} 00 (1- z/'Yn) 
g(z) = exp - bln(d/b) + cln(d/c) IT ( _ / )( _ /(3)' 

7r n=l 1 z an 1 z n 
(2.4.50) 
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which is O(z-!) as Izl ---> 00 on CN as N ---> 00. If we now choose 

hi = exp{IO (bln(d/b)+c1n(d/c))} IT (1-1(/~)(~-7o/f3n) 
1f n=1 1 10 In 

(2.4.51) 

then J(z) = hlg(z) has all the required properties to satisfy (2.4.31). 

To ensure that the edge condition (2.3.8) is satisfied the solutions Un and Vn must 

satisfy (2.4.26). Earlier we have shown that Um = R(f : am) and Vm = R(f : f3m) and 

so 

(2.4.52) 

Using the same idea as in (2.4.37) we can expand this to 

The first two infinite products can be rearranged in the form shown in (2.4.39)-(2.4.41) 

and are therefore 0(1) as m ---> 00. Using (2.4.49) on the last infinite product in (2.4.53) 

we have 

exp{-am(bln(d/b)+cln(d/c))} IT ( _ (1/-~(/~n) /) 
1f n=1 1 am fln 1 am Vn 

_1 
Csinamd am' 

sin amb sin amc' 

Csinamd ( (kC)2 O( -2)) (m1f)-! (1 O( -2)) ~ cosec m1f - -- + m - + m 
sin amb 2m1f C ' 

2C1f
I
/
2 

sinamd ! ( O( -I)) ~ k 2dl/2 ' b m 1 + m , (2.4.54) 
n Slnam 

as m ---> 00, where, 

C = [(1- (kd)2) ((bc)2sinkbSinkC)]! 
1f2 2kd4 sin kd 

(2.4.55) 

and since, 

(2.4.56) 
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As m -> 00 we also have 

( 
amc) 1 ( kc ) 2 ( 3 1- - ~ - - + 0 m- ). 
m7r 2 m7r 

(2.4.57) 

Combining (2.4.53)-(2.4.57) we can see that Un is O(n-1) as n -> 00. By changing the 

am terms to f3m terms in (2.4.53)-(2.4.57) we find that Vn is also O(n-~) as n -> 00. 

The chosen function J(z) therefore has the required asymptotics to take account of the 

expected singularity in the velocity field near the plate edge. 

Trapped mode condition 

The only condition now left to satisfy is (2.4.34). If we let "10 - -h', where -y' = 
1 

(k2 _ (~)2) 2, this condition reduces to 

(2.4.58) 

Using (2.4.35), (2.4.50) and (2.4.51) we find 

(2.4.59) 

which clearly has magnitude one, since the top line of the product is the complex 

conjugate of the bottom line. If we use the definition 

1 (l+iZ) tan-1(z) = -2· ln ., 
z 1 - zz 

(2.4.60) 

we see that 

(

00 ) 00 (l+iZ/Z) exp 2i2: tan-l (Z/zn) = IT _. / n , 
n=l n=l 1 'lZ Zn 

(2.4.61) 

and hence (2.4.59) can be reduced to 

J(h') = exp ( - 2i("{'8 + X)), (2.4.62) 

where 

X = ; (tan-
1 (~J -tan-

1 (:J -tan-
1 (;J), (2.4.63) 

and 

8 = ~(bln(d/b) +cln(d/c)). (2.4.64) 
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The condition for the existence of trapped modes, (2.4.58), becomes 

(2.4.65) 

which can be simplified to 

'ita - e) = x + (n - ~)7r, n an integer. (2.4.66) 

Antisymmetry about x = 0 

For the case of antisymmetry about x = 0, the condition (2.3.1) is replaced by 

rP = 0 on x = 0, 0 < y < d, (2.4.67) 

and hence the cosh and sinh terms in (2.3.33) are replaced by sinh and cosh respectively. 

Equation (2.4.16) becomes 

f U
n

( 1 _ (m )_ 
n=! an - 'Ym an + 'Ym 

f Vn( 1 _ (m ) = 0, 
n=! f3n - 'Ym f3n + 'Ym 

mE NQ , (2.4.68) 

and (2.4.58) becomes 

(2.4.69) 

with exactly the same function J as before. The condition for the existence of trapped 

modes antisymmetric about x = 0, equivalent to (2.4.66), is therefore 

'Y'(a - e) = x + n7r, n an integer, (2.4.70) 

where e and X are defined as before. 

Full solution using the modified residue calculus method 

The idea behind this method is due to VanBlaricum Jr and Mittra (1969) and Itoh and 

Mittra (1969) and is described briefly by Jones (1979), §2.12. 

We form a solution to (2.4.16) by considering the integrals 

. 1 1 () (1 (m) Im = hm -. J z + dz, 
N~co 27rZ eN Z - 'Ym Z + 'Ym 

(2.4.71) 

where eN is a sequence of contours (to be determined) on which z -> 00 as N -> 00 

and J(z) is a meromorphic function which has the following properties: 
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PI. I(z) has simple poles at z = Cln and z = f3n, n E N; 

P2. I(z) = O(z-~) as Izl -; 00 on CN as N -; 00. 

To construct a function for the full solution using modified residue calculus theory 

we use the same ideas as previously and let 

I(z) = g(z)h(z), (2.4.72) 

where g(z) is given by (2.4.50) and 

h(z) = 1 + f An , 
n=1 Z -,n (2.4.73) 

for some constants An. 

The reasoning behind this choice for h(z) is as follows. Unlike the approximate 

method described previously, we no longer require I(z) to vanish at z = In (n EN). 

We do anticipate however, that as a --+ 00, h(z) -; 1, since the exponential terms (n 

will decay rapidly to zero, i.e. we also expect the constants Am to tend to zero rapidly 

as a -; 00. The function h(z) replaces the normalization constant hi and is chosen so 

that the zeros of g(z) at In are cancelled by the poles of h(z) at these points. 

If we choose the same curves as in the approximate method we have, 

1 
I(z) = 0(Z-2) as Izl -; 00 on CN as N --+ 00, (2.4.74) 

and so P2 is satisfied. We can apply Cauchy's residue theorem to (2.4.71) to obtain 

00 (1 (m) 00 (1 (m) L RU : an) + + L nu : f3n) + -=-'-"'--
n=1 Cln -'m an + Im n=1 f3n -,m f3n + Im 

+ !CYm) + (m/( -Im) = 0, m E No. (2.4.75) 

Comparing (2.4.75) with (2.4.16) we find that Un = nu : an), Vn = -nu: f3n), n E N, 

provided 

mE No. (2.4.76) 

To find the coefficients Am appearing in (2.4.73), we have for mEN 

(2.4.77) 
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and 

(2.4.78) 

Substituting (2.4.77) and (2.4.78) into (2.4.76), we obtain 

mEN, (2.4.79) 

where 

The infinite system of equations (2.4.79) has very nice properties as it is firstly real and 

the presence of the factor (m in Bm enables one to see that as a -t 00, the coefficients 

Am decay exponentially to zero. This condition was expected and discussed earlier. 

Moreover, the terms Bm decay exponentially as m -t 00 and so the system can be 

solved very efficiently via a numerical truncation approach. 

Infinite systems of the form shown in (2.4.79) occur regularly in this thesis. Writing 

(2.4.79) in the most general form we have 

00 

Am + L CmnAn = Bm, 
n=l 

mEN. (2.4.81) 

A sufficient condition that the infinite system (2.4.81) has a unique solution An with 

2:;;"=1 A~ < 00 is that 

00 

L I3~ < 00, (2.4.82) 
n=l 

and 

00 00 

L L C';'n < 1, (2.4.83) 
m=l n=l 

are both satisfied, see for example, Hutson and Pym (1980), §3.6. It can be shown, using 

methods described in Evans (1992), Appendix 13, and Evans et al. (1993), Appendix C, 

that these conditions are satisfied provided a/ d is sufficiently large. 
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Trapped mode condition 

We now return to the one condition still to be satisfied, namely (2.4.76) with m = O. If 
1 

we let /'0 = -i/,', where /,' = (k2 - (~)2)", this condition reduces to 

From (2.4.50) we have 

f(-h') 
f(i/") . 

g( -i/,') = {2i '8} IT (1 + i/,;"hn)(1- i/,;"/an)(1 - i/,;"/ ;In). 
g(h') exp /' n=l (1 + i/,;"/an)(1 + i/,;"/ ;In)(l - h;,.hn) 

Substituting (2.4.61) into (2.4.85) we obtain 

g( -i/,') = e2i(x+y8) 
g(h') , 

where X and 8 are given by (2.4.63) and (2.4.64). We finally have 

00 

1 - L An/(')'n + h') 
h( -i/,') _ _ ---";n=:;,l'--_____ = e2i<7 

h(i')") 1 - f: An/(')'n - i/,') , 
n=l 

where, since Am and /'n are real for n E f::!, 

a=arg(h(-h')) =arg(l-f: An. ,). 
n=l /'n + Z/, 

The condition for the existence of trapped modes, (2.4.84), reduces to 

which is simplified as 

/,'(a - 8) = x+a+ (n - ~)7l', n an integer, 

(2.4.84) 

(2.4.85) 

(2.4.86) 

(2.4.87) 

(2.4.88) 

(2.4.89) 

(2.4.90) 

where X, 8 and a are given by (2.4.63), (2.4.64) and (2.4.88) respectively. We sce that 

this condition differs from the approximate condition (2.4.66) by the addition of the 

term a. The a term is dependent on aid and as aid --> 00 in (2.4.88), we see that 

a --> arg(l) = O. 

Condition (2.4.90) is in a form which will occur many times in this thesis. It is 

possible to prove the existence of a solution to (2.4.90) for sufficiently large a/d. Suf

ficiently large a/ d is required as this guarantees a unique solution to (2.4.79) and we 

can also provide a bound for a. As we can also provide a bound for X it follows that 
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for kd E ('Tr,d7r/b), with a sufficiently large value of aid the right-hand side of (2.4.90) 

lies between the two values (n - !)7r + Cl and (n - !)7r + C2, where Cl < C2. As kd 

varies between 7r and d7r /b for fixed b/ d, the left-hand side of (2.4.90) varies contin

uously between 0 and C(a/d - G/d), where C is strictly positive. We let n = N so 

that (N - ~)7r + Cl ~ 0, and then the right-hand side of (2.4.90) lies between two non

negative values. To provide a solution to (2.4.90) we choose a/ d sufficiently large so 

that C(a/d - G/d) ~ (N - ~)7r + <2. With this choice of aid we can see that there will 

be a value of kd in the range (7r, d7r/b) for which (2.4.90) is satisfied. 

Antisymmetry about x = 0 

For the case of antisymmetry about x = 0, (2.4.76) becomes 

mE No, (2.4.91) 

with the infinite system of equations equivalent to (2.4.79) being 

mEN, (2.4.92) 

where Bm is given by (2.4.80). The condition for antisymmetric modes, equivalent to 

(2.4.90), is thus 

')"(a - G) = X + (J' + n7r, n an integer, (2.4.93) 

where (J' is the argument of h( _i')") with the constants An given by the solution of 

(2.4.92). 

Results 

The systems of equations (2.4.79) and (2.4.92) need to be solved by truncation and due 

to the exponential convergence of the Bm terms only a small truncation parameter is 

used. In the following results a truncation parameter N = 5 is used. 

Figure 2.3 shows a comparison between the trapped-mode wavenumbers, kd/7r, com

puted from the approximate solution and the full solution when bid = 0.6. The solid 

lines correspond to modes symmetric and antisymmetric about x = 0 for the full modi

fied residue calculus method, and the dashed lines correspond to modes symmetric and 

antisymmetric about x = 0, computed from the approximate method. The two modes 
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Figure 2.3: A comparison of the trapped-mode wavenumbers, kdl7r, for modes symmet

ric and antisymmetric about x = 0 for the approximate solution, (dashed), and the full 

solution, (solid), plotted against aid when bid = 0.6. 

on the left-side of figure 2.3 are symmetric about x = 0 and the other two are anti

symmetric about x = O. For all but the smallest values of aid, the results computed 

from the full and approximate methods are indistinguishable. Only when aid is less 

than about 0.5 do the full solution and the approximate solution produce significantly 

different results. 

In figure 2.4 a typical set of trapped-mode wavenumbers, kdl7r, computed from the 

full solutions (2.4.90) and (2.4.93), are plotted against aid, for bid = 0.75. The solid 

lines correspond to modes symmetric about x = 0 and the dashed lines correspond to 

modes antisymmetric about x = O. We see that as aid increases the number of modes 

present also increases, and the modes appear alternatively symmetric and antisymmetric 

from the cut-off kd = d7r Ib = 47r 13, and decrease towards kd = 7T:. 

The variation of trapped-mode wavenumbers, kdl7r, plotted against bid when aid = 

3 is shown in figure 2.5. The solid lines represent modes symmetric about x = 0, the 

dashed lines modes antisymmetric about x = 0 and the dotted line represents the upper 

cut-off kb = 7r. It is clear that as bid increases from 0.5, the number of modes present 

decreases and the frequency of each of the modes decreases slightly. The plot shows 

that modes are present for any value of bid in the interval (0.5,1). 

It is apparent from figure 2.5 that trapped modes exist in this frequency range when 
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Figure 2.4: A comparison of the trapped-mode wavenumbers, kdlrr, for modes symmet

ric (-) and antisymmetric (- -) about x = 0 plotted against aid when bid = 0.75. 
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Figure 2.5: A comparison of the trapped-mode wavenumbers, kdlrr, for modes symmet

ric (-) and antisymmetric (- -) about x = 0 plotted against bid when aid = 3. 

bid = 1/2. This will be confirmed using a simplification of the theory due to symmetry 

in chapter 3. 
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Conclusion 

The solution of the problem described in section 2.4.1 provides an elegant method 

for establishing the existence and computation of trapped-mode frequencies in a two

dimensional laterally coupled waveguide containing a window in the common boundary. 

The computation of the trapped modes is fairly straightforward as the system of equa

tions that arises can be truncated with a low truncation parameter and ignored alto

gether when aid is greater than one. Trapped modes either symmetric or antisymmetric 

about the line of symmetry of the guide have been shown to exist. 

In solving the problem, an analytical approximation for a large window width was 

initially derived using residue calculus theory. The approximation provides an idea 

into how to solve the full problem efficiently. The computed results show that this 

approximation is very accurate for most window width sizes, even when the window is 

fairly small. 

The full problem was solved using the modified residue calculus technique, which is 

an extent ion of the approximate solution. The full solution differs from the approximate 

solution only by the addition of one extra term in the trapped-mode condition. This 

extra term comes from the solution of a rapidly convergent infinite system. 

The results computed show that the number of modes present depends on the values 

of aid and bid. As aid increases the number of modes present increases, whereas as bid 

increases the number of modes present decreases. 

2.4.2 Variational methods 

Introduction 

The background given in section 2.2 discusses work involving quantum waveguides. In 

this section we review previous work done from a trapped-mode viewpoint in classical 

continuum mechanics. 

Early work on differential operators on unbounded domains was done by Jones 

(1953), who gave a number of results concerning the spectrum of the Laplace operator 

and the existence of eigenvalues defined on certain types of semi-infinite domain. Later 

in his paper, the author relates the work to trapped modes (or the so-called 'trapping 

modes' occurring in Ursell (1951) ). 

When the resurgence of interest into trapped modes occurred forty years later, Evans, 
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Levitin, and Vassiliev (1994) used a variational formulation to prove the existence of 

at least one trapped mode in an acoustic waveguide containing an obstacle symmetric 

about the centreline of the guide parallel to the walls. Neumann conditions were placed 

on both the waveguide walls and the obstacle. The symmetry of the waveguide plays a 

key role in the proof as modes can be sought antisymmetric about the centreline, thus 

introducing a positive cut-off. Modes whose frequencies are below this cut-off cannot 

propagate to infinity allowing a standard variational argument to be used. 

Further rigorous operator theory results concerning the existence or non-existence 

of trapped modes in waveguides can be found in Davies and Parnovski (1998), and the 

existence of edge resonances in an elastic strip are found in Roitberg, Vassiliev, and 

Weidl (1998). Both cases use the symmetry of the obstacle about the centreline of the 

guide to enable a cut-off to be introduced below which the modes can be found. 

In the paper by Davies and Parnovski (1998), the authors also prove the existence of a 

trapped mode for the case of a two-dimensional or three dimensional cylinder containing 

a thin obstacle parallel to the axis of the cylinder. Similar situations are also discussed in 

Groves (1998) and Linton and McIver (1998a). The case of the thin obstacle differs from 

previous examples as a cut-off cannot be introduced by considering simple symmetry 

arguments. The main idea in the proof is to show that there is a more general way to 

introduce a cut-off by decomposing the space of L2 functions into a set of generalised 

plane waves, one of which is not affected by the presence of the obstacle. 

Work by Aslanyan, Parnovski, and Vassiliev (2000) uses a variational technique to 

deal with the situation when an obstacle symmetric about the centreline of the guide 

is moved away from the centreline. In this case the real eigenvalues found previously 

become complex resonances. 

The trapped modes occurring in two-dimensional waveguides containing long obsta

cles symmetric about the centreline are considered in Khallaf, Parnovski, and Vassiliev 

(2000). In their paper the authors provide analytical estimates for the trapped mode 

frequencies and also prove that the number of trapped modes occurring is asymptotically 

proportional to the obstacle's length. 

More recently Linton et al. (2002) and Linton and McIver (2002) have used a vari

ational principle to prove the existence of trapped modes for waveguides containing 

certain off-centre bodies and for waveguides containing periodic structures. 

In this section we shall use the method of Khallaf et al. (2000) to provide estimates 
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for the trapped mode frequencies and prove the existence of a single trapped mode 

occurring below the cut-off kb = 7r in a two-dimensional laterally coupled waveguide 

for a sufficiently large window. The main difference between this problem and the one 

considered in Khallaf et al. (2000) is that the laterally coupled guide is not symmetric 

about the centreline of the waveguide. 

Estimates of trapped-mode frequencies 

We consider a two-dimensional laterally coupled waveguide. The waveguide can be 

thought of as an unbounded domain 0 defined as 

0= {( -00,00) x (0, d)} \ {( -00, -a] x [b] U [a, 00) x [b]}, 

where a > 0 and! < bid < 1. 

We are trying to find estimates for values of A for which there is a non-trivial solution 

ifJ(x, y) to the boundary-value problem 

in 0, (2.4.94) 

subject to the boundary conditions (2.3.3)-(2.3.6). 

For the case of the laterally coupled waveguide, we have seen that if we restrict the 

frequency so that k < 7r Ib there are no modes that can propagate to infinity in either 

region I or 11. The continuous spectrum for this problem is the semi-interval [7r
2 IIYl, 00), 

as k2 is equivalent to A. 

To find the eigenvalues located below the continuous spectrum, i.e. in the region 

[0, 7r2 Ib2 ), we can use the standard variational approach, see for example Evans et al. 

(1994) or Linton and McIver (1998a). 

We consider the Rayleigh quotient defined by 

(2.4.95) 

for all functions ifJ E 'H6(0) \ {O}, where 'H6(0) is the Sobolev space consisting of 

all functions in £2(0) which also have square-integrable first partial derivatives which 

satisfy ifJ = 0 on y = 0, y = d and y = b (Ixl > a). We also define 

A(1) = inf Q(ifJ). 
fE'ltA 

34 

(2.4.96) 



The value '>"(1) is the lowest point of the spectrum of the problem (2.2.1) and (2.3.3)

(2.3.6). Due to the positive nature of both integrand in (2.4.95) it is easy to see that 

'>"(1) > O. If the value '>"(1) < 7[2/b2, then '>"(1) is the first eigenvalue of the problem and 

the function 4>1 from which '>"(1) is found is the associated eigenfunction (trapped mode). 

We now use ideas which can be found in, for example, Stakgold (1970), section 3.5. 

We define the inner product over the space of functions as, 

(v,w) = ffn vwdxdy. (2.4.97) 

Let '>"(2) be defined as 

(2.4.98) 

If '>"2 < 7[2/b2 then '>"2 is the second eigenvalue of the problem. This method can be 

repeated until we have 

i = 1,2, . .. ,n. (2.4.99) 

It can be easily seen that the spectrum (0,7[2 /b2
) for the problem (2.4.94) and (2.3.3)

(2.3.6) will contain exactly n eigenvalues. 

One symmetry of the problem that we can take advantage of is the symmetry about 

the y-axis. We can place a Neumann condition or a Dirichlet condition on this axis and 

the continuous spectrum of the problem will remain unchanged. As was shown before, 

by placing either condition on the line x = 0 we can seek modes either symmetric or 

antisymmetric about the y-axis. We label the eigenvalues below the continuous spectrum 

as either '>"(j).s for symmetric eigenvalues or '>"(j),a for antisymmetric eigenvalues. The 

appropriate problem will now have either ns or na eigenvalues below the continuous 

spectrum. 

We only need now to consider the region n defined as 

n = {(x,y) E nix> O}, (2.4.100) 

and we shall initially only consider the case of a Neumann condition placed on x = O. 

The space of functions is different for the two problems as trial functions have to satisfy 

Dirichlet conditions but not Neumann ones. The changes resulting from replacing this 

condition by a Dirichlet condition will be discussed later. We split the domain n into 
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the regions I, 11 and III defined previously and consider the eigenvalues associated 

with each region separately. For the following work we need to introduce some new 

notation. 

We denote the j-th eigenvalue (arranged in order of increasing size) occurring in 

region i with a Dirichlet (or Neumann) condition on x = a, 0 < y < d as >'~j~, (or >.lj~). 

We also define a counting function Ni,D(>.), (or Ni,N(>.)), as the number of eigenvalues 

less than>. in region i, with a Dirichlet (or Neumann) condition on x = a, 0 < y < d. 

The method behind the estimates concerns the idea of Dirichlet-N eumann bracketing 

along the line x = a, 0 < y < d (see, for example Courant and Hilbert (1989) VI §2.5) 

and is a consequence of the variational principle outlined above. If >. < 1f2/b2 we have 

N1,D(>.) + NII,D(>.) + NIII,D(>.) ::::: Ns (>') ::::: N1,N(>.) + NII,N(>.) + NIII,N(>.), 

(2.4.101) 

where N s (>') is the total number of eigenvalues below>. with a symmetric condition 

placed on x = O. Note that N s (1f2/b2) = ns. 

If a Dirichlet condition is placed on the 'artificial' boundary x = a, 0 < y < d, the 

eigenfunctions in region III will take the form 

A,III( ) _ (n - 1/2)1fx . m1fy 
'f'nm x, Y - cos a sm -d-' 

where m and n are non-negative integers, and hence 

(2.4.102) 

(2.4.103) 

Similarly replacing the Dirichlet condition on x = a by a Neumann condition the eigen

values become 

(2.4.104) 

It is straightforward to show that there are no eigenvalues in regions I or I I and so 

(2.4.101) becomes 

(2.4.105) 

provided>. < 1f2/b2. If we take m > 1 in (2.4.103) and (2.4.104) then the right-hand 

sides of both expressions will be greater than 1f2 /b2
, so we assume that m = 1 in both 

cases. From (2.4.105) the following inequalities hold for all j, (for which >'(j),s < 1f2/b2), 

>.III,N < >.. < >.III,D 
(j) _ (J),S _ (j) , (2.4.106) 
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(see Behnke, Mertins, Plum, and Wieners (2000), Lemma 4.1., for a proof ofthis.) Using 

(2.4.103) and (2.4.104) we simplify (2.4.106) to 

(2.4.107) 

If the Neumann condition on x = 0 is replaced with a Dirichlet condition, the eigen

function expansions and eigenvalues can be recalculated and (2.4.107) becomes 

(2.4.108) 

The result of superimposing these intervals onto figure 2.4 is shown in figure 2.6. Al-

1.4 
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, , 
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Figure 2.6: A comparison between the trapped-mode wavenumbers, kd/rr, for modes 

symmetric and antisymmetric about x = 0 for the full solution, (solid and dashed), and 

the estimated intervals (dotted), plotted against a/d when b/d = 0.75. 

though each mode appears between two estimates, it can be seen that as a/d increases 

along each curve, the estimate coming from the upper bound gives a better approxima

tion to the frequency of the trapped mode. 

Each interval of (2.4.107) and (2.4.108) whose right-end value is less than rr 2 /b2 

contains precisely one eigenvalue. This allows us to prove the existence of j trapped 

modes provided the value of the right-hand end of (2.4.107) or (2.4.108) is less than 

rr2/b2. 
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Proof of existence of a trapped mode 

To prove the existence of a single symmetric trapped mode we put j = 1 into (2.4.107) 

to produce the following inequality 

(2.4.109) 

Rearranging this we find that a single symmetric trapped mode exists provided 

1 

aid> [(2dlb)2 - 4r'· (2.4.110) 

The similar condition for a single antisymmetric trapped mode is that 

(2.4.11l) 

As bid is increased from one half the required value of aid increases from 1/vT2 for the 

symmetric case, and 1/v'3 for the antisymmetric case. As bid -> 1 the required value 

of aid -> ()() in both cases. Similar results were found by Exner et al. (1996). 

2.5 Trapped modes below the second cut-off 

In this section we seek trapped modes for the laterally coupled waveguide whose fre

quencies are above the cut-off given by (2.3.34), i.e. trapped modes with frequencies 

kb > 1T. The modes found in section 2.4 were restricted in such a way that no propagat

ing modes appeared in the region x > a and only one wave-like mode appeared in the 

region x < a. The modes in this section will have frequencies above the cut-off for wave 

propagation down the guide. In the terminology of spectral theory this means that the 

eigenvalue associated with the trapped mode is embedded in the continuous spectrum 

of the relevant operator. 

There is little previous work on trapped modes embedded in the continuous spectrum. 

Original numerical evidence for the existence of an isolated trapped mode embedded in 

the continuous spectrum was given by Evans and Porter (1998) for the case of a rigid 

circular cylinder placed on the centre-plane of the channel. Both Neumann and Dirichlet 

boundary conditions were considered on the channel walls. The trapped mode was shown 

to occur at a single precise cylinder radius and at a single frequency in each case. 

More recently McIver et al. (2001) showed that this trapped mode was not isolated, 

but part of a continuous branch of modes which exist for ellipses with varying aspect 
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ratio. The ellipses are defined by two geometrical parameters a and b, say, where 

(x/a)2 + (y/b)2 = 1, and embedded trapped modes were found to exist for families 

of ellipses given by a = a(b), with the corresponding wavenumber being of the form 

k = k(b). 

The branch structure of embedded trapped modes that exist for a class of obstacles 

with two planes of symmetry in two-dimensional waveguides, with Neumann conditions 

placed on both the waveguide walls and the obstacle, was shown in McIver, Linton, and 

Zhang (2002). The authors showed that branches of trapped modes exist as different 

length flat plates located on the centreline of a parallel-plate wave guide are transformed 

into either rectangular blocks or ellipses. 

Trapped modes whose frequencies are embedded in the continuous spectrum for off

centre structures in guides were described in Linton et al. (2002). A Neumann condition 

was placed on the obstacle's boundary and either Neumann or Dirichlet boundary con

ditions placed on the waveguide walls. The authors used a variety of techniques to 

investigate the occurrence of trapped modes in various frequency bands. The tech

niques included slender body theory developed in Evans and McIver (1991), variational 

techniques and modified residue calculus methods like those used earlier in this thesis. 

Both problems contain a number of cut-offs which are dependent upon the number 

of propagating modes occurring in an empty guide and not on the geometry of the 

obstacle. The authors defined the Nth cut-off of both problems as the frequency below 

which N - 1 modes propagate in the empty Dirichlet guide and N modes propagate in 

the empty Neumann guide. 

The authors stated that trapped modes may occur below the Nth cut-off if the num

ber of parameters that define the geometry of the obstacle is equal to the number of 

propagating modes plus two. In other words, below the first cut-off trapped modes may 

occur in the Dirichlet problem if the obstacle geometry is specified by two parameters, 

and in the Neumann problem if the geometry is specified by three parameters. Extra 

parameters are needed to satisfy side-conditions which force the amplitudes of any prop

agating modes to zero. The exception to the rule comes when the obstacle is a thin plate 

aligned parallel to the guide walls. The case of the thin plate can be solved using the 

modified residue calculus technique, which is useful as additional conditions ensuring 

that the amplitudes of propagating waves are zero are not necessary because the solu

tion automatically ensures that no modes propagate to infinity. The authors showed 
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that trapped modes exist below the third cut-off for a Neumann guide containing a thin 

plate aligned parallel to the guide walls and not too far off the centreline. 

Although the case of a thin plate is not considered in this chapter, the laterally 

coupled waveguide has a similar geometry to the waveguide containing an off-centre 

plate. Both problems are defined by two parameters, namely the off-set and width 

of the thin plate/window and so we may expect to find trapped modes below similar 

cut-offs. 

Other papers concerning embedded trapped modes will be discussed in later chapters 

when the content is more relevant to the problem under discussion. 

In the next section we use a modified residue calculus method to show the existence of 

trapped modes above the first cut-off and below the second cut-off for wave propagation 

down the guide. 

2.5.1 Formulation 

We set up the problem with similar eigenfunction expansions to those in section 2.3. 

The second cut-off is defined as the frequency below which only one mode can propagate 

in the region x > a, i.e. one mode in region I and none in region I I or vice versa. We 

wish to restrict the frequency in such a way that two modes also propagate in the inner 

region. The reasoning for this restriction is discussed later when the function used in 

the modified residue calculus method is constructed. Two modes appear in the inner 

region when kd > 271". The upper cut-off that allows only one mode in the outer region 

is dependent on the value of bid. If kd > 271", one mode will always appear in region 

1I, but if 1/2 < bid < 2/3, another mode will appear in region I when kc > 71", and 

if 2/3 < bid < 1, another mode will appear in region 1I when kb > 271". We therefore 

restrict the frequency in such a way that 

d7l" 
271" < kd < -, when 1/2 < b/d::; 2/3, 

c 
(2.5.1 ) 

2d7l" 
271" < kd < -b-' when 2/3 ::; bid < 1. (2.5.2) 
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The eigenfunction expansions for the three regions are 

a = (1I2 _ k2)1/2 n n , (2.5.3) 

(2.5.4) 

(2.5.5) 

where W~I)(y), W~2)(y) and W~3)(y) are given by (2.3.27)-(2.3.29). 

These expansions are the same as (2.3.31)-(2.3.33) except that the sum in region 

I I starts from n = 2, as we set the amplitude of the mode corresponding to f31 equal 

to zero. With the restriction of frequency given by (2.5.1) and (2.5.2) we find that 10 

and 11 (and f3d are purely imaginary whereas ab an, f3n and In, n ~ 2 are all real and 

positive. 

2.5.2 Modified residue calculus method 

We now formulate a solution using the modified residue calculus technique. 

Following (2.4.2) to (2.4.17) we can match rpi = rp3 and their derivatives along Li, 

i = 1,2, convert the results into an infinite system of equations and eliminate ug) to 

arrive at 

m ENQ , (2.5.6) 

where Un, Vn and Cm are defined by (2.4.17). Notice that the only difference between 

(2.5.6) and (2.4.16) is that the summation for Vn starts from n = 2 instead of n = I. 

The condition (2.4.26) describing the behaviour of Un and Vn for large n remains the 

same. We now consider the integrals, (as in (2.4.28)), 

1 1 ) (1 Cm) Im = lim - J z + dz, 
N-oo 27ri eN ( z - Im z + Im 

m E No, (2.5.7) 

where CN is a sequence of contours on which z --> 00 as N --> 00 and J(z) is a mero

morphic function which has the following properties: 

PI. J(z) has simple poles at z = an, n E N, and z = f3n, n ~ 2; 

P2. J(z) = O(z-~) as Izl --> 00 on CN as N --> 00. 
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Construction of J(z) 

We choose 

J(z) = exp( -z9)g(z)h(z), 

where 9 is given by (2.4.64) and 

( ) 1 IToo 
1 - zhn 

9 z = 
1- z/al n=2 (1- z/an)(1- z/f3n)' 

00 A 
h(z) = 1 + L n. 

n=2 Z - "In 

If we replace an-l by an in (2.5.9) we have 

( ) = IT 1- zhn 
9 z n=2 (1 - z/an)(l - z/f3n)' 

h(z) = 1 +:f: An . 
n=2 Z - "In 

(2.5.8) 

(2.5.9) 

(2.5.10) 

The function g(z) is chosen to have the correct poles to satisfy PI. The function h(z) 

is chosen so that the zeros of g(z) at z = "In, n :2: 2 are cancelled by the poles of h(z) at 

these points. Notice that the frequency constraints (2.5.1) and (2.5.2) lead to a function 

g(z) which is the same order, as z -t 00, as that given in (2.4.36) since one factor has 

been removed from both the numerator and the denominator. The function given by 

(2.5.8) therefore satisfies P2. 

Applying Cauchy's residue theorem to (2.5.7) we obtain 

00 (1 (m) 00 (1 (m) L flU : an) + + L flU : f3n) + ~"---
n=l an - "Im an + "Im n=2 f3n - "Im f3n + "Im 

+ Jbm) + (mJ( -"Im) = 0, m E No. (2.5.11) 

A comparison with (2.5.6) shows our solution is given by Un = flU : an) and Vn = 

- RU : f3n) provided 

m E No. (2.5.12) 

The coefficients An, n = 2,3, ... , can be found from an infinite system of equations. For 

n :2: 2, we have 

Jbm)=-exp {- "Im(bln(d/b) +cln(d/c))} ( (_ ;-A)( _ /13 )) 
7f "Im 1 "Irn am 1 "Im m 

(2.5.13) 

and 

(2.5.14) 
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Substituting (2.5.13) and (2.5.14) into (2.5.12) we obtain 

where 

00 A 
Am + Bm L n = Bm, 

n=2 '""Im + '""In 

2'""1m exp( -2'""1ma)(,6m - '""Im)(am - '""Im) 
(,6m + '""Im)(am + '""Im) 

m= 2,3, ... , 

x IT (1- '""Im/~n)(1- '""Im/,6n)(1 + '""Imhn). 
n=2 (1 + '""Im/an)(l + '""Im/,6n)(1- '""Imhn) 
n;'= 

(2.5.15) 

(2.5.16) 

Because of the presence of the rapidly decaying factor (m in equation (2.5.16) for Bm, 

the system of equations (2.5.15) converges very quickly provided aid is not too small 

and provides a very efficient method for computing the unknowns Am. 

Trapped mode condition 

Unlike in the non-embedded case we now have two conditions to be satisfied simultane-

ously, whereas before we only had one. These conditions are (2.5.12) with m = 0 and 

m = 1. Letting '""10 = -i'""!~, where '""I~ = (k2 - A6)! = W - (n-jd)2)!, and '""11 = -i'""!;, 

where '""I; = (k2 - AD! = (k2 - (21f/d)2)!, we reduce these conditions to 

f( -i'""l;) 
f (i'""!j) , j = 0, 1. (2.5.17) 

Following the method in section 2.4.1 we find the condition for trapped modes is that 

j = 0, 1, (2.5.18) 

are both satisfied simultaneously, where 

(2.5.19) 

(2.5.20) 

e is defined by (2.4.64) and no and nl are an arbitrary pair of integers. 

For the case of antisymmetry about x = 0, the conditions change to 

j = 0,1, (2.5.21 ) 

where 0"; is the argument of h( -i'""!;) with the An coefficients coming from 

m= 2,3, .... (2.5.22) 
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Results 

For the numerical results in this section, the system of equations (2.5.15) and (2.5.22) 

are truncated with a truncation parameter of N = 5. 

In figure 2.7 a typical set of trapped-mode wavenumbers, kd/7r, are plotted against 

aid when bid = 0.6, for which the relevant frequency range is 2 < kd/7r < 2.5. The 

modes symmetric about x = 0 are represented by a cross and the modes antisymmetric 

about x = 0 are shown by a circle. A detailed plot including five of these wavenumbers 

is shown in figure 2.8. Figure 2.8 also shows the solid lines corresponding to solutions 

of (2.5.18) and dashed lines corresponding to solutions of (2.5.21) for j = 0,1, labelled 

with the corresponding no and nl values. For each j, the trapped-mode wavenumbers 

correspond to the intersections of two lines. As a/ d increases the number of trapped 

modes present in a small a/ d interval also increases, a feature which was also apparent 

for modes below the first cut-off. 

2,5 

0 
0 

2.4 0 

0 
0 

0 
2.3 0 

kd/7r 0 0 0 0 

2.2 0 

0 
0 

0 

2.1 
0 

0 0 0 

0 
0 0 

0 
0 

2 
0 0 

1.0 
0 IJ.5 1.5 2 2.5 3 3.5 4 4.5 5 

a/d 

Figure 2.7: Trapped-mode wavenumbers for modes symmetric (x) and antisymmetric 

(0) about x = 0 plotted against aid, when bid = 0.6. 

The trapped modes symmetric about x = 0 obtained by keeping the integers no and 

ni, in (2.5.18), constant and varying either kd/7r in (a) or aid in (b) against bid are 
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2.05 
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aid 

Figure 2.8: A detailed view of part of figure 2.7 showing the curves corresponding to the 

solutions of (2.5.18) and (2.5.21) for j = 0,1, labelled with the corresponding no and nl 

values. The solid curves correspond to modes symmetric about x = 0 and the dashed 

to modes antisymmetric about x = O. The embedded trapped modes are denoted by 

x (symmetric) and 0 (antisymmetric). 

shown in figure 2.9. The vertical dotted line corresponds to the value bid = 2/3, and 

the other two dotted lines correspond to the upper cut-offs given by (2.5.1) and (2.5.2). 

Only a selection of results for which aid < 2 are given in figure 2.9. It can be seen from 

figure 2.9(a) that the higher wavenumbers appear when (no, nl) take the form (N, N -1) 

with N large and the lower wavenumbers are when (no, nd take the form (N, 1) with 

N large. Figure 2.9(b) shows that the lower values of aid appear when (no, nl) take the 

form (N, N - 1) with N small and as no increases aid increases. 

Figure 2.9(b) suggests, as below the first cut-off, that solutions may exist above the 

first cut-off when bid = 0.5. This is not the case however as it can be seen in figure 

2.9(a) that when bid = 0.5 the possible frequency range decreases to zero. Trapped 

modes arc found above the first cut-off, however, when bid = 0.5 in chapter 3. The 

method uses symmetry properties to simplify the problem and the modes are found in 

a different frequency range. 
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Conclusion 

In this section we have used a modified residue calculus method to compute trapped 

modes frequencies between the first and second cut-offs for wave propagation down the 

guide. The trapped modes found are either symmetric or antisymmetric about the line 

of symmetry of the waveguide. The main difference when looking for modes above the 

first cut-off is that two conditions need to be solved simultaneously, compared to just 

the one condition when looking below the first cut-off. The modes correspond to the 

intersection of two lines in (a, k) parameter space and appear for any value of bid in the 
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range (0.5,1), but for only specific values of a/d. The results provided show that there 

are no embedded trapped modes when the window size is below a certain value. 

2.6 Trapped modes below the third cut-off 

In the paper by Linton et al. (2002) trapped modes were found between the second and 

third cut-offs for wave propagation down the guide for the case of a Neumann waveguide 

containing an off-centre Neumann plate aligned parallel to the walls. The problem in 

this chapter has a similar geometry to the off-centre plate, so we may also expect to find 

trapped modes between the second and third cut-offs. 

The problem can be set up as in section 2.5 with three wave-like modes appearing 

in the region x < a and two propagating modes in the region x > a. Following the work 

in section 2.5 we find that trapped modes exist provided three conditions are satisfied 

simultaneously. However, these three conditions are found to be inconsistent and hence 

no trapped modes can be found in this frequency band. 

2.7 Summary 

In this chapter we have investigated the trapped modes that can occur in a two

dimensional laterally coupled waveguide. From a physical point of view, the trapped 

modes have a direct relevance to the bound-state eigenvalues occurring in quantum 

waveguides or quantum wires. The problem has been split into different sections de

pending upon the frequency of the trapped mode. 

Initially we introduced a cut-off in the frequency below which modes cannot propa

gate to infinity. When seeking trapped modes below this cut-off a number of techniques 

were used. The first of which was the modified residue calculus method. The modified 

residue calculus technique provided a useful method to enable computation of trapped

mode frequencies. A number of results were provided that showed that the trapped 

modes occurred alternatively symmetric and antisymmetric about the line of symmetry 

of the guide, and that more modes appeared as the window got larger or as it moved 

towards the centre of the guide. 

Using a variational principle we were able to provide estimates to these frequencies 

in the form of an inequality and prove the existence of a trapped mode for a sufficiently 
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large window width. As the size of the window in the common boundary was increased 

it was seen that a trapped-mode frequency would tend towards the upper bound of this 

inequality. 

For modes whose frequencies were above this cut-off we were able to use a simi

lar modified residue calculus technique to compute trapped-modes frequencies. From a 

spectral point of view, when looking above the cut-off we were seeking trapped modes 

whose frequencies were embedded in the continuous spectrum of the operator. The 

difference between the two sets of results came from the fact that there were two con

ditions to solve for the case above the cut-off compared to only one below the cut-off. 

The geometry of the problem can be described in terms of the two parameters aid and 

bid. When looking below the cut-off we can fix either aid or bid and vary the other to 

get solutions. For the case above the cut-off we can only fix was bid and the solutions 

appear for only specific values of the parameter aid. 

An investigation was also made into trapped modes whose frequencies were above 

the second cut-off for wave propagation down the guide. Trapped modes were not found 

for any off-set or width of the window. 
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Chapter 3 

Two-dimensional waveguides 

containing a plate on the centreline 

3.1 Introduction to the problem 

One of the assumptions made in chapter 2 was that the value of bid> 1/2. If 2b = d 

the waveguide is symmetric about the mid-line parallel to the walls and this can be used 

to simplify the analysis. To seek trapped modes in a guide with such a geometry we 

decompose the problem into one symmetric about the mid-line and one antisymmetric 

about this line and consider just one guide. The latter case is that of a parallel-plate 

waveguide with Dirichlet conditions on both walls, a guide that does not contain trapped 

modes. On the other hand, the symmetric problem is equivalent to a two-dimensional 

waveguide with Dirichlet boundary conditions on the walls containing a thin plate on 

the centreline on which a Neumann condition is applied. In this chapter we seek trapped 

modes in such a guide. 

The chapter is divided as follows. In section 3.2 we discuss previous work done on 

waveguides containing obstacles which are symmetric about the mid-line of the waveg

uide. The problem is formulated in section 3.3 and a cut-off corresponding to the lowest 

point of the continuous spectrum is introduced. The geometry of the problem is now 

only described by one non-dimensional parameter, this being the length of the plate 

compared to the width of the waveguide. The chapter is then split into two main sec

tions as we seek modes whose frequencies are located below the continuous spectrum in 

section 3.4 and embedded in the continuous spectrum in section 3.5. 

In section 3.4.1 a modified residue calculus method is used to prove the existence 
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of trapped modes in a waveguide containing a sufficiently long plate and compute the 

frequencies. A variational principle is used in section 3.4.2 to provide estimates for 

the trapped-mode frequencies and prove the existence of a single trapped mode for a 

sufficiently long plate. In both subsections the trapped modes are antisymmetric about 

the line forming the extension of the plate, either symmetric or antisymmetric about 

the line through the middle of and perpendicular to the plate and can be found for any 

value of the geometrical parameter corresponding to the plate length. 

A modified residue calculus method is used to prove the existence of and compute the 

frequencies of trapped modes between the first and second cut-offs in section 3.5. The 

modes considered here have the same symmetric properties as those whose frequencies 

are below the cut-off but only occur for specific values of the plate length. This is 

consistent with what is found in chapter 2 as above the first cut-off trapped modes are 

only found for specific values of the window width. 

A summary of the results obtained in the chapter is given in section 3.6. 

3.2 Background 

The previous work concerning trapped modes in two-dimensional parallel-plate waveg

uides containing obstacles that are symmetric about the centreline between the waveg

uide walls is extensive. The symmetry of the geometry can be used to restrict attention 

to modes which are antisymmetric about the line of symmetry parallel to the waveg

uide walls, enabling a cut-off to be introduced below which modes cannot propagate to 

infinity. If any non-trivial solutions to the problem are found with frequency below this 

cut-off then by definition they are trapped modes. 

One of the first class of obstacles to be studied was a flat plate placed parallel to 

the wave guide walls, a situation of great practical importance in an engineering context. 

Detailed work on the excitation and consequences of modes trapped around a single 

flat plate in a rectangular flow passage can be found in Parker and Stoneman (1989), 

§2. Earlier work concerning the existence of trapped modes around a thin plate was 

presented by Parker in a series of papers both experimental (1966) and theoretical 

(1967). 

In the first of these papers the author presented a detailed experimental study of 

acoustic resonances in waveguides of constant cross-section in which single plates, round 
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rods and a number of equally spaced flat plates spanning the guide were placed with their 

planes parallel to the airflow. The author showed that fairly large pressure amplitudes 

can be generated at resonance frequencies which are related to the geometry of the guide 

and not to the natural frequency of mechanical vibration. These resonances were local 

to the plates, excited by the vortex shedding from the trailing edges of the plates as air 

rapidly flows across them and quickly decayed down the guide. 

In the later theoretical paper Parker studied trapped modes by numerically solving 

the wave equation using relaxation techniques and obtained a good agreement between 

the theory and previous experimental frequencies at which the resonances occurred. 

These resonances were dependent upon the length of the plates and the distance between 

the plates. 

The resurgence of interest in trapped modes in the 1990's resulted in a number of 

papers containing work on symmetric obstacles. Much of the work concerns a water

wave interpretation of the problem whereas the ideas in this chapter come from the 

analagous acoustic problem. Using the terminology introduced in section 2.5 we can 

classify many of the problems considered as either a Neumann or Dirichlet problem. 

(The problems are defined due to the conditions appearing on the waveguide walls. The 

obstacle within the waveguide always has Neumann conditions on the boundary.) 

The trapped modes arising from Neumann and Dirichlet problems are known as 

Neumann or Dirichlet modes for rigid structures. The Neumann and Dirichlet modes 

for rigid structures are of great importance from a physical viewpoint. An example 

was given by Maniar and Newman (1997) who showed numerically how large forces on 

cylinders in the middle of a large, finite array of cylinders occur near the wavenumbers of 

the corresponding Neumann and Dirichlet trapped modes found around a single cylinder 

in a channel. 

Early work which fully exploits the symmetry of problem was done by Evans and 

Linton (1991) who provided numerical evidence for the determination of Neumann-mode 

frequencies for the case of a parallel-plate waveguide containing a symmetrically-placed 

rectangular block. A Dirichlet condition was placed on the centreline of the waveguide 

and the trapped modes found were antisymmetric about this line. The Neumann modes 

found are either symmetric or antisymmetric about the line of symmetry perpendicular 

to the waveguide walls. The case when the block is reduced to a flat plate on the 

centreline is also discussed. 
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Evans (1992) used the residue calculus method of Mittra and Lee (1971) to prove the 

existence of Neumann modes for the problem of a sufficiently long flat plate placed on the 

centreline. A Dirichlet condition is placed on the line which is an extension of the plate 

and the modes found are either symmetric or antisymmetric about a line perpendicular 

to the plate through its midpoint. The case when the boundary conditions are replaced 

by mixed boundary conditions on the plate and its extension are also discussed. 

Using a boundary integral equation technique Linton and Evans (1992) were able 

to compute trapped-mode frequencies for the Neumann problem consisting of an ob

stacle, symmetric about the centreline of the guide, placed on the centreline of a two

dimensional parallel-plate waveguide. The integral equation method used in this exam

ple is useful as it allows general obstacle geometries to be considered. 

Evans and Linton (1994) used a residue calculus technique to provide simple tran

scendental equations which can be used to find the frequencies of the Neumann and 

Dirichlet modes found by Parker (1966). Although the formulas given were approxi

mate the authors showed that they were also very accurate. 

Many of the problems discussed in section 2.4.2 concerning various variational tech

niques had symmetry built into the problem to allow a cut-off to arise. Some of these 

papers considered the case of a plate on the centreline of the waveguide and calculated 

the resulting trapped modes frequencies, but no general existence proof was given until 

the paper by Evans, Levitin, and Vassiliev (1994). In the paper the authors proved using 

a variational argument the existence of a N eumann mode in a two-dimensional parallel

plate waveguide containing an obstacle which was symmetric about the centreline of the 

guide. 

In this chapter we seek trapped modes in the Dirichlet problem containing a finite 

length thin plate on the centreline. The problem is equivalent to finding the Parker I 

and 8 modes considered in Evans and Linton (1994). 

3.3 Formulation 

We consider a two-dimensional waveguide with parallel sides a width d apart which 

contains a plate of length 2a situated on the centre line, as shown in figure 3.l. 

The problem is set up so that the x-axis is along the plate and the y-axis passes 

midway through the plate. The symmetry of the problem allows us to seek modes 
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Figure 3.1: Definition sketch. 

antisymmetric about the centreline of the guide by adding a Dirichlet condition on the 

line y = 0, away from the plate and considering only the upper-half of the waveguide. 

The geometry of the problem also allows us to express any solution as the sum of 

solutions which are either even or odd about x = O. For the initial work we seek a 

solution which is symmetric about x = 0 by placing a Neumann condition on the line 

x = 0, 0 < y < d/2. We consider the region x > 0, 0 < y < d/2 and look for non-trivial 

solutions cj!(x, y) which satisfy 

orp 
- = 0 on x = 0, 0 < y < d/2. 
ox 

The solution must also satisfy the Helmholtz equation within the waveguide 

o < y < d/2, x > 0, 

(3.3.1) 

(3.3.2) 

for some wavenumber k, subject to Neumann boundary conditions on the plate and 

Dirichlet boundary conditions on the guide wall and the extension of the plate 

orp 
0< x < a, (3.3.3) - = 0 on y = 0 oy , 

rp = 0 on y = 0, x> a, (3.3.4) 

rp = 0 on y = d/2, x> 0, (3.3.5) 

and we require a radiation condition specifying that no wave can propagate out to 

infinity: 

rp -t 0 as x -t 00. (3.3.6) 

53 



We finally assume that rP is non-singular, but that 

(3.3.7) 

anticipating singular behaviour in the velocity field at the edge of the plate. 

Any solutions to this problem can be extended to a solution in the whole guide using 

the symmetry relations 

,p(x, -V) = -,p(x, V), 

,p(-x,y) = ,p(x,y), 

(3.3.8) 

(3.3.9) 

and the resulting potential ,p is a solution to the problem described in the previous 

chapter, with b = d/2. 

It is useful to split the domain into two regions. Region I is 0 < y < d/2, 0 < x < a 

and region II is 0 < y < d/2, x > a, again shown in figure 3.1. We can represent 

the function ,p by a function ,pi (i = 1,2) in each region, with the following continuity 

conditions applied at each regions boundary: 

on x = a, 0 < y < d/2. 

Separation of variables reveals that 

where 

and we have introduced complete orthonormal sets 

which satisfy 

1ji~I) (y) =21
/

2 sin JLn (~ - y), 

1ji~2) (y) =21/ 2 sin VnY, 

7l' 
JLn = d(2n + 1), nE No, 

2n7l' 
Vn=d' nEN, 

i = 1,2, 

where LI is x = a, 0 < y < d/2 and Smn is the Kronecker delta. 
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(3.3.11) 

(3.3.12) 

(3.3.13) 

(3.3.14) 

(3.3.15) 

(3.3.16) 



The condition that prevents waves propagating to infinity is that (3n, n E N, are 

real and positive and this implies kd < 271". In terms of the spectral theory of operators 

the lowest point of the continuous spectrum for the Laplacian operator subject to the 

boundary conditions (3.3.3)-(3.3.6) is 471"2/d2. We now seek modes whose frequencies 

are both above and below this cut-off. We do not, however, seek trapped modes above 

the second cut-off because the geometry is defined by one less parameter than in the 

previous chapter. 

3.4 Trapped modes below the first cut-off 

In this section we seek trapped modes whose frequencies are below the threshold of the 

continuous spectrum. We expect nothing new in terms of results in this section, just 

confirmation of the b/ d = 0.5 results shown in figure 2.5. If kd < 271" then the values an, 

n E N will also be real and positive and so the corresponding modes will not have wave

like behaviour in the inner region. The only mode with possible wave-like behaviour 

will be the one corresponding to ao. To allow ao to have wave-like behaviour it must 

be purely imaginary and this implies kd > 71". We therefore anticipate that a necessary 

condition for the existence of trapped modes is 

71" < kd < 271". 

We now formulate a solution using the modified residue calculus technique. 

3.4.1 Modified residue calculus method 

Matching <PI = <P2 and 0<P1/ ox = 0<P2/ ox along LI we obtain 

~ U(I) cothanaw(l) ( ) = ~ U(2) w~)(y) 
L-n nY L-n (3' 
n=O an n=l - n 

00 00 

L U~I)W~l)(y) = L U~2)W~)(y). 
n=O n=l 

(3.4.1) 

(3.4.2) 

(3.4.3) 

We can convert (3.4.2) and (3.4.3) into an infinite system of linear algebraic equations 

by multiplying both by w~), m E No, and integrating over L1 to produce 

th 00 U(2) 
U(1) co ama = '" _n_ d 

m L.. (3 nm, 
am n=! - n 

(3.4.4) 

00 

U(1) = '" U(2) d m L- n nm, (3.4.5) 
n=l 
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where we have defined 

Evaluating the integral dnm , we find 

2 (d/2 ) 
dnm=dJo 2sinvn ysinMm(g-y dy, 

4 [. l!:!!1!! • ~l 
( 

2 _ 2) vnsm 2 - Mm sm 2 ' 
d Vn Mm 

(3.4.6) 

(3.4.7) 

provided Vn of Mm. It is simple to see from (3.3.14) and (3.3.15) that Vn of Mm and 

hence (3.4.7) always holds. Since m and n are both integers we have sin vnd/2 = 0, and 

sin Mmd/2 = (_1)m+1. Substituting these results and v~ = f3~ + k2, and M~ = a~ + k2, 

into (3.4.7), we find that 

4vn(-l)m 
dnm = d(a~ - f3~)' m E No, nE N. (3.4.8) 

We can now proceed by either eliminating ug) or U~2) from (3.4.4) and (3.4.5). In order 

to use the modified residue calculus method we eliminate ug) and use (3.4.8) to obtain 

f Un ( 1 + (m ) = 0, 
n=l f3n - am f3n + am 

mENo, (3.4.9) 

where we have defined 

(3.4.10) 

Using a similar method to that shown in section 2.4.1 we also require 

(3.4.11) 

to ensure that the edge condition (3.3.7) is satisfied by <P2(X, y). 

We could devise an approximate solution by neglecting (rn, mEN, but instead we 

will proceed directly to the full solution by considering the integrals 

1 1 () (1 (m) Im = lim -. j z + dz, 
N~oo 21n eN z - am z + am 

mENo, (3.4.12) 

where CN is a sequence of contours on which z -t 00 as N -t 00 and j(z) is a mero

morphic function which has the following properties: 

PI. j(z) is an analytic function of z except for simple poles at z = f3n, nE N; 

P2. j(z) = O(z-!) as Izl-t 00 on CN as N -t 00. 

The main step in obtaining solutions by the modified residue calculus method involves 

the construction of j (z). 

56 



Construction of J(z) 

Following the same reasoning used in section 2.4.1 we would like to choose 

where 

J(z) = g(z)h(z), 

g(z) = IT 1 - z/an , 
n=l 1 - z/f3n 

00 A 
h(z) = 1 + L n, 

n=l Z - an 

(3.4.13) 

(3.4.14) 

and the coefficients An are to be determined. The function J(z) is chosen to have the 

correct poles to satisfy PI. The function h(z) is chosen so that the zeros of g(z) at an 

are cancelled by the poles of h( z) at these points. 

To satisfy P2 we need to obtain the behaviour of g(z) as JzJ -+ 00. We therefore 

consider the following product 

g(z) = IT 1- z/an IT 1- z/vn IT 1- Z/Jln. 
n=l 1 - z/ Jln n=1 1 - z/ f3n n=1 1 - z/vn 

Following section 2.4.1 we have 

ool-z/a oo( k2)_~00( k2 ) IT n=IT 1-- IT 1+ , 
n=l 1 - z/ Jln n=1 Jl~ n=l (z - Jln)(Jln + an) 

and 

ITl-z/vn=IT(I_k:)~IT(I_ k
2 

). 
n=1 1 - z/f3n n=1 vn n=l (z - f3n)(f3n + vn) 

(3.4.15) 

(3.4.16) 

(3.4.17) 

As all the terms an and f3n, n E 1\1, are of the form An + O(n-l) as n --> 00, with 

A a constant, a comparison between the final products in (3.4.16) and (3.4.17), and 

2::::'=1 n-2
, shows that (3.4.16) and (3.4.17) are uniformly convergent on any compact 

set excluding z = f3n and z = JLn. Provided z --> 00 through a sequence of values which 

avoids these points we have 

7f2 sin kd 00 1 - z/Itn 

g(z) ~ kd7f2 - (kd)3 D1 1 - z/vn ' 
(3.4.18) 

where Gradshteyn and Ryzhik (1980) eqn 1.431(4) has been used. We can expand the 

remaining product using (2.4.43) as 

IT 1 - z/itn = IT 1 - zd/(2n + 1)7f = e"yzd/27rr(3/2) r(1 - zd/27f) 
n=1 1 - z/vn n=1 1- zd/2n7f r(3/2 - zd/27f)· e"Yzd/ 27r r(l) . 

(3.4.19) 

After using (2.4.45), we find after some simplification that as JzJ -+ 00, z =f JzJ, 

1 

7f2 sinkd (-Z)-2 
g(z) ~ kd7f2 _ (kd)3 27f . (3.4.20) 

57 



For the case when z is real and positive we use the reflection properties of the Gamma 

function, see (2.4.48), and the asymptotic behaviour can be shown to be 

7[2 sin kd (Zd) ( Z )-! 
g(z) ~ kd7[2 _ (kd)3 cot "2 27[ , as z -+ 00, z f -14 (3.4.21 ) 

If we choose CN to be a sequence of circles with centre at the origin and radius RN = 

(N + 1/4)7[ then using these results we obtain 

1 
g(z) = O(z-,), as Izl-+ 00 on CN as N -> 00, (3.4.22) 

and hence P2 is satisfied. 

Applying Cauchy's residue theorem to (3.4.12) we obtain 

m E No. (3.4.23) 

A comparison with (3.4.9) shows our solution is given by Un = R(f : (3n) provided 

mENo. (3.4.24) 

For mEN, these equations can be solved by an appropriate choice of the coefficients 

An. We have for mEN 

(3.4.25) 

and 

(3.4.26) 

Substituting (3.4.25) and (3.4.26) into (3.4.24) we obtain 

mEN, (3.4.27) 

where 

Bm= 2amCm((3m- a m) IT (1+am/an)(1-am/(3n). 
((3m + am) n~l (1 - am/an)(1 + (Xm!(3n) 

(3.4.28) 

n~= 

The presence of the rapidly decaying factor Cm in equation (3.4.28) for Bm means that 

the system of equations (3.4.27) converges very quickly provided a/ d is not too small. 

As in section 2.4.1 a sufficient condition for the infinite system (3.4.27) to have a unique 

solution with 2:~1 A~ < 00 is that a/ d is sufficiently large. 
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To satisfy the edge condition, Un must satisfy the condition given by (3.4.11). Earlier 

we have shown that Um = flU : f3m) and hence 

(3.4.29) 

Using (3.4.15) we can expand this to 

(3.4.30) 

The first two infinite products can be rearranged in the form shown in (3.4.16) and 

(3.4.17) and hence are 0(1) as m --> 00. From (3.4.21) we have 

rr
oo (1- f3m/f1n) 7r2 sin kd ((3md) ((3m)-~ 

7::----'--,,-"--;---"';- ~ cot - -
n~l (1 - f3m/vn) kd7r2 - (kd)3 2 27r 

7r
2 

sin kd ( (kd)2 _2)(2m7r)-~( -2) 
~ kd7r2 _ (kd)3 cot m7r - 4m7r + O(m ) -d- 1 + O(m ) , 

7r2 sin kd (8m7r) ~ 1 

~ kd7r2 _ (kd)3 k4d3 + O(m-'i), (3.4.31) 

since 

(3 2m7r k
2
d O( -2) 

m~-----+ m 
d 4m7r 

(3.4.32) 

as m --> 00. 

As m --> 00 we also have 

( 
(3 d) 1 ( kd )2 1 - ~ ~ - - + 0(m-3). 
2m7r 2 2m7r 

(3.4.33) 

Using (3.4.31)-(3.4.33) we can see that Un is O(n-~) as n --> 00, which is the required 

asymptotics to take account of the expected singularity in the velocity field near the 

plate edge. 

Trapped mode condition 

We can now return to the one condition still to be satisfied, namely (3.4.24) with m = O. 

If we let 000 = -in', where d = (k 2 - f16)~ = (e - (7r/d)2)~, this condition reduces to 

j( -ia') 
j(ia') . 
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Using (3.4.14) we have 

g( -ia') = e2i)( 

g(ia') , 
h( -ia;") 2iu 

h( ia:,,) = e , (3.4.35) 

where we have defined 

(3.4.36) 

and 

u = arg (h( -ia')) = arg (1 - f= An. ,). 
n=1 an + za 

(3.4.37) 

The condition for the existence of trapped modes, (3.4.34), reduces to 

a'a=x+u+(n-!)1f, n an integer, (3.4.38) 

where X and u are given by (3.4.36) and (3.4.37). Had we attempted an approximate 

solution for large aid the condition would have been similar to (3.4.38), but without the 

u term, and the results would be the same as those shown in Evans and Linton (1994). 

As aid --> 00 we showed earlier that An --> 0 and hence from (3.4.37) u --> o. Thus 

given any € > 0 we can choose aid sufficiently large so that 10"1 < €. If we now consider 

the series -x, where X is defined by (3.4.36), we see that it is made up of decreasing 

terms of alternate sign because tan -I is monotonic and 

for n E N. (3.4.39) 

It is also clear that -x is bounded below by zero and above by the first positive term, 

tan-I (a'lfld. As tan-I is bounded above by 1f/2 the following inequality holds, 

(3.4.40) 

and for kd E (1f, 27r), we can fix aid sufficiently large so that 

o < 1f /2 + X + u == C < 1f 12. (3.4.41) 

With this choice of aid the right-hand side of (3.4.38) becomes 

(3.4.42) 

Letting n = N, where N is a positive integer, we see that the right-hand side of (3.4.38) 

is bounded by two non-negative values (N - 1)1f and (N - ~)7r. As kd increases from 
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1f to 21f the left-hand side of (3.4.38) varies continuously between 0 and V31fa/d. To 

provide a solution to (3.4.38) we choose aid sufficiently large so that aid 2: (N - !)/V3. 
With this choice of aid we can see that there will be a value of kd in the range (1f,21f) 

for which (3.4.38) is satisfied. Moreover as we choose different integers N there is an 

infinity of solutions for any fixed frequency. As aid increases for fixed kd the value of 0' 

decreases and the difference between successive solutions tends to 1f / da'. 

Antisymmetry about x = 0 

For the case of antisymmetry about x = 0, the condition (3.3.1) is replaced by 

cP = 0 on x = 0, 0 < y < d/2, (3.4.43) 

and hence the cosh and sinh terms in (3.3.11) are interchanged. The equation equivalent 

to (3.4.9) is 

f Un ( 1 _ Cm ) = 0, 
n=l f3n - am f3n + am 

mENo· (3.4.44) 

Equation (3.4.24) therefore becomes 

mE No, (3.4.45) 

with the infinite system (3.4.27) being 

mEN. (3.4.46) 

The condition for antisymmetric modes, equivalent to (3.4.38), is therefore 

a'a = X+o" +n1f, n an integer, (3.4.47) 

where a' is the argument of h( -ia') with the An coefficients coming from (3.4.46) and 

X is defined in (3.4.36). 

Results 

In figure 3.2 the trapped-mode wavenumbers, kd/1f, are plotted against a/d. The results 

were computed with the systems of equations (3.4.27) and (3.4.46) truncated with a 

truncation parameter of 5. The solid lines correspond to modes symmetric about x = 0 

and the dashed lines correspond to modes antisymmetric about x = O. We see that 

as aid increases the number of modes increases and the modes appear alternatively 
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symmetric and antisymmetric from the cut-off kd = 27r and decrease towards kd = 7r. 

The right-hand end points of the curves are for a/ d = 3 and correspond to the left-hand 

end points in figure 2.5. 

kd/7r 
1.1 

1.2 

o 

, , , , , , 

0.5 

, , 

, , 

, , 

, , , 

-----

'2.5 

Figure 3.2: A comparison of the trapped-mode wavenumbers for modes symmetric (-) 

and antisymmetric (- -) about x = 0 plotted against a/d. 

In the quantum mechanics situation similar curves obtained using a mode-matching 

technique and showing the bound-state energies (when fi2/2m = 1) against the plate 

length are presented by Exner et al. (1996). 

Conclusion 

In this section we have used the modified residue calculus method to prove the existence 

and compute the frequencies of Dirichlet modes occurring below the cut-off kd = 27r 

in the two-dimensional wave guide containing a thin plate on the centreline. The proof 

is valid only when the plate length is sufficiently large but computations suggest that 

modes exist for all plate lengths. The trapped modes appear alternatively symmetric 

and antisymmetric about the line perpendicular to and through the midpoint of the 

plate, and exist for any length plate. 
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3.4.2 Variational methods 

Estimates of trapped-mode frequencies 

In this section we follow the work in section 2.4.2 to make estimates for the trapped

mode frequencies occurring below the cut-off kd = 27r in a parallel-plate waveguide 

containing a plate on the centreline. 

Using the same notation as before, we take A < 47r2/rf2, place a Neumann condition 

on x = 0, and compute the eigenvalues in region I with Dirichlet or Neumann conditions 

on x = a as 

(3.4.48) 

(3.4.49) 

The only value of m to give eigenvalues below A = 47r2/rf2 is m = 1. There are no 

eigenvalues in region n. Putting m = 1 into (3.4.48) and (3.4.49) we can produce the 

following inequality that holds for all j for which A(j),s < 47r2 I d2 , 

(3.4.50) 

Replacing the Neumann condition on x = 0 by a Dirichlet condition, we can recalculate 

the eigenfunction expansions and eigenvalues and the inequality similar to (3.4.50) is 

(3.4.51) 

Each interval of (3.4.50) and (3.4.51) whose right-end point is less than 37r21d2 con

tains only one eigenvalue. Notice that these estimations are exactly the same as the 

estimations made for the laterally coupled waveguide, (2.4.107) and (2.4,108). 

The result of superimposing these intervals onto figure 3,2 is shown in figure 3.3. 

Although each mode appears between two estimates, it can be seen that as aid in

creases along each mode, the estimate coming from the upper bound gives a better 

approximation to the frequency of the trapped mode. 

Proof of existence of a trapped mode 

To prove the existence of a trapped mode we need the right-hand side of (3.4.50) or 

(3.4.51) to be less than 3rr2 1rf2, Putting j = 1 into both (3.4.50) and (3.4.51) we can 

prove that a trapped mode exists provided aid> 1/Vl2 when a Neumann condition 
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Figure 3.3: A comparison of the trapped-mode wavenumbers, kd/,Jr, for modes symmet

ric and antisymmetric about x = 0 for the full solution, (solid) and (dashed) and the 

estimated intervals (dotted), plotted against aid. 

is placed on x = 0, and aid> 1/V3 when a Dirichlet condition is on x = O. These 

conditions are equivalent to (2.4.110) and (2.4.111) with bid = 1/2. 

3.5 Trapped modes below the second cut-off 

In this section we seek Dirichlet modes whose frequencies are embedded in the continuous 

spectrum for the problem discussed earlier. In section 3.4 Dirichlet modes were found 

with a frequency 7r < kd < 27r. This cut-off allowed only one mode to propagate in the 

region containing the plate and all other modes to decay down the waveguide. When 

seeking the embedded trapped modes we look for modes with frequencies kd > 27r, as 

the continuous spectrum occupies the semi-interval [47r2 I d2 , 00). 

In section 2.5 we found embedded trapped modes in the frequency range 27r < kd < 

d7r/(d - b), when 112 < bid ~ 2/3. These modes do not exist when bid = 1/2. In this 

section the symmetry of the problem allows embedded modes to be found in a higher 

frequency range. 

We shall use the same modified residue calculus method as in section 2.5.2. 
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3.5.1 Formulation 

The reasoning in section 3.4 that the frequency should be restricted to 71 < kd < 271 

was that Qo would be purely imaginary whereas an and (3n would be real and positive 

for n E N. For the embedded case here we restrict the frequency to 

371 < kd < 471, (3.5.1) 

so that ao, al (and (31) are purely imaginary whereas an, (3n, n 2: 2 are real and positive. 

We begin by seeking trapped modes symmetric about x = 0 and write the eigen

function expansions for the two regions similar to (3.3.11) and (3.3.12) as 

(3.5.2) 

(3.5.3) 

where <PI and <P2 are defined as before and w~)(y), i = 1,2, are given by (3.3.14) and 

(3.3.15). Note that the summation for <P2 starts from n = 2, as we set the amplitude of 

the wave-mode corresponding to an imaginary (31 in the outer region to zero. 

3.5.2 Modified residue calculus method 

Matching <PI = <P2 and 8<pd8x = 8rP3/8x along L10 as in section 3.4.1, we obtain 

(3.5.4) 

where Un and (m are given by (3.4.10). The edge condition (3.4.11) remains the same 

for the embedded case. 

We now formulate a solution to (3.5.4) by considering the integrals 

1 1 () (1 (m) Im = lim -. J z + dz, 
N_oo 271Z CN Z - am z + am 

m E No, (3.5.5) 

where CN is a sequence of contours on which z -t 00 as N -t 00 and J(z) is a mero

morphic function which has the following properties: 

PI. J(z) is an analytic function of z except for simple poles at z = (3n, n 2: 2; 

P2. J(z) = O(z-~) as Izl -t 00 on CN as N -t 00. 
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Construction of J(z) 

We choose 

J(z) = g(z)h(z), 

where 

g(z) = IT 1 - zlan , 
n=2 1 - zlfJn 

00 A 
h(z) = 1 + L n. 

n=2 Z - an 

(3.5.6) 

(3.5.7) 

It should be noted that the function g(z) is the same as (3.4.14) except that one term 

has been removed from both the numerator and denominator. The asymptotics for large 

z remain the same and so P2 is satisfied if we choose the same contours eN as in section 

3.4.1. 

Applying Cauchy's residue theorem to (3.5.5) we obtain 

m E No. (3.5.8) 

A comparison with (3.5.4) shows our solution is given by Un = RU : fJn)' provided 

mE No. (3.5.9) 

In order to solve (3.5.9) the coefficients An, n :::: 2, in (3.5.6) can be found from the 

infinite system of equations 

(3.5.10) 

where 

Bm = 2am(m(fJm - am) IT (1 + amlan)(l - ami fJn). 
(fJm + am) n~2 (1 - ami an) (1 + ami fJn) 

(3.5.11) 

n~m 

Trapped mode condition 

We now have two conditions still to be satisfied simultaneously, namely (3.5.9) with 

m = 0 and m = 1. If we let ao = -ia~, where a~ = (k2 -115)~ = (k2 - C7l'Id)2)~, and 

al = -ia;, where a; = (k2 -Iti)~ = (k2 - (37l'Id)2)~, these conditions reduce to 

2i,,'a J( -ia~) 
e J = - J(iaj) , j = 0, 1. (3.5.12) 

Following the work in section 3.4.1 we find the condition for trapped modes is that 

j = 0,1, (3.5.13) 
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are both satisfied simultaneously, where 
00 ' , 

Xj = ]; (tan-
1 eJ -tan-

1 (;~)), (3.5.14) 

17j=arg(h(-ia~))=arg(l-f An. ,), 
n=2 an + zaj 

(3.5.15) 

and no and n1 are an arbitrary pair of integers. 

As aid --> 00 it is easy to see that An --> ° in (3.5.10) because of the exponential decay 

of En and hence from (3.5.15) 17j --> 0, j = 0, 1. In a similar way to that shown in section 

3.4.1, given an t > 0, we can choose aid sufficiently large so that max(l17ol, l17d) < t. The 

series -Xj, j = 0, 1, with Xj given by (3.5.15) consists of decreasing terms of alternating 

sign. Using (3.4.40) we can show that the following inequalities hold 

j = 0,1, (3.5.16) 

and for kd E (31f,41f), we can fix aid sufficiently large so that, 

j = 0, 1. (3.5.17) 

As a~ is always greater than .;s1fld for kd E (31f,41f) it can be seen from (3.5.13) that 

requiring aid to be sufficiently large is equivalent to requiring no to be sufficiently large. 

This is not the case for n1 as a~ can be close to zero as kd --> 31f. If we eliminate a from 

the two trapped-mode conditions (3.5.13) we find 

(3.5.18) 

'I ' where A = a 1 a o. 

If we vary kd between 31f and 41f, A E (0,)7/15) and so the value of the left-hand 

side of (3.5.18) lies between -n11f and ()7 115no - nd1f, whereas if we fix aid (or no) 

sufficiently large, the right-hand side always lies between -1f and ()7 115 - 1/2)1f. We 

now fix n1 E 1\1, and choose no sufficiently large so that )7/15no-n1 > )7/15-112 and 

(3.5.17) both hold for j = 0, 1. We now find that there a value of kd in the range (31f, 41f) 

which satisfies (3.5.18), with the corresponding value of aid found from (3.5.17). 

When seeking trapped modes with antisymmetry about x = 0, the conditions change 

to 

j = 0, 1, (3.5.19) 

where 17; is the argument of h( -iaj) with the An coefficients coming from 

m= 2,3, ... (3.5.20) 
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Results 

For the results in this section a truncation parameter N = 5 was used on the infinite 

systems of equations (3.5.10) and (3.5.20). In figure 3.4 the trapped-mode wavenumbers, 

kd/n:, are plotted against aid, with a close-up of a number of points shown in figure 3.5. 

In both figures the modes symmetric about x = 0 are shown by a cross and the modes 

antisymmetric about x = 0 by a circle. The modes appear between the two cut-offs 

kd = 3n: and kd = 4n:. 

In figure 3.5 the lines corresponding to the solutions of (3.5.13) for j = 0 and j = 1 

are shown together with the integer values for no and nl. The trapped-mode frequencies 

are the intersection of the solid or dashed lines. 

It can be seen in figure 3.4 that there are no trapped modes present when a/ d is 

below some critical value and trapped modes occur only for specific values of the plate 

length. As a/ d increases the number of trapped modes present in a small a/ d interval 

o 
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aid 

Figure 3.4: Trapped-mode wavenumbers, kd/n:, for modes symmetric (x) and antisym

metric (0) about x = 0 plotted against a/d. 

Conclusion 

In this section we have investigated Dirichlet modes for a rigid plate on the centreline 

of a guide whose frequencies are above the first cut-off for wave propagation down the 
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Figure 3.5: A detailed view of part of figure 3.4 showing the curves corresponding to 

the solutions of (3.5.13) for j = 0 and j = 1, labelled with the corresponding no and 

nl values. The solid curves correspond to modes symmetric about x = 0 and the 

dashed to modes antisymmetric about x = O. The embedded trapped modes, denoted 

by x (symmetric) and o(antisymmetric), are solutions for both j values and are where 

the solid or dashed lines cross. 

waveguide. The frequency was restricted so that one wave-like mode appeared in the 

outer region and two wave-like modes appeared in the inner region. The amplitude of 

the mode in the outer region was set to zero and a modified residue calculus technique 

used to produce a pair of conditions that needed to be solved simultaneously for the 

existence of trapped modes. We also proved that trapped modes exist provided the 

plate length is sufficiently large. The results plotted from this method show that the 

trapped modes correspond to the intersection of two sets of lines. The trapped modes 

only appear for specific values of the plate length, a feature that was apparent for the 

embedded trapped modes in chapter 2. 

3.6 Summary 

In this chapter we have investigated the trapped modes that can occur in a two

dimensional parallel-plate waveguide containing a finite length plate placed on the cen

treline of the guide. Dirichlet boundary conditions are placed on the waveguide walls 
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and a Neumann boundary condition on the plate. A Dirichlet condition is placed on 

the line which is an extension of the plate as modes are sought which are antisymmetric 

about the mid-line of the waveguide. The trapped modes found, which are known as 

Dirichlet modes, are either symmetric or antisymmetric about the line perpendicular to 

and through the centre of the plate. 

After forming eigenfunction expansions for the problem, a cut-off was introduced 

below which modes cannot propagate to infinity. The chapter was then split into two 

sections, the first sought modes whose frequencies were below this cut-off and the second 

sought modes with frequencies above the cut-off. 

Below the cut-off a modified residue calculus technique was used to prove the exis

tence of Dirichlet modes when the plate is sufficiently long and compute the frequencies. 

These frequencies are shown to be the same as the frequencies coming from the laterally 

coupled waveguide in the limit as bid -+ 1/2. A variational principle was also used to 

provide estimates for the frequencies of the Dirichlet modes and prove the existence of 

a single mode for a sufficiently long plate. The Dirichlet modes were shown numerically 

to exist for any length plate and the number of modes increased as the length of the 

plate increased. 

Above the cut-off a modified residue calculus technique is again used to prove the 

existence of Dirichlet modes for a sufficiently long plate. The modes only appear for 

specific values of the plate length and only when the plate is longer than a certain value. 
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Chapter 4 

Two-dimensional waveguides 

containing an off-centre plate 

4.1 Introduction to the problem 

In this chapter we modify the work done in chapter 3 by moving the plate off the 

centreline of the waveguide. 

The problem consists of a two dimensional parallel-plate waveguide with Dirichlet 

conditions on the guide walls containing a finite length thin Neumann plate parallel to 

the waveguide walls and off the centreline of the guide. Using the previous terminology 

we are seeking Dirichlet trapped modes in the guide, as in chapter 3 . 

The chapter is divided as follows. We discuss previous work concerning off-centre 

bodies in parallel-plate waveguides in section 4.2. The problem is formulated in section 

4.3 and we find that the geometry of the problem is described by two parameters cor

responding to the length of the plate and the off-set of the plate. When formulating 

the problem an initial cut-off in the frequency is introduced below which modes cannot 

propagate to infinity. 

In section 4.4 we seek Dirichlet modes whose frequencies are below this cut-off. The 

frequency is restricted in such a way that only one wave-like mode local to the plate 

appears in the model. The trapped-mode frequencies are computed in section 4.4.1 

using a modified residue calculus technique. Below the first cut-off modes are shown to 

occur for any length plate and for any off-set. A variational principle is used in section 

4.4.2 to provide estimates to the trapped mode frequencies and prove the existence of a 

single trapped mode for a sufficiently long plate. 
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In section 4.5 trapped modes are sought above the first cut-off and below the second 

cut-off using a modified residue calculus technique. Between the two cut-offs two wave

like modes local to the plate and one propagating mode exist in the model. When looking 

between the first and second cut-offs we set the amplitude of the propagating mode to 

zero and the solution corresponds to the intersection of two sets of lines. The range of 

frequency restriction in this section is depends on the off-set of the plate. Between the 

first and second cut-offs trapped modes appear for any off-set of the plate, except when 

the plate is three-quarters of the way up the guide, but only for specific values of the 

plate length. 

The off-centre plate problem contains a third cut-off below which two modes can 

propagate down the guide. In section 4.6 trapped modes are sought between the second 

and third cut-offs using a modified residue calculus method. The amplitudes of both 

propagating modes are set to zero and the inner region now contains three wave-like 

modes. The range that the frequency is restricted to again depends on the off-set of 

the plate and trapped modes only occur when the off-set is below a certain value. The 

trapped modes correspond to the intersection of three sets of lines and only occur for 

specific combinations of the off-set and the plate length. 

A summary of the chapter is presented in section 4.7 together with a plot of the 

lowest frequency mode in each of the three frequency bands. 

4.2 Background 

Previously work concerning the occurrence of trapped modes in two-dimensional parallel

plate waveguides containing off-centre obstacles has not been vast. As discussed in the 

previous chapter, if the geometry is symmetric about the centreline of the waveguide a 

natural cut-off can be introduced below which modes cannot propagate to infinity down 

the guide. If the obstacle is off the centreline the symmetry is removed and the problem 

is not as straightforward. 

In the water wave context Linton and Evans (1991) used a matched eigenfunction 

expansion method to provide numerical evidence of trapped modes above a submerged 

horizontal plate of finite width in water of constant depth. The field equation for this 

example was, however, (\72 - k2 )q; = 0, a mixed boundary condition was placed on the 

surface and Neumann conditions placed on the plate and on the bottom. 
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The Neumann problem of an off-centre thin plate was considered by Evans, Linton, 

and Ursell (1993). In the paper the authors used a modified residue calculus technique 

to prove the existence of Neumann modes for a sufficiently long thin plate. The problem 

is similar to the one considered in this chapter except that here we investigate Dirichlet 

modes. 

It was later proved by Davies and Parnovski (1998), and also Groves (1998) and 

Linton and McIver (1998a) that the geometry considered by Evans, Linton, and Ursell 

(1993) is an example of a very general class of geometries for which Neumann modes 

exist. A more detailed explanation of the ideas in these papers is given in section 2.4.2. 

The investigation into Neumann modes for an off-centre thin plate placed parallel to 

the walls in a parallel-plate waveguide was given by Linton et al. (2002). The geometry 

of the off-centre thin plate is defined by two non-dimensional parameters corresponding 

to the off-set of the plate compared to the width of the whole guide and the length of 

the plate compared to the width of the whole guide. The Neumann modes can be found 

below the first cut-off for any value of either parameter, as shown in Evans, Linton, and 

Ursell (1993). In Linton et al. (2002) Neumann modes found between the second and 

third cut-offs are shown to occur only for specific combinations of the two parameters. 

In this chapter we consider the Dirichlet problem and seek trapped modes below the 

first, second and third cut-offs. 

4.3 Formulation 

We consider a two-dimensional waveguide with parallel sides a width d apart containing a 

parallel plate of length 2a which is situated off the centreline of the waveguide. Cartesian 

axes are chosen so that the x-axis coincides with the lower boundary of the waveguide 

and the y-axis is chosen so that the waveguide is symmetric about x = O. We set up 

the problem so that the plate is a distance b from the lower boundary of the waveguide 

and assume b> d/2, as shown in figure 4.1. 

Vie begin by formulating a solution which is symmetric about x = 0 by considering 

the region x > 0 and seeking a non-trivial function rjJ(x, y) which satisfies 

orjJ 
ox = 0 on x = 0, 0 < y < d. (4.3.1) 
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Figure 4.1: Definition sketch. 

The function if;(x, y) must also satisfy the Helmholtz equation within the waveguide 

o < y < d, x > 0 except on y = b, 0 < x < a, (4.3.2) 

subject to Dirichlet conditions on the wave guide walls and a Neumann condition on the 

plate, 

if; =0 on y = 0, x > 0, 

if; =0 on y = d, x > 0, 

aif; 
ay = 0 on y = b, 0 < x < a, 

and a radiation condition requiring no propagating modes at infinity, 

if; -t 0 as x -t 00. 

We finally assume that if; is non-singular, but that 

anticipating singular behaviour in the velocity field at the edge of the plate. 

(4.3.3) 

( 4.3.4) 

(4.3.5) 

(4.3.6) 

(4.3.7) 

It is useful to split the domain into three regions. Region [ is b < y < d, 0 < x < a, 

region [[ is 0 < y < b, 0 < x < a, and region [[[is 0 < y < d, x > a. We can represent 

the function if; by a function CPi (i = 1,2,3) in each region with the following continuity 
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condition applied at each regions boundaries: 

A.. _ A. oc/>; _ Oc/>3 
'1/, - '1/3, ox - OX' on L;, i = 1,2, (4.3.8) 

where L1 is x = a, b < y < d, L2 is x = a,O < y < band L3 is L1 U L2, as in figure 4.l. 

Separation of variables reveals that 

where 

A. ( ) = ~ U(1) cosh O!nx \[1(1) ( ) 
'1/1 x, y ~ n . h n y, 

n=l an SIn ana 

A. ( ) = ~ U(2) cosh ,6nx \[1(2) ( ) 
'1/2 x, Y ~ n f3 . h f3 n Y, 

n=O n SIn na 
00 -,n(x-a) 

c/>3(X, y) = L u2) e \[I~3)(y), 
n=1 -'rn 

O! = (v2 _ k2)1/2 n n , 

and we have introduced complete orthonormal sets 

\[I~1)(y) =21
/
2 sin vn(d - V), Vn = ~ (n - ~), nE N, 

\[I~)(y) =21
/
2 sin 11nY, Iln = i ( n + D, n E No, 

nE N, 

which satisfy 

i = 1,2,3, 

where omn is the Kronecker delta and c = d - b. 

(4.3.9) 

(4.3.10) 

(4.3.11) 

(4.3.12) 

( 4.3.13) 

(4.3.14) 

( 4.3.15) 

( 4.3.16) 

We now restrict the frequency so that all modes in region I I I decay exponentially 

to zero, i.e. we need 'rn, n E N to be real and positive. The first cut-off for this problem 

is therefore kd = 7r. 

4.4 Trapped modes below the first cut-off 

In this section we restrict the frequency so that only one wave-like mode is present in 

the inner region x < a, and so we require either 0!1 or ,60 to be purely imaginary. To 

restrict the frequency so that 0!1 is purely imaginary we have to have k > 7r /2c > 7r / d, 

which is not possible. We therefore require ,60 to be purely imaginary which implies 
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kb > 7r /2, and anticipate that a necessary condition for the existence of trapped modes 

is 

7rd 
2b < kd < 7r. (4.4.1) 

It is important to note that trapped modes do not exist in this frequency range when 

bid = 1/2. To compare this waveguide to the one in the previous chapter we need to 

examine the case when b = d. When b = d we can refect the waveguide about the 

line x = d and consider a waveguide of width 2d containing a plate on the centreline. 

The two frequency ranges (3.4.1) and (4.4.1) are therefore equivalent, when b = d, if we 

replace d by 2d in (3.4.1). 

We now apply the continuity conditions (4.3.8). 

4.4.1 Modified residue calculus method 

Matching the eigenfunction expansions cPi = q,3 on L i , i = 1,2, we obtain 

00 ([t(3)() {"(X) U(i) cothana([t(I)(y) yELl, L UA3) n y = L.,n~1 n an n , 

~I -,n ,,00 U(2) coth i3na([t(2)(y) yE L2. 
n L...tn=O n !3n n , 

(4.4.2) 

Similarly matching the x-derivatives oq,;/ ox = Oq,3/ ox on L i , i = 1,2, we find 

( 4.4.3) 

If we multiply (4.4.2) by ([t;;{, mEN, when i = 1 and m E No, when i = 2, and integrate 

over Li,i = 1,2, we have, 
00 

U(i) = " U(3) d 
m ~ n nm, mEN, 

n=l 
00 

U(2) = " U(3) e 
m ~ n nmJ m E No, 

n=l 

where we have defined 

dnm = ~ ( W~3) (y) ([t~) (y) dy, 
C iLl mEN, 

enm = ~ L w;:) (y)([tl;) (y) dy, mE No. 

In a similar way from (4.4.3) we obtain 

th 00 U(3) 
U(i) co OOm a = " _n_ d 

m ~ nm, 
am n=l -rn 

mEN, 

U
(2) coth (3m a _ ~ U~3) 
m (3 - ~ enmJ 

m n=l -rn 
mE No, 

76 

( 4.4.4) 

(4.4.5) 

( 4.4.6) 

(4.4.7) 

( 4.4.8) 

( 4.4.9) 



Evaluating the integrals dnm and enm , we have 

2An( _l)m+! cos Anb 
enm = bb~ - 13;') , (4.4.10) 

provided In f. am and In f. 13m. Eliminating ug) from (4.4.4) and (4.4.8), ug) from 

(4.4.5) and (4.4.9) and using (4.4.10) we find 

f Un( 1 + (m ) = 0, 
n=! In - am In + am 

mEN, (4.4.11) 

f Un ( 1 + ~m ) = 0, 
n=! In - 13m In + 13m 

mENQ , (4.4.12) 

where we have defined 

(4.4.13) 

The condition to ensure that (4.3.7) is satisfied by (/JJ(x, y) is 

(4.4.14) 

which is found as in section 2.4.1. 

We could devise an approximate solution by neglecting am and 13m, mEN, but 

instead proceed directly to the full solution by considering the following contour integrals 

1 1 () (1 (m) Im = lim -. J z + dz, 
N~oo 2rrz CN Z - am z + am 

mEN, (4.4.15) 

Jm = lim -2
1

. r J(z) ( 1(3 + ~~) dz, 
N-oo 1f'tiCN z- m Z+ m 

m E No, (4.4.16) 

where CN is a sequence of contours on which z --> 00 as N --> 00 and J(z) is a mero

morphic function which has the following properties: 

PI. J(z) is an analytic function of z except for simple poles at z = In' n E N; 

P2. J(z) = O(z-k) as Izl --> 00 on CN as N --> 00. 

The main step in obtaining solutions for the modified residue calculus method involves 

the construction of J(z). 

Construction of J(z) 

We would like to choose J(z) in the form 

J(z) = g(z)h(z), (4.4.17) 
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where 

g(z) = IT (1 - z/an)(1- z/ f3n), 
n=l (1 - zhn) 

(4.4.18) 

( ~ (An En) h z) = 1 + ~ z _ an + z - f3n ' (4.4.19) 

and the coefficients An and En are to be determined. The function f (z) is chosen to 

have the correct poles to satisfy PI and the function h(z) is chosen so that the zeros of 

g(z) at an and f3n are cancelled by the poles of h(z) at these points. 

To satisfy P2, we need to work out the behaviour of (4.4.18) as JzJ ---> 00. We begin 

by expanding g(z) as 

g(z) = IT 1- z/an IT 1- z/f3n IT 1- Z/An IT (1- z/!-ln)(I- z/vn ). (4.4.20) 
n=l 1- z/vn n=1 1 - z/Jin n=11- zhn n=1 (1- Z/An) 

Following section 2.4.1 we can expand the infinite products as 

co 1 _ z / an 00 ( k2
) - ~ co ( k2 

) IT =IT 1- 2 IT 1+ , 
n=1 1 - z/vn n=1 vn n=1 (z - vn)(vn + an) 

(4.4.21) 

co 1- z/f3n 00 ( k2)_~ co ( k2 ) IT =IT 1-- IT 1- , 
n=1 1 - z/!-ln n=1 v~ n=1 (z - !-In)(!-ln + f3n) 

( 4.4.22) 

and 

co 1 _ z / An co ( k2 
) ~ co ( k2 

) IT =IT 1-- IT 1- . 
n=l 1 - zhn n=1 A~ n=1 (z -In)(-rn + An) 

(4.4.23) 

As all the terms an, f3n and In are of the form An+O(n-l) as n ---> 00, with A a constant, 

a comparison between the final products in (4.4.21)-(4.4.23), and 2::;=:'=1 n-2, shows that 

(4.4.21)-(4.4.23) are uniformly convergent on any compact set excluding z = Vn, Z = !-In 

and z = In. Provided z ---> 00 through a sequence of values which avoids these points 

we have 

g(z) ~ ( sin kd )! IT (1 - z/ !-In)(1 - z/vn). 
kdcoskbcoskc n=1 (1- Z/An) 

(4.4.24) 

Using the result (2.4.43) in (4.4.24) we have 

co (1 - z/ !-In)(l - z/vn) e 7zb/ n r(3/2) e,zc/n r(1j2) r(1- zd/7r) II (1- Z/An) = r(3/2 - zb/7r) T(1/2 - ZC/7r)' e,Zd/1T r(1) . 
(4.4.25) 

Using (2.4.45) in (4.4.25) we see, after some simplification, that as Z ---> 00, Z # JzJ, 

g(z) ~ (-kdZCO.SkbCOSkC)-~ exp{-Z(bln(d/b) +cln(d/c))}. 
7r sm kd 7r 

( 4.4.26) 
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For the case when z is real and positive we use the reflection properties of the Gamma 

function, see (2.4.48), and the asymptotic behaviour can be shown to be 

g(z) ~ coss:~~~ZC) (kdZ ~o:i~bk~oS kC) -~ exp {~Z (bln(d/b) + cln(d/c)) }, 

(4.4.27) 

as Izl -t 00, z of -Izl. If we take eN to be a sequence of circles with centre at the origin 

and radius RN which avoids the points z = J.tn, z = Vn and z = In, n E N, we can, 

instead of using (4.4.18), consider the function 

g(z) = exp {~(bln(d/b) +cln(d/c))} IT (1- ~/a~)(~ -)z/(3n), 
7r n=l 1 Z In 

(4.4.28) 

which is O(z-~) as Izl-t 00 on eN as N -t 00, and hence P2 is satisfied. 

Applying Cauchy's residue theorem to (4.4.15) and (4.4.16) we have 

00 (1 () L R(f : In) + m + f(am) + (mf( -am) = 0, 
n=l In - am In + am 

mEN, (4.4.29) 

00 (1 Em) 
]; R(f : In) In _ (3m + In + (3m + f((3m) + Emf( -(3m) = 0, m E No. (4.4.30) 

A comparison with (4.4.11) and (4.4.12) shows our solution is given by Un = R(f : In) 

provided 

f(am) + (mf(-am) = 0, 

f((3m) + Emf( -(3m) = 0, 

mEN, 

m E No. 

(4.4.31 ) 

(4.4.32) 

For mEN these equations can be solved with an appropriate choice of the coefficients 

Am and Bm. For mEN we have 

( 4.4.33) 

(4.4.34) 
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f(f3m) = - exp{f3; (bln(d/b) + cln(d/c)) } (~:g ~ ::;~::/) 
x IT (1 - f3m/ cxn)(l - f3m/ f3n) , 

n~1 (1 - f3mhn) 
( 4.4.35) 

n~m 

and 

( 4.4.36) 

Substituting (4.4.33)-(4.4.36) into (4.4.31) and (4.4.32) we obtain, 

( 4.4.37) 

(4.4.38) 

where 

Cm = (2~~:'Y: :~7~:: :~m)) exp { - 2~m (bln(d/b) + cln(d/c) + an)} 

IT (1+ CXm/CXn)(1 + CXm/f3n)(l- cxmhn) 
x n~1 (1- CXm/cxn)(l- CXm/f3n) (1 + cxmhn)' (4.4.39) 

n~m 

Dm = e~~:'Y:~~(~~:;~m)) exp { - 2~m(bln(d/b)+cln(d/c)+an)} 
x IT (1 + f3m/ cxn)(l + f3m/f3n)(l - f3mh n). () 

n~1 (1- f3m/cxn)(l- f3m/f3n) (1 + f3mhn) 4.4.40 
n~m 

and mEN, in all cases. 

Because of the presence of the rapidly decaying factors Cm in (4.4.39) for Cm and ~m 

in (4.4.40) for Dm, the system of equations (4.4.37) and (4.4.38) converge very quickly 

provided a/ d is not too small and provide a very efficient method for computing the 

unknowns Am and Bm. 

To satisfy the edge condition Un must satisfy the condition given by (4.4.14). Earlier 

we have shown that Urn = R(f : 'Ym) and hence 

Um =-'Ym[1+I=( An + Bnf3 )]exp{'Ym(bln(d/b)+cln(d/c))} 
n=! 'Ym +CXn 'Ym + n n 

x IT (l-im/CXn)(l-im/f3n) / IT (l-imhn). (4.4.41) 
n=l n""l 

n~m 
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Using (4.4.20) we can expand this to 

Um = -"Ym(1 - "Ymd) [1 + f= ( An + En fJ )] exp {"Ym (bln(d/b) + cln(d/c))} 
m'l!' n=! "Ym + an "Ym + n 'I!' 

X IT (1 - "Ym/an) IT (1 - "Ym/ fJn) IT (1 - "Ymd/n'l!') 
n=! (1 - "Ymc/'I!'(n - 1/2)) n=! (1 - "Ymb/'I!'(n + 1/2)) n~1 (1 - "Ymhn) 

n"m 

11°o (1 - "Ym/ /l-n) (1 - "Ym/ vn) 
X ( • 

n=! 1 - "Ym/ An) 
(4.4.42) 

The first three infinite products can be rearranged in the form shown in (4.4.21)~(4.4.23) 

and are therefore 0(1) as m --t 00. Using (4.4.27) on the final infinite product we have 

as m --t 00, since 

( 4.4.44) 

As m --t 00 we also have 

( 
"Ymd) 1 ( kd ) 2 3 1 - - ~ ~ - + O(m- ). 
m'l!' 2 m'l!' 

(4.4.45) 

Combining (4.4.42)~(4.4.45) we can see that Un is O(n-~) as n --t 00, which is the 

required asymptotics to take account of the edge condition (4.3.7). 

Trapped mode condition 

We can now return to the one condition still to be satisfied, namely (4.4.32) with m = O. 

If we let fJo = -ifJ', where fJ' = (k2 - /l-5)~ = (k2 - ('I!'/2b)2)~, this condition reduces to 

Using (4.4.28) and (4.4.19) we have 

g( -ifJ') = e2i(x-I"8) 

g( ifJ') , 

f( -ifJ') 
J(ifJ') . 

h( -ifJ') 2i" 

h(ifJ') = e , 
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where we have defined 

x = ~ (tan-
1 (:J + tan-

1 (:J -tan-
1 (~J). (4.4.48) 

8 = ~(bln(d/b) + cln(d/c)), (4.4.49) 

and 

(4.4.50) 

The condition for the existence of trapped modes, (4.4.46), reduces to 

f3'(a + 8) = X + a + (n - D7r, n an integer, (4.4.51) 

where X, 8 and a are given by (4.4.48)-(4.4.50). Had we attempted an approximate 

solution for large a/d the condition would have been similar to (4.4.51), but without the 

a term. 

Antisymmetry about x = 0 

For the case of antisymmetry about x = 0, we replace condition (4.3.1) by 

<p = 0 on x = 0, 0 < y < d. ( 4.4.52) 

The changes caused by this condition are that equations (4.4.11) and (4.4.12) become, 

f Un ( 1 _ Cm ) = 0, 
n=l In - am In + Q m 

mEN, (4.4.53) 

f Un ( 1 _ Em ) = 0, 
n=l In - f3m In + {3m 

m E No. ( 4.4.54) 

The condition for antisymmetric modes, equivalent to (4.4.51) is, 

f3'(a + 8) = X + a' + n7r, n an integer, ( 4.4.55) 

where X and 8 are defined earlier, and a' is the argument of h( -i{3') with the An and 

En coefficients coming from 

( 4.4.56) 

( 4.4.57) 

with mEN, in both cases. 
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Figure 4.2: A comparison of the trapped-mode wavenumbers kdl1f for modes symmetric 

(-) and antisymmetric (- -) about x = 0 plotted against aid when bid = 0.8. 
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Figure 4.3: A comparison of the trapped-mode wavenumbers, kdlrr, for modes symmet

ric (-) and antisymmetric (- -) about x = 0 plotted against bid when aid = 3. 

Results 

For the results in this section the systems of equations (4.4.37)-(4.4.38) and (4.4.56)

(4.4.57) were truncated with a truncation parameter N = 5. 

In figure 4.2 a typical set of trapped-mode wavenumbers, kdlrr, are plotted against 

aid when bid = 0.8. The solid lines correspond to modes symmetric about x = 0 and 
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the dashed lines correspond to modes antisymmetric about x = O. As aid increases 

we see that the number of modes present increases and the modes appear alternatively 

symmetric and antisymmetric from the cut-off kd = 7r and decrease towards kd = 

7rd/2b = 0.6257r. 

The variation of trapped-mode wavenumbers, kd/7r, plotted against bid when aid = 

3 is shown in figure 4.3. The solid lines represent modes symmetric about x = 0 and the 

dashed lines modes antisymmetric about x = o. It is clear that as bid increases from 

0.5 the number of modes present increases and also that modes exist for any off-set. 

A comparison between figures 4.3 and 3.2 can be made if the axes on figure 3.2 are 

changed to 2kd/7r and a/2d (Le. replacing d by 2d). The right-hand end points of figure 

4.3 correspond to the points when a/2d = 1.5 on figure 3.2. 

Conclusion 

In this section we have computed the frequencies of Dirichlet modes occurring below the 

cut-off kd = 7r for the waveguide containing a thin plate located off the centreline of the 

guide. The Dirichlet modes satisfy the Helmholtz equation within the waveguide and 

are either symmetric or antisymmetric about the line through the midpoint of the plate 

perpendicular to the waveguide walls. The results computed show that trapped-mode 

frequencies can be found for any length plate and any off-set. It can be also seen that the 

number of modes present increases as the plate gets further away from the centreline. 

4.4.2 Variational methods 

Estimates of trapped-mode frequencies 

In this section we follow the work in section 2.4.2 to provide estimates for the trapped

mode frequencies occurring below the cut-off kd = 7r in a parallel-plate waveguide con

taining an off-centre plate. 

Using the same notation as before, we take oX < 7r2/d2, place a Neumann condition 

on x = 0, and compute the eigenvalues in region I and 11 with Dirichlet or Neumann 
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conditions on x = a as 

(4.4.58) 

(4.4.59) 

(4.4.60) 

(4.4.61) 

There are no eigenvalues in region Ill. The only value of m to give eigenvalues below 

A = 7r
21d2 is m = 1 in region Il. As expected there are no eigenvalues in region I below 

the cut-off. Putting m = 1 into (4.4.59) and (4.4.61) we can produce the following 

inequality that holds for all j, provided A(j),s < 7r
2 I d 2 , 

( 4.4.62) 

Replacing the Neumann condition on x = 0 by a Dirichlet condition we can recalculate 

the eigenfunction expansions and eigenvalues and the inequality similar to (4.4.62) is 

(4.4.63) 

Each interval of (4.4.62) and (4.4.63) whose right-end point is less than 7r21d2 contains 

only one eigenvalue. 

The result of superimposing these intervals onto figure 4.2 is shown in figure 4.4. 

Although each mode appears between two estimates, it can be seen that as aid in

creases along each mode, the estimate coming from the upper bound gives a better 

approximation to the frequency of the trapped mode. 

Proof of existence of a trapped mode 

To prove the existence of a trapped mode we need the value of the right-hand side of 

(4.4.62) or (4.4.63) to be less than 7r
2Id2• Putting j = 1 into (4.4.62) and rearranging 

we find that a trapped mode symmetric about x = 0 exists provided 

1 

aid> [4 - (dIWr'. ( 4.4.64) 

The similar condition for a single antisymmetric trapped mode is that 

1 

aid> [1 - (dI2b)r'. ( 4.4.65) 
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Figure 4.4: A comparison of the trapped-mode wavenumbers, kdlTr, for modes symmet

ric and antisymmetric about x = 0 for the full solution, (solid) and (dashed) and the 

estimated intervals (dotted), plotted against aid when bid = 0.8. 

As bid -> 1 the value of the right-hand side of (4.4.64) tends to 1/J3. For the anti

symmetric case this value tends to 21 J3. Both values are exactly the same as those 

found in the previous chapter if d is replaced by d/2 in the right-hand side of (4.4.64) 

and (4.4.65). As the plate is moved closer towards the centreline of the guide the value 

of both right-hand sides increases. As bid -> 1/2 for both cases the required value of 

aid -> 00. 

4.5 '!rapped modes below the second cut-off 

In section 4.3 we introduced a cut-off, kd = 7r, corresponding to the lowest point of the 

continuous spectrum. The cut-off was defined so that modes with frequencies below 

the cut-off cannot propagate to infinity. In this section we seek trapped modes whose 

frequencies are embedded in the continuous spectrum. 

4.5.1 Formulation 

In this section we restrict the frequency so that one mode can propagate in the region 

I I I and two modes propagate in the inner region x < a, i.e. one mode in region I and 

one in region II, two modes in region I and none in region II or vice versa. Only one 
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mode appears in the outer region if we restrict the frequency such that kd < 21r. The 

lower cut-off that allows two modes in the inner regions is dependent on the value of bid. 

If 1/2 < bid < 3/4 we can restrict the frequency to kc > 1f/2, which allows one mode to 

appear below the plate and one mode to appear above the plate. If 3/4 < bid < 1 we 

can restrict the frequency to kb > 31f 12, which allows two modes to appear below the 

plate and none above the plate. We therefore restrict the frequency in such a way that 

d1f 
- < kd < 21f, when 1/2 < bid < 3/4, 
2c 

3d1f 2b < kd < 21f, when 3/4 < bid < 1. 

(4.5.1) 

( 4.5.2) 

Notice that trapped modes do not occur in this frequency range when bid = 3/4. We 

define the upper value to both inequalities, kd = 21f is the second cut-off for the problem. 

The eigenfunction expansions for the three regions are 

-I, ( ) = ~ U(I) cosh anx W(1) ( ) 
'/'1 X, Y L.... n . h n Y, 

n=l an SIn ana 

-I, ( ) = ~ U(2) cosh f3n x W(2) ( ) 
'/'2 X, Y L.... n f3 . I f3 n Y, 

n=O n S1n 1 n a 
00 -'flex-a) 

cP3(X, y) = L U~3) e W~3)(y), 
n~2 -"In 

( 4.5.3) 

( 4.5.4) 

(4.5.5) 

where w~)(y), i = 1,2,3, are given by (4.3.13)-(4.3.15). These eigenfunctions are the 

same as (4.3.9)-(4.3.11) except the sum in region III starts from n = 2, as we set the 

amplitude of the mode corresponding to the imaginary "11 to zero. 

4.5.2 Modified residue calculus method 

We now formulate a solution using the modified residue calculus technique. 

Following (4.4.2) to (4.4.12) we can match cPi = cP3 and their x-derivatives along L i, 

i = 1,2, convert the results into an infinite system of equations and eliminate U~) to 

arrive at 

f Un ( 1 + Cm ) = 0, 
n~2 "In - am "In + am 

mEN, ( 4.5.6) 

fun ( 1 + t;m ) =0, 
n~2 "In - f3m "In + f3m 

(4.5.7) 

where Un, Cm and t;m are given by (4.4.13). Note the only difference between (4.5.6)

(4.5.7) and (4.4.11)-(4.4.12) is the summation for Un and Vn starts at n = 2 instead of 

n = 1. The edge condition (4.4.14) remains the same below the second cut-off. 
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We now formulate a solution by considering the following contour integrals 

. 1 1 (( 1 (m) Im = hm -. J z) + dz 
N~oo 27rZ CN Z - am z + am 

mEN, (4.5.8) 

. 1 1 (1 t;m) Jm = hm - J(z) + dz 
N~oo 27ri CN z - (3m Z + (3m 

( 4.5.9) 

where CN is a sequence of contours on which z --> 00 as N --> 00 and J(z) is a mero

morphic function which has the following properties: 

Plo J(z) is an analytic function of z except for simple poles at z = "In, n ::::: 2; 

P2. J(z) = O(z-t) as Izl --> 00 on CN as N --> 00. 

Construction of J(z) 

The function we choose is dependent upon the value of bid. If 1/2 < bid < 3/4, as in 

the previous section we choose 

(4.5.10) 

where 8 is defined by (4.4.49), 

( ) _ (1 _ 1(3) rroo 
(1 - zlan)(l - zl(3n) 

gl z - Z 1 1 I ' 
n~2 - Z "In 

(4.5.11) 

and 

(4.5.12) 

Similarly if 3/4 < bid < 1 we choose 

(4.5.13) 

where 

( ) _ (1 _ I ) rroo 
(1 - zlan)(l - zl(3n) 

g2 Z - Z 0'1 I' 
n~2 1 - z "In 

(4.5.14) 

and 

(4.5.15) 

The functions gl(Z) and g2(Z) are chosen to have the correct poles to satisfy Plo The 

functions hl(Z) and h2(Z) are chosen so that the zeros of gl (z) and g2(Z) at z = an and 

z = (3n are cancelled by the poles of hI (z) and h2(Z). 
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If we replace !3n-l by fin and Bn- 1 by En in (4.5.11) and (4.5.12), we have 

( ) _ rroo (1 - z/an)(l - z/ iJn) 
91 Z - , 

n~2 1- zhn 
( ) 

~ An En 
hI Z = 1 + ~ + - . 

n=2 Z - an Z - !3n 
( 4.5.16) 

Similarly if we replace an-l by an and An - 1 by An in (4.5.14) and (4.5.15), we have 

() rroo (1- z/an)(l - z/ !3n) 
92 Z = , 

n~2 1 - Z/'Yn 
(4.5.17) 

Notice that the frequency constraints (4.5.1) and (4.5.2) lead to functions 91(Z) and 

92(Z) which are the same order as z --> 00 as that given in (4.4.18) since one factor 

has been removed from the numerator and the denominator. The functions given by 

(4.5.10) and (4.5.13) therefore satisfy P2. 

Applying Cauchy's residue theorem to (4.5.8) and (4.5.9) we obtain 

mEN, (4.5.18) 

m END, (4.5.19) 

A comparison with (4.5.6) and (4.5.7) shows our solution is given by Un = R(J : 'Yn) 

provided both 

J(am) + (mJ( -am) = 0, 

J(!3m) + ~mJ( -!3m) = 0, 

mEN, 

m END. 

( 4.5.20) 

(4.5.21) 

We now formulate the trapped mode condition for the case when 1/2 < bid < 3/4 using 

the function J(z) = 91(Z) hl(Z). The changes caused by using 92(Z) and h2(Z) will be 

discussed later. 

In order to solve (4.5.20) and (4.5.21) the coefficients An and En, n = 2,3, ... , in 

(4.5.16) can be found from the infinite system of equations 

(4.5.22) 

( 4.5.23) 
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where m = 2,3, ... , and 

Cm = (2ambm - am~(t3m + am)) exp ( - 2am(8 + a)) 
bm + am)(f3m - am) 

X IT (1+ amlan)(1+ am/~n)(l - amhn) , 
n~2 (1- amlan)(l - amlf3n) (1 + amhn) 
ni'm 

Dm = (2t3mbm -:: t3m)(am -J:: t3m)) exp ( - 2t3m(8 + a)) 
bm + f3m)(am - f3m) 

x IT (1+~mlan)(1+~m/~n)(l-~mhn). 
n~2 (1- f3m/ an)(l- f3m/f3n) (1+ f3mhn) 
ni'm 

Trapped mode condition 

(4.5.24) 

(4.5.25) 

We now have two conditions still to be satisfied simultaneously. When 1/2 < bid < 3/4 

these conditions are (4.5.20) with m = 1 and (4.5.21) with m = o. When 3/4 < bid < 1 

a similar set of results to (4.5.22)-(4.5.25) can be produced with the An, En, am and 

t3m terms replaced by An, En, am and f3m. The two conditions to be satisfied when 

3/4 < bid < 1 are (4.5.21) with m = 0 and m = l. 

Continuing with the case of 1/2 < bid < 3/4, we let al = -ia', where a' = 

(k2 - /ll)~ = (k2 - (7r/2c)2)~, and f30 = -if3~, where f3~ = (k2 - tt6)~ = (k2 - (7r/2W)~· 

Substituting these into (4.5.20) and (4.5.21) we have the following conditions which need 

to be satisfied simultaneously, 

f( -ioo') 
f(ia') , 

f( -if3~) 
f(if3~) . 

( 4.5.26) 

( 4.5.27) 

Following the work in section 4.4.1, we find the condition for the existence of trapped 

modes when 1/2 < bid < 3/4 is that 

a'(a + 8) = Xl(a') + 0"1(00') + (nl - ~)7r, 

f3~(a + 8) = Xl((3~) + O"l(f3~) + (n2 - ~)7r, 

( 4.5.28) 

( 4.5.29) 

are both satisfied simultaneously for pairs of integers nl and n2, where we have defined 

Xl(X) = £: (tan- l (~) +tan-l (::) - tan- l (~)), 
n~2 an f3n In 

( 4.5.30) 

O"l(x)=arg (hl(-iX))=arg (l-£:( An. + _ En. )), 
n~2 an + zx f3n + %X 

(4.5.31) 
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and 8 is given by (4.4.49). 

For the case of 3/4 < bid < 1, we let !31 = -i!3;, where !3; 

(k2 - (31T 12W)~ and the trapped mode condition becomes 

j = 0, 1, 

where no and nl are integers and 

For the case of antisymmetry about x = 0, the conditions change to 

a' (a + 8) = XI (a') + 0'; (a') + nl1T, 

!3~(a + 8) = XI(!3~) + 0';(!3~) + n21T , 

when 1/2 < bid < 3/4, and 

j = 0, 1, 

( 4.5.32) 

( 4.5.33) 

( 4.5.34) 

(4.5.35) 

(4.5.36) 

(4.5.37) 

when 3/4 < bid < 1. The O';(x), j = 1,2, terms are similar to those in (4.5.31) and 

(4.5.34) with the An and En coefficients coming from either 

( 4.5.38) 

( 4.5.39) 

when 1/2 < bid < 3/4, or 

( 4.5.40) 

~ (An En) 
-Em + Dm L.. !3 + - +!3 +!3 = Dm, 

n=2 m an m n 
(4.5.41 ) 

when 3/4 < bid < 1, with m = 2,3, ... , in all cases. 

Results 

For the results presented in this section the system of equations (4.5.22)-(4.5.23) and 

(4.5.38)-(4.5.41) were truncated with a truncation parameter of N = 5. 
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In figure 4.5 a typical set of trapped-mode frequencies, kdlrr, are plotted against aid 

when bid = 0.6, for which the relevant frequency range is drr/2c = 1.25rr < kd < 2rr. 

The trapped modes are the intersection of two sets of lines corresponding to the solutions 

of (4.5.28)-(4.5.29) and (4.5.35)-(4.5.36). A more detailed view of some of the modes 

in figure 4.5 are shown in figure 4.6 along with some of the corresponding values of nl 

and n2' In both figures the modes symmetric about x = 0 are represented by a cross 

and the modes antisymmetric about x = 0 are represented by a circle. It can be seen in 

figure 4.5 that as the plate length increases the number of modes appearing in a small 

aid-interval also increases. 

2 

1.8 

1.6 

kd/rr 

1.4 

1.2 

o 

o 

o 

o 

o 

o 

o 

o 

o 

o 
o 

o 

1~-7~-7--~--~~~~~~~-7--~~ o 0.5 1.5 2 2.5 ;j 3.5 4 4.5 5 

a/d 

Figure 4.5: Trapped-mode wavenumbers, kdlrr, for modes symmetric (x) and antisym

metric (0) about x = 0 plotted against aid, when bid = 0.6. 

The results for modes symmetric about x = 0 obtained by keeping the integers 

nl and n2, used in (4.5.28)-(4.5.29), and no and ni, used in (4.5.32), constant and 

varying either kdlrr in (a) or aid in (b) against bid are shown in figure 4.7. The 

vertical dotted line corresponds to the value bid = 3/4. The modes to the left of 

this line were computed using the frequency range (4.5.1) and the modes to the right 

of this line were computed using the frequency range (4.5.2). The two dotted lines 

either side of bid = 0.75 correspond to the lower cut-offs kc = rr 12 for bid < 0.75 and 

kb = 3rr/2 for bid> 0.75. The trapped modes generally appear when bid is in the range 

(0.5,PI) U (P2, 1) where PI « 3/4) and P2 (> 3/4) depend on the two integers chosen. 

If the two integers (ni, n2) or (no, nl) are chosen in the form (N, M) with N » M then 
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Figure 4.6: A detailed view of part of figure 4.5 showing the curves corresponding to the 

solutions of (4.5.28), (4.5.29), (4.5.35) and (4.5.36), along with some corresponding nl 

and n2 values. The solid curves correspond to modes symmetric about x = 0 and the 

dashed to modes antisymmetric about x = O. The embedded trapped modes, denoted 

by x (symmetric) and o(antisymmetric), are where the solid or dashed lines cross. 

PI -> 3/4- and P2 -> 3/4+, and hence trapped modes appear for all values of bid except 

when bid = 3/4. 

From 4.7(b) we can see that trapped modes do not exist when the plate length is 

small. We can also see that as bid -> 0.5 the corresponding values of aid becomes large. 

When looking at figure 4.7(a) we sce however that trapped modes do not exist when 

bid = 0.5 and as bid -> 0.5 the range of kd becomes very small. 

Conclusion 

In this section we have computed the frequencies of Dirichlet modes below the second 

cut-off for wave propagation down the guide using the modified residue calculus method. 

The modes found are either symmetric or antisymmetric about the line perpendicular to 

and through the centre of the plate .. The frequency is restricted so that two wave-like 

modes appear in the inner region and one mode can propagate down the guide. The 

range that the frequency has to be restricted to depends on the off-set of the plate 

The results computed show that the trapped modes correspond to the intersection 

of two sets of lines, one from each of the wave-like modes in the inner region. The modes 
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Figure 4.7: Variation of (a) kd/71 and (b) aid with bid for modes symmetric about 

x = O. The curves are labelled with the values of (nlon2), from (4.5.28)~(4.5.29), and 

(no,nd, from (4.5.32), which are used to generate them. 

can appear for any off-set of the plate, except when the plate is 3/4 of the way up the 

guide, but only for specific values of the plate length. 

4.6 Trapped modes below the third cut-off 

In the previous two sections we have found trapped modes in the ranges 71d/2b < kd < 71, 

and either 71d/2c < kd < 271, or 371d/2b < kd < 271. As the trapped-mode frequencies 

have increased we have seen clear changes in the form of the results. The results for 

94 



frequencies between rrd/2b < kd < rr show that trapped modes can be found for any 

length plate and for any off-set, so appear as continuous lines in the plots shown. When 

looking below the second cut-off we see that the modes can appear for any off-set, except 

when the plate is 314 of the way up the guide, but for only discrete lengths of the plate 

and appear as the intersection of two lines in the plots. This tends to suggest that if we 

look below the next cut-off, we may find trapped modes for only specific combinations 

of the plate length and off-set. 

4.6.1 Formulation 

When formulating the model, we need to restrict the frequency in such a way that the 

asymptotics of the function J(z) used previously remain unchanged, i.e. we require one 

more wave-like mode in the inner region than in the outer region. As in section 4.5 the 

restricted frequency depends upon the value of bid. 

If 1/2 < bid:::; 3/4 we can restrict the frequency to 

3drr 2b < kd < 3rr, 

and if 3/4:::; bid < 5/6 we can restrict the frequency to 

drr 
2c < kd < 3rr. 

(4.6.1) 

( 4.6.2) 

Both the frequency restrictions produce the results that 001, (30, (31) 11 and "12 are purely 

imaginary whereas all the other values of an, (3n and In are real and positive. 

When the value of bid is between 5/6 and 1 the resulting trapped mode condition, 

found later, becomes inconsistent and no trapped modes can be found using the method 

discussed in this section. A similar occurrence happened in chapter 2 for all values of 

bid. 

The eigenfunction expansions in the three regions are 

'" ( ) = ~ U(I) cosh anx ,T,(I) ( ) 
'1'1 X, Y L.. n . I "'n y, 

n=l O:'n SIn 1 ana 

'" ( ) = ~ U(2) cosh (3n x 1lJ (2) ( ) 
'1'2 X, Y L.. n (3 . h (3 n y, 

n=O n SIn na 
00 -in (x-a) 

r/J3(X, y) = L U~3) e 1lJ~3)(y), 
n=3 -,n 

a = (v2 _ e)I/2 n n , ( 4.6.3) 

( 4.6.4) 

(4.6.5) 

where 1lJ~), i = 1,2,3 are defined previously. In this section we set the amplitudes of the 

modes corresponding to the imaginary "11 and 12 to zero. Following the work in section 
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4.5 we arrive at equations similar to (4.5.8) and (4.5.9) except that the summation now 

starts at n = 3 instead of n = 2. We now solve the problem using the modified residue 

calculus technique. 

4.6.2 Modified residue calculus method 

By considering the integrals shown in section 4.5.2, where the function J(z) is required 

to have poles at z = "In, n 2: 3, we can consider the following function 

J(z) = exp(z8)g(z)h(z), (4.6.6) 

where 8 is defined in (4.4.49), 

(4.6.7) 

and 

(4.6.8) 

Redefining an-1 = an, f3n-1 = iJn, An- 1 = An and Bn- 1 = En we have 

g(z) = IT (1- z/an)(l- Z/iJn) , 
n=3 1 - z/'Yn 

~ (An En) h(z) = 1 + ~ _ _ + _. 
n=3 Z an Z - f3n 

(4.6.9) 

It is useful to notice that g(z) has the same ratio of poles to zeros as (4.5.11) and can 

therefore be shown to have the correct behaviour as Izl --t 00. The solution to the 

problem is given by Un = R(j : "In) provided both 

J(am) + (mJ( -am) = 0 

J(f3m) + ~mJ( -f3m) = 0 

mEN, 

mE No 

(4.6.10) 

(4.6.11) 

For m 2: 2, following the previous work (4.6.10) and (4.6.11) lead to an exponentially 

converging infinite system of real equations similar to (4.5.22) and (4.5.23). 

Trapped mode condition 

For the case of seeking trapped modes above the second cut-off we now have to satisfy 

three conditions simultaneously. These conditions are (4.6.10) with m = 1 and (4.6.11) 

with m = 0,1. If we let a1 = -ia', where a' = (k2-vn~ = (k2_(7f/2c)2)~, f30 = -if3~, 
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where f3~ = W - JI5)! = W - (1f/2bJ2)! and f31 = -if3;, where f3; = W - /li)! 

(k2 - (31f/2W)! the three conditions reduce to 

f( -icl) 
f(ia') , 

f(-if3;) 
f(if3j) , 

j = 0, 1, 

which need to be satisfied simultaneously. If we define 

x(X) = f; (tan-1 
(:: ) + tan-1 (~) - tan-1 (~)) 

n=3 an f3n 'Yn 

and 

O'(X) = arg (1 _ f; (_ An. + _ En. )), 
n=3 an + IX f3n + IX 

we find the conditions for the existence of trapped modes are that 

a'(a + 8) = x(a') + O'(a') + (nl - !)1f, 

f3;(a + 8) = x(f3;) + 0'(f3;) + (n2 - !)1f, 

f3; (a + 8) = x(f3;) + 0'(f3;) + (n3 - 01f, 

are all satisfied simultaneously for sets of integers nI, n2 and n3' 

(4.6.12) 

(4.6.13) 

(4.6.14) 

(4.6.15) 

( 4.6.16) 

(4.6.17) 

(4.6.18) 

As aid --> 00, due to the exponential convergence of An and En, O'(x) tends quickly 

to zero. In section 4.5 the trapped modes computed did not exist when the plate length 

was small. As will be shown later trapped modes are not found below the third cut-off 

when aid < 1. The computed 0' values below the third cut-off are hence insignificant 

and will be ignored from now on. 

To help simplify matters we now make what turns out to be a quite accurate ap

proximation to (4.6.16)-(4.6.18) by using a similar estimate to the earlier variational 

approach. If we place a Dirichlet condition on x = a, 0 < y < d and assume that the 

potential in region III is identically zero then the eigenfunctions (4.6.3)-(4.6.4) for the 

wave-like modes will take the form 

(1) 1fX . 1f(d-y) 
<Pl(X, y) = U1 cos(nl - 1/2)- sm , 

a 2c 
(2) 1fX . 1fy (2) 1fX . 31fY 

<P2(X, y) = Uo cos(n2 - 1/2)- sm -b + U1 cos(n3 - 1/2)- sm-, 
a 2 a 2b 

(4.6.19) 

(4.6.20) 

where nj, j = 1,2,3 are non-negative integers. Note that these solutions would not 

satisfy the original equations as these solutions do not have a continuous derivative 
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across x = a. To enable the solutions (4.6.19)-(4.6.20) to satisfy the Helmholtz equation 

for the same frequency parameter we need 

Rearranging these we have 

( 4.6.22) 

which are just (4.6.16)-(4.6.18) without the e, X and (J terms. Eliminating k and a 

from (4.6.21) we have 

(n2 - 1/2)2 - (n3 _1/2)2 8(d - bJ2 
(nl-1/2)2 _ (n2 _1/2)2 - 9d2 -18db+8b2

' 
(4.6.23) 

Now if 1/2 < bid < 3/4 then the value of the right-hand side of (4.6.23) is strictly 

greater than one and hence a necessary condition for a right-hand side value greater 

than one is that 

( 4.6.24) 

If bid lies in the range (3/4,5/6) this condition changes to 

( 4.6.25) 

If we find a set of integers that satisfy (4.6.24) or (4.6.25) we can simply find the 

corresponding value of bid from (4.6.23). If this value of bid lies within the correct 

range then the kd and a/ d values corresponding to the off-set can quickly be found from 

(4.6.21). 

Results 

Results plotted from the full solution (4.6.16)-(4.6.18) compared to the approximate 

solution (4.6.22) when aid < 4 are shown in figure 4.8. It is clear that a good approxi

mation can be made by removing the e, X and (J terms from (4.6.16)-(4.6.18). Another 

approximation can be made by placing a Neumann condition on x = a and setting the 

outer region to zero so that the derivative of the potential is continuous but not the 

potential itself. The results computed for such an approximation are found not to be as 

good as those shown here. 
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Figure 4.8: Solutions (a/d, bid, kd/,Tr) , with aid < 4 for trapped modes symmetric 

about x = 0 below the third cut-off for an off-centre plate. The dots are results from the 

approximate solution (4.6.22) and the crosses from the full solution (4.6.16)-(4.6.18). 

The results shown in figure 4.8 are for a/ d < 4 and only required n2 :'0 12. If results 

are needed for a larger value of aid then the value of n2 has to be increased, because 

kd varies between 27r and 37r and so from (4.6.17) a large value of a/ d implies a large 

value of n2. If n2 :'0 12 then all the trapped modes below a/ d = 4 are found and hence 

the top two panels of figure 4.8 are complete, but the bottom panel contains more and 

more points as the value of n2 is increased. Figure 4.9 shows the bottom panel of figure 

4.8 with n2 :'0 50. 

Conclusion 

In this section we have found trapped modes whose frequencies are below the third cut

off for the problem of an off-centre plate using a modified residue calculus method. The 
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Figure 4.9: Results from the approximate solution (4.6.22) for modes symmetric about 

x = 0, with n2 :'0 50. 

third cut-off is defined as the frequency below which only two wave-like modes appear 

in the region outside the plate. 

The modes computed are symmetric about the line perpendicular to and through 

the centre of the plate. The frequency restriction depends on the off-set of the plate and 

modes were only found when the plate was below five-sixths of the way up the guide. 

Below the third cut-off three wave-like modes appear local to the plates and the modes 

correspond to the solution of three conditions which have to be solved simultaneously. 

To simplify matters an approximation to the three conditions, coming from a similar 

idea to the variational methods, is given allowing simple computation of the modes. 

As expected from the discussion in section 4.2 the results show that the modes appear 

only for specific combinations of the off-set and plate length. 
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4.7 Summary 

In this chapter we have investigated the occurrence of Dirichlet modes in a parallel-plate 

waveguide containing a thin off centre plate. The modes were found in various frequency 

bands each defined by an upper cut-off which restricted the amount of modes in the 

region outside the plate. The geometry of the problem was defined by two parameters 

corresponding to the off-set of the plate and the length of the plate. 

In section 4.4 trapped modes were found below the first cut-off using a modified 

residue calculus method and estimates to the frequencies were given using a variational 

method. We were also able to prove the existence of a single trapped mode using the 

variational method for a sufficiently long plate. The results plotted show that trapped 

modes occur for any off-set and for any plate length. 

Trapped modes below the second cut-off were found in section 4.5 using a modified 

residue calculus. The results showed that trapped modes can occur for any off-set 

except when the plate was three-quarters of the way up the guide, but only for specific 

plate lengths. Below the third cut-off trapped modes were found using a modified 

residue calculus method and the results showed that the modes occurred for specific 

combinations of the plate length and the off-set. 

Figure 4.10 shows a comparison of the three lowest frequency modes below each 

cut-off. The mode below the first cut-off appears as a plane, the mode below the second 

cut-off appears as a line and the mode below the third cut-off appears as a point. 
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Figure 4.10: A comparison of the three lowest frequency modes in the various cut-off 
regions. Figure (a) is a plan view of figure (b). 
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Chapter 5 

Two-dimensional array of parallel 

plates containing finite gaps 

5.1 Introduction to the problem 

In this chapter we seek a different type of trapped mode to those considered previously. 

The trapped modes sought in this chapter travel along an array of identical obstacles and 

decay away from the obstacles. We seek trapped modes (or as defined later Rayleigh

Bloch waves) in a two dimensional array of parallel plates, with each plate containing 

an equal length finite gap. We place Dirichlet boundary conditions on each plate and 

set up the array so that the plates are an equal distance apart and the line of symmetry 

passes through the centre-point of each gap. The trapped modes sought travel through 

the row of gaps and decay down the plates. 

The chapter is presented in the following manner. In section 5.2 we review previous 

work concerning the occurrence of trapped modes near an array of identical obstacles. 

We formulate the problem in section 5.3 and see that the problem is characterised by 

two non-dimensional parameters corresponding to the length of the gap compared to the 

width between the plates and the propagation or I3loch constant compared to the width 

between the plates (defined later a/ d and (3' d respectively). We also introduce the first 

cut-off of the problem in this section. The cut-off, which depends on the propagation 

constant, is defined so that modes with frequencies below the cut-off cannot propagate 

to infinity. 

In section 5.4 we seek trapped modes below the first cut-off using a modified residue 

calculus method. Below the first cut-off we see that the problem contains only one 
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wave-like mode which travels through the gaps in the plates. The results show that the 

trapped modes occur for any length plate and any value of the propagation constant. 

We seek trapped modes whose frequencies are above the first cut-off and below the 

second cut-off in section 5.5. The second cut-off is defined as the frequency below which 

only one mode can propagate to infinity along the plates. In this section we use a 

modified residue calculus technique and set the amplitude of the propagating mode to 

zero. We find that the problem has two wave-like modes in the gaps and the solution 

corresponds to the intersection of two sets of lines. The trapped modes are found for 

any value of the propagation constant but only for specific values of the gap length. 

As the problem is specified by two parameters, as in the previous chapter, we seek 

trapped modes above the second cut-off and below the third cut-off in section 5.6. In 

this section we restrict the frequency so that two propagating modes and three wave

like modes appear in the problem. As in the previous chapter we use a very accurate 

approximation to provide a solution to the full problem. The solutions are found to 

be the intersection of three sets of lines and appear as specific combinations of the two 

parameters in (a/ d, (3' d) space. 

A summary of the chapter is provided in section 5.7. 

5.2 Background 

The investigations into trapped modes occurring locally to an array of equivalent struc

tures periodic in one dimension has been vast. This is due to the problem having many 

relevant applications in the fields of acoustics, water waves, optics and electromagnetism. 

The first example of a trapped mode in such a geometry was found by Stokes (1846), 

who constructed a non-trivial solution describing a water-wave travelling along a uniform 

sloping beach which decays exponentially out to sea. Such waves have since been named 

edge waves. In the electromagnetic theory of diffraction gratings these edge waves are 

known as Rayleigh-Bloch waves and are characterised by a dominant wavenumber of 

motion, {3', along the array. A general discussion of the electromagnetic theory of 

gratings is given in Petit (1980), with a more mathematical approach in Wilcox (1984). 

We shall refer to the trapped modes appearing in this chapter as Rayleigh-Bloch waves 

to distinguish them from the trapped modes occurring in waveguides with parallel walls. 

An area of research of great interest from an acoustical point of view is that of a duct 
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containing a series of equally spaced thin parallel plates. As discussed earlier the acoustic 

resonances found by Parker (1966) and (1967) were local to a similar duct. Later work by 

Franklin (1972) used a method involving Green functions and an approximation based 

on a variational formulation to calculate the acoustic resonances occurring in the same 

problem. Later Koch (1983) used a Wiener-Hopf technique to compute the resonant 

acoustic frequencies for the modes found by Parker. The author also presented results 

for the staggered cascade and when the mean flow was non-zero. The acoustic scattering 

from an array of parallel Neumann plates was considered by Linton and Evans (1993) 

using a similar residue calculus method to the one we use in this chapter. 

In the context of water waves Evans and Linton (1993) proved the existence of 

Rayleigh-Bloch waves travelling along a periodic coastline consisting of a straight and 

vertical cliff face from which protrudes an infinite number of sufficiently long identical 

thin barriers, each extending throughout the water depth. The depth dependence can 

be separated out and the problem is reduced to the solution of the two-dimensional 

Helmholtz equation with Neumann conditions on all boundaries. The proof uses the 

modified residue calculus method, similar to problems investigated in this part of the 

thesis. 

In a later paper Evans and Fernyhough (1995) extended the problem and provided 

numerical evidence for the existence of Rayleigh-Bloch waves when the barriers were 

rectangular blocks. Neumann conditions were placed on the blocks and the method 

of solution is based on a Galerkin approximation to an integral representation of the 

problem. Rayleigh-Bloch waves have also been found local to arrays of circular cylinders, 

but this will be discussed in greater depth in chapter 7. 

Porter and Evans (2002) have recently provided numerical results for Rayleigh-l3loch 

waves occurring above the first cut-off along periodic rectangular arrays. N eumann 

conditions were placed on the rectangles and embedded Rayleigh-Bloch waves were 

found using a similar method to that in Evans and Fernyhough (1995). In the paper the 

authors also gave strong numerical evidence for the existence of Rayleigh-Bloch waves 

occurring above the second cut-off for a single family of rectangular cross-section. 

Rayleigh-l3lodl waves were also recently found along arrays of parallel Neumann 

plates above the first cut-off for wave propagation down the guide by Evans and Porter 

(2002). Using a similar method to that used by Linton and Evans (1993) the authors 

were able to prove the existence of solutions for sufficiently long plates. 
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There is no general existence prooffor Rayleigh-Bloch waves, Le. no result equivalent 

to that given by Evans, Levitin, and Vassiliev (1994), although if an array of thin finite

length Dirichlet obstacles are considered Bonnet-Bendhia and Starling (1994) proved 

that Rayleigh-Bloch waves do not occur. 

5.3 Formulation 

We consider the case of an array of parallel thin plates of equal widths d apart situated so 

that the x-axis lies along one of the plates. Each plate contains an equal length finite gap 

located between x = -a and x = a, as shown in figure 5.1. The plates therefore occupy 

Ixl > a, y = md, m = 0, ±1 .... The symmetry of the problem allows any solution to be 

expressed as the sum of solutions which are either symmetric or antisymmetric about 

the y-axis. We begin by looking for a solution symmetric about x = 0, by considering 

the region x > 0 and seeking a non-trivial solution «;(x, y) which satisfies 

x> 0 except on Ixl > a, y = md, m an integer, (5.3.1) 

subject to the symmetry condition 

0«; 
ox = 0 on x = 0, (5.3.2) 

Dirichlet boundary conditions on the plates 

«; = 0 on y = md, x> a, m an integer, (5.3.3) 

and a condition which requires the solution to decay down the plates 

«; -t 0 as x -t 00. (5.3.4) 

The radiation condition (5.3.4) again comes from the idea that Rayleigh-Blodl waves 

possess finite energy down the plates. VVe finally assume that «; is non-singular and 

(5.3.5) 

anticipating singular behaviour in the velocity field at the plates edges. 

We now make use of the periodicity of the plates d, by assuming that a potential 

at y + d can only differ from a potential at y by a shift in phase, denoted by the 

multiplicative factor eif3' d, where (3' d is some real parameter. This technique is commonly 
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Figure 5.1: Definition sketch 

used for arrays of structures, with periodicity in one dimension only, see for example 

Evans and Linton (1993). The parameter (3' is sometimes known as the propagation or 

Bloch constant. Using this definition the total potential may be written 

. , 
rf;(x, y + md) = e,m(3 drf;(X, y) mEZ. (5.3.6) 

For 0 < y < d (5.3.6) is satisfied by 

(5.3.7) 

where 7j;(x, y) and its derivative with respect to y, are periodic in y with period d. We 

now only need to consider the region 0 < y < d, as equation (5.3.6) provides an extension 

of the solution outside this region. 

It is now useful to split the domain 0 < y < d into two regions. Region I is the area 

not containing the plates, i.e. 0 < x < a, 0 < y < d, and region II is the remainder, 

x > a, 0 < y < d. We can represent the function rf; by a function rf;i (i = 1,2) in each 

region, with the following continuity conditions applied at each regions boundary, 

on x = a, 0 < y < d. (5.3.8) 

Separation of variables reveals that 

A, ( ) _ ~ U(l) cosh QnX i(3nY 
'1'1 x, Y - ~ n . he, 

n=-oo Q n SIn Qn a 
(5.3.9) 

00 

rf;2(X,Y) = L (5.3.10) 
n=l 
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where 

Without loss of generality we assume that 

n7l" 
and An = d' 

o ::; (3' d < 271". 

(5.3.11) 

(5.3.12) 

When (3'd = 0 the problem reduces to the Neumann case of a thin finite length plate 

placed on the centreline of a two-dimensional parallel-plate waveguide, as in Evans 

(1992). Note that the functions eifJnY satisfy the orthogonality condition 

(5.3.13) 

where omn is the Kronecker delta. 

The condition that prevents waves propagating to infinity is that 'Yn is real and 

positive for all n E N. The first cut-off for this problem is therefore kd = 71", and in the 

next section we seek Rayleigh-l3loch waves whose frequencies are below this cut-off. 

5.4 Rayleigh-Bloch waves below the first cut-off 

In this section we seek Rayleigh-Bloch waves whose frequencies are below the first cut-off 

kd = 71". With this restriction of frequency we find that O'n, 1nl E N, are all real and 

positive, and so the only possible wave-like mode that can appear in the problem is the 

one corresponding to 0'0' We require 0'0 to be purely imaginary for it to be wave-like 

in region I and so k > (3'. We therefore anticipate that a necessary condition for the 

existence of Rayleigh-Bloch waves is 

(3'd < kd < 71". (5.4.1) 

Notice that although we vary (3'd E [0,271") with this restriction we expect modes to exist 

only if (3' d E [0,71"). We now formulate a solution using the modified residue calculus 

technique discussed in previous chapters. 

108 



5.4.1 Modified residue calculus method 

Using (5.3.8) we match ifJl = ifJ2 and oifJI/8x = 8ifJd8x along x = a, 0 < y < d and 

obtain 

f: U~l) coth ana eif!nY = f: U~2) sin AnY, 
n=-oo an n=l -'Yn 

(5.4.2) 

00 00 

L U~l)eif!nY = L U~2) sin AnY. (5.4.3) 
n=-oo n=l 

If we multiply (5.4.2) and (5.4.3) by e-if!mY, m E Z, integrate over 0 < Y < d, and use 

(5.3.13), we have 

where we have defined 

U(I) coth a a 00 U(2) 
m m _ '"'"' _n_d 

- ~ nm, 
am n=l -In 

00 

U(I) = "" U(2) d 
m ~ n nm, 

n=l 

mEZ. 

Evaluating the integral dnm , we find 

1 d. . . An(l - Cif!' (_l)n) 
d = - r (e').nY _ e-·).nv) e-'f!mY dy = -"---,-:-::---0--'--'-

nm 2di lo d( 'Y~ - a~) , 

provided 'Yn f am, where n E N, mE Z and (5.3.11) has been used. 

(5.4.4) 

(5.4.5) 

(5.4.6) 

(5.4.7) 

Eliminating U;;) from (5.4.4) and (5.4.5) we find after some rearrangement that 

f: Un ( 1 + (m ) = 0, 
n=1 'Yn - am 'Yn + am 

mEZ, (5.4.8) 

where we have defined 

(5.4.9) 

To ensure that the edge condition (5.3.5) is satisfied by ifJ2(X, y), we also require 

(5.4.10) 

We now consider the integrals 

1 1 (1 (m) Im = lim -2' J(z) + dz, 
N-oo Kt CN z - am z + am 

mEZ, (5.4.11) 

where CN is a sequence of contours on which z --> 00 as N --> 00 and J(z) is a mero

morphic function which has the following properties: 

PI. J(z) is an analytic function of z except for simple poles at z = 'Yn, nE N. 

P2. J(z) = O(z-~) as Izl --> 00 on CN as N --> 00. 
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Construction of J(z) 

Following the work in previous sections we would like to choose a function of the form 

where 

J(z) = g(z)h(z), 

g(z) = IT (1 - z/an)(1- z/a_n), 
n=l (1 - zhn) 

( ) ~ An hz=I+L..., 
n=-oo Z - Q n 
n~O 

(5.4.12) 

(5.4.13) 

The function J(z) is chosen to have the correct poles to satisfy PI and the function h(z) 

is chosen so that the zeros of g(z) at z = an and z = a_n are cancelled by the poles of 

h(z) at these points. 

To satisfy P2 we need to obtain the behaviour of g(z) as Izl --t 00. We obtain this 

behaviour by firstly considering the following product 

g(z) = IT 1 - z/an IT 1 - z/a_n IT 1 - z/ An IT (1 - z/ (3n)(1 - z/ (3-n). (5.4.14) 
n=1 1 - z/ (3n n=l 1 - z/ (3-n n=l 1 - zhn n=l (1 - z/ An) 

Following section 2.4.1 we have 

IT 1- z/a±n = IT (1 _ ~2 )-~ IT (1 + k
2 

), 

n=l 1 - z/ (3±n n=l (3±n n=l (z - (3±n) ((3±n + a±n) 
(5.4.15) 

and 

00 1 _ z/ An 00 ( F) ~ 00 ( k2
) IT =IT 1-2" IT 1- . 

n=l 1 - zhn n=l An n=l (z -,n)bn + An) 
(5.4.16) 

As all the terms (3±n and In, n E N, are of the form An + O(n-l) as n --t 00, with 

A a constant, a comparison between the final products in (5.4.15) and (5.4.16), and 

I:~=l n-2, shows that (5.4.15) and (5.4.16) are uniformly convergent on any compact 

set excluding z = In and z = (3±n. Thus provided z -> 00 through a sequence of values 

which avoids these points we have 

g(z) ~ ao sin(3'd ( 2 sin kd ) ~ IT (1 - z/ (3n)(1 - z/ (3-n), 
. (3' kd( cos kd - cos (3' d) n=l (1 - z / An) 

(5.4.17) 

where Gradshteyn and Ryzhik (1980) eqn 1.432(1) has been used. Expanding (5.4.17) 

using (2.4.43) we can show that 

00 (1- z/(3n)(l- z/(3-n) ezd/n7r e'Yzd/27rf(l) e'Yzd/27rf(l) r(1- zd/,rr) III (1 - z/ An) ezd/ n7r = f(1 - zd/27f)" f(1 - zd/27f)" e'Yzd/7r f(l) . 

(5.4.18) 
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Using (2.4.45) we see that as z -> 00, z oF Izl, 

IT
oo 

(l-z/{3n)(1-z/{3-n) ( )_!( aa sin2 {3'dsinkd )~ { Zd 12} 
~ -z 2 exp - - n 

n=! (1- z/An) k({3'd)2(coskd - cos {3'd) 7r' 

(5.4.19) 

For the case when z is real and positive we use the reflection properties of the Gamma 

function, see (2.4.48), and the asymptotic behaviour can be shown to be 

IT (1 - z/ {3n)(1 - z/ {3-n) ~ z-~ ~in2 zd/2 
n=! (1 - z/ An) sm zd 

( 
005 sin 

2 
{3' d sin kd ) ~ { zd I 2} x exp - - n 

k({3'd)2(coskd-cos{3'd) 7r' 
(5.4.20) 

as z -> 00, z oF -14 If we choose CN to be a sequence of circles with centre at the 

origin and radius RN = (N + 1/4)7r then using (5.4.19) and (5.4.20) we can consider the 

function 

( ) = {Zd I 2} IToo 
(1 - z/an)(1 - z/a_n) 

9 z exp n (/)' 7r n=! 1 - z 'Yn 
(5.4.21) 

which is O(z-~) as Izl-> 00 on CN as N -> 00 and hence P2 is satisfied. 

Applying Cauchy's residue theorem to (5.4.11) we obtain 

00 (1 (m) L R(J : 'Yn) + + f(am) + (mf( -am) = 0, 
n=! 'Yn - am 'Yn + am 

m E Z. (5.4.22) 

A comparison with (5.4.8) shows our solution is given by Un = R(J : 'Yn) provided 

mEZ. (5.4.23) 

For Iml E PI, these equation can be solved by an appropriate choice of the coefficients 

An. We have for Iml E PI, 

{ 
amd } ( Am ) 00 00 1 

f(am)=-exp -ln2 (1- / ) IT (I-am/an) IT 1- / ' 
7f am O:'m /m n=-oo n=l Qtm rn 

n;;iO,m n#11l 

(5.4.24) 

and 

(5.4.25) 
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Substituting (5.4.24) and (5.4.25) into (5.4.23) and rearranging we find 

ImIEN, (5.4.26) 

where 

(5.4.27) 

Because of the presence of the rapidly decaying factor (m in equation (5.4.27) for Bm, 

the system of equations (5.4.26) converge very quickly provided aid is sufficiently large 

and provide a very efficient method for computing the unknowns Am. 

To satisfy the edge condition, Un must satisfy the condition given by (5.4.lO). Earlier 

we have shown that Um = R(f : I'm) and hence 

(5.4.28) 

Using (5.4.14) we can expand this to 

( I'md) ( ~ An) {I'md } Um = -I'm 1 - - 1 + ~ _ cxp -In 2 
m7r n=-oo fm an 7r 

n~O 

(5.4.29) 

The first two infinite products can be rearranged in the form shown in (5.4.15) and 

(3.4.17) and hence are 0(1) as m ...... 00. From (5.4.20) we have 

exp{ I'md In 2} IT (1 -I'm/ (3n)(1 -I'm/ jLn) 
rr n=l (1 -I'm/An) 

~ C sin2bmd/2) cosec( mrr - (:::;2 + 0(m-2)) (r:rrr~ (1 + 0(m-2)), 

Crrl
/
2 

sin
2
bmd/ 2) 1 ( O( -I)) ~ Pd3/ 2 m' + 1 + m , (5.4.30) 

as m ...... 00, where 

( 

002 sin 2 (3' d sin kd ) ~ C- 0 
- k((3'd)2(cos kd - cos (3'd) , 

(5.4.31) 
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and we have used 

(5.4.32) 

as m -> 00. 

As m -> 00 we also have 

(5.4.33) 

Using (5.4.30)-(5.4.33) we can see that Un is O(n-~) as n -> 00, which is the required 

asymptotics to take account of the expected singularity in the velocity field near the 

plate edge. 

Rayleigh-Bloch wave condition 

We can now return to the one condition still to be satisfied, namely (5.4.23) with m = O. 

If we let 0'0 = -ia', where a' = (k2 - (;J')2)~, this condition reduces to 

Using (5.4.13) we have 

f( -iO") 
f(iO") . 

g( -iO") = e2i(x-oi8) 

g(iO") , 
_hc-.( -c:-~--:' O'-"i:ncc) = e 2iu 

h( iO':") , 

where we have defined 

and 

d e = -ln2, 
7r 

(J = arg (1 - f An. ,). 
n=-oo an + UX 

n#O 

The condition for the existence of Rayleigh-Bloch waves, (5.4.34), reduces to 

n an integer, 

where X, e and (J are given by (5.4.36), (5.4.37) and (5.4.38). 
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Antisymmetry about x = 0 

For the case of antisymmetry about x = 0 the boundary condition (5.3.2) is replaced by 

<p = 0 on x = 0, 0 < y < d. (5.4.40) 

The condition for antisymmetric Rayleigh-Bloch waves, equivalent to (5.4.39), is 

o/(a + e) = x + a' + mr, n an integer, (5.4.41) 

where X and e are defined by (5.4.36) and (5.4.37) and a' is the argument of h( -in') 

with the An coefficients coming from 

ImIEN. (5.4.42) 

Results 

For the results produced in this section the systems of equations (5.4.26) and (5.4.42) 

are truncated with a truncation parameter of 5, Le. 5 negative and 5 positive terms are 

used. 

D.H 

O.H 

kd/,rr 

0.7 

O.G 

, , 
, , 

, , 

, , , 

0.5 ~~---:;'-o-~~:--~-----:'-o-~~:--~------:c-;-~----:! o 0.5 1.5:2 2.5 :J 
aid 

Figure 5.2: A comparison of the Rayleigh-Bloch wave wavenumbers for waves symmetric 

(-) and antisymmetric (- -) about x = 0 plotted against aid when (3'd = rr/2. 

In figure 5.2 a typical set of trapped-mode wavenumbers, kd/rr, are plotted against 

a/ d when (3' d = rr /2. The solid lines correspond to waves symmetric about x = 0 and 
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the dashed lines correspond to waves antisymmetric about x = O. We see that as aid 

increases the number of waves increases as they appear alternatively symmetric and 

antisymmetric from the cut-off kd = 7r and decrease towards kd = (3' d = 7r 12. 

---- ---
O.R 

--
O.G 

kd/7r 
/ 

004 

0.2 

0 
0 0.1 0.2 O.:l 004 0.5 (J.G 0,7 0,8 DJ) 

(3'dIrr 

Figure 5.3: A comparison of the Rayleigh-8loch wave wavenumbers for waves symmetric 

(-) and antisymmetric (- -) about x = 0 plotted against (3'dl7r when aid = 3.0. 

The variation of Rayleigh-l3loch wave wavenumbers, kdl7r, plotted against (3' dl7r 

when aid = 3 is shown in figure 5.3. The solid lines represent waves symmetric about 

x = 0 and the dashed lines waves antisymmetric about x = O. It is clear that as (3' dl7r 

increases from zero the number of waves present decreases, but waves appear for all 

values of the propagation constant. The frequencies on the left-hand side of figure 5.3 

correspond to the modes found when the Neumann problem of a thin finite plate on the 

centre line is considered. 

Conclusion 

In this section we have used the modified residue calculus method to compute the 

frequencies of Rayleigh-l3Ioch waves occurring below the cut-off kd = 7r for the case of 

an array of equally spaced thin plates, each containing a finite length gap of the same 

size. The plates are aligned in such a way that the line of symmetry perpendicular 

to the plates cuts across the midpoint of each gap. The waves satisfy the Helmholtz 

equation within the fluid and Dirichlet conditions on the plates. The Rayleigh-l3Ioch 
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waves travel along the row of gaps and are characterised by a propagation constant (i, 

where 0 :::; (3' d < 271". 

The Rayleigh-Bloch waves appear either alternatively symmetric and antisymmet

ric about the line through the mid-point of the gaps. The results plotted show that 

Rayleigh-I31och waves are present for any length gap and for any propagation constant 

in the range 0 :::; (3' d < 7f. 

5.5 Rayleigh-Bloch waves below the second cut-off 

In this section we seek Rayleigh-Bloch waves whose frequencies are above the first cut-off 

kd = 7f. As in previous chapters we restrict the frequency in such a way that there are 

two wave-like modes in the inner region containing the gap and one propagating mode 

in the outer region containing the plates and use a modified residue calculus technique. 

5.5.1 Formulation 

We set up the problem with the same geometry as shown in figure 5.1, and again seek 

non-trivial solutions to the Helmholtz equations subject to the boundary conditions 

(5.3.3)-(5.3.5). To ensure that only onc propagating mode appears in the problem we 

need to restrict the frequency so that kd < 27f. The frequency kd = 27f is the second 

cut-off of the problem. With this restriction 11 is purely imaginary whereas In, n 2: 2 

are all real and positive. To produce two wave-like modes in the inner region we need 

kd > 1(3' d - 27f1 = 27f - (3' d, as then 000 and a_I will be purely imaginary and all the 

other values of an will be real and positive. We anticipate that a natural condition for 

the existence of Rayleigh-l3loch waves is 

7f < 27f - (3'd < kd < 27f, (5.5.1) 

as with this restriction two wave-like modes exist in the gap between two sets of adjacent 

parallel plates in the array. The reason why this works is that we can now use a function 

similar to that used in section 5.4, with one factor removed from the top and bottom 

of the product, and hence the product retains the required asymptotics for large z. 

Following section 5.3 we can construct the following eigenfunction expansions in regions 
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I and lI. 

d-. ( ) = ~ U(I) cosh anx ij3nY 
'PI X, Y ~ n . he, 

n=-oo Q n SIn ana 
(5.5.2) 

00 -,n (x-a) 

( ) 
" (2) e . c/J2 X, Y = ~ Un sm A.ny, 
n=2 -,n 

(5.5.3) 

Notice that the summation in region II starts from n = 2 as we set the amplitude of 

the wave-like mode corresponding to the imaginary II to zero. 

We now formulate a solution using the modified residue calculus method. 

5.5.2 Modified residue calculus method 

Following (5.4.2) to (5.4.8) we can match the two eigenfunction expansions and their x

derivatives along x = a, convert the results into an infinite set of equations and eliminate 

one set of unknowns to arrive at 

f Un ( 1 + Cm ) = 0, 
n=2 In - am In + am 

mEZ, (5.5.4) 

where Un and Cm as defined as in (5.4.9). The edge condition (5.4.10) remains the same 

above the first-cut off. 

We now consider the integrals 

1 1 ()( 1 Cm) Im = lim - J z + dz, 
N-oo 271'i ON z - am z + am 

mEZ, (5.5.5) 

where CN is a sequence of contours on which z --> 00 as N --> 00 and J(z) is a mero

morphic function which has the following properties: 

PI. J(z) is an analytic function of z except for simple poles at z = In, n :::: 2. 

P2. J(z) = O(z-!) as Izl --> 00 on CN as N --> 00. 

Construction of J(z) 

As in the previous section we choose 

J(z) = exp(z8)g(z)h(z), 

where 8 is defined in (5.4.37) and 

( ) _ ( _ / ) rroo (1 - z/an )(1 - z/a_n ) 
9 z - 1 z al (/)' 

n=2 1 - Z ,n 
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h(z) = 1+ L 
n=-oo Z - an 
nr"0,-l 

(5.5.6) 

(5.5.7) 



As the function g(z) is the same as (5.4.13), with one term removed from the top and 

bottom, the asymptotics for large z remain the same and so P2 is satisfied. 

Applying Cauchy's residue theorem to (5.5.5) we obtain 

mEZ. (5.5.8) 

A comparison with (5.5.4) shows our solution is given by Un = R(J : In) provided 

mEZ. (5.5.9) 

In order to solve (5.5.9) the coefficients An, n = 1, ±2, ... , can be found from the infinite 

system of equations 

m= 1,±2, ... , (5.5.10) 

where 

(5.5.11) 

Rayleigh-Bloch wave condition 

We now have two conditions to be satisfied simultaneously, namely (5.5.9) with m = 0 

and m = -1. If we let ao = -ia~, where a~ = (P - Un2)~ and a_l = -ia~l' where 

a~ 1 = (k2 - ,6: l) ~, these conditions reduce to 

2i,,'a f( -ia~) 
e J = - f(iaj) , j=-I,O. (5.5.12) 

Following the work in section 5.4 we find that the condition for the existence of Rayleigh

Bloch waves is that 

j=-I,O, (5.5.13) 

are satisfied simultaneously, where e is given by (5.4.37), no and n-l are integers, 

(5.5.14) 

and 

(5.5.15) 
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For the case of antisymmetry about x = 0 the conditions change to 

j=-l,O, (5.5.16) 

where O"~ are the arguments of h( -iQ~) with the An coefficients coming from 

m=1,±2, ... , (5.5.17) 

and the Xi and 8 are as defined earlier. 

Results 

The results in this section are computed with the infinite systems of equations (5.5.10) 

and (5.5.17) truncated with the parameter N = 5. In figure 5.4 Rayleigh-I31och wave 

wavenumbers, kd/7r, are plotted against aid when (3' d = 7r /2, for which the relevant 

frequency range is 3/2 < kd/7r < 2. The waves symmetric about x = 0 are denoted by a 

cross and the waves antisymmetric about x = 0 are denoted by a circle. It can be seen 

that for this value of (3' d, no waves appear when the gap length is sufficiently small. 

Figure 5.4: Rayleigh-Bloch wave wavenumbers, kd/7r, for waves symmetric (x) and 

anti symmetric (0) about x = 0 plotted against a/ d, when (3' d = 7r /2. 

In figure 5.5 the waves symmetric about x = 0 obtained from keeping the integers no 

and n-l constant and varying (a) kd/7r and (b) aid with (3'd/7r are shown. The dotted 

line in figure 5.5(a) corresponds to the lower cut-off kd = 27r - (3'd. Only a selection of 
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the waves are shown along with the values of no and n-l' It can be seen from (a) that 

for certain combinations of the two integers waves do not occur for all values of (3' d in 

the range (0, n} However if we fix n-l E ri, then as no is increased the interval of (3'd 

for which the solutions exist does tend to (0, 7r). Following a similar pattern to previous 

chapters we have from (5.5.13) that large no implies large a/d. Using figure 5.5(b) we 

find that Rayleigh-Bloch waves do not exist when the value of a/ d is below about 0.65. 

As (3' d is increased from zero the value of a/ d also increases for each mode. As (3' d -> 7r 

we see from figure 5.5(b) that the value of aid becomes large for each mode, but figure 

5.5(a) shows that Rayleigh-Bloch waves do not exist when (3'd = 7r. 

Figure 5.5: Variation of (a) kd/7r and (b) aid with (3'd/7r for waves symmetric about 

x = O. The curves are labelled with the values of (no,n-d used to generate them. 
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Conclusion 

In this section we have used a modified residue calculus method to compute the fre

quencies of Rayleigh-Bloch waves above the first cut-off for wave propagation down the 

guide. The Rayleigh-Bloch waves are either symmetric or antisymmetric about the line 

of symmetry through the centre-point of each gap. 

The results show that solutions only occur when the gap is above a certain length 

and only for specific lengths. It can also be seen that the range of the propagation 

constant f3' is dependent upon the length of the gap. If the gap length becomes large 

waves can be found for all values of f3'd in the range (0,7l'). 

5.6 Rayleigh-Bloch waves below the third cut-off 

As the problem we are considering in this chapter is defined by two parameters we may 

expect to find Rayleigh-Bloch waves in three frequency bands. 

In this section we seek Rayleigh-Bloch waves whose frequencies are above the second 

cut-off kd = 27l'. As in the previous chapter we restrict the frequency in such a way that 

three wave-like modes appear when x < a and two propagating modes appear when 

x > a and use a modified residue calculus technique. 

5.6.1 Formulation 

If kd < 37l' then both 1'1 and 1'2 are purely imaginary whereas I'n, n 2': 2 are real and 

positive. If we also restrict the frequency so that kd > 27l' + f3'd, then aD, a-I and al 

are purely imaginary and an, 1nl 2': 2 are real and positive. We therefore anticipate that 

a natural condition for the existence of Rayleigh-I31och waves is 

27l' + f3' d < kd < 37l'. (5.6.1) 

This restriction will allow us to use a similar function to that used in the previous two 

sections. 

The eigenfunction expansions in the two regions are 

A, ( ) = ~ U(I) cosh anx ifJnY 
'/"1 x, Y L. n . le, 

n=-oo Q n SIn 1 ana 
(5.6.2) 

00 -'Yn(x-a) 
Q;2(X, y) = '" Un(2) e sin AnY, 

L. -"'n n=3 I 

(5.6.3) 
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Notice that the summation in region I/ starts from n = 3 as we set the amplitude of 

the propagating modes corresponding to the imaginary 11 and 12 to zero. Following 

the work in section 5.5 we arrive at a similar equation to (5.5.4) except the summation 

starts at n = 3. We now consider the integrals (5.5.5) where J(z) is now a meromorphic 

function which has the following properties: 

PI. J(z) is an analytic function of z except for simple poles at z = In, n 2': 3. 

P2. J(z) = O(z-~) as Izl ~ 00 on eN as N ~ 00. 

Construction of J(z) 

We construct the function J (z) in the form 

J(z) = exp(z8)g(z)h(z), 

where 8 is defined in (5.4.37) and 

g(z) = IT (1- z/an )(I- z/a_n ), 

n=2 (1 - Z/tn) 

00 

h(z) = 1+ I: 
n=-co z - an 

n~O,-l,l 

(5.6.4) 

(5.6.5) 

The function g(z) has the same asymptotic behaviour for large z as (5.4.21), since a 

single factor is removed from both the numerator and denominator. The function given 

by (5.6.4) therefore satisfies P2. 

After applying Cauchy's residue theorem we find that our solution is given by Un = 

RU : In) provided both 

mE&::. (5.6.6) 

For Iml 2': 2, following the previous work, (5.6.6) leads to an exponentially converging 

infinite system of real equations similar to (5.5.10). 

Rayleigh-Bloch wave condition 

As in section 4.6 we now have three conditions that need to be satisfied simultaneously. 

These conditions are given by (5.6.6), with m = 0, m = -1 and m = 1. If we let 

ao = -ia~, where a~ = (k2 
- (3'2)~, a_I = -ia~I' where a~1 = (k2 

- (3:'1)~ and 

al = -ia~, where a~ = (k2 
- (3D~ we can reduce these conditions to 

J( -ia~) 
J(iaj) , 
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If we define 

and 

x(x) = f= (tan-I (~) + tan- I (~) - tan-I (~)) 
n=2 an Cl'-n ,n 

o-(x) = arg (1 - f= _ An. ), 
n=oo an + 'LX 

n,#,O,-l,l 

we find the conditions for the existence of Rayleigh-Bloch waves are that 

oo~(a + 8) = x(oo~) + o-(oo~) + (no - D7f, 
a~l(a+8) = X(OO~I) +o-(OO~I) + (n_l- ~)7f, 

a; (a + 8) = x(oo;) + o-(a;) + (nl - ~)7f, 

are all satisfied simultaneously for sets of integers no, n_1 and nl. 

(5.6.8) 

(5.6.9) 

(5.6.10) 

(5.6.11) 

(5.6.12) 

As aid -t 00, due to the exponential convergence of An, o-(x) tends quickly to zero 

and so the computed 0- values below the third cut-off are insignificant and will be ignored 

from now on. We now make a similar approximation to that in section 4.6 and ignore 

the 8 and X terms in (5.6.10)-(5.6.12) to obtain 

(5.6.13) 

Eliminating k and a from (5.6.13) we find 

(5.6.14) 

since 0 < {3'd < 71:. As the value of both sides of (5.6.14) is strictly greater than one this 

implies that 

(5.6.15) 

If a set of integers can be found that satisfy (5.6.15), then it is easy to find the corre

sponding value of {3'd from (5.6.14) as the right-hand side is monotonically increasing. 

The values of kd and aid can then be found quickly from (5.6.13) and providing the 

value of kd is in the correct range a good estimate to the Rayleigh-Bloch waves can be 

found. 
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Results 

Results plotted from the full solution (4.6.16)-(4.6.18) compared to the approximate 

solution (5.6.13) when aid < 3 are shown in figure 5.6. The waves coming from the full 

solution are represented with crosses and the waves from the approximate solution are 

represented with dots. It can be seen from figure 5.6 that the approximation made is 

very good as the dots and crosses are close together. 

1 

{3' d/rr x .xx. ·x . 
,xx •• 

0.5 xX • x x. 
x • x • X' x • x • 
X' xx. • x • x • x" • x • x • x • x • x • x • x • xx. x • x • x" • x • 

0 x • 

0 0.5 1 1.5 2 2.5 3 

a/d 
3 . 

x x x' 
x x' x • 

x • x • 
x • x • xx- • 

kd/7f x ~ • x • xx' • 

2.5 x • x • x,. • x • x • x • x * : x • x • 
x • X><'x' • x • x • x • x • • • x • 

x • 
xx' • xx' 

2 x • x • x • 
x • x • xx' • 

0 0.5 1 1.5 2 2.5 3 

a/d 
3 • x I 

I I 

• x I X x 

kd/7f 2.5 
x "" ". • x x 

" 
x 

x x '" 
x xx'" 

x 
x " 

x 

Xx x 
x XX 

2 XX L , , 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

{3'd/7f 

Figure 5.6: Solutions (a/d, (3'd/7r, kd/7r), with aid < 3 for Rayleigh-Bloch waves sym

metric about x = 0 below the third cut-off for an array of plates each containing an 

equal length finite gap. The dots are results from the approximate solution (4.6.22) and 

the crosses from the full solution (4.6.16)-(4.6.18). 

The waves shown in figure 5.6 are for a/ d < 3 and only require no :S 9. If Rayleigh

J3Joch waves are needed with aid > 3 the value of no has to be increased. It can be 

seen from the bottom panel of figure 5.6 that when a/ d :S 3 Rayleigh-J3Joch waves are 

only found for (3' d/7r < 0.6. This means that waves with a larger propagation constant 
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correspond to larger values of gap length (a similar phenomenon was found below the 

second cut-off). If no ::; 9 all the Rayleigh-Bloch waves below aid = 3 are found and 

hence the top two panels of figure 5.6 are complete. The bottom panel would contain 

more and more points as the value of no is increased. Figure 5.7 shows the bottom panel 

of figure 5.6 with no ::; 50. 

3 

2.9 

2.8 

2.7 

2.6 

2.5 
kd/7r 

2.4 

2.3 

2.2 

2.1 

2 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 

j3a/7r 

Figure 5.7: Results from the approximate solution (4.6.22) for waves symmetric about 

x = 0, with no ::; 50. 

Conclusion 

In this section we have found Rayleigh-Bloch waves whose frequencies are below the 

third cut-off for an array of equally spaced parallel plates each containing an equal length 

finite gap. The third cut-off is defined as the frequency below which two propagating 

modes appear in the model. The Rayleigh-Bloch waves are found either symmetric or 

antisymmetric about the line of symmetry through the centre-point of each gap. 

Below the third cut-off the waves correspond to the solution of three conditions which 

have to be solved simultaneously. A simple approximation to these three conditions can 
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be made which requires three integers to satisfy a certain condition. If a set of integers 

can be found that satisfy this condition then the corresponding propagation constant, 

gap length and frequency can be quickly found. The waves are found only for specific 

values of gap length and propagation constant. 

5.7 Summary 

In this chapter we have found Rayleigh-Bloch waves in three frequency bands for the 

case of an array of parallel Dirichlet plates, each containing an equal length finite gap. 

The Rayleigh-Bloch waves differ from trapped modes found in previous chapters as the 

Rayleigh-Bloch waves propagate in one direction along an array of objects and decay in 

another direction away from the array. 

When formulating the problem in section 5.3 we found that it was specified by 

two non-dimensional parameters corresponding to the gap length and propagation con

stant. In the lowest frequency band (Le. below the first cut-off) Rayleigh-Bloch waves 

were found for all values of the two parameters. In the next frequency band we found 

Rayleigh-Bloch waves for all values of the propagation constant (provided the gap was 

sufficiently large), but only for specific values of gap length, and in the highest frequency 

band we found Rayleigh-Bloch waves only for specific combinations of the two parame

ters. This feature is consistent with that found for trapped modes in Dirichlet problems 

in previous chapters. 
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Part 11 

Three-Dimensional Waveguides 
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Chapter 6 

Three-dimensional laterally coupled 

cy lindrical waveguides 

6.1 Introduction to the problem 

In this chapter we consider the case where the two-dimensional laterally coupled waveg

uide discussed in chapter 2 is rotated about the x-axis to produce a three-dimensional 

waveguide. The waveguide consists of pair of concentric circular cylindrical guides cou

pled laterally by a finite gap along the axis of the inner cylinder. We seek trapped modes 

whose frequencies are below the first cut-off for wave propagation down the guide using 

the modified residue calculus technique described in section 2.4.l. 

The chapter is presented in the following manner. A review of previous work con

cerning trapped modes in cylindrical waveguides is given in section 6.2. The problem is 

formulated in section 6.3 and a solution using the modified residue calculus method is 

provided in section 6.4. The trapped modes that are found have certain angular varia

tions and are both symmetric and antisymmetric about the line through the centre of 

the gap. Results are computed in section 6.4.1 and conclusions drawn in section 6.5. 

6.2 Background 

Early work on trapped modes in circular cylindrical waveguides was done by Ursell 

(1991), who considered a cylinder with a sphere placed on the axis. Both the sphere 

and the cylinder had Neumann conditions on their boundaries. In this work the author 

restricted the attention to modes with a particular angular variation, thus introducing 
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a cut-off below which modes could not propagate to infinity. A method using multipole 

expansions was used to prove the existence of trapped modes provided the sphere was 

sufficiently small. 

Evans and Linton (1994) used the residue calculus method to find acoustic resonances 

for the case of a infinitely long circular cylindrical tube containing a concentric inner 

open-ended circular cylinder of finite length. They developed an approximate for large 

inner cylinder length, similar to that shown in section 2.4.1, and showed it to be very 

accurate. Neumann boundary conditions were placed on both cylinders and various 

trapped-mode frequency plots were shown. 

The authors also investigated the acoustic resonances occurring in a circular cylin

drical waveguide of constant cross-section. A Neumann boundary condition was placed 

on the wall of the guide for a finite length and a Dirichlet condition placed on the re

mainder. The trapped modes for the duct were sought with an azimuthal dependence 

of the form cos mO and sin mO, with m E No, as in Ursell (1991). The plotted frequen

cies showed that as the length of the section with a Neumann boundary condition was 

increased the frequencies became largely independent of m. 

The non-existence of trapped modes in a large class of circular cylindrical acoustic 

waveguides containing certain obstacles was proved in McIver and Linton (1995). The 

method of proof relies on finding a strictly positive function that satisfies certain field 

and boundary inequalities within the guide, on the guide walls and the body surfaces. 

A vector identity is then used to relate this function to the the trapped-mode potential. 

If this potential can only equal zero within the guide then trapped modes cannot exist. 

Neumann and Dirichlet boundary conditions are used on the guide walls and on the 

obstacle placed in the guide. The authors also proved that trapped modes do not exist 

when the boundary of the obstacle satisfies certain geometrical conditions. 

Linton and McIver (1998a) proved that trapped modes can exist when a thin sound

hard obstacle is placed in a sound-hard cylindrical waveguide of constant cross-section 

in such a way that its normal is everywhere perpendicular to the generators of the 

cylinder. Similar results were also given in Groves (1998). The authors proved that 

circular cylindrical waveguides containing objects with axisymmetric geometries have an 

infinite sequence of trapped modes corresponding to different angular variations. The 

example of a cylindrical sleeve inside a circular cylindrical waveguide with Neumann 

conditions on all boundaries considered in Evans and Linton (1994) was recalculated 

129 



using the residue calculus technique and extended to cover different angular variations. 

The case of Dirichlet conditions placed on the walls of a cylindrical waveguide was 

considered in a very analytical paper by Witsch (1990). The author used the same 

idea of specifying the angular variation to produce a cut-off and then used a minimum

maximum principle to provide examples of eigenvalues that can occur in the waveguide. 

Witsch refers these eigenvalues back to the total operator and therefore calls them 

embedded eigenvalues, whereas we call them trapped modes below the first cut-off. 

The case of the circular cylindrical guide containing a number of radial fins with Neu

mann conditions on all boundaries appearing in Linton and McIver (1998b) is discussed 

in greater detail in chapter 8. 

We now formulate the problem of a three-dimensional laterally coupled waveguide. 

6.3 Formulation 

In this section we consider a rotation of the waveguide used in chapter 2 about the 

x-axis. We introduce cylindrical polar coordinates (r, (), x) so that the outer surface of 

the guide is at r = d. Inside the guide is placed what can be thought of as an infinite 

cylinder of radius b « d) which has a gap of length 2a along its axis. The inner cylinder 

is placed so that its surface is at r = b and the gap is at -a < x < a, as shown in figure 

6.1. The resulting geometry is axisymmetric about the line r = 0, hence we are able to 

look for modes with angular variation cosm(}, where m E No. The quantity m is to be 

regarded as fixed in what follows. 

The geometry is symmetric about x = 0, allowing US only to consider the region 

x > 0 and seek modes which are either symmetric or antisymmetric about x = o. We 

begin by seeking modes symmetric about x = 0 by looking for non-trivial solutions 

</>(r, (), x), which satisfy 

ocjJ 
ox = 0 on x = 0, 0 < r < d. (6.3.1) 

The potential cjJ( r, (), x) must also satisfy the Helmholtz equation within the waveguide, 

o < r < d, x > 0 except on r = b, x > a, (6.3.2) 
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Figure 6.1: Definition sketch. 

subject to Dirichlet boundary conditions on the cylinders 

rP = 0 on r = b, x > a, 

rP = 0 on r = d, x > 0, 

and a radiation condition that stops waves propagating to infinity, 

rP -> 0 as x -> 00. 

We finally assume that rP is non-singular and 

BrP' 2 2' Bp = O(p-') as p = [(x - a) + (r - b) ], -> 0, 

x 

(6.3.3) 

(6.3.4) 

(6.3.5) 

(6.3.6) 

anticipating singular behaviour in the velocity field at the edge. The changes resulting 

from replacing (6.3.1) by an antisymmetric condition will be discussed later. 

We now divide the region into three parts. Region I is the annular region between 

the outer and inner cylinders, i.e. {r,{I,x: b < r < d,x > a}, region JI is the interior of 

the inner cylinder, that is {r, {I, x : 0 < r < b, x > a} and region JI I is the gap of the 

inner cylinder, that is {r,{I,x: 0 < T < d,O < x < a}. \Ve can represent the function rP 

by a function rP;(r,{I,x) = ~;(r,x)cosm{l, (i = 1,2,3, m E No) in each region and apply 

the following continuity conditions at each regions boundary 

onLi , i=I,2, (6.3.7) 
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where Ll is x = a, b < r < d, L2 is x = a, 0 < r < band L3 is Ll U L2• 

Expressing the Helmholtz equation (6.3.2) in cylindrical polar coordinates we obtain 

1 0 (01)) 1 021> 021> 2 
~ or r or + r2 oB2 + ox2 + k 1> = o. (6.3.8) 

In each region we seek solutions of the form 

~i(r, x) = Ui(r)V;(x), i = 1,2,3, (6.3.9) 

subject to the relevant boundary conditions. Substituting (6.3.9) into (6.3.8) we find 

_l_~(rOUi) +k2 _ m
2 

= _~ 02 
V; 

Uir or or r2 V; ox2 ' 
i=1,2,3. (6.3.10) 

As the left-hand side of (6.3.10) is a function of r only whereas the right-hand side is a 

function of x, both sides must be equal to the same constant in each region. 

In region I we require the solution to decay as x ~ 00, hence the constant is selected 

to be negative (_002 say), with a > 0, and we have 

(6.3.11) 

The left-hand side of (6.3.10) now becomes 

1 0 ( OUl) 22m2 -- r- +k +00 --=0. 
U1r or or r2 

(6.3.12) 

If we let TJ2 = F + 002, r* = TJr and Ui(r*) = U1(r), we can rewrite (6.3.12) as 

~(r*oUi) + U*(r* _ m2) = 0, 
or' or* 1 r* 

(6.3.13) 

which is Bessel's equation of order m for Ui(r*). The general solution of (6.3.13) is 

(6.3.14) 

and using the boundary condition (6.3.3) we obtain 

(6.3.15) 

Substituting this back into (6.3.14) we produce 

(6.3.16) 

where Al = -B/Jm(TJb). Substituting the other boundary condition, (6.3.4), into 

(6.3.16) we have 

(6.3.17) 
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If we replace 7J by Vmn , the nth positive zero of the cross-product Jm(7Jd) Ym(7Jb) -

Ym(7Jd) Jm(7Jb), the function w~~ ,n E N, can be introduced, where 

This function satisfies (6.3.3)-(6.3.4) and with p~~ chosen to be, (see Jones (1986), 

p228) 

(6.3.19) 

we have the orthogonality condition 

1 r W(i) (r) w(i) (r) dr = <5 mn ms ns, 
L, 

n,s E N, (6.3.20) 

with i = 1, where <5ns is the Kronecker delta. Since 7J2 = k2 - a 2, we have 

(6.3.21) 

For decay down the guide we require amn to be real and positive for all m and n and so 

(6.3.22) 

In region II we set the constant equal to _(32 with (3 > O. The solution for V2 (x), 

similar to (6.3.11), is 

(6.3.23) 

and the general solution for U2(r) is 

(6.3.24) 

Using the boundary condition (6.3.3) we let 

nE N, (6.3.25) 

where jmn is the nth non-negative zero of the Bessel function Jm(x) and (6.3.24) becomes 

(6.3.26) 

We define the function w~~(r) as 

,T,(2) ( ) _ (2) J ( ) 
'*'mn r - Pmn m /l'mn r , nE N, (6.3.27) 
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where 
1 

(2) _ 22 

Pmn - b Jm+1(/lmnb)' 
(6.3.28) 

which satisfies the orthogonality condition (6.3.20) with i = 2. The relation 'r/2 = k2 - (32 

becomes 

1 

(3mnd= ((/lmnd)2 - (kd)2)2. (6.3.29) 

For decay down the guide we require (3mn to be real and positive for all m and nand 

hence 

nE N. (6.3.30) 

In region I I I we set the constant equal to -"'12, with "'I > 0, and the solution for V3 is 

(6.3.31) 

If we let 

nE No, (6.3.32) 

where jmn is defined as before, then the solution for U3 is 

(6.3.33) 

We can now define 

nE No, (6.3.34) 

where we have introduced the coefficient 
1 

(3) _ 22 

Pmn - d Jm+1(Amnd) 
(6.3.35) 

and hence \Vl~~ satisfies the orthogonality condition (6.3.20), with i = 3. In this case 

r-P = e - "'12, so replacing 'r/ by Amn and rearranging, we obtain 

1 

I'mnd= ((Amnd)2 - (kd?)'. (6.3.36) 

We require I'mo to be purely imaginary for m E No, but I'mn to be real and positive 

for all other values of m and n, to produce one wave-like mode in the inner region and 

hence 

(6.3.37) 
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We therefore anticipate that a necessary condition for the existence of trapped modes is 

(6.3.38) 

The appropriate eigenfunction expansions for ~ are now 

00 e-Omn(x-a) 

<$I(r, x) = L ug~ w~~(r), 
n=l -amn 

( 
2 2 1 a mn = Vmn -k)2, (6.3.39) 

00 e-.Bmn(x-a) 

<$2(r, x) = E U;;~ -f3mn w~~(r), ( 2 2)1 f3mn = Ilmn - k 2, (6.3.40) 

-i. ( ) = ~ U(3) cosh 'Ymn X W(3) ( ) 
0/3 T, X ~ mn . h mn r , 

n=O 'Ymn Sill 'Ymna 
( 

2 2 1 'Ymn = Amn - k ) 2 • (6.3.41) 

In the next section we seek trapped modes below the first cut-off using the modified 

residue calculus method. 

6.4 Trapped modes below the first cut-off 

We now use the continuity conditions (6.3.7) and match ~i = <$3 on £i, i = 1,2, to give 

00 h {'"'OO U(I) q,~~(r) £ '" U(3) cot 'Ymnaw(3) ( ) = L..,n=1 mn -am.' rEI, 
L-.., mn mn r W(2) ( ... ~ 
n=O 'Ymn ,",00 U(2) ~ rE £2. 

L.."n=l mn -{3mn' 

(6.4.1) 

Similarly matching oCPdox = OCP3/0X on £i, i = 1,2, we have 

'" U(3),ji(3) (r) = L..,n=1 mn mn r , 00 {'"'OO U(1) w(l) ( ) 

L::: mn mn 00 (2) (2) 
n-O Ln=1 Umn Wmn(r), 

(6.4.2) 

We can convert (6.4.1) and (6.4.2) into an infinite systems of linear algebraic equations 

by multiplying each by w~~, sE No, and integrating over £3. From (6.4.1) we have, 

( ~ U(3) W(3) (r)w(3) (r) dr = ( ~ ut!) W(!) (r)w(3) (r) dr JL ~ mn mn ms iLl ~ mn mn ms 
3 n=O 1 n=l 00 

+ [2 E U;;~w~~(r)w<;';(r) dr, sE No. 

We can rewrite (6.4.3) as 

00 00 

U(3) - '" U(I) d '" U(2) ms - ~ mn ns + L- mn enS) 

where we have defined 

n=l n=l 

dns =~ [1 w~~(r)w<;';(r) dr, 

_ ~ ( \T,(2) ( )'T,(3) ( ) d 
ens - d iL2 1!mn r ':lI ms r r. 
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sE No, 

(6.4.3) 

(6.4.4) 

(6.4.5) 

(6.4.6) 



In a similar way to (6.4.2) we obtain 

t h 00 ( U(I) U(2)) 
U (3) co Ims a - '\' --=- d -=-

ms - L.J ns+ (3 ens, 
'Yms n=l -amn - mn 

sE No. (6.4.7) 

The integral dns can be evaluated as 

d (I) (3) 
d = r r\[l(I) (r) \[1(3) (r) dr = Pmn Pms X 

ns ih mn ms 2' 2 
b Vmn - Ams 

(Ym(Vmnb) [Ams d Jm(Vmnd) Jm_I(Amsd) - vmnd Jm-I(vmnd) Jm(Amsd) 

- Ams b Jm(lImnb) Jm- I (Am~b) + Vmn b Jm- I (lImnb) Jm(Ams b) 1 

- Jm(lImnb) [Ams dYm(vmnd) Jm-I(Amsd) - Vmn dYm-l(vmnd) Jm(Ams d) 

- AmsbYm(lImnb) Jm-I(Amsb) + vmnbYm_I(Vmnb) Jm(Amsb)l), (6.4.8) 

provided Vmn # Am" where S E No, n E N, and Gradshteyn and Ryzhik (1980), eqn 

5.54(1) has been used. Using the definition of Ams given in (6.3.32) and the identities 

and 

2m 
Jm- l(lImnr) = -Jm+l(vmnr) + -- Jm(vmnr), 

vmnr 

(see Watson (1944) p77), we find that provided Vmn # Am" S E No, n E N, 

d __ 2p~~P~~lImnbJm(Amsb) 
ns - (v2 \ 2 ) ~ vb· 

mn - Ams 11 mn 

(6.4.9) 

(6.4.10) 

(6.4.11) 

(6.4.12) 

Substituting the values of P~~ and P~~ from (6.3.19) and (6.3.35) into (6.4.12) we have 

2 Vmn Jm(Amsb) (~(lImnb) )-~ 
1 () - 1 , sE No, nE N, 

(lI;'n - A~s) 1[2 d Jm+JAmsd J;, vmnd 

provided lImn # Ams. Evaluating the integral ens in a similar way we find 

ens = d Jm+I(Amsd) (Jl~n - A~s)' 

provided Jlmn # Ams. 

sE No, nE N, 

(6.4.13) 

(6.4.14) 

Eliminating U~~ from (6.4.4) and (6.4.7) and using (6.4.13) and (6.4.14), we obtain 

after some simplification 

f Umn ( 1 + (ms ) _ f Vmn ( 1 + (ms ) = 0, 
n=l Q mn - "Yms Q mn + rms n=l f3mn - rms f3mn + rms 

(6.4.15) 
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where s E No and we have defined 

U - U~~Vmn(J!(Vmnb) -1)-! 
mn - 1 J2 (d) , 

7r '2 ilmn m IImn 

U(2) 11 

V. - mn ,..,mn and r - e-27m,a (6 4 16) mn - fi ' ,ms - .. . 
mn 

The singular behaviour required by condition (6.3.6) again influences the asymptotic 

behaviour of Umn and Vmn as n -> 00. Following a similar method to (2.4.18)-(2.4.24) 

the edge condition is satisfied if both Umn = O(n-~) and Vmn = O(n-!) as n -> 00. 

We now consider the following contour integrals 

I I· 1 i J() (1 (m, ) ,= lm -. z + dz, 
N_oo 27r~ eN z - "Ims Z + "Ims 

sE No, (6.4.17) 

where CN is a sequence of contours (to be determined) on which z -> 00 as N -> 00 

and J (z) is a meromorphic function satisfying the following properties: 

Plo J(z) is an analytic function of z except for simple poles at z = Cl'mn and z = fimn, 

nE N. 

P2. J(z) = O(z-~) as Izl -> 00 on CN as N -> 00. 

Construction of J(z) 

Following the work in section 2.4.1 we choose 

J(z) = g(z) h(z), (6.4.18) 

where g(z) is 

g(z) = IT (1 - zhmn) , 
n=l (1- Z/Cl'mn)(l - z/ fimn) 

(6.4.19) 

and 

(6.4.20) 

The function g(z) is chosen as it satisfies property P1 stated earlier and is the appropriate 

function to employ when solving the problem in the limit as a/ d -> 00. The function 

h(z) is chosen so that the zeros of g(z) at "Imn, are cancelled by the poles of h(z) at 

these points. 

To satisfy P2 we need to work out the behaviour of (6.4.19) as Izl -t 00. This can 

be done by examining the behaviour of g(z) for large z. With this in mind we write 

g(z) = IT 1 - Z/vmn IT 1 - z/ J.!mn IT 1 - zhmn IT (1 - Z/Amn ) . 
n=l 1 - z/Cl'mn n=l 1 - z/ fimn n=ll - z/ Amn n=l (1 - z/ J.!mn) (1 - z/vmn ) 

(6.4.21) 
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The first three products in (6.4.21) can be expanded as 

001/ OO( k2)100( k2 ) IT - Z Vmn = IT 1 - -2- 2 IT 1 - , 
n=l 1 - z/amn n=l vmn n=l (z - llmn)(amn + lImn ) 

(6.4.22) 

00 1 _ Z / flmn 00 ( k
2 )! 00 ( k

2 ) IT =IT 1--2 IT 1- , 
n=1 1 - z/ f3mn n=1 flmn n=1 (z - f3mn) (f3mn + flmn) 

(6.4.23) 

and 

(6.4.24) 

We now make use of the results form Abramowitz and Stegun (1972), eqn 9.5.12 and 

eqn 9.5.27. We have as n -> 00, 

Amnd = jm,n+1 ~ (n + m/2 + 3/4)7r + O(I/n), 

flmnb = jmn ~ (n + m/2 - 1/4)7r + O(I/n), 

vmn(d - b) ~ ml" + O(l/n). 

(6.4.25) 

(6.4.26) 

(6.4.27) 

Using these results we can compare the final products in (6.4.22)-(6.4.24) with L::"=I n-2
, 

and see that (6.4.22)-(6.4.24) are uniformly convergent on any compact set excluding 

Z = CYmn , Z = f3mn and Z = Amn respectively. Thus provided Z -> 00 through a sequence 

of values which avoids these points we have 

g(Z) ~Cm IT 1 - zhmn IT (1 - z/ Amn) 
n=1 1 - z/ Amn n=1 (1 - Z/flmn)(1- z/vmn ) 

~C IToo 
(
1 - (n+m/~~3/4)") ) 

m ( ) ( ) , (6.4.28 
n=1 1 - ~~ 1 - (n+m/~b 1/4)" 

where Cm is a constant dependent upon m and independent of z. Using (2.4.43) we can 

show 

IT (1 - (n+m/~~3/4)") = r(m/2 + 7/4) r(1 - zc/7r) r(m/2 + 3/4 - zb/7r) 

n=1 (1- ~~)(1- (n+mN-I/4),,) r(m/2+ 7/4 - zd/7r) r(m/2+ 3/4) 

(6.4.29) 

We then find the behaviour of (6.4.29) as Izl -> 00, Z of Izl after using (2.4.45) to be 

( 
27r2C bCm- I

/
2) )! [Z ] 

g(z)Cm (-z)dCm+5/ 2) exp ;:(bln(d/b)+cln(d/c)) . (6.4.30) 

For the case when z is real and positive we use the reflection properties of the Gamma 

function, see (2.4.48), and the asymptotic behaviour can be found to be 

g(z) ~ Cm ((zd/7r - m/2 -7/4) sin(m7r/2 + 37r/4 - zb) sin(m7r/2 + 77r/4 - Zd)) 
(1 - zC/7r)(m/2 + 3/4 - zb/7r) sin(zc) 

( ZC3b(m+5/2))~ [z ] 
x d(m+9/2) exp ;:(bln(d/b) + cln(d/c)) , (6.4.31) 
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as z -+ 00, Z oF -I zl through any sequence of values which avoids the points z = mf 1 c, 

z E 1\/. If we choose the curves CN to be a sequence of circles with centre at the origin 

and radius RN not equal to any of the points mentioned previously we can consider the 

function 

(6.4.32) 

which is O(z-~) as Izl-+ 00 on CN as N -+ 00, and hence P2 is satisfied. It is interesting 

to note that this function is very similar in form to the function (2.4.50) used in the 

two-dimensional case. 

We now apply Cauchy's residue theorem to (6.4.17) to obtain 

~ ( ) (1 (ms) ~ ( ) (1 (ms) L.. RI: Cl<mn + + L.. RI: f3mn + -;c--"""---
n=l Ctmn - Ims Ctmn + "Yms n=l !3mn - Ims i3mn + lms 

+ Ibms) + (msI( -'Yms) = 0, s E 1\/0, (6.4.33) 

A comparison with (6.4.15) shows our solution is given by Umn = R(J Cl<mn) and 

Vmn = -R(J : f3mn) provided 

s E 1\/0, (6.4.34) 

For S E 1\/ these equations can be solved by an appropriate choice of the coefficients 

Amn. We have for s E 1\/, 

Ibms)=-exp{- 'YmS(bln(dlb)+cln(d1c))} ( (_ 1 Am)( _ 1f3 )) 
7r 1ms 1 Ims Urns 1 Ims ms 

(6.4.35) 

and 

I(-'Yms) = (1- f Amn )exp{'YmS(bln(dlb)+cln(d1c))} 
n=! 'Yms + 'Ymn 1f 

( 
2 ) IT 1 +'Ymshmn 

x (1 + 'Yms/Cl<ms) (1 +'Ymslf3ms) n~l (l+'Yms/Cl<mn)(1+'Ymslf3mnl" 
n¥, 

(6.4.36) 

Substituting both (6.4.35) and (6.4.36) into (6.4.34) we obtain, 

~ Amn 
Ams + Dms L.. = Dms> 

n=! 'Yms + 'Ymn 
sE 1\/, (6.4.37) 
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where 

Dms = (2I'ms(ams - I'm,)((3ms - I'ms)) exp {2l'ms (b In(d/b) + c In(d/ c) - a7f)} 
(ams + I'ms)((3ms + I'ms) 7f 

X IT (1 + I'mshmn) (1 -l'ms/amn)(1 -l'ms/i3mn). (6.4.38) 
n=! (1 + I'ms/amn) (1 + I'ms/ i3mn)(1-l'mshmn) 
n~' 

Trapped mode condition 

We now return to the one condition still to be satisfied, namely (6.4.34) with s = O. If 

we let I'mO = -iJ';", where 1';" = (k2 - ),.;"o)! = (k2 - j;'I)!' this condition reduces to 

j( -h;") 
j(h'm) . 

From (6.4.32) and (6.4.20) we have 

h( -h;") 2io-

h(h'm) = e rn, 

where we have defined 

Xm = f (tan-I ( 1';" ) - tan-I ( 1';" ) - tan-I ( 1';" )), 
n=l 'Ymn Qtmn (3mn 

e = ~(bln(d/b) + cln(d/c)), 

and 

Um = arg (h( -h;")) = arg (1 - f Amn. I ). 

n=1 I'mn + zl'm 

The condition for the existence of trapped modes, (6.4.39), reduces to 

n an integer, 

where Xm, e and Um are given by (6.4.41)-(6.4.43). 

Antisymmetry about x = 0 

(6.4.39) 

(6.4.40) 

(6.4.41) 

(6.4.42) 

(6.4.43) 

(6.4.44) 

If we seek trapped modes antisymmetric about x = 0 we replace the boundary condition 

(6.3.1) by 

<p = 0 on x = 0, 0 < T < d, (6.4.45) 
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and hence the cosh and sinh terms in (6.3.41) are interchanged. Equation (6.4.15) 

becomes 

(6.4.46) 

where S E No. The equivalent condition to (6.4.44) is 

"I;"(a - 8) = Xm + O'~ + mr, n an integer, (6.4.47) 

where Xm and 8 are given by (6.4.41) and (6.4.42) and 0';" is the argument of h( -h:n) 

with the Amn coefficients coming from the system of equations 

~ Amn 
-Ams + Dms ~ = Dms 

n=1 "Ims + "Imn 
sEN. (6.4.48) 

6.4.1 Results 

The results in this section are computed with the systems of equations (6.4.37) and 

(6.4.48) truncated with a parameter N = 5. Typical results for the trapped-mode 

wavenumbers are shown in figure 6.2 and figure 6.3, for m = 0 and 1. In both figures 

the solid lines correspond to modes symmetric about x = 0 and the dashed lines to 

modes antisymmetric about x = O. 

In figure 6.2 trapped-mode wavenumbers are plotted against aid when bid = 0.5. 

We see that as aid increases more and more modes appear alternatively symmetric and 

anti symmetric about x = 0 for each value of m. The upper and lower cut-offs for the 

existence of trapped modes are given by (6.3.38) are dependent on m. When m = 0 

the modes appear from the cut-off given by the minimum of kd = )01/0.5 "" 4.810 

and kd = vOid"" 6.246, i.e. kd = )01/0.5, and tend to kd = )01 "" 2.405 as aid 

increases. This minimum value changes however when m = 1, as the upper cut-off 

becomes kd = Vl1d "" 6.393 which is less than kd = 2)11 "" 7.663. As aid increases the 

modes corresponding to m = 1 tend to kd = )11 "" 3.832. 

In figure 6.3 trapped-mode wavenumbers are plotted against bid when aid = 3. 

The upper plot corresponds to the case when m = 1 and the lower plot corresponds 

to the case m = O. The dotted lines appearing on both plots are the upper and lower 

cut-offs for the two different m values and show where the frequency ranges lie with 

respect to each other. When bid --; 0 the only upper cut-off present for both plots is 
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Figure 6.2: A comparison of the trapped-mode wavenumbers for modes symmetric (-) 

and antisymmetric (- -) about x = 0 plotted against aid when bid = 0.5. 

the one corresponding to kd = 'f)mi> whereas when bid -+ 1 the upper cut-off is shown 

by kd = djmI/b for both values of m. When m = 0 the upper cut off changes from 

kd = 'f)old to kd = jOldlb when bid"", 0.436, and the largest number of modes appears 

at this value. As m increases the value of bid when the upper cut-off changes also 

increases. 

6.5 Summary 

In this chapter we have considered the three dimensional laterally coupled waveguide. 

The waveguide consists of two concentric circular cylindrical waveguides coupled by a 

finite length gap along the axis of the inner cylinder and can be formed by rotating 

the waveguide considered in chapter 2 about the x-axis. We used a modified residue 

calculus method to computed trapped-mode frequencies below the first cut-off for wave 

propagation down the waveguide. 

We were able to look for modes with an angular variation cosm(}, m E No, and 

the trapped modes found are either symmetric and antisymmetric about the line of 

symmetry perpendicular to the axis of the cylinder. During the formulation we found 

that the upper cut-off is dependent on the values of m and bid (the ratio of the two 
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Figure 6.3: A comparison of the trapped-mode wavenumbers for modes symmetric (-) 

and antisymmetric (- -) about x = 0 plotted against bid when aid = 3. 

radii). The results presented in section 6.4.1 show that the trapped modes occur for any 

value of the gap length and ratio of radii (aid and bid) and the frequencies increase as 

m increases. 
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Chapter 7 

Three-dimensional laterally coupled 

planar waveguides 

7.1 Introduction to the problem 

In this chapter we consider the case where the two-dimensional laterally coupled waveg

uide considered in chapter 2 is rotated about the y-axis to produce a three-dimensional 

wave guide. The wave guide consists of two planar layers of widths band d - b coupled 

laterally through a circular hole of radius a in the common boundary. 

When the two planar layers are of equal width the problem reduces to a Neumann 

disc on the centreline (just as the two-dimensional laterally coupled waveguide reduced 

to a Neumann plate on the centreline). In this chapter we initially consider the case 

of a number of Neumann discs placed on the centreline of a planar waveguide, as the 

symmetry of the problem allows us to simplify the analysis. We return to the case of 

different width waveguides later in the chapter. 

The chapter is presented in the following manner. In section 7.2 we review work done 

concerning trapped modes around thin circular discs and vertical cylinders. Vertical 

cylinders are considered as the plan view of both sets of problems is identical and so 

we expect the formulation in two coordinates to be similar. We formulate the problem 

for P circular discs on the centreline of a planar waveguide in section 7.3. This general 

formulation allows us to provide results for various configurations. 

In section 7.4.1 we consider a single disc on the centreline. \V'hen one disc is con

sidered a number of simplifications to the formulation can be made and results are 

presented for a typical radius. We investigate the case of two discs in section 7.4.2. Two 
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problems are considered, the case when the discs are identical and the case when they 

are different. 

In section 7.4.3 we return to the problem of a laterally coupled planar waveguide. 

We reformulate the problem and consider the case when the waveguide is coupled by a 

single circular hole. 

A summary of the chapter is provided in section 7.5. 

7.2 Background 

Although we are considering thin circular discs in planar waveguides, in this chapter, it 

can be seen from figure 7.1 that the plan view of the problem is equivalent to the plan 

view of a number of vertical circular cylinders. We thus may expect the formulation of 

the problem in this chapter to be similar to the formulation for a number of vertical 

cylinders in all but the depth coordinate. We therefore include work on trapped modes 

around vertical cylinders in this review along with work on thin circular discs. 

There has not been a vast amount of work done so far on thin circular discs in three

dimensions, although from a physical viewpoint Farina and Martin (1998) note that the 

equivalent water-wave problem may find application in coastal engineering, perhaps as 

components in a breakwater or in a wave-focussing device. 

Martin and Farina (1997) and Farina and Martin (1998) used a hypersingular integral 

equation to calculate the waves radiated from heave (vertical) oscillations of a thin 

circular disc and the scattering of water waves by a thin circular disc. In both cases 

Neumann conditions were placed on the disc and a mixed boundary condition on the 

surface. 

Much of the work on trapped modes around vertical cylinders concerns parallel-plate 

waveguides containing a symmetrically-placed cylinder. As the cylinder is assumed to 

extend throughout the depth of the fluid the depth dependence can be factored out 

and we are left with a two-dimensional problem. As in chapter 3 the symmetry of the 

problem can be used to introduce a cut-off below which modes cannot propagate to 

infinity. 

Callan, Linton, and Evans (1991) proved numerically using a multipole method that 

a trapped mode exists in a waveguide with such a geometry with Neumann conditions 

placed on all the boundaries. The mode was antisymmetric about the mid-plane of the 

145 



guide and symmetric about a line perpendicular to the guide walls and had a frequency 

below the cut-off for wave propagation down the guide. No mode was found in the paper 

that was both antisymmetric about the mid-plane and a line perpendicular to the walls, 

although such a mode has been subsequently found for sufficiently large radius cylinder 

by Evans and Porter (1999). 

Trapped modes in the vicinity of multiple cylinders in a channel were considered by 

Evans and Porter (1997). The authors considered the case of a number of different-sized 

circular cylinders arbitrarily spaced along the centreline of the channel. Both Neumann 

and Dirichlet modes were sought using solution based on a multipole method and the 

use of addition theorems for Bessel functions. It was shown that there are up to N 

trapped-mode frequencies below the first cut-off corresponding to any configuration of 

N cylinders. 

In this chapter we use a method based on a matched eigenfunction expansion to 

calculate the trapped-mode frequencies for a number of discs on the centreline of a 

planar waveguide. We begin by formulating a solution for P discs. 

7.3 Formulation 

In this section we consider P (2': 1) discs placed on the centre-plane of a waveguide of 

total height d. We introduce P+ 1 cylindrical polar coordinate systems, so that (r,O,z) 

is centred at the origin and (rj, OJ, z), j = 1, ... , P, are centred at (Xj, Yj, 0), the centre 

of the j'h disc of radius aj. The outer walls of the waveguide are at z = ±d/2 and the 

centre-plane is at z = O. The various parameters relating to the relative positions and 

sizes of the discs when P = 2 are shown in figure 7.l. 

The symmetry of the problem allows us to seek trapped modes which are antisym

metric about the centre-plane of the guide by adding a Dirichlet condition on the plane 

z = 0, away from each disc and considering only the upper-half of the waveguide. Con

dition (3.3.8) can then be used to extend the solution into the whole guide. 

We now divide the domain up into P + 1 parts, </JJ, j = 1, ... , P is the potential 

above the j'h disc and </JI! is the potential exterior to the discs. We look for non-trivial 

solutions </JJ, j = 1, ... , P and </JH, each of which satisfies the Helmholtz equation in the 
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(x,y) 

disc P 

discj 

Figure 7.1: Plan view of two discs. 

relevant set of cylindrical polar coordinates, 

o < z < d/2, T > 0, 

subject to Dirichlet boundary conditions on the planes 

rf;Il = 0 on z = 0, 

rf;J = rf;Il = 0 on z = d/2, j = 1, ... , P, 

Neumann condition on the discs 

arf;I a: = 0 on z = 0, rj < aj, j = 1, ... , P, 

and a condition that stops waves radiating to infinity, 

(7.3.1) 

(7.3.2) 

(7.3.3) 

(7.3.4) 

(7.3.5) 

We also need to apply the following continuity conditions at each regions boundary 

a"I a"Il rf; I = rf; Il _'f'_j 'f' 

J ' arj aTj 
on Tj = aj, j = 1, ... , P. (7.3.6) 

Separation of variables reveals that the appropriate eigenfunction expansions are 

00 00 J ( )'T.(I)() imO· "I = " "Aj m Qnrj 'l'n Z e J 
'f'J L., L., mn J' ( ) , j = 1, ... , P, 

m=-oo n=O an m D:naj 
(7.3.7) 

P 00 00 }( (f3 ) ,T.(2) ( ) imOp 
rf;Il = L L LBP m nTp'l'n Z e 

p=1 m=-oon=O mn f3nK;,,(f3nap) , 
(7.3.8) 
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where Im(z) and Km(z) are modified Bessel functions and an, 13n, \ji~)(z) and W~2)(Z) 

are defined by (3.3.13), (3.3.14) and (3.3.15). As in section 3.4 we find that if we restrict 

the frequency so that 

7r < kd < 27r, (7.3.9) 

then ao is purely imaginary whereas an and 13n, n E N will all be real and positive. This 

restriction allows the mode corresponding to n = 0 to become wave-like local to each 

disc, whereas all other modes decay as r becomes large. 

In order to apply the continuity conditions (7.3.6) the eigenfunction expansion in 

region II must be written solely in terms of the coordinates rj and OJ. This can be 

achieved using Graf's addition theorem for Bessel functions, see Linton and McIver 

(2001) p169, which shows that provided rj < Rjp for all p, we can write 

-loll ( . O. ) = ~ ~ Bj Km((3nrj)W~2)(z)eimOj 
'+' r),), Z L.. L.. mn (3' ((3 ) 

m=-oo n=l nI{m naj 

+ .f.. ~ ~ BP w~)(z) ~ I ((3 )}( (13 R ) isOp i(m-s)ajp ~ m~oo.8 mn 13nK;"(13naj) ,f-::oo s nrj m-s n jp e e , (7.3.10) 
p¥-j 

where Rjp is the distance between the centres of discs j and p, and ajp is the angle of 

the centre of disc p from disc j, measured as shown in figure 7.l. 

Matching cjJ§ = cjJll on rj = aj, j = 1, ... , P, we find 

00 00 . I (a a')W(J)(z)eimOj 00 00 . K ((3 a·)w(2)(z)eimOj 
L LA) m n) n = LLB) m n) n 

m=-oo n=O mn D:nI:n (anaj) m=-oo n=l mn flnI('m ({3naj) 
P 00 00 W(2)( ) 00 

+ '" '" '" BP n z '" I ((3 ) '{ ((3 R ) isOp i(m-s)ajp f=: m:=oo.8 mn f3n K 'm(f3n aj) s~oo s naj 1'm-s n jp e e . 
pi-j 

(7.3.11) 

Similarly matching 8cjJ}j8rj = 8cjJll j8rj on rj = aj, j = 1, ... , P, we have 

00 00 00 co 

L LA!nnw~J)(z)eimOj = L LB!nnW~2)(z)eimOj 
m=-oon=O m=-oon=l 

P 00 00 W(2)() 00 

+ '" '" '" BP n z '" I' (13 )}( ((3 R ) isOp i(m-s)ajp 
~ m~oo.8 mn K:nU3naj) s!::oo s naj m-s n jp e e . 
pt-i 

(7.3.12) 

We can convert (7.3.11) and (7.3.12) into an infinite system of linear algebraic equations 

by multiplying each by w)1)(z)e-iWOi , t E No, W E Z, j = 1, ... , P, and integrating over 
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and 

00 p 00 00 d J' (/3 )K (/3 R ) i(m-w),,· 
j '" j "" '" ~ BP nt w naj m-w n jp e JP ~=~~~+~~~ , 

n=l p=l m=-OOn=l mn K:n(f3naj) 
pi=j 

where t E No, W E Z, j = 1, ... , P in both cases and from (3.4.8), 

which can be rearranged as 

where t E No, W E Z, and j = 1, . .. , P. If we define 

and 

we can simplify the left-hand side of (7.3.17) to 

P 00 00 

L L L Bfnn Zwntjmp = 0 
p=l m=-oo n=l 
p¥-j 
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(7.3.13) 

(7.3.14) 

(7.3.15) 

(7.3.17) 

(7.3.18) 

(7.3.20) 



where 

{ 

Xwntjlimw 
Zwntjmp = 

Ywntjmp 

p =J, 

p#j, 
(7.3.21) 

with limw being the Kronecker delta and t E No w E :.E, and j = 1, ... , P in all cases. 

We shall solve (7.3.21) by truncating m and w with a truncation parameter ±M, n 

and t + 1 with a truncation parameter N, and write 

>'1 = n+N(m+M) + N(2M + 1)(p-l), 

A2 = 1 +t+N(w+ M) + N(2M + 1)(j -1), 

(7.3.22) 

(7.3.23) 

so that any positive integer Ai, Ai = 1, ... , N(2M + I)P, corresponds to a unique triple, 

(n,m,p) for i = 1, or (t,w,j) for i = 2. To find a solution of (7.3.21) we are required to 

find frequencies kd so that the determinant of the matrix Z'\1,'\2 is zero. 

We now consider the solution for different problems, starting with the case of one 

disc on the centreline. 

7.4 Trapped modes below the first cut-off 

7.4.1 One disc on the centreline 

In this section we consider a single disc of radius a placed on the centreline of a planar 

waveguide of total width d, as shown in figure 7.2. We can use the work in the previous 

section if we take P = 1. If we take P = 1 then the matrix Z.\1o.\2 is simplified consider

ably as no Y'\1,'\2 terms appear, only X mntl . If we replace w by -w in (7.3.18) we find 

that X Wntj = X(-w)ntj, and so the we only need to consider non-negative values of m 

(or w) for the single disc case. 

Results 

For the results computed in this section truncation parameters N = 5 and 111 = 3 were 

used. The differences between the results presented here and the results obtained using 

a truncation parameter N = 10 are less that 10-3 . The value of M has to be chosen 

sufficiently large enough so that all the possible trapped modes can be found. If M is 

chosen to be 3 then all the modes are found up to aid"", 1. If aid> 1 a larger value of 

M is required to find all the trapped modes. 
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Figure 7.2: Definition sketch. 

In figure 7.3 trapped-mode wavenumbers kd/,rr are plotted against a/d for m = 

0, ... , ±M. The solid lines correspond to m = 0, the dashed lines to m = ±1, the 

dotted lines to m = ±2 and the dot-dashed lines to m = ±3. We see that as a/ d 

increases the trapped modes appear from the cut-off kd = 27f and tend to the cut-off 

kd = 7f. 
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Figure 7.3: Trapped-mode wavenumbers, kd/7f, plotted against a/d. The solid lines 

correspond to m = 0, the dashed lines to m = ±1, the dotted lines to m = ±2 and the 

dot-dashed lines to m = ±3. 
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The results plotted show that the rn = 0 modes exist for all values of the radius 

except when the radius is small and as a/ d increases the number of modes increases. 

As the value of Irnl is increased similar features occur and the value of a/ d below which 

modes do not occur is increased for consecutive values of Irnl. 
The plot shown in figure 7.3 is complete when a/d ::; 1, but as a/d is increased a 

higher value of M must be chosen to produce all possible modes. 

7.4.2 Two discs on the centreline 

In this section we consider the case of two thin circular discs placed on the centreline of 

the waveguide. There are two problems to consider in this section, the case when both 

discs are identical and and the case when they are not. When considering two discs 

the resulting trapped-mode frequencies should be independent of the angle between the 

centres of the two discs (0012 and 0021> in figure 7.1). If we multiply each term in the 

matrix Zwntjmp defined in (7.3.21) by exp( -i(rnOOjp - wOOpj), we find that we can remove 

the angle dependence from the Ywntjmp terms defined by (7.3.19) and the X Wntj terms 

in (7.3.18) remain the same. 

For the results provided in this section truncation parameters N = 5 and M = 3 

were used to allow a comparison to be made with results in the previous section. 

Equal radii discs 

We consider the case of two identical thin circular discs placed on the centreline of the 

waveguide. 

Figure 7.4 shows the trapped-mode wavenumbers, kd/7r plotted against R/d for two 

identical circular thin discs of radii a/ d = 1. The value R/ d is the non-dimensional 

distance between the centres of the two discs. The dotted lines are the trapped-mode 

wavenumbers from the single disc case when a/d = 1 and are labelled with the appro

priate values of m. The dotted lines can be interpreted as the case when R/ d -> 00 and 

the dashed line is the upper cut-off kd = 27r. 

The value a/ d = 1 is chosen because if we then use the truncation parameter />,1 = 3 

all possible modes will appear on the plot, as mentioned in the previous section. If we 

took a larger value of a/ d we would have to use a larger truncation parameter M to 

guarantee all modes appear. 
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Figure 7.4: Trapped-mode wavenumbers, kdl1f, plotted against Rid for the case of two 

identical thin discs of radii aid = 1. The dotted lines correspond to the trapped modes 

from the single disc case with aid = 1 and are labelled with the appropriate values of 

m. The dashed line corresponds to the upper cut-off. 

We see that when the two discs are touching, i.e. when Rid = 2, there are fourteen 

trapped modes. We have two modes around each dotted line corresponding to m = 0 

and four modes around the other dotted lines (two for the positive value of m and two 

for the negative value of m). The exception occurs when m = ±3 as this mode is close 

to the upper cut-off and so only a single mode appears below the dotted line for each 

m. As the value of Rid is increased, which means that the discs are moved apart, we 

find that each pair of modes converges towards the limiting case. 
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Different radii discs 

We now consider the case of two different thin circular discs placed on the centreline of 

the waveguide. 

, 

2 h-, ~ ,~, , , , , , , .- .... .,.. .-.... '!)1=:Q,75Lm=:t2~ a!j,=L m=t3 
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Figure 7.5: Trapped-mode wavenumbers, kd/,Jr, plotted against Rid for the case of two 

thin discs of radii aid = 1 and aid = 0.75. The dotted lines correspond to the trapped 

modes from the single disc case with aid = 1 and aid = 0.75 and are labelled with the 

appropriate values of m. The dashed lines correspond to the upper and lower cut-offs. 

Figure 7.5 shows the trapped-mode wavenumbers, kd/,Jr plotted against Rid for two 

circular thin discs of radii aid = 1 and aid = 0.75. The dotted lines are the trapped

mode wavenumbers from the single disc cases when aid = 1 and aid = 0.75 and are 

labelled with the appropriate values of m. The dotted lines can be interpreted as the 

case when Rid -t 00 and the dashed lines are the upper and lower cut-offs. 

If we take discs ofradii aid = 1 and aid = 0.75 then we can again use the truncation 
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parameter M = 3 and figure 7.5 will be complete. Between the two cut-offs we find that 

there are five modes from the single disc case with aid = 1 and three modes from the 

single disc case when a/ d = 0.75. 

From figure 7.5 we find that a single trapped mode exists for each value of m from 

the single disc modes, apart from the highest frequency mode (aid = 0.75, m = ±2) as 

this is very close to the cut-off and the lowest frequency mode (aid = 1, m = 0) below 

Rid ~ 1.768. 

When the two discs are touching, i.e. when Rid = 1.75, the modes appear away from 

the modes from the single disc cases. As the discs are moved further away from each 

other the modes tend towards the cases of single discs on the centreline. 

7.4.3 Laterally coupled planar waveguides 

Using the work in the previous sections we can formulate a solution for the case of 

a laterally coupled planar waveguide. The waveguide consists of two parallel planar 

waveguides of widths band d - b coupled laterally by a small circular hole of radius a 

in the common boundary. As in chapter 2 we assume for convenience that b > d12. 

As with the waveguide considered in this chapter 2 this waveguide has a physical 

relevance in quantum mechanics. Exner and Vugalter (1996) considered the case when 

the hole was sufficiently small so that only one eigenvalue occurred below the essential 

spectrum. The authors were then able to provide upper and lower asymptotic bounds 

on the gap between the eigenvalue and the essential spectrum. 

Formulation 

We introduce circular cylindrical polar coordinates (r, (), z) so that the waveguide is 

axisymmetric about r = 0 and the planes lie at z = 0, z = band z = d. We have 

to find a non-trivial function </J(x, y) which satisfies the Helmholtz equation within the 

waveguide 

o < z < d, r > 0 except on x = b, r > a, (7.4.1) 
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subject to the boundary conditions 

cp = 0 on z = 0, r > 0, 

cp = 0 on z = b, r > a, 

cp = 0 on z = d, r > 0, 

and a radiation condition specifying that no waves propagate out to infinity, 

cp --; 0 as r --; 00. 

(7.4.2) 

(7.4.3) 

(7.4.4) 

(7.4.5) 

As in chapter 2 we divide the region into three parts. Region I is the region above the 

plane outside the hole, i.e. {r, e, z : r > a, b < z < d}, region II is below the plane 

outside the hole, that is {r, e, z : r > a, 0 < z < b} and region III is the hole, that is 

{r, e, z: r < a,O < z < d}. As the geometry is axisymmetric about r = 0, we are able to 

look for a mode with angular variation cos me, m E No. We can therefore represent the 

function cp;(r,e,z) by a function ~;(r,z)cosme, (i = 1,2,3), in each region and apply 

the following continuity conditions 

on Li , i = 1,2, (7.4.6) 

where L1 is r = a, b < z < d, L2 is r = a, 0 < z < b and we write L3 for L1 U L2. 

Following section 7.3 we find that the eigenvalue expansions in each region are 

(7.4.7) 

(7.4.8) 

(7.4.9) 

where an, f3n, In and w~)(z), i = 1,2,3, are defined by (2.3.31)-(2.3.33) and (2.3.27)

(2.3.29). As in section 2.4 we anticipate a necessary condition for the existence of 

trapped modes to be 

d1f 
7r < kd < b' (7.4.10) 

as 10 will be purely imaginary whereas an, f3n and In, n E N, will all be real and positive. 

The mode corresponding to 10 will therefore be oscillatory in region I I I and all the other 

modes will decay away from the hole. We now apply the continuity conditions (7.4.6). 
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Matching Ji = J3 on Li, i = 1,2, we have 

(7.4.11) 

Similarly matching 8Jd8x = 8,j;318x on Li, i = 1,2, we arrive at 

(7.4.12) 

We can convert (7.4.11) and (7.4.12) into an infinite system of linear algebraic equations 

by multiplying each by W~3), 8 E No, and integrating over L 3 . From (7.4.11) and (7.4.12) 

we find 

8 E No, (7.4.13) 

and 

00 00 

U(3) - "" U(I) d "" U(2) ms - L- mn ns + L- mn ens, 8 E No, (7.4.14) 
n=! n=l 

where dns and ens are given by (2.4.10) and (2.4.12). 

Eliminating u;;l from (7.4.14) and (7.4.13) we obtain 

(7.4.15) 

We shall solve equation (7.4.15) by truncating the value ofn and 8+1 with a truncation 

parameter N. We therefore have to find the values of kd so that the determinant of a 

2N x 2N matrix is zero for each value of m E No. 

Results 

For the results shown in this section we use a truncation parameter N = 5. 

Figure 7.6 shows a typical set of trapped-mode wavenumbers, kd/'rr, plotted against 

aid when bid = 0.6. The solid lines correspond to the modes when m = 0, the dashed 

lines are when m = 1, the dotted lines are when m = 2 and the dot-dashed lines are 

when m = 3. As the value of aid is increased the trapped modes appear from the upper 

cut-off kd = 57r 13 and tend to the lower cut-off kd = 7r. The results show that that 
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Figure 7.6: Trapped-mode wavenumbers, kd/rr, plotted against aid when bid = 0.6. 

The solid lines correspond to m = 0, the dashed lines to m = 1, the dotted lines to 

m = 2 and the dot-dashed lines to m = 3. 

trapped modes occur for all aid except when the hole is small for m = O. As the value 

of m is increased the value of aid below which modes do not exist also increases. 

In the paper by Exner and Vugalter (1997), the authors speculated that the asymp

totic behaviour of the ground-state eigenvalue, kd, for small a is 

(7.4.16) 

where Cl is a positive constant. It is difficult to compare this conjecture to the results 

in this section as trapped modes were not found when aid was below about 0.25. 

It is fairly simple to extend the work above and consider the case of a pair of planar 

layers coupled laterally by a number of holes. 

7.5 Summary 

In this chapter we have considered the problem of a pair of planar layers laterally 

coupled by a number of circular holes. We initially considered the case when the planar 

layers are of equal width, a problem equivalent to that of an array of thin circular discs 

placed parallel to the walls and on the centreline of a planar waveguide. The planar 

waveguide had Dirichlet conditions placed on the walls and the thin discs were placed on 
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the centreline. The symmetry of the resulting problem allowed us to place a Neumann 

condition on the discs, a Dirichlet condition on the rest of the plane containing the discs 

and consider only the upper half-plane. 

The problem was formulated in section 7.3 for a general array of P discs using a 

matched eigenfunction expansion method. The frequency was restricted so that one 

mode became wave-like local to each disc (this frequency restriction is the same as that 

found in chapter 3 as the geometry is the same in the z-axis). To find the trapped-mode 

wavenumbers we have to find the zeros of a determinant of an infinite matrix, which is 

done by truncation. 

A number of results are presented in this chapter. In section 7.4.1 we consider the 

case of one disc on the centreline. For the one disc case we only need to consider m E No 

as it is shown that the modes for negative m are equivalent to the modes for positive m. 

In section 7.4.2 we consider the cases of two identical discs and two different discs on the 

centreline. We find that when the discs are far apart the trapped modes are equivalent 

to those occurring in the single disc cases. When the discs are moved closer together 

we find that the total number of trapped modes present is independent of the distance 

between the centres. 

In section 7.4.3 we return to the case when the planar layers have different widths 

and are coupled by a single hole. We reformulate the problem using ideas found in 

section 7.3 and compute trapped-mode frequencies with different angular variations. 
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Chapter 8 

Annular waveguide. 

8.1 Introduction to the problem. 

One application explicitly mentioned in Parker and Stoneman (1989) is the case of 

axial-flow compressors in turbo-machinery. The geometry of these compressors is highly 

complicated but can be thought of, to a first approximation, as an infinite cylinder with 

annular cross-section containing thin radial fins of finite length in the axial direction 

distributed evenly around the guide. 

The acoustic resonances that occur in engineering applications are excited by vortex

shedding from the blades, which will only occur if a mean flow is present. Work by Koch 

(1983) however has shown that for a flat plate cascade the resonant frequencies in the 

presence of mean flow are very close to those in zero mean flow, provided the Mach 

number of the flow is small. 

A recent paper by Linton and McIver (1998b) presented a method, based on matched 

eigenfunction expansions, to determine the frequencies of trapped modes that occur in 

a circular cylindrical waveguide in the presence of a number of thin radial fins of finite 

length. The authors found that there were significant differences in the modes possible if 

the number of plates was even or odd and that when the number of fins passed a crucial 

value, a change in the qualitative behaviour of the resonance frequencies occurs. The 

paper also presents approximate formulas for low-frequency modes when the number of 

fins becomes large. 

This chapter extends work done by Linton and McIver (1998b) by replacing the 

circular cross-section by an annular one to examine the possibility of trapped modes in 

the geometry discussed previously. 
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We begin in section 8.2 by reformulating the problem for the annular region. The 

results computed from the formulation are then discussed in section 8.3, together with 

curves displaying the variation of the frequency kd with blade length aj d, where d is 

the outer radius of the annular cross-section. We see that as the inner radius of the 

annular region and the number of blades increases past certain values a fundamental 

change in the curves occurs. We also show an approximate formula for the frequencies 

of low-frequency modes as the number of blades becomes large, and also see how varying 

the inner radius changes the frequencies. Conclusions are drawn in section 8.4. 

8.2 Formulation 

We consider a cylindrical guide with an annular cross-section of inner radius band 

outer radius d and use cylindrical polar coordinates (r, e, x) with the x-axis along centre 

of the guide. We consider L(? 1) finite length identical thin plates placed at angles 

(3i = 2i7r j L, i = 0, ... , L - 1, around the guide. The plates are located at {e = (3i, b < 

r < d, -a < x < a} so that the resulting geometry is symmetric about x = o. Figure 

8.1 shows a schematic representation of the configuration under investigation. 

x=o 

Figure 8.1: Definition sketch. 

Initially we shall seek a solution which is even (symmetric) about x = 0, by consid-
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ering the semi-infinite sector !1 = {r, (J, x : b < r < d,O < (J < (31, x> O} and seeking a 

function </J(x, y) which satisfies 

B</J 
Bx = 0 on x = 0, b < r < d. (8.2.1) 

The function </J(x, y) must also satisfy the Helmholtz equation within the sector 

(8.2.2) 

and Neumann boundary conditions on the inner and outer cylinders and the blades, 

B</J = 0 on r = band r = d 
Br ' 
B</J 
B(J = 0 on (J = 0 and (J = (31, X < a. 

(8.2.3) 

(8.2.4) 

In reality trapped modes are excited due to vortex shedding from the trailing edges of 

plates and this is consistent with an antisymmetry boundary condition on the plane 

which is an extension of the plates down the guide, (see Parker (1966) and Parker 

(1967». Thus we can add an antisymmetry condition about the planes (J = 0 and 

(J = (31: 

</J = 0 on (J = 0 and (J = (31, X > a. (8.2.5) 

The case of symmetry about these planes is uninteresting as these boundary conditions 

lead to a simple guide whose cross-section is an annular sector with Neumann conditions 

on all sides, and hence to a problem where trapped modes do not exist. 

We require the trapped modes to be localised around the region of the blades and 

hence the solution must decay at infinity and so 

</J -> 0 as x -> 00. (8.2.6) 

We extend the solution to (8.2.2)-(8.2.6) into a solution in the whole semi-infinite guide 

x > 0 by writing Cl< = n(31 + /, for Cl< E [0,21f), where n E No, and / E [0, (31), and 

defining 

n odd, 
(8.2.7) 

n even, 

which ensures continuity of </J between neighbouring sectors, although </J is allowed to be 

discontinuous across the plates themselves. 
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Figure 8.2 illustrates the above extension when L = 4 and with symmetry about the 

mid-plane of the sector. The plus/minus signs in figure 8.2 signify positive or negative 

values of efy. Each positive sector has negative adjacent sectors and vice-versa. For the 

case x < a the solid horizontal and vertical lines represent the blades. For the case of 

x > a these solid lines represent the planes across which efy changes sign, i.e. from (8.2.5) 

efy = 0 on the planes. 

Figure 8.2: Continuity of if; throughout the fluid, but not necessarily across the plates. 

The figure shows the case when L = 4 of symmetry about the mid-plane of the sector. 

To ensure continuity of the derivative of efy, it follows from (8.2.7) that 

n odd, 
(8.2.8) 

n even. 

Putting a = 2" into (8.2.8) we find that n = Land 'Y = 0, and so 

Defy I = {~ 10=lh 
De 0=2" I!i I 

80 0=0 

L odd, 
(8.2.9) 

L even. 

Equation (8.2.9) shows that when L is even continuity of Defy/De occurs, but when L is 

odd we need to ensure that Defy/De has the same value on e = 0 and e = (31 in x > a. 

Note that any efy that does not satisfy this condition will result in trapped modes that are 

a solution to the sector problem (8.2.2)-(8.2.6), but not for the full annular cylindrical 

guide. 

Expanding the Helmholtz equation (8.2.2), in cylindrical polar coordinates (T, e, x) 

gives 

(8.2.10) 
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and we seek solutions of the form 

cjJ(r,8,x) = U(r)V(8)W(x). (8.2.11) 

Substituting (8.2.11) into (8.2.10) we obtain 

2..~ (r au ) + _1_a
2
V + k2 = _~ a2

w. 
Ur ar ar Vr2 a82 W ox2 (8.2.12) 

Since the left hand side is a function of rand 8, whereas the right-hand side is a function 

of x only both sides must equal the same constant. As we require the solutions to decay 

as x -+ 00 we select the constant to be _a2 , say with a > o. For the inner region x < a 

we use the boundary condition (8.2.1) and hence 

W(x) = A cosh ax, x < a. (8.2.13) 

For the outer region x > a we use (8.2.6) and find 

W(x) = Be-ax , x> a. (8.2.14) 

If we multiply (8.2.12) by r2, the term ~~~l:; is a function of 8 only and hence can be 

set equal to a constant. The conditions (8.2.4) and (8.2.5) require the solution and its 

derivative to be zero at 8 = 0 and 8 = !3J, so we need trigonometric solutions and hence 

the constant is chosen to be _a2
, with a > O. For x < a we use (8.2.4) to produce 

V(8) = A cosa(m)8, 

where 

a(m) = m7f/!31 = mL/2, mE No. 

Similarly in the outer region x > a we use (8.2.5) and find that 

V(8) = Bsina(m)8, mEN. 

If we substitute the chosen constants back into (8.2.12) we have 

_1 dU .!. d2U k2 2 _ a(m)2 _ 0 
rU dr + U dr2 + + a r2 -. 

If we let A2 = k2 + a 2, r' = Ar and U'(r') = U(r), then (8.2.18) becomes 

~(r'OU;) + U' (1- a(m)2) = 0, 
or' ar' 1 r,2 
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(8.2.15) 

(8.2.16) 

(8.2.17) 

(8.2.18) 

(8.2.19) 



which is Bessel's equation for U'(r') of order u(m) and has general solution 

U'(r*) = U(r) = A Ju(m) (AI') + BYu(m)(Ar). (8.2.20) 

Using the first condition in (8.2.3) we obtain 

(8.2.21) 

Substituting (8.2.21) into (8.2.20) and rearranging slightly we have 

(8.2.22) 

Using the second condition we find that 

(8.2.23) 

If A is replaced by 'f/u(m)n/b and we define 8 = d/b, the function 1/Jmn(r) can be introduced, 

where 1/JOl (1') = 0 and if (m, n) =J (0,1) 

(8.2.24) 

We define 'f/Ol = 0, and for n > 1 we let 'f/On be the (n - 1 )th positive zero of the function 

Y~(x)J~(x8) - J~(x)Y~(x8). If mEN, then 'f/u(m)n is the nth positive zero of the function 

Y;(m)(x)J~(m)(x8) - J~(m)(x)Y;(m)(x8). Returning to (8.2.12) we have 

1 

O'mnd = [('f/a(m)n8? - (kd?j'. (8.2.25) 

The eigenvalue expansions in the regions x < a and x > a are 

00 00 cosh QmnX 
q,(r, e, x) = L L amn . h 1/Jmn(r) cosu(m)e, 

m=Qn=l Q mn SIn Cl'mn a 
x < a, (8.2.26) 

00 00 e-amn(x-a) 

q,(r,e,x) = L Lbmn Wmn(r)sinu(m)e, 
m=ln=l -amn 

x> a. (8.2.27) 

The function q, defined by (8.2.26) and (8.2.27) satisfies (8.2.3)-(8.2.5) and in order to 

satisfy (8.2.6), it is essential that all the O'mn, m, n E N in (8.2.27) are real and positive. 

We now match q, and the x-derivative across x = a and get 

00 00 00 00 

L L amn1/Jmn(r) cosu(m)e = L L bmn1/Jmn(r) sinu(m)e, (8.2.28) 
m=On=l m=l n=l 

00 00 coth 0' a 00 00 b L Lamn mn 1/Jmn(r)cosu(m)e = L L ~1/Jmn(r)sinu(m)e, (8.2.29) 
m=O n=I Q mn m=l n=l -Qmn 
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with b < r < d and 0 < B < (31 in both cases. We can convert these equations into an 

infinite system of linear algebraic equations by multiplying the first by r 'l/J/lv(r) sino-{ft)B, 

ft, v E N, the second by r 'l/J/lv(r) cosu(ft)B, ft E No, v E N and integrating over the sector 

b < r < d and 0 < B < {3t, to give 

We now introduce some notation to simplify matters. We write 

and use the result that 

where, see Appendix A, 

({ (Y;(/l) (1]a(/l)v) J~(/l)(1]a(/l)v8)-
J~(/l) (1]a(/l) v) Y;(/l) (1]a(/l)v 8 ) ) 2 

+ (Y;(/l) (1]a(/l)v) Ja(/l) (1]a(/l)v8 )-

J~(/l) (1]a(/l)v) Ya(/l) (1]a(/l)v8 )) 2 

[1 (a(/l) )2]} 
- 7]0'(1-')'" {j 

- }, {(Y;(/l)(1]a(/l)v) J a(/l)(1]a(/l)v)-

J~(I') (1]a(/l)v) Ya(/l) (1]a(/l)v)) 2 

[1- (ry:~~;jJ}). (U(ft),v),.. (0,1), 

(1 - 1/82
), (U(/L), v) = (0,1). 

We also make use of of the orthogonality condition 

l~ l~ ~ cow(m)Bcosa(ft)B dB = sin u(m)B sin u(ft)B dB = -8m/l' 
o 0 E/l 
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(8.2.32) 

(8.2.33) 

(8.2.34) 

(8.2.35) 



where El' is the Neumann symbol, defined by EO = 1, El' = 2, fJ, E N. As in Linton and 

McIver (1998b) eqn 2.21 we also define 

7r r{31 1 0 
Tml' = -(3 in cos a(m)8 sin 0" (fJ,) 8 d8 = 2g 

1 0 :2 2 
fJ, - m 

m + fJ, even, 
(8.2.36) 

m + fJ, odd. 

Substituting (8.2.35) and (8.2.36) into (8.2.30) we have 

The right hand side of equation (8.2.37) is zero unless m = fJ, and so using (8.2.32) and 

(8.2.33) we have 

(8.2.38) 

In a similar way (8.2.31) becomes 

(8.2.39) 

where fJ, E No and v E N. The left hand side of (8.2.39) is zero unless m = fJ, and hence 

(8.2.40) 

If the unknown coefficients bJ'v are eliminated from (8.2.38) and (8.2.40), we have 

(8.2.41) 

and changing the order of summation gives 

2 th 00 00 { 00 00 Ins ISV'T' 'T' } 1r co (X/-LVa _ '""' ~ """' "'"' mT TIL.1mr.1pT 
2 a/-Lvql.LV - L L a mn L L ' 

tp,Q/_LV m=O n=l r=18=1 -Qrs qrs 
fJ, E No, v E 1\1. 

(8.2.42) 

The problem can now be restricted in one of two ways, as we can look for modes 

symmetric or antisymmetric about the mid-plane of the sector, 8 = (31/2. For the 

symmetric case, we have 

8cjJ = 0 on 
88 
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8 = (31 
2 ' 

(8.2.43) 



and putting this into (8.2.26) and (8.2.27) we find 

[}ifJl _ ~ ~- u(m)coshamnx.(. (). (m7r)_o 
- L- L- amn . o/mn r SIn - , 

[}() 0=(3,/2 m=O n=1 a mn smh amna 2 
x < a, (8.2.44) 

00 00 u(m)e-amn(x-a) (m7r) 
= L L bmn 7f;mn(r) cos - = 0, 

m=l n=l -Qmn 2 
x > a, (8.2.45) 

and hence amn = 0 if m is odd and bmn = 0 if m is even. As the potential ifJ is symmetric 

about the mid-plane (8.2.43) implies that 8ifJ/[}(} on () = 0 differs from [}ifJj[}(} on () = (31 

by a factor of -1 and so it follows from the continuity condition (8.2.9) that such modes 

do not exist when L is odd. The condition for antisymmetry about () = (31/2 is 

(8.2.46) 

Substituting (8.2.46) into (8.2.44) and (8.2.45) we have 

I 
00 00 coshamnx (m7r) 

ifJ 0=(3 /2 = L L a mn . h 7f;mn(r) cos -2 = 0, 
1 m=O n=l D:mn SIn C¥mn a 

x < a, (8.2.47) 

00 00 e-amn(x-a) (m ) 
= fl'; bmn -a

mn 
7f;mn(r) sin 27r = 0, X> a, (8.2.48) 

and so a mn = 0 if m is even and bmn = 0 if m is odd. For antisymmetry about the 

mid-plane the derivative 8ifJ/[}(} on () = 0 is equal to [}ifJ/8(} on () = (31 so we find that 

modes exist for both even and odd values of L. 

For the case of symmetry about the mid-plane of the sector we require non-trivial 

solutions of (8.2.42), and so can assume that It and m are even and hence from (8.2.36) 

it follows that r is odd. In this case bll is non-zero and as we require exponential decay 

down the waveguide we need all to be real and positive. Using (8.2.25) we restrict kd 

so that kd < rJu(I)Ic5. With this restriction we find that a mn , m, n E N are all real and 

positive and since rJOl = ° then 0'01 is purely imaginary, whereas aOn, n E N are either 

real and positive or purely imaginary depending on the value of Land kd. If %(1)1 > rJOn 

then we define 

[(rJOnc5 )2 - (kd)2P/2, 

-i[(kd)2 - (rJOnc5)2P/2, 

kd :::; rJOnc5, 

rJOnc5 < kd < rJU(I)Ic5. 
(8.2.49) 

We shall solve (8.2.42) using truncation. We introduce the truncation parameter Nand 

write 

Jl A= -N+v 
2 ' 

r-1 
t= -2-N+s, (8.2.50) 
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so that a given A E N corresponds to a unique pair /1, v and similarly for 1 and t. If we 

write 

(8.2.51) 

and 

(8.2.52) 

we find from (8.2.42), 

A E N. (8.2.53) 

We can truncate this to an N M x N M system of equations 

A = 1,2, ... , N M. (8.2.54) 

When truncated, the required trapped mode frequencies correspond to the values of kd 

for which the determinant of the matrix S whose elements are given by 

A,I = 1,2, ... ,NM, (8.2.55) 

IS zero. All terms can be evaluated using the previous workings, apart from the terms 

lit and l>.t in the summation which involve integrals of products of Bessel functions and 

must be evaluated numerically. 

For the case of antisymmetry about the mid-plane of the sector, we obtain the same 

system of equations as (8.2.54), but find that m and /1 are odd, r is even (starting with 

2) and A, 1 and t are given by 

/1-1 
A= -2-N+v, 

m-I 
1= --N+n 

2 ' 
r-2 

t=--N+s. 
2 

(8.2.56) 

For the case of antisymmetry about the mid-plane we found that if m is odd then 

bmn , nE N, is zero and so the boundary condition (8.2.6) is satisfied provided kd < T/a(2)1' 

With this frequency restriction CXmn , m = 2,3, ... , n E N are all real and positive whereas 

aon , n E N, are all zero. To ensure wave-like modes occur in the inner region x < a we 

need to restrict the frequency to the range T/a(I)IO < kd < T/a(2)l0' We then define 
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kd:::; T/lnO, 

T/lnO < kd < T/a(2)10. 

(8.2.57) 



To reformulate the problem for modes antisymmetric about x = 0, we change (8.2.1) 

to 

rjJ = 0 on x = o. (8.2.58) 

The only alteration caused by this is to replace coth term in (8.2.51) by a tanh term. 

8.3 Results 

The results in this section were computed with truncation parameters N = M = 8 to 

give a 64 x 64 system of equations. In this work a large value of 6 represents a case 

similar to that of the cylindrical waveguide considered by Linton and McIver (1998b). 

The results obtained with a large value of 6 are equivalent to those provided by Linton 

and McIver. 

Results for the trapped-mode frequencies, kd, with L = 1 and 6 = 2 are shown in 

figure 8.3, with figure 8.4 providing a schematic representation of the problem under 

discussion. Figure 8.4 shows cross-sections of the cylinder for the one-fin case, the solid 

lines represent the blade and the dashed lines represent the planes of antisymmetry 

(rjJ = 0). Since L is odd only modes antisymmetric about e = 7r exist, as mentioned 

previously. The solid lines in figure 8.3 represent modes which are symmetric about x = 0 

and the dashed lines represent modes antisymmetric about this line. It can be seen that 

as aid increases the trapped mode appear alternately symmetric and antisymmetric 

about x = O. In figure 8.3 the modes appear from the cut-off kd = 61]11 "" 1.3547 and 

tend to the cut-off kd = 6T)1/2,1 "" 0.6792 as aid --> 00. 

As the value of 6 is increased we find that both cut-offs increase to the values given 

by Linton and McIver. It can be shown, (see Appendix B), that as 6 --> 1, 1]ml --> m, and 

so the upper cut-off tends to a(2) = L and the lower cut-off tends to a(l) = L/2. The 

results when L = 2 and 6 = 2, which corresponds to a flat plate spanning the guide, are 

shown in figure 8.5, with the cross-section shown in figure 8.6. Since L is even modes 

both symmetric and antisymmetric about the mid-plane of the sector, e = 7r /2, exist. 

The modes symmetric about e = 7r/2 appear when 6 = 2 from the cut-off kd = 6T)11 and 

tend to zero as a/ d increases. The modes antisymmetric about e = 7r /2 appear from 

the cut-off kd = 61]21 "" 2.6812 and approach the cut-off kd = 61]11 as a/ d --> 00. 

Figure 8.7 shows how the frequency of the lowest mode symmetric about x = 0, 

for the cases of both symmetry and antisymmetry about e = 7r /2 changes with a/ d 
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Figure 8.3: Trapped mode frequencies for modes symmetric (-) and antisymmetric (

-) about x = 0 plotted against aid when L = 1 and 8 = 2. The curves correspond to 

the cross-sections in figure 8.4. 

for various 8. It can be seen that the mode symmetric about (J = 7r 12 varies most as 

a function of 8 when aid is small, and as aid becomes large the resulting frequency 

becomes independent 8. The mode that is antisymmetric about (J = 7r 12, shows greater 

change because the frequency that the mode tends to as aid becomes large depends on 

8. 

Results for L = 4 are shown in figures 8.8 and 8.9. The situation is qualitatively 

similar to the L = 2 case with the appropriate cut-offs changing to kd = 8'f/21 and 

kd = 8'f/41 "'" 5.1752. If one compares figures 8.3, 8.5 and 8.8 it is plain to see that as 

al d increases the number of modes appearing becomes greater for larger values of L. 

The boundary conditions for these modes when Ixl > a are artificial and imposed just 

to reduce the problem to one in the sector 0 < (J < f31. Figure 8.6(a) shows that some 

modes exist for both cases when L = 2 and L = 4, provided the value of 8 remains the 

same. In figure 8.10 curves corresponding to the geometries in figures 8.6(a) and 8.9(a) 

with 8 = 2 are shown superimposed. In practice the modes corresponding to 8.6( a) 

are unlikely to be generated if 4 fins are present since they do not have a condition of 

antisymmetry on the plane that is an extension of the fins down the guide, and this is 

the natural condition since the resonances are usually excited by vortex shedding. The 

171 



-----0-----
Ixl<a Ixl>a 

Figure 8.4: Cross-sections for the results plotted in figure 8.3. The solid radial line 

represents the single fin and Dirichlet conditions are applied on surfaces represented by 

dashed lines. 

L = 4 modes satisfy 8r/>/ f)() = 0 on () = 0, 7r and look as though they would be solutions 

for the L = 2 case also, provided 6 was the same. This is not however the case as the 

L = 4 modes have discontinuities in r/> which would be within the fluid for the L = 2 

case, for example on () = 7r /2, Ixl < a. 
When L = 4 and with symmetry about the mid-plane of the sector imposed we find 

that for any value of 6, we have 1]u(I)1 < 1]02 and so from (8.2.49), O'On, n E N are real 

and positive. Similarly for antisymmetry about () = (31/2 we find that 7)u(2)1 < 1]u(I)2 for 

any value of 6 and so O'ln, n E N are real and positive. As the value of L is increased 

we find however that this situation changes. We now consider the L = 8 case and find 

that this change can produce a qualitative change in the behaviour of the trapped mode 

frequencies. 

For the 8-blade case with 6 = 5, we have 67)u(I)1 "" 5.3173 > 67)02 "" 4.2357 and 

67)u(2)1 "" 9.6474 > 61]u(I)2 "" 9.2734, whereas with 6 = 1.001, 61]41 "" 4.0020 < 61]02 "" 

3144.7 and 61]81"" 8.0040 < 67)42 "" 3144.7. These cut-offs show that as 6 decreases from 

5, i.e. the inner radius of the annular region increases compared to the outer radius, 

there will be a certain value of 6 that causes 67)41 > 67)02 and/or 67)81 > 61]42. The results 

for 6 = 5 and 6 = 1.001 are shown in figures 8.11 and 8.12 with the corresponding 

schematic representation of the problem given in figure 8.13. If we compare the curves 

in figure 8.11 to the solid lines in figures 8.3, 8.5 and 8.8, there is a fundamental change 

for the L = 8 case. 

We now consider the lower set of curves in figures 8.11 and 8.12, i.e. those that 

correspond to figure 8.13(a). Earlier work on trapped modes in two-dimensional acoustic 
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Figure 8.5: Trapped mode frequencies for modes symmetric (--) and antisymmetric 

(- -) about x = 0 plotted against aid when L = 2 and 8 = 2. The lower set of 

curves correspond to the cross-sections in figure 8.6(a), whereas the upper set of curves 

corresponds to the cross-sections in figure 8.6(b). 

(b) f----{ -----~-----

Ixl<a Ixl>a 

(a) f----I -----~-----

Figure 8.6: Cross-sections for the results plotted in figure 8.5. The solid radial line repre

sents the fins whereas the dotted lines represent surfaces on which Neumann conditions 

are applied, and Dirichlet conditions are applied on surfaces represented by dashed lines. 

The modes are continuous across the dashed and the dotted lines but need not be across 

solid lines. 
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Figure 8.7: Trapped mode frequencies for the lowest frequency mode symmetric about 

x = 0, for modes symmetric and antisymmetric about e = 1T/2, plotted against aid 

when L = 2 for various 8. The lower set of curves correspond to the mode symmetric 

about e = 1T /2, whereas the upper set of curves corresponds to the mode antisymmetric 

about e = 1T /2. For both sets of curves the lower solid line corresponds to 8 = 1.001, 

the dotted line corresponds to 8 = 2, the dot-dash line corresponds to 8 = 5, the dashed 

line corresponds to 8 = 25 and the upper solid line corresponds to the cylinder case. 

waveguides by Evans and Linton (1991) showed how trapped-mode frequencies could be 

found as the intersection of a tan curve and a positive curve, leading to the regular 

spacing seen in the figures for lower numbers of blades. This simple behaviour still 

remains when L = 8 and 8 = 1.001, but is lost as 8 increases to 5 between the frequencies 

81"/02 < kd < 81"/41. When 8 = 5, 81"/0(1)1 > 81"/02, and therefore from (8.2.51), we find that 

instead of only 91 having zeros and singularities, 92 now shows similar features. For 

the 8-fin case it can be shown that 81"/41 "'" 81"/02 when 8 "'" 2.5823, and hence when 

8 > 2.5823 and kd > 5.2891 the phenomenon seen in figure 8.11 will occur. When L = 8 

we find that a smaller value of 8 is needed for the modes antisymmetric about e = /3d2 

to display the phenomenon seen in figure 8.11. As the number of blades is increased 

the value of 8 at which this phenomenon for both modes symmetric and antisymmetric 

about e = /31/2 occurs tends to one. This implies that when L is large 1"/0(1)1 > 1"/02 and 

%(2)1 > 1"/0(1)2 for all 8. 

If the lower set of curves in figure 8.11 are not examined too closely it appears 
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Figure 8.8: Trapped mode frequencies for modes symmetric (-) and antisymmetric 

(- -) about x = 0 plotted against aid when L = 4 and 8 = 2. The lower set of 

curves correspond to the cross-sections in figure 8.9(a), whereas the upper set of curves 

corresponds to the cross-sections in figure 8.9(b). 
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Figure 8.9: Cross-sections for the results plotted in figure 8.8. The solid radial line repre

sents the fins whereas the dotted lines represent surfaces on which Neumann conditions 

are applied, and Dirichlet conditions are applied on surfaces represented by dashed lines. 

The modes are continuous across the dashed and the dotted lines but need not be across 

solid lines. 
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Figure 8.10: Trapped mode frequencies for modes symmetric (-) and antisymmetric 

(- -) about x = 0 plotted against aid with 0 = 2. The lower set of curves correspond 

to the cross-sections in figure 8.6(a) whereas the upper set of curves corresponds to the 

cross-sections in figure 8.9(a). 

that there are two sets of curves present, one of which is associated with A = 1 in 

(8.2.51) containing curves appearing from the cut-off, kd = 01]41, and tending to zero as 

aid -t 00, and the other associated with A = 2 in (8.2.51) containing modes that appear 

from the cut-off kd = 01]41 and tend to kd = 01]02 as aid -t 00. A similar occurrence is 

present in the upper set of curves as one set of modes corresponding to A = 1 appears 

to start from the cut-off kd = 01]81 and tends to zero as aid -t 00, and the second set of 

modes associated with A = 2 appear from kd = 01]81 and tend to kd = 01]42 as aid -t 00. 

H figure 8.11 is examined closer however, it is clear that the curves do not cross, 

and this would appear to be the case at all possible intersections. Similar examples 

of near intersections can be found in eigenval ue curves given by I3erry and Wilkinson 

(1984) and Karim-Panahi (1983). I3erry and Wilkinson examined eigenvalues dependent 

on two geometrical parameters, one of which was fixed and the other allowed to vary. 

Similar near-crossing behaviour was shown to occur and the authors explained that close 

to a near intersection the eigenvalue curves are hyperbolas-the intersection of a plane 

with a double cone. Karim-Panahi studied the dispersion relation of harmonic shear 

waves in an infinite, elastic, and periodically triple-layered media. 
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Figure 8.11: Trapped mode frequencies for modes symmetric about x = 0 plotted against 

aid when L = 8 and 5 = 5. The lower set of curves correspond to the cross-sections 

in figure 8.13(a), whereas the upper set of curves corresponds to the cross-sections in 

figure 8.13(b). 
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Figure 8.12: Trapped mode frequencies for modes symmetric about x = 0 plotted against 

aid when L = 8 and 5 = 1.001. The lower set of curves correspond to the cross-sections 

in figure 8.13(a), whereas the upper set of curves corresponds to the cross-sections in 

figure 8.13(b). 
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Figure 8.13: Cross-sections for the results plotted in figures 8.11 and 8.12. The solid 

radial line represents the fins whereas the dotted lines represent surfaces on which Neu

mann conditions are applied, and Dirichlet conditions are applied on surfaces represented 

by dashed lines. The modes are continuous across the dashed and the dotted lines but 

need not be across solid lines. 

We now examine one near-crossing occurring when L = 8 and 8 = 3 near to aid "" 

1.4, kd "" 5.0. The two geometrical parameters in our problem are aid and {31. If we fix 

aid and allow {31 to vary, which is possible by changing L because {31 = 27r I L, we can 

see that the eigenvalue curves behave in a similar way to those in Berry and Wilkinson 

(1984). The numerical results suggest that as the number of blades increases, i.e. as 

{31 decreases, the two eigenvalue curves do not meet, as shown in figure 8.14. Figure 

8.14 shows that as {31 is halved the two eigenvalue curves get closer and closer while the 

crossing point increases slowly to a larger value of aid. 

Analysing the elements in the matrix (8.2.55) we see that as L -> CXl the value of 

the summation tends to zero, indicating that the eigenvalue curves will become simply 

the zeros of S~l = 9~15~1' These of course are the solutions of 9~ = 0, and as previously 

mentioned when L = 8 and 8 > 2.58 both 91 and 92 have zeros. The solutions to 91 = 0 

are the solutions to coth Q01 a = cot ka = 0 and so 

mEN. (8.3.1) 
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Figure 8.14: An enlarged view of one ofthe near-crossings for 8 = 3. The different curves 

demonstrate the effect of decreasing the angle (31, (dot-dashed) L = 8, (dotted) L = 16, 

(dashed) L = 32. The solid line represents the limiting values as L --> 00 ((31 --> 0). 

The solutions to g2 = 0 are 

mE 1\1. (8.3.2) 

The solid lines in figure 8.14 correspond to (8.3.1) with m = 3 and (8.3.2) with m = l. 

It appears that the Berry and Wilkinson phenomenon does not occur in the (a/ d, (3tl 

parameter space in this problem but may exist when (31 --> 0 at the edge of this space. 

It is important to see that the solutions as L --> 00 given in (8.3.1) and (8.3.2) do not 

depend on L, but do depend on 8. 

Figure 8.15 shows a comparison between the 8-fin case with 8 = 5 and the large 

blade approximation from (8.3.1) and (8.3.2). It is clear that the large blade curves 

produce all the features required of the eight blade case (although as shown previously 

the curves do not cross) and the approximation gets better as a/d increases and the 

results move away from the cut-off 81]41. 

For antisymmetry about x = 0 we can produce similar solutions to (8.3.1) and 

(8.3.2), but the zeros of gl = 0 are now 

ka = m7r mE 1\1, (8.3.3) 
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Figure 8.15: Trapped mode frequencies for modes symmetric about x = 0 and e = f3J/2 

plotted against a/ d when 0 = 5. The solid curves represent the case when L = 8 and 

the dashed lines represent the large L approximation. 

and those of g2 = 0 are 

mEN. (8.3.4) 

The results (8.3.1)-(8.3.4) are all for the case of symmetry about the mid-plane of the 

sector. The case of antisymmetry about f3J/2 is not of practical importance as the 

number of blades becomes large since the frequency of the modes satisfy kd > 0%(1)1 

and so become large as L becomes large. 

If a/ d is fixed it is possible to see how the trapped mode frequencies vary as 0 is 

changed. Figure 8.16 shows the case for modes symmetric about x = 0, with L = 8 

and a/d = 4. The modes symmetric about the midplane e = f3J/2 appear below the 

lower dotted line corresponding to the cut-off kd = 01]<7(1)1' The modes antisymmetric 

about e = f3J/2 appear between the upper dotted line , corresponding to the cut-off 

kd = 01]<7(2)1, and the lower dotted line. The upper dashed line corresponds to the value 

01]<7(1)2 and the lower dashed line corresponds to the value 01]02. 

If we look at the modes symmetric about the mid-plane of the sector it is clear that 

the frequency of the modes below 01]02 is independent of 0. The modes appear as almost 

horizontal lines at regular intervals. The frequency of these acoustic resonances are the 
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Figure 8.16: Trapped mode frequencies for modes symmetric about x = 0 plotted against 

8 when L = 8 and a/ d = 4. The lower dotted line corresponds to the cut-off 81)a(1)1 and 

the lower dashed line corresponds to the value 81)02. The upper dotted line corresponds 

to the cut-off 81)a(2)1 and the upper dashed line corresponds to the value 81)a(1)2. The 

lower set of curves correspond to the cross-sections in figure 8.13(a), whereas the upper 

set of curves corresponds to the cross-sections in figure 8.13(b). 
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solutions of g1 = 0 in (8.2.51) with a = 4, Le. 

7r 
kd= (2m -1)-

4 
mEN. (8.3.5) 

We previously noted that when 8 > 2.58 the value 'f]02 < 'f]41 and so when the trapped

modes frequencies are above kd = 8'f]o2 with 8 > 2.58 there is a qualitative change in 

the curves. If one does not look too closely at the lower curves in figure 8.16 it appears 

that there are two sets of curves. One set corresponds to the results in (8.3.5) with 

m = 7 and the other set follows the trend of the value kd = 8'f]02 with an even spacing 

between each successive line. The second set of lines is a solution to the equation g2 = 0 

in (8.2.51) with a = 4, Le. from (8.3.2) 

kd= [({2m-1)if + (8'f]02)2t

2

, mEN. (8.3.6) 

Figure 8.17 shows a close up of this region and it appears that the curves do not cross 

but show the same phenomenon discussed earlier. 
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8 

Figure 8.17: Trapped mode frequencies for modes symmetric about x = 0 and e = f3t/2 

plotted against 8 when L = 8 and aj d = 4. The dotted line corresponds to the cut-off 

8'f]o(1)1 and the dashed line corresponds to the value 8'f]o2' 

The modes asymmetrical about the mid-plane e = f3t/2 show similar properties as 

the symmetrical modes. The trapped-mode frequencies for the two sets of curves are 

mEN, (8.3.7) 

182 



for the lower modes and 

mEN, (8.3.8) 

for the modes appearing above kd = 81)42. 

8.4 Summary 

In this chapter we have extended the work done by Linton and McIver (1998b) by 

formulating the problem for a cylinder with an annular cross-section. We have provided 

a simple theory that allows the prediction of the trapped mode frequencies that are 

present in the case of a number of blades evenly placed around a cylindrical guide with 

annular cross-section. 

The results computed in section 8.3 allow us to make a comparison between the 

annular case with small inner radius and the cylinder case with circular cross-section, 

and also show how the frequencies of the trapped modes change as the inner radius is 

increased. 

We have been able to show that many of the features associated with the circular 

cross-section case continue to occur in the annular case. Firstly we see that the nature 

of modes occurring depends on whether the number of blades in even or odd. If we have 

an odd number of blades, we can only find modes which are antisymmetric about the 

mid-plane of the sector, whereas if we have an even number of blades, it is possible to 

find modes either symmetric or antisymmetric about the mid-plane. 

We have also found that as the number of blades and the inner radius increase above 

certain values a fundamental change occurs in the trapped-mode curves plotted. For a 

large number of blades we can provide an accurate simple approximation to the trapped

mode frequencies. We also showed that for an annular region with a large number of 

blades increasing the inner radius compared to the outer radius has little effect on the 

low frequency modes. 
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Chapter 9 

Conclusion 

In this thesis we have investigated the occurrence of trapped modes in the presence of 

thin obstacles. The thesis has been split into two parts. In part I we consider two

dimensional problems, with three-dimensional problems considered in part H. In this 

chapter we shall draw conclusions from the work presented. 

The work in chapters 2-4 concerns two-dimensional parallel-plate waveguides con

taining thin obstacles. In chapters 2 and 4 the geometries of the problems are defined 

by two parameters, whereas in chapter 3 the problem can be simplified due to symmetry 

and has a geometry defined by a single parameter. The number of parameters defining 

the geometry is important as we found that if a geometry was defined by N parameters, 

we were able to find trapped modes in N + 1 frequency bands. The exception occured 

in chapter 2 as trapped modes were not found in the highest frequency band. In each 

band a modified residue calculus method was used to calculate the trapped-modes fre

quencies. In each chapter a variational technique was used to prove the existence of 

trapped modes in the lowest frequency band for a sufficiently long plate. 

In chapter 5 a different type of trapped mode was sought. We considered of an array 

of parallel plates of equal distance apart each containing an identical finite length gap. 

For this problem the trapped modes travel through the gaps and decay down the plates 

and are known as Rayleigh-Bloch waves. The problem was described by two parameters 

and trapped modes were found using the modified residue calculus method in three 

frequency bands. 

In chapter 6 we sought trapped modes in a pair of concentric circular cylindrical 

wave guides coupled laterally by a finite length gap. A modified residue calculus method 

was used to compute trapped-mode frequencies below the first cut-off and the modes 
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found each had a particular angular variation. 

The problem of a pair of planar layers coupled by a circular hole was considered in 

chapter 7. When the planar layers were of equal width the problem reduced to a circular 

disc on the centreline of a planar wave guide. Using a method based on the truncation 

of an eigenfunction expansion we were able to find trapped modes below the first cut-off 

for one and two discs on the centreline and one off-centre hole. It is fairly simple to 

extend the work to consider the case of a pair of planar layers coupled by a number of 

circular holes. 

In chapter 8 we considered the problem of a circular cylindrical waveguide of annular 

cross-section containing a number of thin radial fins of finite length. Using a method 

based on the truncation of an eigenfunction expansion we were able to find trapped 

modes below the first cut-off. We also provided an accurate estimate to the frequencies 

when the number of blades became large. 
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Appendix A 

Integral of product of Bessel 

functions 

We consider the integral 

I:::;' = ll/1mn (p )1/1"v (p)p dp. (A.l) 

With (a(Il), v) =J (0,1), we have from (8.2.24), 

I:::;' = l\Y;(m)('fJ~(m)n) J~(m)('fJ~(m)np/b)-J~(m)('fJ~(m)n) Y~(m)('fJ~(m)np/b)) 
(Y;(,,)(1]~(,,)v) J~(,,)('fJ~(,,)vp/b) -J~(,,)('fJ~(,,)v) YuC,,)('fJ~(,,)vp/b)) p dp, (A.2) 

and when m = 11 we have 

I~~ = 1\ Y~(,,)('fJ~(,,)n) Y~(,,)('fJ~(,,)v) J~(,,)(%(,,)np/b) J~(,,)('fJ~(,,)vp/b) 
- Y~(,,) ('fJuC,,)n) J~(,,) (%(,,)v) J ~(,,) (%(,,)nP / b) Y ~(,,) ('fJ~(,,)vP / b) 

- J~(,,) ('fJa(,,)n) Y~(,,) ('fJ~(,,)v) Ya(,,) ('fJa(,,)nP / b) J ~(,,) ('fJa(,,)vP / b) 

+ J~(,,) ('fJa(,,)n) J~(,,) ('fJa(,,)v) Y ~(I-') ('fJuC,,)np/b) Y uC,,) ('fJa(,,)vp/b) ) p dp. (A.3) 

From Jones (1986), p675 we find 

r t z5m
) (kt) z5n

) (It) dt =z{ k Z~,;,Ukz) z5n )(lz) 

-lz5m )(kz) Z~~l(lz) }/(k2 _12) 
2 

= ~ { z5m
)' (kz) z5n

)' (kz) 

+ z5m
) (kz) z5n

) (kz) (1 - k~:2)} 
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where Z~1), and Z~2) are Jv and Yv respectively. We now define 

11 = Y;(/L) (1)"(/L)n) Y;(/L) (1)"(/L)v) r J"(/L) (1)u(/L)np/b) J"(/L) (T/"(/L)vp/b) P dp, (A.6) 

12 = -Y;(/L) (1)"(/L)n) J~(/L)(1)u(/L)v) r Ju(/L) (1)"(/L)np/b) Y"(/L) (1)"(/L)vp/b) p dp, (A.7) 

h = -J~(/L)(1)"(/L)n) Y;(/L) (1)"(/L)v) r Y"(/L) (1)"(/L)np/b) J"(/L) (1)"(/L)vp/b) P dp, (A.8) 

14 = J~(/L)(1)"(/L)n) J~(/L)(1)"(/L)v) r Y"(/L) (1)"(/L)vp/b) Y"(/L) (1)"(/L)vp/b) p dp. (A.9) 

If n f. 11 we can evaluate (A.6)-(A.9) as 

1 - (Y;(/L) (1)"(/L)n) Y;(/L) (1)"(/L)v) Z b
2

) {1)u(/L)n J ( /b) J ( /b) 
1 - (2 _ 2) -b - "(/L)+I 1)"(/L)n Z "(/L) 1),,(I')vZ 

1)"(/L)n 1)"(/L)v 

- 1),,~)V J"(/L) (1)"(/L)n z / b) Ju(/L)+I(1),,(/L)vZ/b)}, (A.lO) 

1 - (Y;(/L) (1)"(/L)n) J~(/L)(1)"(/L)v) z b
2

) {1),,(/L)n J ( /b) Y ( /b) 
2 - - ( 2 2) -b - "(/L)+I 1)"(/L)nZ u(/L) 1)"(/L)vZ 

1)"(/L)n - 1)"(/L)v 

- 1),,~)V J"(/L) (1)"(/L)n z / b) Y"(/L) +1 (1)"(/L)vz/b) }, (A.ll) 

1 - _ (J~(/L) (1)u(/L)n) Y;(/L) (1)"(/L)v) Z b
2

) {1),,(/L)n Y ( /b) J ( /b) 
3 - (2 _ 2 ) b "(/L)+I 1)u(ll)nZ "U,) T/"(/L)vZ 

1)"(/L)n 1)"(/L)v 

- 1),,~)V Y"(/L) (1)"(I')n z / b) J,,(/L)+l(1),,(/L)v Z/b)}, (A.12) 

1 (J~(/L)(1)"(/L)n) J~(/L)(1)u(/L)v) Z b
2

) {1),,(/L)n Y ( /b) Y ( /b) 
4 = (2 _ 2) -b - "(/L)+I 1)"(/L)nZ u(/L) 1)"(/L)vZ 

1)"(/L)n 1)"(/L)v 

- 1),,~)V Y"(/L) (1)"(I')n z / b) Y,,(/L)+I(1),,(/L)vZ/b)}. (A.13) 

We now use the result 

m= 1,2, (A.14) 
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with (A.1O)-(A.13) to produce 

(
Y;Ci') (1)oCi')n) Y;Ci') (1)oCi')v) Z b) { '() 

11 = (2 _ 2) 1)oCi')V J oCi')(1)a(i')n Z/b)JoCi') 1)oCi')vz/b 
1)oCi')n 1)oCi')v 

-1)oCi')nJ~Ci')(1)oCi')nZ/b)Ja(i')(1)oCi')VZ/b)}, (A.15) 

(
Y;Ci') (1)oCi')n) J~(i')(17aCi')V) Z b) { ( '( ) 

12 = (2 _ 2) 1)o(i')v J oCi') 1)a(i')nZ/b)YoCi') 1)oCi')vz/b 
1)oCi')n 1)oCi')v 

-1)oCi')nJ~Ci')(1)oc!')nz/b)YoC!,)(1)oC!')VZ/b)}, (A.16) 

( J~C!,)(1)OCi')n) Y;Ci') (1)oCi')v) Z b) { ( '( ) 
la = (2 _ 2) 1)a(!')vYoC!') 1)oCi')nZ/b)JoCi') 1)oC!')vz /b 

1)oCi')n 1)oCi')v 

- 1)oC!')n Y;Ci') (1)oCi')n Z/b ) JoC!') (1)oC!,)vz/b) }, (A.17) 

( J~C!,)(1)oc!')n) J~Ci')(1)oCi')V) Z b) { (/) '( / ) 
14 = (2 _ 2) 1)oC!')vYoC!') 1)a(i')nZ b YoC!') 1)oC!')vZ b 

1)oCi')n 1)oC!')v 

- 1)oCi')nY ;c!') (1)a(i')n z / b)YoC!') (1)o(i')v z / b ) }. (A.18) 

If we let 

(A.19) 
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then we can rewrite (A.3) using (A.15)-(A.19) as 

j nv _ (Y;(/l) (1)a(/l)n) Y;(/l) (1)a(/l)v) 1)a(/l)v) {dbJ ( <)J' ( <) 
/l/l - ( 2 2) a(/l) 1)a(/l)nU a(/l) 1)a(/l)vU 

1)a(/l)n - 1)a(/l)v 

- d b"'( J~(/l) (1)a(/l)n 0) Ja(/l) (1)a(/l)vO) - b
2 

Ja(/l) (1)a(/l)n) J~(/l) (1)a(/l)v ) 

- b
2 

, J~(/l) (1)a(/l)n )Ja(/l) (1)a(/l)v) } 

_ (Y;(/l) ( 1)a(/l)n) J~(/l) (1)a(/l)v) 1)a(/l)V) {d b J ( <)y' ( <) 
( 2 2) a(/l) 1)a(/l)nU a(/l) 1)a(/l)vU 
1)a(/l)n - 1)a(/l)v 

- d b"'( J~(/l) (1)a(/l)n 0) Ya(/l) (1)a(/l)vO) - b
2 

Ja(/l) (1)a(/l)n) Y;(/l) (1)a(/l)v ) 

- b
2

, J~(/l)(1)a(/l)n)Ya(/l)(1)a(/l)v)} 
_ (J~(/l)(1)a(/l)n) Y;(/l) (1)a(/l)v) 1)a(/l)V) {dbY ( <)J' ( <) 

( 2 2) a(/l) 1)a(/l)nU a(/l) 1)a(/l)vU 
1)a(/l)n - 'TJa(/l)v 

- db"'( Y;(/l) (1)a(/l)n 0) Ja(/l) (1)a(/l)vo) - b
2 

Ya(/l) (1)a(!')n )J~(!,) (1)a(!')v ) 

- b
2

, Y;(!') (1)a(/l)n)Ja(!') (1)a(!')v) } 

( J~(!,) (1)a(/l)n) J~(!,) (1)a(/l)v) 1)a(/l)v) {d b Y ( <)y' ( <) + ( 2 2) a(/l) 1)a(!')n U a(/l) 1)a(!')vU 
1)a(/l)n - 1)a(/l)v 

- db"'( Y;(/l) (1)a(/l)n o )Ya(/l) (1)a(!')vo) - b
2 

Ya(/l) (1)a(/l)n) Y;(!') (1Ja(/l)v) 

- b
2

, Y;(!') (1)a(!')n)Ya(!') (1)a(/l)v) }. (A.20) 
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Expanding (A.20) we find 

I~~ = (( 2 b

2 

r:(/,); )) {8 Y;(/,) (7],,(/,)n) Y;(/,) (7]<7(/,)v) J a(/,) (7]<7(/,)n 8 ) J~(/,)(7]a(/')v8) 
7]a(/,)n 7],,(/,)v 

- h Y;(/,) (7]<7(!')n) Y;(!') (7]a(J.L)v ) J~(J.L) (7]a(!')n 8) J a(/,) (7]a(!,)v8) 

- Y;(/,) (7]<7(!')n) Y;(!') (7]a(/,)v) J a(/,) (7]a(/,)n) J~(!,)(7]a(J.L)v) 

+ ,Y;(!') (7]a(/,)n) Y;(/,) (7]a(/,)v) J~(/,)(7]<7(!')n) J a(/,) (7]a(/,)v) 

- 8 Y;(!')(7]<7(/,)n) J~(J.L)(7]a(/,)v) J<7(!') (7]a(!')n 8 ) Y;(!') (7Ja(/')v8) 

+ 8, Y;(!') (7]<7(/,)n) J~(/,) (7]a(J.L)v) J~(J.L) (7]a(/')n8) Ya(/,) (7]a(/,)v8) 

+ Y;(/,) (7]a(/,)n) J~(/,) (TJa(/,)v) J a(/,) (7]a(/,)n) Y;(/,) (TJa(!')v ) 

- , Y;(!') (TJa(/,)n) J~(/,) (TJ<7(/,)v) J~(!,) (TJa(!')n) Ya(!') (7]a(!')v ) 

- 8 J~(/,)(TJa(J.L)n) Y;(!') (TJa(/,)v) Yu(!') (7]a(/,)n8 ) J~(/,)(TJa(!,)v8) 

+ h J~(J.L) (TJa(/,)n) Y;(/,) (TJa(/,)v) Y;(/,) (TJa(!')n8) J a(/,) (TJa(!')v8) 

+ J~(!,)(TJa(/')n) Y;(!') (7]a(!')v) Y<7(!') (TJa(l')n) J~(I')(TJa(/')v) 

-, J~(/,)(TJa(/')n) Y;(/,) (TJu(l')v) Y;(/,) (7]a(/,)n) J a(!') (TJa(!')v) 

+ 8 J~(/,) (TJa(J.L)n) J~(/,) (TJa(/,)v ) Y a(/,) (TJa(/,)n 8) Y;(M) (TJa(/,)v8) 

- 8, J~(!,) (TJ<7(/,)n) J~(/,) (7]a(!')v) Y;(I') (TJa(/')n8 ) Ya(/,) (TJa(J.L)v8) 

- J~(/,)(7]a(!')n) J~(!,)(TJa(!,)v) Ya(J.L) (TJa(l')n) Y;(!') (TJa(/,)v) 

+ , J~(I') (7]u(/,)n) J~(/,) (TJa(/,)v) Y;(/,) (TJa(!')n) Y a(!') (TJa(l')v) }. (A.21) 

Collecting constant terms and terms involving 8, 8" , from (A.21) and using (8.2.23) 

we see that when n f v 

(A.22) 
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When n = v (A.6)-(A.9) become: 

(A.23) 

(A.24) 

(A.25) 
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Using (A.23)-(A.26), we have from (A.I) 

'2 ) '2 ( ) 
- 2Yo(l') (1)o(l')v J o (l') 1)o(l')v 

- 2Y;(I') (1)o(l')v) J~(I') (1)o(l')v) J o (l') (1)o(l')v) Y o(l') (1)o(l')v) [1 _ O':(IL)] 
1)o(l')v 

'2 '2 '2 2 [0'2 (IL)] } + J o(l') (1)o(l')v) Y o(l') (1)o(l')v) + J o(l') (1)o(l')v) Y o(l') (1)o(l')v) 1 - -2-
1)o(l')v 

= {(Y~(I')(1)O(I')V) J~(I')(1)o(l')vc5) - J~(I')(1)o(l')v) Y;(I')(1)0(I')V c5 ))2 

+ (Y~(I') (1)o(l')v) J o(l') (1)o(l')v c5 ) - J~(I') (1)o(l')v) Y o (l') (1)o(l')v c5 ) / [ 1 - (1);~~: c5 r] } 
1 {( , , )2 [ (dll

) )2]} - c52 Y O(I')(1)o(l')v) J O(I')(1)o(l')v) - J O(I')(1)o(l')v) Y O(I')(1)o(l')v) 1 - 1)o(l')v . 

(A.27) 

When Il = 0 and v = 1 from (A.I) we have, 

(A.28) 

and so 

(A.29) 

Combining (A.22), (A.27) and (A.29) we can define 

(A.30) 
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where 

( { (Y;(I') (1J<r(I')V) J~(I') ('f/a(l')vO)-

J~(I') ('f/a(l')v) Y;(I') ('f/a(l')vO)) 2 

+ (Y;(I') ('f/a(l')v) Ja(l') ('f/a(l')vO)-

J~(I') ('f/a(l')v) Ya(/,) ('f/a(/')vO)) 2 

[1 (a(/') )2]} 
- Tfo(Jl)IJ fJ 

- b { (Y;(/,) ('f/a(/,)v) Ja(lt) ('f/a(I')v)-

J~(It) ('f/a(lt)v) Ya(lt) ('f/a(lt)v) r 
[1 - C:~::YJ}). (a(Ji), v) f (0,1), 

(1 - 1/02), (a(Ji), v) = (0,1). 
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Appendix B 

Zeros of cross-products of Bessel 

functions 

Below we prove that if we write 7)mn as the nth non-negative zero of the cross-product 

o > 1, (B.l) 

then for mEN, 

(B.2) 

and therefore as 0 -t 1, 

7)ml -t m. (B.3) 

We begin by noting that, for any rn, 

d [Y':'(X)] 
dx J:"(x) = (B.4) 

Integrating (B.4) with respect to x we have, 

(B.5) 

provided 0 < a :::; band J:"(x) of 0, a :::; x :::; b. Putting a = x, b = ox, and 0 > 1, into 

(B.5) we find 

(B.6) 

provided J~(m)(s) of 0 for sE [x,xo]. 
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For any mEN we have j:",1 > m (see Watson (1944),§15.3) and therefore from (B.6) 

we see that fm(x) < 0 provided 0 < XO ::; m. It therefore follows that 

O?Jml > m, mEN. (B.7) 

Putting x = ?Jml in (B.6) we obtain 

(B.8) 

but from (B.7) J:"(?Jml) > 0 and J:"(O?Jml) > 0 and so 

0< ?Jml < m, mEN. (B.9) 

Combining (B.7) and (B.9) we have the required inequality (B.2). 
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