
University Library 

•• Lo'!ghb.orough 
., UmversIty 

Author/Piling Title ......... :?:.~~.~1.':\.~.::.~.'?~.~ ............. . 

Class Mark ............................. 1: .................................. . 
Please note that fines are charged on ALL 

overdue items. 

0402861663 

11111111111111111111111111111 1111111111111 





The Initial Value Problem for 

Colliding Plane Waves: 

The Linear Case 

by 

Miguel Santano-Roco 

A Master's Thesis 

Submitted in partial fulfilment of the requirements 

for the award of 

Master of Philosophy of Loughborough University 

26 February 2003 

@ by Miguel Santano-Roco, 2003 





Contents 

Abstract 

Keywords 

Acknowledgements 

Originality Statement 

1 Introduction 

1.1 Introductory material. 

1.2 Notation .... / ... 

1.3 Plane wave space-times. 

2 Colliding plane wave problem 

2.1 The space-time structure 

2.2 Field equations . . . . . 

2.3 Junction conditions and the initial value 

problem .... 

2.4 The linear case 

2.5 Riemann's method 

3 Abel transform 

i 

ii 

iii 

iv 

1 

1 

4 

7 

11 

12 

14 

16 

19 

20 

22 



4 Confirmations of the Abel transform method 

4.1 The Khan-Penrose solution. 

4.2 The Szekeres solution. 

4.3 Legendre functions .. 

5 Double impulse and sandwich waves 

6 Initial value problem for other types of colliding waves 

6.1 Step wave ............... . 

6.2 Sandwich Szekeres-Iike incident waves. 

27 

27 

28 

29 

36 

46 

46 

47 

7 The solution as a series expansion of hypergeometric functions 49 

8 Conclusion 

A Functional relations 

B Legendre functions 

C TI(xlm) in terms of hypergeometric functions 

Bibliography 

55 

57 

58 

60 

62 



Abstract 

Einstein's equations are nonlinear, therefore, when gravitational waves meet, they 

must interact. This interaction process has been studied in detail for some cases, 

particularly those involving plane waves. To understand the structure of the 

space-time resulting from collisions of this type, many solutions have been gener­

ated. However, these have been obtained by first taking a "candidate" resulting 

space-time, and then extending it back to give rise to the originating waves. While 

these techniques are not too complex, it is not an easy task to obtain physically 

acceptable initial waves, and this is the greatest disadvantage of this indirect 

method. 

The main aim of this thesis is to consider a direct approach, to find a method 

that can overcome the difficulties indicated above, giving rise to solutions from 

arbitrary colliding plane waves. A well posed initial value problem is formulated 

for the collinear case. This is achieved by making use of generalised Abel trans­

for~s. This method is successfully tested for some particularly well known cases. 

However, when it is applied to more general cases, a number of problems arise. 

Along the direct and inverse transformation process, there are several successive 

integrations involved, and it is in these integrations that the main difficulties 

appear, as the integrands themselves contain elliptic integrals. 

Nevertheless, a final way is found to obtain a final solution, which gives the 

solution as a series expansion involving hypergeometric functions. Consequently, 

assuming we can obtain the spectral functions generated by the Abel transforms, 

the problem would be theoretically solved, although the calculations tend to 

become extremely complicated when arbitrary colliding waves are taken. 
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Chapter 1 

Introduction 

1.1 Introductory material 

According to Einstein's general theory of relativity, the gravitational field equa­

tions, as well as the electromagnetic ones, posses wave-like solutions. However, the 

nonlinearity of the first ones imply that when two -or more- gravitational waves 

meet, they must interact. Since the gravitational waves do not just propagate 

in the space-time, but are disturbances of the space-time itself, the interaction 

of gravitational waves also produces a variation in the properties of the future 

region of the space-time after the interaction. 

Apart from being an interesting mathematical feature of the field equations, 

gravitational waves have not always been believed to exist physically. However, 

since the controversial times when Weber began to claim he had detected gravita­

tional radiation [32], until now, this scepticism has decreased significantly in the 

scientific community. Although no undoubted direct detection of gravitational 

radiation has yet been obtained, there has been found indirect evidence from the 

observations carried out by Taylor [30J on a binary pulsar. In that system, the 

energy loss indicated by the increase of angular frequency balances perfectly with 

the energy predicted to be radiated in form of gravitational waves. Nowadays, 

different projects are being carried out to detect gravitational radiation directly 

(an outline of these can be found in [31]). 

It is expected that the gravitational waves that are likely to be detected will 

have originated in very distant parts of the galaxy, which implies that they will 
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only be observed after a great number of interactions. A much simpler approach 

to the study of gravitational waves interaction is given by the linearized theory, 

where the variations in spacetime are considered perturbations (thus neglecting 

higher order interactions). However, the most interesting effects, like the focussing 

of colliding waves (giving rise to singularities) are nonlinear, and can consequently 

be studied only in the framework given by the theory of exact collisions. It is 

this exact theory that will be used to obtain the results appearing in this thesis. 

Therefore, it may be seen how important it is to gain a deep understanding of 

the phenomenon of gravitational waves interaction. 

An important property of gravitational waves is that, as they travel, their in­

teraction with matter is much subtler than that of electromagnetic waves. More­

over, electromagnetic radiation has a predominantly dipole nature, whereas the 

gravitational radiation process is dominated by quadrupole moment variations. 

In other words, gravitational waves are consequence of coherent motions of great 

mass distributions, whereas electromagnetic waves typically originate in disor­

dered collisions of charged particles, like gas concentrations. Therefore, not only 

could they reveal complementary information about some situation, but in most 

cases, the information provided by gravitational waves will be unattainable by 

other means. 

Gaining understanding about the collision of gravitational waves and the un­

derlying mathematical methods, can also shed more light in other areas, like in 

string theory. For instance, as pointed out by Feinstein [11], there is a very close 

relation between the solvability of the colliding wave problem and some problems 

in superstring theory (the equations involved take the same form). 

In order to study the collision between gravitational waves, simple mathe­

matical models have been constructed. The first ones were published by Szek­

eres [28, 29], and I(han and Penrose [21J. In those papers, exact solutions were 

found describing the situation where two plane gravitational waves with constant, 

aligned polarization axes propagating in a 1\1inkowski background suffer a frontal 

collision '. A very important conclusion was found: the two waves mutually focus 

each other, creating a singularity in the future region. 

Since the time when these first exact solutions where published, a great num-

1 Note that we can always choose a reference frame for which the two waves can be observed 

to collide frontaIly. 
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ber of exact solutions describing the interaction of gravitational waves has been 

obtained (for a detailed review, see [14]). Nevertheless, most of these solutions 

have been achieved by finding firstly a family of solutions of the field equations in 

the interaction region. Then, the problem posed was to find, among the arbitrary 

parameters characterising a family, the ones satisfying the junction conditions 

corresponding to colliding plane waves. Finally, these functions were extended 

back in order to obtain the particular waves whose collision would give rise to the 

particular solution taken initially. However, most of these "initial" waves have 

physically unacceptable properties (infinite energy, etc.). 

Thanks to the number of solutions generated by this "inverse" approach, the 

general structure of these solutions has now been generally understood. However, 

this does not seem to be the most appropriate way to approach the problem, as 

it requires a prior knowledge of the solution to find the waves which previously 

had to interact. A more satisfactory approach would be that of obtaining the 

solution from initially known waves. This direct approach (in opposition to the 

inverse one) has the advantage of enabling a free choice of initial waves, which 

means that one may restrict this choice to consider physically acceptable cases. 

The study of the collision of plane gravitational waves is particularly impor­

tant, as it can describe the situation involving realistic waves in an asymptotic 

limit. But even for this simple assumption of colliding plane waves, there is still 

much to be done, as no direct method was found to be practically applicable. 

The direct approach to the study of collisions of plane gravitational waves 

is not new. A general method was developed by Szekeres [29] in one of the 

earliest publications dealing with the collision and further interaction of plane 

gravitational waves with constant, aligned polarizations in vacuum. This method, 

which makes use of Green's functions, works in theory, but is of little use when the 

approaching waves are taken arbitrarily, as the calculations involved happen to 

be too complicated. More recently, an alternative theoretical method to solve this 

initial value problem was given by Hauser and Ernst [17], which was developed 

by applying Abel transforms to the data on the junctions (in [18, 19, 20], they 

also dealt with the non-aligned case). These give rise to two spectral functions, 

which can be used to obtain the gcneral solution. 

In this thesis, the characteristic initial valuc problem for colliding plane grav­

itational waves with constant and aligned polarizations propagating in a flat 
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background is formulated, and the practical applicability of the Abel transform 

method is investigated in detail. 

The Abel transform method is then implemented for some well known cases 

(Khan-Penrose solution, Szekeres solution, series of Legendre functions). How­

ever, when it is applied to more complex cases (double impulse and sandwich 

waves), difficulties are found when trying to obtain the exact solutions explicitly 

in terms of elementary functions. These difficulties arise in the final step of the 

process, when the final solution is being evaluated from the spectral functions 

produced by the Abel transform. Arguments are given which indicate that such 

solutions cannot be expressed in terms of elementary functions. 

Finally, the general family of exact solutions in the interaction region is con­

structed for arbitrary initial data in terms of an infinite series of self-similar 

solutions of the main field equation. The solution has the form of an infinite 

series involving hypergeometric functions, whose coefficients are uniquely deter­

mined by a power expansion of each of the two spectral functions, thus avoiding 

the difficulties mentioned above. 

The reader will notice that there are plenty of integrals which are expressed in 

the form of either logarithms or inverse trigonometric and hyperbolic functions. 

When these integrals were evaluated, a table of functional relations, like that ap­

pearing in Appendix A, was found useful, particularly to contrast results. Hence 

the inclusion of such a table. 

1.2 Notation 

Throughout this work, Greek indices will range from 0 to 3, whereas Latin ones, 

will take values between 1 and 3 or, when indicated, between 2 and 3. 

We will consider a space-time described by a metric gMv with signature 

(+, -, -, -), and a metric connection r~v = ~gA"(g,,,.v + g'W.K - g,v.,,). The 

Riemann curvat ure tensor is 

R' - r A rA r/3 rA r/3 rA 
Af1V - IW,J.t - Kj.t,V + KV {3/-l - KJ.l f3v· 

The symmetries of this tensor as can be found in many texts (for example, III 
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[23]), are given by 

R~A(~V) = 0, 

where round brackets c .. ) denote symmetrisation, and square brackets [.--J> anti­

symmetrisation. These relations reduce the number of independent components 

from 44 = 256 to 20. In most applications, the metric tensor is assumed to be Cl 

and piecewise at least C2, in order to make the curvature tensor be at least Co 

("Lichnerowicz conditions", [22]). 

The following decomposition can be made: 

1 1 
R~AW = C~A~V + 2(SJ1.vgv~ - SAvg~~ - S~~gVA + S~vg~A) + 12R(gA~gv~ - gAVg~~), 

where 

R~v = R'" ~V" is the Ricci tensor, 

R = R"" = R"(3 ",(3 is the Ricci scalar, 

Slw = R~v - ~g/'vR is the trace-free part of the Ricci tensor, and 

C~A~V = R~A~V - HRAJ1.gV~ - RAVgJ1.~ - R~~gvA +R~VgJ1.A) + ~R(gA~g.V - gAvgJ1.') 

is the Weyl tensor - the trace-free part of the Riemann tensor. This also possesses 

the symmetries of R.A/,v and, consequently, is antisymmetric in any pair of indices. 

Note that the Weyl tensor has 10 independent components, S~v has another 9, 

and the remaining component is given by R. 

According to Einstein's equations, the Ricci tensor is completely determined 

by the local distribution of mass-energy present, 

R/,v = -8JT ( TJ1.v - ~ T"'" g/,v) , 

whereas the Weyl tensor is the component of the curvature that is not deter­

mined by local sources. Therefore the Weyl tensor represents a free gravitational 

field, and includes the independent components of the curvature related to pure 

gravitational waves. We have chosen units such that G = 1, C = 1. It is also 

important to indicate that throughout the rest of this work, the cosmological 

constant is asumed to be A = 0 (for waves in spacetimes with non-zero A, one 

can see, for example, [26]). 

Considering the timelike unit vector tJ1., and the spacelike unit vectors a~, bJ1., 

cJ1., all mutually orthogonal, there may be defined a null tetrad, specified by two 
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real and one complex null vectors, 

These can be used to define the bivectors 

in terms of which, any antisymmetric tensor can be expressed. In particular, 

following the notation established by Newman and Penrose [24], the Weyl tensor 

can be expanded as 

CKAI'" = -WOUKAUI'" + 2W!(U'AMI'" + M'AUI'") - W2(UKAVI'" + 4MKAMI'" + VKAUI'") 

+2W3(V'AMI'" + M'A VI'") - W 4 VKA VI'" + complex conjugate. 

Its individual components can be defined by 

Wo = -C'AI'"I'mAll'm" , 

,T, - C I' All' " 'J:'l - - "'AP,V n m, 

W - -C n'IAn"m-" 3- K)..JW , 

(1.1) 

and they are going to play a significant role, as they can be interpreted [27] as 

follows: 

Wo denotes a transverse wave component in the nil. direction 

w! denotes a longitudinal wave component in the nl' direction 

W2 denotes a Coulomb component 

W3 denotes a longitudinal wave component in the II' direction 

W 4 denotes a transverse wave component in the II' direction. 

In particular, we are going to be considering collisions involving transverse waves. 

Regarding these, a well known theorem states that no solution of Einstein's 

source-free field equations exist for which Wo oJ 0, W4 oJ 0 with W! = W2 = W3 = O. 

Since Wo and W4 represent gravitational wave components along nil. and II' re­

spectively, what this theorem implies is that two transverse gravitational waves 

cannot be superposed when they collide, as there must be a component of the 

\Veyl tensor other than Wo and W4 different from zero2. 

2 A similar theorem has been obtained stating that two longitudinal gravitational waves 

cannot be superposed [12J. 
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1.3 Plane wave space-times 

First of all, let us introduce the concept of pp-waves: these are plane-fronted 

gravitational waves with parallel rays, which are defined by the property that 

they admit a covariantly constant null tangent vector field (the parallel rays). 

Identifying I" with this field, one finds that I,,;v = 0 implies that the wavefronts 

are plane (as the congruence is expansion-free), and the rays orthogonal to the 

wavefronts are parallel. 

A null coordinate u can be chosen such that I" = u,,,, and the metric can then 

be written in the Kerr-Schild form 

ds2 = 2 du dr + H(u, X, Y) du2 - dX2 
- dy2 , (1.2) 

where r is an affine parameter along the rays, and the coordinates X and Y span 

the wave surfaces. For space-times with the line element of the form of (1.2), the 

vacuum field equations reduce to 

Hxx + Hyy = 0, (1.3) 

Using a natural tetrad, the only non-zero component of the Weyl tensor is 

W4 = ~(Hxx - Hyy +2i Hxy) , (1.4) 

Thus the gravitational wave propagating along I" can be specified by the single 

component W 4 = A eia , where A is regarded as its amplitude, and Q as its 

polarization. The differential equation (1.3) is linear, consequently solutions with 

different expressions for H can be superposed, i.e. independent gravitational pp­

waves travelling in the same direction do not interact [9, 2J. 

This class of pp-waves includes a possible family of sandwich waves, in which 

the Weyl tensor vanishes everywhere except for a finite range of u [33J, 

We are going to be working with plane waves, which are part of the class of 

pp-waves: a plane wave is a pp-wave in which the field components are the same 

at every point of the wavefront [8J. Therefore W 4 must be independent of X and 

Y. Consequently, as may be seen from (1.4), H(u,X, Y) must be quadratic in X 

and Y. This makes it possible to write 

H(u,X, Y) = hIl X2 + 2 h12 XY + h22 y2. 
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The metric of a space-time containing a plane wave can be expressed in the 

Brinkmann form 

where hij depends only on u. 

Now consider the coordinate transformation 

x = Px+Ay 

Y Bx + Qy (1.6) 

r = v+~(PP'+BB')x2+~(AP'+PA'+BQ'+QB')xY+~(AA'+QQ')y2, 

(the null coordinate u remains unchanged) where P, A, Q, B depend only on u 

and are subject to 

P" + hllP + h12B = 0 

A" + hllA + h12Q = 0 

Q" + h12A + h22Q = 0 

B" + h12 P + h22B = 0 

AP' - PA' - BQ' + QB' = 0 

This transforms (1.5) into the Rosen form of the line element, 

The curvature tensor component is, in terms of this metric, 

(QP" - PQ" - BA" + AB") - i (AP" - PA" + BQ" - QB") 
W 4 = - 2 (PQ _ AB) . 

It is convenient to express (1.8) in the form 

(1. 7) 

(1.9) 

where U, X, ware functions of u only. This is the form of the metric we are going 

to be using from next chapter onwards, and is achieved by writing 
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where P, Q, A and B are expressed in terms of only three functions (U, X 

and w) because there is a redundant function in (1.8). It can be seen that the 

transformation inverse to (1.10) reads 

w= 
PA+QB 
p2 + B2 ' 

PQ-AB 
X = p2 + B2 ' e-U = PQ- AB. 

The symmetries of this metric, as shown in [8], include (but are not limited 

to) the Killing vectors 

(1.11) 

For a vacuum plane wave, H can be expressed by 

and the line element can be written in the I3rinkmann form 

(1.12) 

where hll and h12 depend only on u. The only non-zero component of the Rie­

mann tensor is 

1lt4 = hll + i h12 = h(u) eio(u) • (1.13) 

Now consider the linear3 case: the gravitational wave has a constant linear 

polarization if h12 is proportional to hl!. This can be expressed in the form 

hll = h(u) cos a , h12 = h(u) sina, 

where a is now a constant. In this case, 

H = h(u) [(X2 - y2) cos a + 2XY sinal, 

where h(u) is arbitrary, and the constant a is the polarization. Thus 

If the gravitational wave possesses linear polarization, the X and Y axes can be 

rotated to make a = 0 everywhere. This results in the line element (1.12) 

(1.14) 

3Hore, "lineae' is used in analogy with some electromagnetic radiation terminology, to indi­

cate that the wave is linearly polarized, i.e. with fixed polarization axes. 
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and 1114 = h(u), making this form particularly convenient to obtain the profile of 

the wave, that happens to be just h( u), but only in the constant linear polarization 

case. 

When we take a line element of the form (1.8), the constant linear polarization 

makes it possible that A and B can be taken to be zero. Consequently, the line 

element is written in a much simpler form, 

(1.15) 

Therefore, equation (1.6) is simplified to the transformation 

X=xP 

Y=yQ 

where P and Q are again functions of u only, satisfying now 

p" + h(u)P = 0 and Q" - h(u)Q = o. (1.16) 

and the constraint equation 

(1.17) 

In this case, 

(1.18) 

As an example of its convenience, let us consider an impulsive wave [21]. It 

is unfortunate that, since h(u) --> o(u), a distributional term appears in the 

metric, 

However, one can see that this metric, when written in the Rosen form (1.8), is 

Ca, even when the function h(u) is the Dirac delta: 

ds2 = 2dudv - [1- au8(u)]2 dx2 
- [1 + au8(u)]2 dy2. 
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Chapter 2 

Colliding plane wave problem 

The colliding wave problem is to obtain the metric characterising the interaction 

region resulting from the collision of two given distinct plane shock waves. 

The gravitational field equations are nonlinear, unlike Maxwell's equations, 

whose solutions can be superposed. This implies that, when the two gravitational 

waves meet, they must interact. (Notice that these colliding waves may initially 

be sandwich waves, as pointed out in the previous chapter). 

We are going to study the problem corresponding to two colliding plane (grav­

itational) waves. Although this is an idealised model, the nonlinearity is consid­

ered completely, i.e. solutions, although not realistic, are exact. Therefore, some 

of the properties characterising this model should appear in a real collision. 

It is assumed that the background region, into which the waves initially prop­

agate, is part of a flat Minkowski spacetime. 

Initially, the problem will be formulated for the general (nonlinear) case. 

Then, it will be restricted to the case in which the two waves have constant 

and aligned polarization states: we will start with the given profile function h( 1t), 

which will make it possible to find the functions P( u) and Q( u) when the differ­

ential equations appearing in (1.16) arc solved. Then, the metric functions U(u) 

and X( 11) can be determined from their definitions. 
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2.1 The space-time structure 

We will consider two plane shock waves in a head-on collision. The null coordi­

nates u and v label each wave front when u, v = 0, respectively. This situation 

clearly divides the space-time into four regions, as illustrated in Fig. 2.1 : 

v 

IV 

n III 

u=o I v=o 

Figure 2.1: The structure of colliding plane wave space-times 

These regions are: 

• the initial space-time, where u < 0, v < 0, which is fiat; 

• the two regions containing the approaching plane shock waves are those 

where either u 2: 0, v < 0 or V 2: 0, u < 0; 

• the interaction region, specified by u, v > O. 

Let us consider region n, where there is only a u-wave. It is convenient to align 

the direction of propagation of the colliding wave with the null vector l/, = A-1u,!" 

This vector is perpendicular to the plane spanned by 8x and 8y. Consequently, 

A is independent of x and y. Indeed, this function A(u) arises whenever a trans­

formation of the null coordinate u is made, i.e. when the null hypersurface is 

relabelled. When we apply the change u --> u = u( u), the line element is also 

modified, as du dv --> fi'(u) du dv, where u'( u) = du/du = A-1 (u). If is found to 

be convenient to use the new metric function M(u), given by 

M(u) = -log (u') = log (A) . 

Similarly, in region Ill, we can align the direction of propagation of the other 

wave with the null vector n/, = B-1 v,/" which is also perpendicular to the plane 
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spanned by ax and ay. This would ensure that B is independent of x and y. We 

then could define a function 111 (v) as 

1I1(v) = -log (Vi) = log (B) . 

It is important to point out that the functions it and v above are C2 functions 

that, to ensure that the continuity is preserved and no coordinate singularity is 

introduced, must verify dit/du = 1 on u = U = 0 and, respectively, dv/dv = 1 

on v=v=O. 

In the indirect approach, it is almost always necessary to use this gauge free­

dom in order to construct explicit solutions. However, in the characteristic initial 

val ue problem we do not have to care about it, because this freedom is restricted 

from the beginning as the problem is formulated. 

In region I (u < 0, v < 0) the line element takes the form 

(2.1) 

In region Il (u 2: 0, v < 0), that contains one of the approaching waves, the 

metric can be expressed using the line element 

where the + subscript has been introduced, and will be used in the rest of the 

thesis, to indicate that a function, coefficient, etc, corresponds to region Il, and 

consequently, depends only on u. 

Region III will be described by a metric similar to (2.2), but with all the 

metric functions having a dependence on v only. In this case, a _ subscript will 

denote dependence ·upon v only. 

If there appears no subscript, then the function will be referred to region IV 

or the reference will be generic. 

It has been indicated that regions Il and III have the Killing vectors Ox and 

ay in common. Consequently, the simplest assumption is to consider that region 

IV also has these symmetries; these are the kind of solutions we can search for as 

a first attempt. If no solution with this feature is found, one would have to try 

and look for solutions with less symmetries. Nevertheless, solutions of this type 
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are found to exist [29]' at least for the vacuum and electro-vacuum cases, which 

justifies this prior assumption. Then, the metric may be expressed in the form 

where now M, U, X and w depend on u and v. 

Notice that the continuity of the metric requires that, at the junctions between 

regions I-ll and I-Ill, 

M(u = O,v::; 0) = M(u::; O,v = 0) = 0, 

X(u = 0, v::; 0) = X(u ::; 0, v = 0) = 1, 

U(u = O,v::; 0) = U(u::; O,v = 0) = 0, 

w(u = O,v::; 0) = w(u::; O,v = 0) = O. 

2.2 Field equations 

For the metric (2.3), the vacuum field equations are (see [14]) 

Uuv = UuUv 
2 1 (2 2) 2Uvv = Uv + ""2 Xv + Wv - 2UvJo.1v 

X 
2 1 (2 2 2Uuu = Uu + ""2 Xu + wu) - 2UuMu 

X 
1 1 

Xuv = x(XuXv - wuwv) + "2 (UuXv + UvXu) 

1 1 
Wuv = x(Xuwv + Xvwu) + "2(Uuwv + Uvwu) 

2M = -U U + (wuX - wXu) (wvX - wXv) _ (wu + Xu)(wv + Xv) 
uv u v X2(W2 + X2) X2 

It follows immediately from (2.4) that 

e-U = f(u) + g(v) 

for any arbitrary functions f and 9 satisfying f + 9 > O. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

It may be seen that (2.7) and (2.8) are the integrability conditions for (2.5), 

(2.6) and (2.9), i.e. if we find U, X and w satisfying (2.7) and (2.8), then there 

exists a function M that satisfies (2.5) and (2.6). The function M can be obtained, 
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once U, X and ware known, by integrating equations (2.5) and (2.6). Thus our 

aim is to solve the main field equations (2.5) and (2.6). 

Now if we introduce the complex function 

Z=X+iw, (2.11) 

the main equations (2.7) and (2.8) can be expressed by the single complex equa­

tion 

(2.12) 

which is just Ernst's equation, usually written in the coordinate-invariant form 

(2.13) 

Thus, what will have to be done is to solve Ernst's equation subject to the 

appropriate initial conditions. 

According to the definition given in [29], the scale-invariant components of 

the Weyl tensor, denoted by a superscript 0 below, are 

,T,O _ ,T, B-2 
'*'0 - '1"0 , 

W~ = W!A-~ B-~, 

W~ = W2 (A Bt! , 

W~ = W3 B-~ A-~ , 
,T,O _ ,T, A-2 
'1:'4-'1:'4 , 

where A and B are now functions of u and v. These scale-invariant components 

can also be explicitly evaluated in terms of the metric functions as 

W~ = 0 

WO = ~M 1 (X + w)(wvXu - wuXv) 
2 2 uv + 4 X2 (w2 + X2) (2.14) 

W~ = 0 
X - iw 2 2 

1ji~ = XVX2 + w2 (Xuu - UuXu + MuXu - 2Xu + 2wu) 

w -lX 
+ V 2 2 (wuu + Uuwu - Muwu + 2Xuwu). 

X X +w 
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From now on, we will be referring to these components and, for simplicity, the 

superscript 0 will be dropped. 

2.3 Junction conditions and the initial value 

problem 

For the the field equations to describe suitably the space-time regions I, Il, III and 

IV as a whole, the metric functions U, X, wand M must satisfy some boundary 

conditions across the null hypersurfaces u = 0 and v = O. These are usually taken 

to be Lichnerowicz conditions, which seems reasonable, because the curvature ten­

sor comprises second derivatives of the metric tensor. However, these conditions 

exclude impulsive gravitational waves, which are shown to give rise to a geomet­

rically acceptable space-time. O'I3rien and Synge [25J proposed a less stringent 

set of conditions to be satisfied across null boundaries. Take XO = u, Xl = v: 

the null hypersurfaces are denoted by x~ =constant, where D = 0,1, with gbb = O. 

Their conditions are that gllv, ga(3 ga(3,~ and gab ga(3,~, where I)', v, G, f3 = 0,1,2,3 

and G, f3 " D, be continuous across x~ =constant. It can be seen that the line 

element (1.8) corresponding to the impulsive wave satisfies the O'I3rien-Synge 

conditions (see next section). 

The same form of the line element (2.3) is taken for all four regions. However, 

the metric functions U, X, wand M must have different forms in each region. 

The O'I3rien-Synge conditions infer that X, wand Al must be continuous, and 

that U must be also Cl across the null boundaries. Hence it is necessary that 

feu) and g(v) be Cl -at least. We want to describe a collision oftwo plane waves, 

therefore the metric functions U, X, wand M must be functions of u and v in 

region IV, of v only in region Ill, of u only in region Il, and constant in region I. 

Now, from the flat metric (2.1) in region I, we see that f + 9 = 1. The values 

f =! for u < 0 2 -, 9 = ~ for vS 0 (2.15) 

are particularly suitable in order to keep a symmetric formulation. Moreover, it 

can be observed that, for continuity reasons, at the junctions with the flat region 
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we have 

junction I-H: U+(O) = U+u(O) =0 , X+(O)=l, w+(O)=O, 1\1+(0)=0 

junction I-Ill: U_(O) = U_v(O) =0 , X_(O)=l, w_(O)=O, 111-(0)=0. 
(2.16) 

Consider in particular the junction between I and H. Notice that it is always 

possible in region II to make M+ = 0 and, consequently, 1\1+u = O. Then, 

equation (2.6) reads: 
2 1 2 2 

2 Uuu = Uu + 2' (Xu + wu) , 
X 

which clearly shows that U +u and U + are monotonically increasing functions of 

u. Therefore, e-u+ must be a monotonically decreasing function of u, which near 

the wavefront u = 0 can be expanded as 

(2.17) 

where c+ > 0 and n+ :::: 2 are constants. Consequently, J(u) = e-u+ - ~ is a 

monotonically decreasing function of u at least in region 11. According to (2.17), 

near u = O. 

By means of the transformation u --+ u = u( u) , it is possible to put 

(2.18) 

This relabelling of the null hypersurface is sometimes convenient to find solutions 

using the indirect approach. However, it is not appropriate for the initial value 

problem, as this function J(u) is explicitly determined by the initial data, since it 

is given by J(u) = P+ Q+ - ~. This argumentation also applies to g(v) in region 

HI when (2.6) is replaced by (2.5). In order to avoid impulsive components in 

the Ricci tensor, n+, n_ :::: 2. Here c+ (or c-, but not both at the same time) 

can be equated to 1 by means of further rcscaling transformations, but n+ and 

n_ cannot be changed, as this would modify the continuity of the metric. 

If we take into account that the scale transformations which give rise to 111 

cannot reverse the directions of u and v, we find that J (u) and 9 (v) must be 

monotonically decreasing, even in region IV. l\loreover, since for any u, v > 0 

there is a bijective relation with J, 9 respectively, these functions can be taken 
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as coordinates instead of u and v. Notice that, because 1 and 9 are decreasing 

functions, a singularity will occur when 1 + 9 = O. This may be either a curvature 

singularity or an unstable non-scalar curvature singularity, as analysed elsewhere 

(for a review, see [12]). 

The characterization of M+, written in terms of I, is given by 

f" 1 1+1 
M+J = - /,2 + 2(1 + !l - 2X~2 (X!t + w!t) , (2.19) 

which comes from (2.6). It is important to notice that this equation contains a 

singular term on the wavefront u = 0, on which f' = O. Thus, to preserve the 

continuity of M+ across u = 0, it is necessary that, near the wavefront u = 0, X+ 

and w+ verify the so-called shock wave condition 

lim (x!u + w!u) = 2n (n _ 1) cn + un+-2 • 
u-o X~ + + + (2.20) 

In terms of I, the shock wave condition reads 

lim [(1- I) X!t +w~t] = 2k+, 
t I 2 X2 
-2 + 

(2.21) 

where k+ = 1 - -L, i.e. -2' ::; k+ < 1. An equivalent equation can be found for g, 
n+ 

;~ [0 -g) X~g ~ W~g] = 2k_ , (2.22) 

where k_ = 1 - n'_, i.e. ~ ::; k_ < 1. For a well posed initial value problem, 

these conditions are automatically satisfied. 

The Ernst equation (2.12) can be expressed in I, 9 coordinates as 

(Z + 2)[2(1 + g)Ztg - Zt - Zg] = 4(1 + g)ZtZg, 

The initial value problem then consists of solving Ernst's equation for Z(I, g) 

subject to 

Z(I,~) = Z+(I) = X+(I) + iw+(I), Z(~, g) = Z_(g) = X-(g) + iw_(g), 

and with Z(~,~) = 1. Now the shock wave condition (2.21) reads 

;~1[G-/)Z+t2+tl =2k+. (2.23) 

Therefore, the initial value problem will be solved when, from a given form of 

ljio and Iji 4 defined on the junctions, we are able to obtain the metric functions 

corresponding to region IV. In the general case of vacuum plane waves, these 

initial data would be 1ji4 = h+(u) ei,,+(u) and ljio = h_(v) ei,,-(v). 
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2.4 The linear case 

In the colinear case (when the polarizations of both waves are constant and 

aligned), the x and y coordinates can be matched for each wave, so that in 

both cases their corresponding axes can be rotated to put w = 0 everywhere. 

Now equations (2.4)-(2.9) take the simpler form 

Uuv = UuUv 
2 

2Uvv = U: + X~ - 2 UvMv 
X

2 

2Uuu = U~ + X~ - 2 UuMu 

XuXv X 1 (TT TT) 
Xuv = -- + 2" vuXv + VvXu 

X 
2A1uv = -UuUv + _ Xu;v , 

X 

(2.24) 

where we must not forget that the first equation was already solved in (2.10), 

finding U = -log(f(u) + g(v)) for the arbitrary functions f(u) and g(v). 

The Ernst equation, corresponding to the fourth equation above (for Xuv), is 

now real. If we put X = e-v and rewrite this in terms of the coordinates f and 

g, it is expressed as the linear equation 

(f + g)Vfg + ~ Vf + ~ Vg = 0, (2.25) 

which is an Euler-Poisson-Darboux equation with non-integer coefficients. The 

fact that this equation happens to be linear is very important, since it will allow 

us in the next chapter to build up a general solution by superposition. In this 

case, the initial data are given by two real functions V+(f) and V_(g), and the 

solution V(f,g) in region IV must satisfy V(f,~) = V+U) and V(~,g) = V_(g), 

with V(~,~) = O. Now the shock wave condition is given by 

and (2.26) 

It is convenient to notice that most of the colinear solutions now known have 

been achieved by means of an indirect approach, based on finding a family of 

solutions of the field equations in the interaction region, restricting its arbitrary 

parameters then to make it satisfy the boundary conditions (2.16) and, finally, 

extending them back to obtain the initial form of the colliding waves. However, 

it is not a straightforward task to find physically acceptable "initial" waves by 

these means. 
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2.5 Riemann's method 

Shortly after the first solutions were published [28, 21], a general method concern­

ing a direct approach, i.e. the derivation of a solution in the interaction region 

when the two initial waves are initially known, was given by Szekeres [29]. This 

produces an explicit integral expression for V by using Riemann's method. Let 

us see this a little more in detail: first notice that equation (2.25) may be equiv­

alently written as 

[] 
Vf Vg 

LV = Vfg + 2(f + g) + 2(f + g) = 0, (2.27) 

where the initial data are determined by the approaching waves: 

V(f,~) = V+(f), V(~,g) = V_(g), and V(~,~) = O. Because (2.27) is a linear 

hyperbolic equation, Riemann's method can be used to solve it explicitly for V. 

In order to do this, one must consider the equation 

L[R]=Rf9-(2(f~9)t -C(J:g)),g =0, 

where R is any Riemann-Green function satisfying the conditions 

R 
Rf - 2(J+g) =0 atg=go, 

R 
Rg - 2(J + g) = 0 at I = 10, 

R(Jo, go) = 1 . 

(2.28) 

(2.29) 

The solution of (2.27) is obtained by integrating RL[V] - V L[R] over the 

rectangle P N M L of Fig. 2.2 which, by Green's theorem, can be evaluated as a 

line integral around the boundaries of the rectangle, resulting that [10] 

V(Jo, go) = i: R [Vf + 2(J: 1/2)] df + J: R [Vg + 2(1/~ + g)] dg. 

A specific Riemann function satisfying (2.28) and (2.29) is 

(T+i [ 2(J - fo)(g - go)] 
R(J,g;fo,go)=y~P-1 1+ (J+g)(go+go) , 

where P-1["'] is the Legendre function of degree -~. 

(2.30) 

(2.31) 

Therefore this method gives an integral expression for V(J, g). However, the 

integrals that appear are in most cases simply too difficult to be evaluated ex­

plicitly in terms of elementary functions, which makes it rather impractical if we 

intend to consider arbitrary approaching waves. 
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B (O,~) L M(1 1) 
~-----'---"'-+-¥--'--------'1 2"' 2" 

f+g=O 

A 

Figure 2.2: Region IV is represented in f, g coordinates by the region enclosed 

by the triangle. The side AB is the focussing singularity, and the sides M A and 

M B are the II-IV and Ill-IV boundaries, respectively. Given V(J,~) = V+(J) and 

V(~,g) = V_(g), V(J,g) can be obtained explicitly at any point P by integrating 

around the rectangle P N M L. 
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Chapter 3 

Abel transform 

This method of solving the E-P-D equation (2.25) was initially proposed by 

Hauser and Ernst [17J. It makes use of a generalised version of the Abel transform. 

First notice that (2.25) can be solved by considering a separable test solution in 

the form V(f, g) = F(f) G(g) , which results in 

(f + g) F'(f) G'(g) + ~ F'(f) G(g) + ~ F(f) G'(g) = O. 

If we re-arrange terms, the above equation reads 

F(f) G(g) 
2f + F'(f) = -2g - G'(g) , 

i.e. there are two independent ODE's 

and 

where the parameter k depends neither on f nor on g. Consequently, 

F(f) - Cl d G() C2 
- ·/k-2f an 9 = ·/k 2 y.. y'+ 9 

. CI~ k . . . 
Now, If we name A = -2- and a = 2' the separable solutIOn IS gIven by 

A 
V(f,g) = F(f)G(g) = ..fCi=7,.;a+g' 

Since equation (2.25) is linear, a superposition of such solutions will also be a 

solution. Therefore, replacing A by A(a)Ja + ~, and adding a similar expression 
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in which f and 9 are interchanged (the mathematical details are given in [17)), a 

general solution can be obtained in the form 

~~ A(u)Ju + ~ 1~ B(u)Ju + ~ 
V(f,g) = du+ du. 

I vlT-fvlT+g 9 vlT+fvlT-g 
(3.1) 

For this solution to satisfy the initial data, the following relations must be satis­

fied: 

lim V(f,g) = V+(f) = (~ J;h dlT, (3.2) 
g--+! Jf a-

. 1~ B(IT) hm V(f,g) = V_(g) = ~ dlT. 
I-~ 9 VU - 9 

(3.3) 

Since the initial value problem is well posed, the shock wave conditions (2.21), 

written now in the form 

(3.4) 

must be automatically satisfied. 

Let us find V~ (f) near the wavefront f = 1 to check that (3.2) satisfies the 

junction conditions: 

= !~ [ A(f) (~ A( ) d ( 1 ) d ] 
V f + c: - f + J/+< IT df VU - f IT 

= lim [- A(f) _ (~ A(IT) ~ ( 1 ) dU] 
HO VE JI +< d<T VIT - f 

= lim [_ A(f) _ [ A(u) ] ~ + (~ A'(u) dU] 
HO VE VU - f 1+< J/+< VIT - f 

A(~) ~~ A'(u) d 
(1--; + r:--7 IT. 
V~-f I vu-f 

Equivalently, near the junction 9 = ~, 

= 
B(~) 1~ B'(IT) d 
IT---:. + ~ u. 
v~-g 9 vlT-g dg 

Thus, if we substitute the expression above for V~(f), and the corresponding 

expression for V~(g), in (3.4), the junction conditions are preserved if 

A(1/2) = ±J2k+ and A' (1/2) < ()() , 
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B(1/2) = ±)2L and B' (1/2) < 00. 

Now, for the method to be of use when it comes to solve the initial value 

problem, the functions A(a) and B(a) should be obtained explicitly from the 

initial data V+U) and V_(g). In other words, we have to invert equations (3.2) 

and (3.3). To do so, consider the identity 

1 {U' ----p=~d/~==;' _ 1 
-:; Ju )(a' - I)U - a) - , 

in which a < I < a' < ~ . To derive this identity, notice that 

(a' - f)U - a) = ~ (a' - a)2 - [I - Ha' + a)J2 . 

(3.5) 

Thus, making the substitution I - Ha' + a) = a in the above integral, we have 

r*') da 
l,,(u) )Ha' - a)2 _ a2 = [

sin- 1 ( 2a )]"(U') 
a' - a ,,(u) 

(3.6) 

- 7r. 

This proves the identity (3.5). Now, multiplying both sides of (3.5) by an arbitrary 

function A(a') yields 

~ r' A(a') dl = A(a'), 
7r lu )(a' - I)U - a) 

and integrating this with respect to a', changing the order of integration, gives 

~ (! dj r' A(a') da' = (! A(a') da' . 
7r lu lu )(a' - f)U - a) lu 

Thus, 

1 l' A(a')da' 
~ (! dl (~A(a') da' 
7rlu v/-al, "';a'-1 
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by virtue of (3.2). 

If the expression above is differentiated with respect to u, then 

d 1 

A(u) = - du l' A(u') du' 

(3.7) 

since V+O) = O. Consequently, if V+U) is known, this integral determines the 

spectral function A(u). The same procedure can be followed to derive B(u) from 

V~ (g). Thus we have 

v (f) = J,i A(u) d + ~f u, f yU - J 
A(u) = _.!. (i V~U) df, 

7rJu vf-u 

B(u) = _.!. (~ V~(g) df. 
7r Ju vg - u 

(3.8) 

These expressions are what we know as the inverse (on the left) and direct (on 

the right) Abel transforms. It is normally assumed that the functions in the 

integral are all regular. However, in this case V~ and V~ are unbounded on the 

wave fronts although, as outlined in the previous page, the relations still hold. 

Hauser and Ernst [17] have given a detailed mathematical proof of this fact. 

Because of this particularity of V', we should be referring to these equations as 

the 'generalised' Abel transforms (although they take the exact same form as 

those 'non generalised'). 

Notice that it is because of the linearity of the Euler-Poisson-Darboux equa­

tion that we can use this method, based on the superposition of terms. 

From what we have seen, if the incident waves are specified, i.e. if f, V+U) are 

known in region II, and g, V_ (g) are known in region Ill, this method allows us 

to obtain the solution in region IV by first determining the explicit form of A( u) 

and B(u), that we call the spectral functions, and substituting these into equation 

(3.1). However, this is a theoretical result. The applicability of the method will 
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be ultimately conditioned to the solvability of the emerging integrals, and it is 

this that will be considered next. 
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Chapter 4 

Confirmations of the Abel 

transform method 

A method has been derived for solving the initial value problem for colliding plane 

waves, at least in the linear case. Now it is time to test this method. For this, 

we are going to consider a couple of well known cases, the Khan-Penrose solution 

(single-impulse colliding waves) [21J and the Szekeres' family [29J of solutions, 

and also an extension to these, the combination of Legendre functions. 

4.1 The Khan-Penrose solution 

Consider first the idealized case of two colliding impulsive plane waves (presented 

in [21]). The function h to be taken is 

( 4.1) 

which yields, from (1.16), 

P=1-au8(u) and Q=I+au8(u). 

Therefore, in region n, 

and 
v 1- au 

e + = , 
1 +au 

i.e. V+ = log(l-au)-log(l+au). 

Now, since e-u+ = ! + j , one obtains j = ! - au2 . Thus, in terms of j, 

V+ (I) = log (1 -V ~ - j) - log ( 1 + J ~ -j) 
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Consequently, 

A(o-) = 

1 
(4.2) = 

where the integral that appears has been calculated by means of two successive 

changes of variable: first f - ~ (~ + 0-) = ~ (~ - 0-) cos q" and then, t = tan (~). 
Operating in an analogous way in region Ill, it is achieved 

(4.3) 

Therefore, according to the method described in the previous chapter, the 

solution in region IV (the interaction region) is given by the equation (3.1), which 

now becomes 

V(j,g) = 

= r! do- r! do-
- it ~v'o- + 9 - Jg v'Ci+1v'o- - 9 

= - [2 log ( J 0- - f + v' 0- + g) 1 ~/2 - [2 log ( J 0- + f + v' 0- - g) 1 :/2 

= log (If+g -vFi) + log (Vf+i -/hJ) , (4.4) 
J~+g+J!-f J!+f+J!-g 

where the integrals have been evaluated changing variables to a = ~ + 
v' 0- + 9 (for the first integral) and b = VCi+1 + v' 0- - 9 (for the second). This, 

indeed, is the Khan-Penrose solution. 

4.2 The Szekeres solution 

The original solution obtained by Szekeres [28J involved a profile function with a 

step h+(u) = 8(u) v'6(1-U4)-~. He later generalized this [29], obtaining incident 
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waves which can be characterized by [14J: 

h (u) - c2 n2 ---±. 1 _ _ + u 8(u) £ k 
( 

2 
) 

(c )n+/2-2 + - + + 4 n+ [1 _ (c+u)n+ p-2/n+ or ( 4.5) 

in which k+ = V2 (1 - ';J. 
This, in fact, is a mathematical generalisation of the Khan-Penrose solution, 

but with different profiles for the approaching waves. For simplicity, we will 

assume c+ = 1, as Szekeres did. Operating as in the single impulse case above, 

1 for u :s: 0 1 for u :s: 0 

¥ ¥ p= (l-u;t 1 and Q= (Hu;tl 
k+, I for 0:::: u 

( n+)~ 
for 0 :s: u. 

(Hu;t) l-u""2 

This can be greatly simplified if we write 1 = ~ - un +, resulting in 

V+(j)=k+IOg(1-J~-1) -k+IOg(1+J~-1). 
Therefore, as we are integrating the same expression as in the Khan-Penrose 

solution, but multiplied by a factor k+, we have 

(4.6) 

and, analogously, 

E( ) 
k_ 

a = ----0=== 
.;~ +a 

(4.7) 

Together, these give rise to 

V(j'9)=k+IOg(~-~) + LIOg(~-~), (4.8) 
2+ g + 2-1 2+1+ 2- g 

as required for the Szekeres family of solutions. 

4.3 Legendre functions 

Now introduce new variables t and z, given by 

t = .;~ - 1';~ + 9 + .;~ - g';~ + 1 

Z = .;~ - N~ + 9 - .;~ - g';~ + 1· 
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The main equation 

can be written as [14J 

If we consider separable solutions of the form 

v = T(t) Z(z), 

the prior equation reduces to the pair of Legendre equations 

(1 - em, - 2tT, + n(n + l)T = 0 

(1 - Z2)Zzz - 2zZz + n(n + l)Z = o. 

This gives rise to a class of solutions 

v = L (anPn(t)Pn(z) + qnQn(t)Pn(z) + PnPn(t)Qn(z) + bnQn(t)Qn(Z)) (4.9) 
n 

where Pi(X), Qi(X) are the i-th order Legendre functions of first and second kind 

respectively. 

In fact, the above examples are included in this family of solutions: 

Khan-Penrose: v = -2 Qo(t) Po(z), 

Szekeres: V = -2 (k1 + k2 ) Qo(t) Po(z) - 2 (k1 - k2 ) port) Qo(z), 

which include only zero order terms. Another known solution [13J is obtained 

from the first order term 

(4.10) 

This solution is worth being considered because we already know that the Abel 

transform method can be easily applied to the zero order solutions above, and 

since there exist recurrence relations for the Legendre functions, if the method 

can also be applied for this first order solution, it will imply that it can be applied 

to generate any solution of the form V = Pn(z) Qn(t). 

In region II, z = t = V~ - J, and thus (4.10) is given here by 

a(l ) (1+~) {0 V+U) = - - - J log 1 - a - - J, 
2 2 1-V"2-J 2 

(4.11) 
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therefore 

I a (1+~) f 
V+(f) = -"2 log 1 _ V~ - f + a G + f) V~ - f ' (4.12) 

where the two terms are identified separately. Hence 

a 11/2 (1+ V~ - f) df a 11/2 f df A(a) = - log - -
27r " 1-V~-f yf-a 7r" (~+f)V~-fYf-a 

(4.13) 
a a 

=-h --h. 
27r 7r 

Let us take firstly h: 

Introducing the change of variable given by 

f - H ~ + a) = H ~ - a) sin B =} df = H ~ - a) sin B 

and changing the integration limits according to 

(
2f -(1+a)) 

B(f) = sin-I ~ ~a ' 

we get 

10

0(1/2) (~+ a) + n -a) cosB 10°(1/2) 10°(1/2) dB 
h = dB = dB- . 

0(,,) (~+a)+(!-a)cosB 0(,,) 0(,,) (~+a)+(~-a)cosB 

The second integral above is solved by using a further change, namely 

t = tan(B /2), which finally results in 
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Now, to solve 11, let us integrate by parts, taking 

C+
VFI) dx = _ df 

x=log VFI =} 

1- !-f (! + f) V! - f 

and 
dy = df 

vf - (J 
=} y=2Vf-0-. 

Consequently, 11 is now given in a form that can be decomposed into two integrals 

we already know how to solve: 

2 {1/2~~ 
j" V! - f ! + f 

= [ (1/2 df (1) t/2 df ] 
2 j" ~V!-f - 2+(J j" (!+f)V!-Nf-(J 

(4.15) 

Therefore 
a a 0-A(o-) = - h - - 12 = -a --,:== 

271' 71' V ~ + (J 
(4.16) 

Before proceeding any further, it is convenient to check that no mistake has 

been made and everything works by applying the inverse Abel transform. 

/,

1/2 A( 0-) /,1/2 0-
--,:~= d(J = -a do- . 

f V(J-f f v(J-fV!+o-
( 4.17) 

To evaluate this, let us put 

(J + ~ G -f) = ~ G + f) cosh e (
20-+! - f) e((J) = cosh-I ! ~ f . 

This makes 

/,
1/2 A( (J) d(J = 

f V(J - f 
a (O(I/2) ( ) 1 

-"2jO(f) [- !-f)+(!+f coshe de 

a (I ) (1+VFI) ~ - - - - flog - a - - f = v+U) 
2 2 1- V! - f 2 

Hence the expression A((J) = -a ;i+-;; is correct. 
!+o-
2 
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Consider now region Ill: 1 =! '* t = -z = vt -g. This particularizes 

(4.10) into 

a(1 ) (1+~) ~ V_(g) = -- 2 - 9 log 1 + a V 2 - g, 
2 1-V2- g 

(4.18) 

which has the same form as that of V+(j) except for showing opposite signs and 

the variable 9 appearing instead of I. Therefore 

B((7) = -A((7) = a ~. 
1+(7 
2 

(7 
(4.19) 

Now the Abel transform method can be used to generate the first order solution 

( 4.10) we are considering, which using the variables 1 and 9 instead of z and t 

takes the form 

V(j,g) = a (1+V~-IV~+g+V~+IJ~-g) - (g - I) log 
2 1- J~ - IV~ + 9 - J~ + IJ~ - 9 

( 4.20) 

-a (J~-IJ~+g-V~+IV~-g). 

The Abel transform method states that 

V(j,g) = ~1/2 A((7)J~ + (7 11/2 B((7)J~ + (7 
----;==="-''=== d(7 + d(7 

f V(7 - Iv(7 + 9 9 va+!V(7 - 9 

~
1/2 (7 11/2 (7 

-a d(7 + a d(7 
f v(7-IV(7+g 9 V(7+lv(7-g (4.21) 

- X+Y. 

Applying the change of variable given by 

1 1 
(7 + "2 (g - I) = "2 (g + I) cosh 0 

to x, it gives rise to 

X = 
a le0C1/2) --2 [(j - g) + (f + g) cosh 0] dO 

O(j) 
( 4.22) 

a (1-1+9+2P-IP+9) 
= "2(g-l)log 1+; 2 -aJ~+IJ~-g. 

Analogously, 

a (1+1-9+2V1+IJ1_g) 
Y = "2 (f - g) log 1 + ; 2 + a J ~ + 1 V ~ - 9 . ( 4.23) 
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Now 

-9:. _ [(1-1+9+2V!-/V!+9)(1-1+9+2V!-/V!+9)] 
x + y - 2 (g I) log (f + g)2 

-a(J!-/v!+g-V!+/V!-g), (4.24) 

which is what we needed in order to prove (4.21): to see that (4.20) is exactly 

the same as (4.24), we must only multiply and divide what appears inside the 

logarithm in (4.20) by (1 - V! - IV! + 9 + V! + IV! - g) . 
Analogously, if we denote An(O") as the spectral function corresponding to 

Vn = Qn(t) Pn(z) (in region II), and Bn(O") as the spectral function corresponding 

to Vn in region Ill, it can easily be found that 

1 
Ao(O") = /0' 2 ! + 0" 

2 

B2(U) = 

and so on for arbitrary n (a list of the first few Legendre functions is provided 

in Appendix B). These can be applied to obtain the corresponding solution in 

region IV. 

It would have been a desirable feature if the recurrence relations which char­

acterise the Legendre functions could be used to generate the spectral functions. 

Unfortunately, no analytical expression for a general term involving only a few 

order terms could be found. Nevertheless, the existence of such recurrence rela­

tions for the functions Vn+ and Vn- ensures the applicability of the Abel transform 

method in order to generate the spectral functions corresponding to the initial 

data. Moreover, it turns out to be very easy to generate spectral functions and 

their corresponding final solutions by computing algebra. 

It is important to notice that to satisfy the plane wave condition (2.20) -and 

the equivalent for region IIl-, which requires the derivative of V with respect to 
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f and 9 to be unbounded on the wavefront, at least one Legendre function of the 

second kind must be included. 

In general, solutions in the interaction region can be constructed as a linear 

combination of Legendre functions, and the corresponding spectral functions can 

be found as above. However, in practise this is only useful when the initial data 

V+ and V_ consist only of a small number of this kind of term, as all the higher 

order terms should be taken into account, because they would all influence the 

continuity across the junctions. 
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Chapter 5 

Double impulse and sandwich 

waves 

As pointed out by Szekeres [29], it is important to consider the collision of two 

pairs of step functions of opposite amplitude, because in this situation, the en­

ergy content of each sandwich wave is finite, making this a physically acceptable 

limiting case. Here we are going to consider the more general case in which the 

amplitudes of each pair of waves do not have to be of equal sign or magnitude. 

Thus the function h+ ( u) must be of the form 

(5.1 ) 

for some u\ E (0, I!I). The interval u\ between the two impulses is assumed to be 

small. Now substituting this into the differential equations (1.16) results in 

and 

Thus 

1 

1- au 

1- au-b(1- aud(u -ud 

1 

1 +au 

1 + au+b(l + aud(u - ud 

1 

1 - a2u2 

if u ::; 0 

if 0 ::; u ::; u\ 

if u\ ::; u 

if u ::; 0 

if 0 ::; u ::; u\ 

if u\ ::; u. 

if u ::; 0 

1 - a2u2 
- (2ab + b2 - b2a2urJ(u - U\)2 

if 0 ::; u ::; u\ , 

if u\ ::; u. 
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or, alternatively, 

Hence, defining f(u) by e-u+ = t + f(u), one obtains that 

Notice that e-u+ must be non-negative, and that a singularity occurs when 

c u+ = 0. This singularity, as indicated before, is due to the focussing effect 

of the wave. The initial restriction that ° < UI < I!I is required to avoid the sec­

ond wave appearing after the singularity. Also, since e-u+ = PQ, and P and Q 

are piecewise linear functions, the singularity will then occur either when P = ° 
or when Q = 0. For U > UJ, 

P(u) = 1 + bUI - abu~ - (a+b- abul)u, 

Q(u) = 1- bUI - abu~ + (a+b+abudu. 

Now consider the case when a, b > 0. The singularity occurs when P ° (it 
cannot come from Q = 0, as Q is now increasing), i.e. when 

1 + bu l - abu~ 
u----:c"-...,---'­

- a +b - abuI ' 

This value of u is less than 1/ a, as may be seen just by confirming that 

a + bauI (1 - aud < a + b(1 - aUI) , 

(5.2) 

which is true because, as indicated above, aUI < 1. Thus, the distance at which 

the singularity is produced happens to be reduced when there are two waves 

whose amplitudes have the same sign, instead of just one, i.e. in this case, the 

second wave enhances the focussing effect of the first wave. 

Now consider the case when the impulses have opposite sign. Take first a > 

0, b < 0: when I'::-a':" < b < 0, P(u) is decreasing. Thus, for l-:gu; < b < 0, 

equation (5.2) gives the placement of the focussing singularityl. Notice that now 

the focussing distance has increased compared to that of the first impulse alone. 

IThe range of b is reduced from 1-=-aa
U1 

< b < 0 to l-~~ut < b < 0 because, as we will see 

soon, for -I -a < b < I+-
a both P and Q are decreasing functions of u, but P decreases faster -aUI aut 

than Q in this common range only ,vhen b > 1_~~u2' , 
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However, when b < -=!!- it is Q(u) that decreases. Thus, for2 ~ < b < 
l+aul' I-aUt 

) -g , , the focussing singularity occurs when -a U l 

1 - bu) - abui 
u = -a""'+-=-b =-+-a-cb,-u-)-'- , 

which is also greater than 1/ a. 

(5.3) 

Observe that, for -) -a < b < )+-a , both P and Q are decreasing. Hence the 
-au! au! 

singularity will be reached either when P = 0 or when Q = 0, whichever comes 

first. To see what happens first, let us consider the derivatives of P and Q: 

dP 
du = abu) - (a + b) , 

dQ 
du = abu) + (a + b). 

Therefore 

dP dQ dP dQ 
dU> du (=;> du - du = -2(a+b) > 0 (=;> b < -a, (5.4) 

.. dP dQ . 
and, smce for tins range of b, both -d and -d are negatIve, when ~ < u U -aUl 

b < -a, I!~I > I!:I, and vice-versa: when -a < b < );:Ul' we have that 

I dP I > I dQ I Now the intersection point of P and Q with the hypersurface 
du du . 

u = u) are P(ud = 1 - au), and Q(ud = 1 + au), i.e. Q(ud > P(ud. Thus the 

equation P = Q = 0 {=} P( u;) = 0, where u; = ~ is the value of u such that 

P(u;) = Q(u;), will give us the value of b above which P becomes zero before 

Q and below which Q becomes zero before P. This value of b happens to be 

b -a = y-:=, . -a U l 

However, the important feature is that when the sign of the second impulse 

differs from that of the first, the second wave reduces the focussing effect of the 

first one. 

It can be seen that P and Q cannot be both increasing, and consequently, 

although the focussing effect of the first impulse is reduced by a second one with 

opposite polarization, that effect does not vanish. 

2The range of b is reduced for the same reason as argued in the footnote above. 
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b= -a 
I -~u' < b < -a -a 1 

b -a < l-a2 ui 

Figure 5.1: Representation of how P and Q vary according to the value of b: here, 

Q is represented by the thinner line. The vertical axis represents both P and Q, 
and the horizontal one, u. On the u-axis, Ui is the point of intersection between 

P and Q. 

From the expressions of P and Q above, it is also obtained 

thus 

1 

1- au 

1 +au 
1 - au - b(l - aud(u - ud 

1 + au + b(l + aUI)(u - UI) 

if u ~ 0 

if 0 ~ u ~ UI 

if UI ~ U. 

(
l-aU) [l-b(!=.!!!!l.) (U-UI)] 

V+ = log 8(u) + log ( I-au ) 8(u - UI)' 
1 + au 1 + b Hau! (u - 111) 

l+au 

At this point, it is important to notice that it is not possible in general to use a 

transformation covering the whole of region II such that e-u+ = ~ + feu) with 

feu) = ~ - (c+u)n+. This can always be done when there is one null hypersurface 

as a boundary, since it is achieved by relabelling it, but when the incident wave is 

limited by two null hypersurfaces, an appropriate transformation for onc of them 

would not give the satisfactory result when applied to the other. Therefore, in 

these cases, it is going to be convenient to leave f in the form 

feu) = P(u) Q(u) - ~, 

with P and Q as resulting from solving (1.16). Thus, since V = log P - log Q, 
equation (3.7) reads now 

1 iUD QP' - PQ' 
A(O') = - du, 

7f 0 PQ J PQ - ~ - 0' 

(5.5) 

where Uo is the positive root of P( u) QC u) - ~ - 0' = O. 
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Notice also that in the intervals where h+(u) = 0, P and Q are linear functions 

ofu: 

for some constants Ci (i = 1,2,3,4). To solve the integral in (5.5) it is helpful 

to define the following constants: 

This results in 

(5.6) 

2 -I (k2 ) - k = tan -k tanif; , 
3y C2C4 3 

where the variable if; given by u = kl + Jk~ - k1 cos if; has been introduced. 

Therefore, the application of the method would require the inclusion of the 

term 

-2a 
1- a2u2 8(u)8(uI - u) 

( 
a + b (1 - aUI) a + b(l + aUI) ) 

- 1 - au - b(l - aud(u - ud + 1 + au + b(l + aUI)(u - ud 

into the integral used to obtain A( 0"), which results in the integral being split in 

two parts, one from 0 to UI, and the other from UI to Uo. However these integrals 

have already been solved formally in (5.6), so it is only necessary to obtain the 

constants ki (where i = 1,2,3) for each integral. 

where 
PI = 1- au, 

QI = 1 +au, 

P2 = 1 - au - b(l - aUI)(u - ud 

Q2 = 1 +au+b(l +aud(u-uI). 
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For the first integral, c, = C3 = 1 and C2 = C4 = a. Therefore k, = 0, k2 = l/a 

and k3 = ~J~ + a, and the limits of integration change as u = 0 -> 4; = ~ and 

u = u, -> 4; = 4;" where 4;, is determined by 

tan4;, = _1_ I~ - a - a2uI. 
au, V 2 

For the second integral, c, = 1 + bu,(l - aud, C2 = a + b(l - au,), C3 1 -

bu, (1 + au,), and C4 = a + b(l + au,). Thus 

which put into (5.6) and setting the limits seen above for each integral, gives 

A(a) = 2 [_z>: + tan-' ( ~-u-a2uf) _ tan-' (a+b(l2-a2uil j~-u-a2ul)l 
1!'V1+a 2 aUI 1+0" a Ut V1.+a 222 

(5.8) 

This has a very complicated dependence on a, which makes it very difficult to 

continue, so we are first going to attempt to reconstruct the initial data using the 

transform 

(5.9) 

To do this, it is convenient to decompose the space-time into the different regions, 

which arise from having two pairs of colliding impulses. This is indicated in Fig 

5.2. 

For region Ha, (5.9) is 

in which the integral has been solved analogously as in (4.4). This yields 

(
1 - au) 

V+U) = log 1 + au ' 

i.e. the initial data for the Khan-Penrose solution, as expected. However, the 

reconstruction of V+ in region IIb implies the integration of (5.9) with the form 

of A(a) as given in (5.8), and 

1 
f = "2 - a2u2 

- (2ab + b2 
- b2a2ui) , 
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"Focussing" singularity 
U 

I 

U=o V=o 

v 

"Fold" 
singularity 

Figure 5.2: The structure of the space-time representing the collision of two 

pairs of impulsive gravitational waves located on the null hypersurfaces U = 0, 

U = U I, V = 0 and v = VI' Region I is part of Minkowski space. Regions II and III 

are also parts of Minkowski space between and behind the impulsive waves prior 

to their collision. The regions IV represent the interaction region. Region IVaa 

is given by the Khan-Penrose solution. The other parts of region IV need to be 

determined. 

resulting in another complicated expression. As an alternative approach, the 

initial data can be given on the wavefront f = h, in order to avoid integrating 

over lIa. In this case, the resulting Abel transforms are given by 

A(O") = -.!. r" V~U) df. 
7ri" vf-O" 

(5.10) 

For 0 ::; U ::; UI, the form of the functions are the same as those using in the first 

integral in equation (5.7), whereas for u > UI, the whole expression (5.7) should 

be used. Thus we should obtain, 

V+U) = log (1 - mll) + r" A(O") dO", 
1 + aUI if vO" - f 

(5.11) 

where 

_ 2 -I (a + b(l - a2uD ~~ - 0" - a2uI) 
A(O") - - ~ tan 2 ~. 

7ry~+O" aUI y~+O" 
(5.12) 
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This can be simplified putting 

1 2 2 11 ="2 - a U 1 , 
viJ-u 

x - --'--"== 
- J~+u' 

h_ viJ -! 
- J~ +1 ' 

yielding the following expression for the previous integral: 

rh A(u) du = ± J~ + iJ rh x tan-I(cx) dx. 
If vu-1 7r J~+1 If Vh2 -X2(1+x 2

) 
(5.13) 

To evaluate this, we can make use of the identity 

lo
c x dy 

tan-I(cx) = 2 2' ° 1 + x y 
(5.14) 

where the order of integration has been changed. The integral between brackets 

can be obtained by putting x = h sin 0: 

10 X2 dx 10 h2 sin2 0 
---r.~==;f;::--:------;;C;-;-::--:--~ = dO 

h Vh2 - x2(1 + x2)(1 + X2y2) ~/2 (1 + h2 sin2 0)(1 + y2h2 sin2 0) 

1 [ rO dO rO 
dO ] 

1 - y2 l~/2 1 + h2 sin2 0 - l~/2 1 + y2h2 sin2 0 

7r [1 1] 
= 2(1 - y2) VI + h2 - VI + h2y2 

Consequently, 

rh x tan-!(cx) 7r rc dy 7r re dy 
If Vh2 - x2(1 + x2) dx = 2Vl + h2 lo 1 - y2 - '2 lo vI + h2y2(1 _ y2) 

_ 7r [10 (I+C) -10 ( Vl+C2h2 +CVl+h2
)] 

- 4Vl + h2 g 1 - C g vI + c2h2 - cVl + c2h2 ' 

where the second integral has been evaluated introducing the variable cP, given 

by hy = sinh cP. With this, the initial data, V+ (f), can be reconstructed: 

10g(l-aU!)+± J~+iJ rO xtan-!(cx) dx 
1 + au! 7r J~ + 1 lh Vh2 - x2(1 + x2) 

10g[(I-aUI) 
1 +auI (~) c-l 
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After obtaining A(a) corresponding to region IVba , in order to apply the method 

to find the solution in this region, it is also necessary to obtain the expression 

corresponding to B(a) here. Notice that, since we are considering this sub-region 

for which the initial value problem has been reformulated in terms of the data on 

1 = I1 and on 9 = ~, V_ (g) must be given by the solution obtained in region 

IVaa , but fixing 1 = /J. Therefore 

which gives rise to 

Vi (g) = __ 1_ (V~ -I1 + V~ + /J) - /J + 9 V~ + 9 V~ - 9 

Consequently, 

To evaluate this, it will be convenient use in the first integral the change of 

variable given by 

9 = U(~ +a)coshB - (~- 0")] , 

and in the second integral, 

9 = ~ [(~ + a) - (~- a)cos<t>] 

Applying these to the integral above, it now reads 

t -I 2 V 2 - u + 1 1 [2 (P-/J~)] = - an . 
J/J+O" 7r J/J+a 

(5.15) 

Now the solution in region IVba should be constructed as follows: 

V(f,g) = V(fb f ) + rh A(O")yia+1 da+ r~ B(a)Ju+/1 dO", 
2 lf JO" - IJa + 9 19 Ja - gJO" + 1 
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where 

V(h,~) = log (1 - ~~ - h) , 
1 + 2 - h 

B(u) is given by the expression above, and A(u) is the one given in (5.12), which 

may alternatively be written as 

Using the same x, h, and c than those appearing in (5.13), and defining another 

term a = V~, we can write 
y/1+g 

in which the identity (5.14) can be inserted, resulting 

= f [l Vh2 - x2Vl _ a~:~~ + x2)(1 + X2y2) 1 dy. 

The integral between brackets is very similar to that appearing when A( a) was 

obtained, except for a term VI - a 2x 2 in the denominator. Therefore the same 

decomposition used then is used now: 

x 2 1 1 
(1 + x2)(1 + X2y2) = - (1 - y2)(1 + x2) + (1 _ y2)(1 + X2y2) . 

Thus it can be seen that we will have to integrate expressions of the form 

(5.16) 

where IT (_h2y2Ia2h2) is an elliptic integral of the third kind. Moreover, this 

still has to be integrated again with respect to y, which indicates it is extremely 

unlikely that the result could be expressed in terms of elementary functions. 

45 



Chapter 6 

Initial value problem for other 

types of colliding waves 

It is also appropriate to consider other types of colliding waves, to try to obtain 

physically well-behaved solutions. However, at the very best, the complications 

that emerge in doing so are of the same complexity as that described in the 

previous chapter. A couple of these unsuccessful cases are described below. 

6.1 Step wave 

The Abel transform method for the collision of single-impulse waves was satisfac­

torily tested. Therefore, a reasonably good idea could be to consider the collision 

involving exact step functions, as they are more realistic than the solutions of 

Szekeres class, which are unbounded. 

Let us therefore consider the constant step profile function given by h( u) = 
a2 8(u). When introduced into the differential equations (1.16), this produces 

the results 

F(u) = 1 + [cos(au) - 1]8(u), and Q(u) = 1 + [cosh(au) - 1]8(u) . 

[ 
cos(au) ] Thus e-u+ = 1 + [cos(au) cosh(au) - 1] 8(u), and eV+ = 1 + () - 1 8(u). 

cosh au 

Therefore, for u :::: 0, V+u = -a[tan(au)+tanh(au)] , and f = cos(au) cosh(au) - ~. 
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Consequently, the spectral function is given by 

A(a) = _.!:. r~ V,+(f) dl = 2a ("=f-'Ol=o tan(au) + tanh(au) du, 

IT J" J I - a IT JUa J -~ - a + cos(au) cosh(au) 

where u" = I-I (a). We find two problems here: the lower integration limit 

complicates the expression, as it is not possible to invert I = cos( au) cosh( au) - ~ 

in order to obtain u = u(f) explicitly. Moreover, no way was found to evaluate 

the indefinite integral in terms of elementary functions, which makes it impossible 

to continue applying the method. 

6.2 Sandwich Szekeres-like incident waves 

One of the most interesting applications of a direct method is to find the solutions 

to more physically significant situations. A good starting point for this is to 

consider sandwich waves with relatively simple profiles. The collision of square 

waves presents the same difficulty as that appearing in the case above. Hence, it 

could be worth considering the sandwich waves composed of part of the Szekeres' 

family of solutions, because in this cause, the initial part of the interaction is 

known. 

The Szekeres class of vacuum solutions [29J was characterized by the incident 

waves having their shape given by equation (4.5), consequently the function that 

has to be taken is 

2 2 k+ ( 2 ) (c+u)n+/2-2 
h ( u) - c n - 1 - - ",----'-,'---'--,---;-;;-;::-;-- [8 ( u ) - 8 ( u - u d J 

- + + 4 n+ [1- (c+u)n+p-2/n+ 
for 

This gives rise to 

1 for u :::: 0 1 for u :::: 0 

( n+)~ ( n+)~ 1-(quj"T 
p= for 0 :::: u :::: UI Q= 

_1+(c+ uj "T _ 
for 0 :::: U :::: UI 

( n+)~ ( n+)~ l+(c+uj"T 1-(c+uj"T 

Cl - C2U for UI :::: u C3 + C4U for UI :::: U, 

where, to ensure continuity of P and Q across the junction, the constants CI-4 

are given by 
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Therefore, for u > u, within region II, we have a flat region, and it is therefore 

possible to use (5.6) to evaluate a part of A(a) here. However, It may be observed 

that, for u, ~ U, P and Q have the same form as the ones appearing in the 

two-impulse waves collision, and similar complications arise now. Therefore, in 

order to proceed with the calculations, it is necessary to overcome the difficulties 

appearing in the two-impulse case. 
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Chapter 7 

The solution as a series expansion 

of hypergeometric functions 

Another way of approaching the problem is to consider the family of self-similar 

solutions of (2.25), described in [3, 4, 5]. This gives a general way of obtaining 

exact formal expressions for V (J, g) corresponding to the interaction region. First 

of all, let us define new coordinates T and ( by 

T=f+g, (=l;~;g, 
which are different from those originally considered in [3, 4, 5] in that f and g are 

replaced by f - ~ and g + ~ respectively, in order to adapt them to the problem 

considered here for the wave with wavefront u = 0 corresponding to f = ~. The 

hypersurface f = ~ is expressed in these new coordinates as ( = 1. Now consider 

the family of self-similar solutions 

V(T, () = Tk Hk(), i.e. V(J,g) = (J + g)k Hk C ; ~; g) (7.1) 

where k is any non-negative, real parameter. It can be seen that, in this case, 

the condition V(J = ~) = 0 is equivalent to Hk(l) = O. The main field equation 

(2.25) can be written now as the O.D.E. 

(7.2) 

This equation admits a class of solution which can be given in terms of standard 

Gauss hypergeometric functions by 

(7.3) 
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The constant coefficients Ck may be chosen such that H k satisfies the recursion 

relations 
r' I I Hk «() = J
1 

Hk - I «() d( , 

Le. making it generally possible to write 

(7.4) 

as stated in [4J. For integer values of k, explicit solutions can be generated 

using (7.4) from the initial solution Ho«() = cosh-I (, which may be obtained by 

making k = 0 in (7.2) and imposing (7.1). In this case, 

although for an arbitrary k, the only requirement imposed by (7.4) is 

Since the main field equation is linear, an arbitrary linear combination of 

higher order terms will also be a solution. 

Now, taking the case of a wave propagating in the opposite direction, Le. the 

case corresponding to a wave with shock front on g = 4, the expressions obtained 

are analogous to the ones considered for region n, and the corresponding solutions 

can also be combined in the same form, yielding a general solution in the form 

00 k (l- f +g ) 00 k (l+ f - g ) V(f,g)=2:,adf+g) Hk f + 2:, bdf+g) Hk f ' (7.5) 
k~ +g k~ +g 

where, in order to satisfy the shock wave conditions, it is necessary that 

ao=-2J2k+ and bo=-2J2L I. Notice that now, the shock wave conditions 

place constraints only on the coefficients with k = 0, unlike what happened in 

the expansion in terms of Legendrc functions, in section 4.3, where a constraint 

appeared on all the coefficients. Particularly, taking only k = 0, if we make 

aD = bo = -1, 

lThe values of ao and bo have been corrected with respect to those appearing in [15J. 

50 



vu, g) = -R (1 -f + g) _ R (1 + f - g) 
o f+g 0 f+g 

= 2sinh-1 (_ 1Fi) + 2sinh-1 (_ /F9) 
v'f+g v'f+g 

= log (/f+9 -1Fi) + log (/f+i -/F9) , 
J! + 9 + J~ - f J~ + f + J~ - 9 

which is exactly the Khan-Penrose Solution (note: on the second line, the constant 

Co has been replaced by its value, 1; also, to express the third line in terms of 

logarithms, it may be useful to use Appendix A). 

The solution (7.5) above must coincide with the initial data specified on the 

hypersurfaces limiting region IV. Therefore 

and, similarly, 

Hence, if the initial data are re-written in terms of these ak and bk, the general 

solution can be easily obtained. The problem is how to find these sequences of 

constants ak and bk from V+U) and V_(g). 

Notice that to each V+k corresponds a spectral function 

where 

The important point is that these particular solutions Vk can be obtained from 

the spectral functions in the form 
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where the constant Pk needs to be determined [5J. Thus, the part of Vk(f, g) 

corresponding to Ak(a), that we may name Vk+(f, g), is given by 

1/2 (! _ a)k 
Pk r 2 dO' 

If yfa-fyfa+g 

Pk (~- f)~+k rl 
d(l- t)k [1 + (~ - I) t]-~ dt 

v7+9 la f+g 

rWr(1 + k) (~ - f)~+k (I 1.3 . l-f) 
- Pk r(~+k) yfl+g F 2'2'2+k,-~ , 

where relations found in [1 J have been applied. This is clearly proportional to the 

expression in (7.3), and, comparing both equations, one finds that 

2k r(1) 2k - 1 

Pk = (_I)k rw r(1
2+ k) ak = (_I)k r(1 + k) ak· (7.6) 

Therefore the way to obtain the expression corresponding to the general solution 

consists of, having specified the initial data V+(f) on the junction, to obtain 

firstly the spectral function A(a), and then, to express it in the form 

00 00 (!_a)k 
A(a) = LAk(a) = LPk 2~, 

k=O k=O V 2 + a 

equating the coefficients corresponding to the different powers of (1- a). Notice 

that to preserve the distinct wave condition, if the initial data are well posed, it 

must be automatically satisfied that Po = -.j'lJ4 (and similarly, when operating 

with B(a), qo = -yf2L ). After that, (7.6) gives the relation between Pk and ak, 

so this would produce the coefficients which, when substituted into the general 

solution, gives it explicitly. Thus, we would have 

V(f,g) = ~(_I)kr(l+k) (I )kH.(I- f + g ) 
L 2k-1 Pk + g k f + 
k=O g 

+~(_I)kr(l+k) (/+ )kH.(I+f-g) 
L 2k-1 qk g k f + ' 
k=O g 

or, explicitly, 
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Notice that the higher the k, the higher the differentiability of the correspond­

ing terms on the wavefront. This has the clear advantage that we could work with 

a small number of terms, whereas in other series representations, like that using 

Legendre functions (see Section 4.3), all terms should be taken into account, as 

all of them would affect the differentiability. Consequently, it could be possible 

to observe an approximate behaviour of V by taking the first few terms in the 

expansion. 

It is important to indicate that what has been obtained in this chapter is valid 

for 'global' spectral functions. What this means is that, if we decompose the 

regions, as was done in the two-impulse case, then the coordinate transformation 

needed to use the self-similar solutions given in [3, 4, 5] would replace I by 

I - Ih , where Ih is the value of I at the hypersurface on which the new function 

V+ is defined (in the case of region IV ba in the double-impulse, Ih = h), leaving 

9 -> 9 + ~ as before. Analogously, when V_ is defined on the hypersurface 

9 = gh, we should make 9 -> 9 - gh and I -> I +~. When the initial data are 

taken on different hypersurfaces, the spectral functions also take a different form 

accordingly (the reasoning is the same as that of Chapter 5) 

This affects the expression of the final solution in that portion of the interac­

tion region in the following form: 

00 k 2k+1 (fh - J)~+k d k [ 1 1 
V(f,g) = 2]-1) (2k+l)" JI 1 1: d k A(!J)i'i+!J _ 

k=O .. + 9 + 2 - h !J u-fh 

XF(! !'~+k' I-fh ) 
2'2'2 'f+g+ 2 -fh 

00 2k+1 ( )l+k dk 1 
+ L:(-I)k (2k 1)" J g,,-g: d k [B(!J)J~+!J (7.8) 

k=O + .. I + 9 + 2 - g" !J u=gh 

X F( 1 1. 3 + k . q-ah ) 
"2 ' '2 ' '2 'f+9+~-9h' 

Finally, it could be mentioned that it is possible to have the elliptic integral 

which appears in (5.16) expressed as a series involving Gauss' hypergeometric 

functions (see Appendix C). However, if we try to use this approach instead of 

the one we have just seen, we will observe that, to begin with, we will have to 

handle products of hypergeometric functions. Therefore, and since the aim of this 

thesis was to give a method as practically applicable as possible, it does not make 

much sense to follow a more difficult way, whose results are going to show a form 
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at least as complicated as that described in this chapter. Anyway, an exercise 

could be proposed to find these results and show the equivalence between the 

solutions produced in both cases. 
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Chapter 8 

Conclusion 

This thesis started by giving some basic definitions and results necessary to pro­

ceed through the following chapters. As well as outlining some important proper­

ties of the spacetimes under consideration, a brief historic overview of the different 

methods used and achievements obtained to find metrics subsequent to the in­

teraction of plane waves was given, for looking back in time is the best way to 

understand the present situation. 

The most important part of this thesis concerns the formulation and solution 

of the initial value problem corresponding to the interaction of plane gravitational 

waves in the linear case. Given the initial profile functions h+(u), in region 11, 

and It- ( v), in region Ill, the metric functions characterising the colliding wave 

mctrics are taken in a particularly suitable form. From these h+ and It-, we 

obtain the corresponding functions P± and Q±, which determine U± and V±. 

These metric functions, V+ and V_ play a particularly important role, as they are 

used as initial data on the characteristics. Our main concern is then to obtain V 

in the interaction region. To do it, we implement a theoretical method initially 

proposed by Hauser and Ernst, based on the use of Abel transforms. This gives 

a direct approach to the colliding plane waves problem, which is exactly what we 

want. From V+ and V_ given on the wavefronts, the auxiliary spectral functions 

A(O") and B(O") are evaluated by means of the (direct) Abel transform, and thanks 

to these spectral functions, it is possible to find the function V in the interaction 

region as long as the calculations involved can be done. 

It is convenient to point out that, although finding the functions U(u, v) and 

V (11, v) would be enough to have the equations necessary to evaluate the func-
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tion M, which arises in the interaction region even for zero M+ and M_ as a 

consequence of the field equations, it might not be possible to reach an explicit 

expression for this function. 

The problem is theoretically solved for the general case, assuming the spectral 

functions can be found (sometimes difficulties appear at this stage which seem to 

be unsolvable, like in Section 6.1). However, when dealing with arbitrary incident 

waves, the expressions become extremely complicated. The difficulties found to 

obtain exact solutions for arbitrary cases have also been indicated. Finally, a way 

to overcome these difficulties is given, expressing the solution in terms of series 

of hypergeometric functions. 

When we tried to apply the method to the double-impulse case, the results 

initially obtained were so complicated that made us desist to continue (the series 

comprises terms of the form indicated in (7.8). Nor have we found any particular 

realistic case whose solution had a relatively simple form. Consequently, although 

a method has been formulated which makes it possible to solve the initial value 

problem in the collision of plane, aligned gravitational waves, it has only been 

found to be practically applicable for the simplest cases. 

Nevertheless, the theoretical implementation of the Abel transform method 

can be a powerful tool in order to study the properties of space-times resulting 

from the collision of plane gravitational waves in the linear case. A further step 

in doing so could be the implementation of the method in computer simulations. 

This could also be applied to other situations where the structure of the equations 

is similar (for instance, in some cases of higher dimensional metrics of colliding 

waves [16]). 

However, as indicated above, this is only valid in the linear case, and no simple 

extension seems to exist enclosing the nonlinear case. Dealing with this, work 

is still being carried out by Alekseev and Griffiths [6, 7], involving a different 

approach. 
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Appendix A 

Functional relations 

sin-1 (z) - -i log (iz + v'I- Z2) = -i sinh- 1(iz) (A.I) 

cos- 1 (z) - -i log(z+ v'Z2 -1) = -i cosh-1 (z) (A.2) 

tan- 1(z) i (1+ iZ) . 1 (A.3) - -- log --. = -t tanh- (z) 
2 1 - tz 

sinh- 1 (z) - log (z + v' Z2 + 1) = -i sin-l(iz) (A.4) 

cosh- 1 (z) - log(z+ v'z2 -1) = i cos-1 (z) (A.5) 

tanh- 1 (z) 1 C+Z) (A.G) - - log -- = -i tan-1(iz) 
2 1- z 
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Appendix B 

Legendre functions 

Here is a list of some low order Legendre functions, that can be used to obtain 

the spectral functions A(a) and B(a) for the class of solutions given in (4.9): 

Po (x) - 1 

PI (x) x 

P2 (x) 
1 3 2 

= -- +-x 
2 2 

P3(X) 
3x 5 3 

= --+-x 
2 2 

P4 (x) 
3 15 2 35 4 
---x +-x 
848 

Qo(x) ~ log C +X) 
2 1- x 

QI(X) x C+X) = -1+ -log --
2 1- x 

Q2(X) -31( 2) C+X) = - x + - -1 + 3 x log --
2 4 1- X 

Q3(X) 2 5 2 3 ( 5 2) C +X) = - - - x - - x 1 - - x log--
3 2 4 3 I-x 

55 35 3 3 ( 2 35 4) ( 1 + X) - x - - x + - 1 - 10 x + - x log--
24 8 16 3 1 - x 
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However, as can be seen in section 4.3, operating by hand is a arduous process, 

and it is not difficult to make some mistake. This task can be greatly simplified 

with the aid of computer algebra. For example, if we want to find the A(a) cor­

responding to V = Pn(z) Qn(t) for some n, using Mathematica, we can type 

which defines the function A(a) depending on n, the order of the Legendre func­

tions involved. The expression corresponding to B( a) would only differ from the 

one above in the different sign appearing in the argument of Pn , as in region Ill, 

t=-z=.J~_g.l 

ITo be precise, the variable f should be replaced by g, although it does not make any change 

in the final expression. 
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Appendix C 

I1(xlm) in terms of 

hypergeometric functions 

The elliptic integral of the third kind is defined as 

I1(xJm) = r/2 
d8 . 

la (1 - x sin2 8)V1 - m sin2 8 
(C.1) 

Now, if we name (1 - x sin2 8)-1 = J(x), we find that the n-th derivative of J 
with respect to x is given by 

Consequently, the function J(x) may be expanded about x = 0 to obtain 

00 

J(x) = L xn sin2n 8, 
n=O 

which can be introduced into (C.1), resulting in 

00 (n/2 sin2n 8 
I1(xJm) = L xn ln d8. 

n~a a vI - m sin2 8 
(C.2) 

Defining the new variable t = sin 2 8, the above integral reads now 

1
n/ 2 sin2n 8 1 11 tn-~ 

----c==~, =;; d8 = -!1-:i dt , 
a vI - m sin" 8 2 a y 1 - ty'l - mt 

(C.3) 

which is r(H~~~n) times the integral representation of F (~, ~ + n; 1 + n; m), as 

found in eq. 15.3.1 of [IF. 
ISimply replace the constants by the following values: a = ! ' b = ~ + 11., C = 1 + n, Z = m. 

GO 



Therefore we have 

( I ) - .fi ~ J(~ + n) (1 1 . .) 
II x m - -2 L.. x f( ) F 2' 2 + n, 1 + n, m , 

n~O 1 +n 
(C.4) 

and the expression corresponding to (5.16) is obtained by making x = _h2 y2 

and m = a 2 h2 , resulting in 
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