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Abstract—This paper studies a resource allocation problem
where a set of users within a specific region is served by
cloud radio access network (C-RAN) structure consisting of
a set of base-band units (BBUs) connected to a set of radio
remote heads (RRHs) equipped with a large number of antennas
via limited capacity front-haul links. User association to each
RRH, BBU and front-haul link is essential to achieve high rates
for cell-edge users under network limitations. We introduce
two types of optimization variables to formulate this resource
allocation problem: (i) C-RAN user association factor (UAF)
including RRH, BBU and front-haul allocation for each user
and (ii) power allocation vector. The formulated optimization
problem is non-convex with high computational complexity. An
efficient two-level iterative approach is proposed. The higher
level consists of two steps where, in each step, one of these two
optimization variables is fixed to derive the other. At the lower
level, by applying different transformations and convexification
techniques, the optimization problem in each step is broken down
into a sequence of geometric programming (GP) problems to be
solved by the successive convex approximation (SCA). Simulation
results reveal the effectiveness of the proposed approach to
increase the total throughput of network, specifically for cell-edge
users. It outperforms the traditional user association approach,
in which, each user is first assigned to the RRH with the largest
average value of signal strength, and then, based on this fixed
user association, front-haul link association and power allocation
are optimized.

Index Terms—Complementary geometric programming, cloud
radio access network (C-RAN), fifth-generation (5G) wireless
networks, successive convex approximation, massive MIMO.

I. INTRODUCTION

A. Motivations

Emerging fifth-generation (5G) cellular networks have
been targeted to provide flexible and software defined based
structure to serve diverse applications with different quality-
of-service (QoS) requirements. To add flexibility in existing
wireless networks, one of the proposed concepts is to change
the cell-based access structure of traditional wireless networks
with the advent of cloud radio access network (C-RAN) tech-
nology [1], in which RF and base-band modules of traditional
base stations in one specific region are separated into base
band units (BBUs) and radio remote heads (RRHs) [2].

Two major objectives of cloud RAN are to increase the
spectral efficiency and to improve the throughput of cell-
edge users. Deploying a large number of antennas at the

RRHs, referred to as massive multiple input multiple output
(massive MIMO), can bring higher spectrum efficiency to
5G [3]. This scales up the complexity gain of traditional
MIMOs [1], [4] and reduces the interference among users
of all access points [4]. However, due to interference among
users in different coverage regions of RRHs [5], collaborative
user scheduling among RRHs is essential to increase the
throughput of cell-edge users. Additionally, in such a network,
the user association to access points is challenging since the
general concept of cell is not applicable to C-RAN, and the
RRHs have highly overlapped coverage areas. Furthermore,
the limited front-haul link capacity between RRHs and BBUs
further complicates the association control as the traditional
user association to each RRH based on the signal strength is
inadequate.

To address these challenges, in this work, in addition to
radio resources (e.g., power), cloud resources (i.e., front haul
links and BBUs) are assigned to each user in a joint and
centralized manner to maximize the total network throughput
under C-RAN limitations. The proposed setup consists of
down-link transmission for users in a specific region served
by RRHs equipped with massive MIMO. In the optimization
formulation, C-RAN-UAF includes BBUs, front-haul link and
RRH allocation for each user while power allocation vector
determines the allocated power of each RRH to its own users.
In this setup, we assume that each user should be connected
to one RRH and BBU. We introduce the new constraints to
satisfy these practical limitations in the proposed resource
allocation problem. Furthermore, the throughput of each user
is modified to capture the effects of association of users in
BBU, RRHs and front-haul over C-RAN.

Due to user-association constraint and interference among
users from different RRHs, the proposed optimization problem
is non-convex, suffering from high computational complexity
[6]. We apply the frameworks of complementary geometric
programming (CGP) and the successive convex approximation
(SCA) [7], [8], [9], [10] to develop an efficient iterative
algorithm with two-steps to solve the proposed problem. For
a given power allocation, Step 1 derives the optimal C-RAN-
UAF solution, and subsequently, from obtained C-RAN-UAF,
Step 2 derives the optimal power allocation for each user. Even
the simplified problem of each step becomes a non-convex
optimization problem. We will demonstrate how by applying
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various transformation and convexification techniques, such as
variable relaxation, DC programming, and CGP, the highly
non-convex problem can be transformed into the equiva-
lent lower-bound geometric programming (GP) problems [9],
which can be solved via efficient on-line available software,
e.g., CVX [11].

To verify the effects of considering C-RAN-UAF, we also
propose the resource allocation based on traditional RRH
allocation in which each user is assigned to the RRH with
the highest value of received signal-to-interference-plus-noise
ratio (SINR), and subsequently, front-haul, BBU, and power
allocation parameters are derived for the users of each RRH.
The latter problem is still non-convex and we propose to
apply the CGP again to reach the solution. It should be
noted that even though the user association in C-RAN-UAF
algorithm is dependent on the channel conditions as in the
traditional scheme, the key difference is that the proposed
algorithm takes into account the channel conditions of all
users in the networks as well as many system requirements
as constraints, while in the traditional scheme each user
individually makes the association decision only based on its
own channel condition. In other words, the traditional scheme
is oblivious to the network status, while we are proposing
a network-aware joint user association and power allocation
algorithm. Simulation results demonstrate that the proposed
approach can significantly outperform the traditional approach
thanks to a more interference-aware resource allocation via
C-RAN-UAF. We also evaluate the computational complexity
and the convergence of the proposed algorithm.

B. Related Works

Our work in this paper lies along the intersection of two
research contexts in resource allocation problems: 1) load
balancing in multi-cell traditional wireless networks, and 2)
resource allocation in C-RAN.

Due to users’ mobility in cellular wireless networks, user
association in multi-cell and/or multi-tier network and load
balancing among different access points are important to
enhance the network performance. Load balancing is intrinsic
in the user association to access points. Traditionally, a
user associates to the BS with the maximum received SINR
[12]. Such schemes are, in general, sub-optimal in practice
especially in the case of non-uniform user distribution or the
case of a large number of cell-edge users. There exists a large
body of research conducted in resource allocation for multi-
cell traditional wireless networks, e.g., in [13], [14], [15], [16],
[17], [18], [19], [20]. In this type of works, the BS assignment
algorithm is separated from the sub-carrier allocation, while
joint sub-carrier and power allocation is applied for multi-
cell scenario. In contrast, [21] has reported that the total
throughput of network is improved, specifically, the coverage
of network at the cell-edge can be improved up to 70% via
joint assignment of the BS, sub-carrier and power. In this work,
we follow the definition of user association from [21] for the
case that the edge of network is equipped with the C-RAN.
In this work, C-RAN UAF consists of RRH, BBU and front-
haul allocation, while in [21], UAF just consists of BS and

sub-carrier allocation. Therefore, the optimization problem of
this paper involves more computational complexity.

The potential of increasing the spectral efficiency of C-
RAN via massive MIMO RRHs is reported in recent works.
For instance, in [22], two types of data transfer methods for
cloud massive MIMO are proposed with the objective to select
the best transmission strategy depending on the beam-forming
technique, the number of concurrently receiving users and the
number of used antennas for transmission. In [23], [24], [25],
the beam-forming coordinated interference cancellation and
user association are investigated for traditional MIMO based
C-RAN. In contrast this paper utilizes the large-scale effect of
massive MIMO in C-RAN to simplify the rate formulation in
[5], in which the rate of each RRH is related to the numbers
of users associated to that RRH and its own number of users.
Consequently, the relationship between the total C-RAN rate
and considered UAF is highly complex. Via different steps
and approximations as well as convexification techniques, we
show how the throughput can be simplified.

C. Organization of Paper

The rest of this paper is organized as follows. In Section II,
the network setup and problem formulations are introduced.
Section III presents the proposed iterative algorithms to solve
the formulated optimization problem. Section IV demonstrates
the simulation results and their detailed computational com-
plexity analysis, followed by concluding remarks in Section
V.

II. NETWORK SETUP AND PROBLEM FORMULATION

We consider a down-link transmission in 5G wireless net-
work with a cloud radio access network (C-RAN) architecture
as illustrated in Fig. II where a specific region is covered by a
set of J = {1, · · · , J} RRHs. Each RRH is equipped with a
large number of antennas, i.e., Mj � 1 and connected to the
C-RAN consisting of B = {1, · · · , B} BBUs. The C-RAN is
responsible to process the baseband signals for all RRHs in
this region. A limited capacity front-haul link connects RRHs
to the BBUs, serving a set of single-antenna users denoted by
N = {1, · · · , N} in this specific region.

Define αj,n as a C-RAN user-association factor (C-RAN-
UAF) of user n ∈ N where

αj,n =

{
1, if n is allocated to RRH j,

0, otherwise.

The transmit power limitation of each RRH j is denoted by
Pmax
j , and due to this physical-layer limitation, we have

C1 : UjPj ≤ Pmax
j , ∀j ∈ J ,

where Uj =
∑
n∈N αj,n is the total number of users as-

sociated to the RRH j and Pj is the transmitted power of
RRH j. For this setup, we assume that each user n can only
associate to one RRH. This implementation limitation can be
mathematically represented as

C2 :
∑
j∈J

αj,n ≤ 1, ∀n ∈ N .
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Fig. 1. C-RAN architecture with cloud-computing BBU pool and massive-MIMO RRHs.

Each RRH is connected to C-RAN via limited capacity front-
haul link where f bn represents the front-haul link association
factor between the BBUs’ cloud and for users such that

f bn =

{
1, if user n is supported by BBU b,

0, otherwise.

Let gj,n be the channel gain of user n to RRH j, and the
number of simultaneously served users by a RRH j, be much
smaller than the number of transmit antennas Mj . Under this
condition, according to [26], the achievable rate of user n ∈ N
associated to RRH j ∈ J can be closely approximated as

Rj,n(P,α,F) = (1)

Fnαj,n log(1 + (
Mj − Uj + 1

Uj

Pjgj,n
1 +

∑
j′ 6=j Pj′gj′,n

)),

where

C3 : Fn =
∑
b∈B

f bn, ∀n ∈ N ,

and, P, α and F are the vectors of all Pj , αj,n and f bn,
respectively, for all n ∈ N , b ∈ B and j ∈ J .

Note that in (1), we modify the throughput based on the
features of C-RAN to include the effect of front-haul link
parameter association in C-RAN. Therefore, without allocating
both BBUs and RRHs, i.e., when f bn = 0, the throughput of
user is zero.

We assume that each BBU b can handle the maximum
load allocation denoted by Umax

b where the allocated load to
each BBU is an increasing function of number of assigned
users to that BBU [27]. To mathematically represent the load
allocation constraint of each BBU, we consider the following

linear function for each BBU load

C4 :
∑
n∈N

wbnf
b
n ≤ Umax

b , ∀b ∈ B,

where wbn is the load balancing factor related to BBU b for user
n which is a fixed integer number assigned by the network to
control the traffic and load of each BBU and user1. To control
the load of C-RAN, we assume that user n is supported by
one BBU, and the user n is assigned to BBU if and only if at
least one RRH is allocated to that user. We mutually represent
these two practical implementation issues as one constraint as

C5 : Fn =
∑
j∈J

αj,n, ∀n ∈ N .

Note that from C2, Fn cannot be greater than 1, e.g., if the
user n is allocated to one RRH, it is assigned to C-RAN.
Otherwise, Fn is equal to 0, which controls the load of C-
RAN. The front-haul link between each RRH and the C-RAN
has a limited capacity represented by

C6 :
∑
∀n∈N

f bnαj,n ≤ T bj , ∀b ∈ B,

where T bj is the transmit front-haul link limitation between
RRH j and BBU b. In order to efficiently utilize the power
and avoid the situation of power wastage when no user is
allocated to any RRH, we consider the following constraint
where at least one user is allocated to each RRH.

C7 : Uj ≥ 1, ∀j ∈ J ,

1It should be noted that the load of each BBU may not be linear function.
For simplify, in this paper, we assume the linear function of load of each
BBU. However, with generating the random number wb

n in simulation, the
non-linearity of load function can be covered.
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TABLE I
LIST OF KEY NOTATIONS

Notations Description
J Set of RRHs
Mj Number of antennas of RRH j
B Set of BBUs
N Set of users
αj,n A C-RAN user-association factor (C-

RAN-UAF) of user n at RRH j
Pmax
j transmit power limitation of each RRH j
Uj Total number of users associated to the

RRH j
Pj Transmitted power of RRH j
f bn Front-haul link association factor between

BBU b and user n
gj,n Channel gain of user n to RRH j
Umax
b Maximum load allocation can be handled

by BBU b
wbn Load balancing factor related to BBU b

for user n
T bj Transmit front-haul link limitation be-

tween RRH j and BBU b

Consequently, based on all of the above network limita-
tions, the resource allocation problem with the objective to
maximize the total throughput can be written as the following
optimization problem

max
P,α,F

∑
j∈J

∑
n∈N

Rj,n(P,α,F), (2)

subject to : C1 − C7.

The formulated problem (2) has non-convex and combinatorial
structure with high computational complexity. To overcome
this issue, we first relax the integer variables to the continuous
ones and then, we resort to SCA, CGP and DC-approximation
to transform the non-convex optimization problem into a GP
structured problem. Afterwards, we will solve the problem via
a two-level iterative algorithm. In the following section, we
briefly study the mathematical background and then, propose
our algorithm to solve this problem efficiently.

III. TWO-LEVEL ITERATIVE ALGORITHM FOR JOINT USER
ASSOCIATION AND POWER ALLOCATION

To tackle the computational complexity of (2), we follow
an iterative approach to find C-RAN UAF, i.e., α and F,
and power transmission of each RRH, i.e., P [28]. This
iterative approach contains two layers where at higher-layer
two steps exist: 1) the user-association problem is solved for
C-RAN UAF vectors as the optimization variables for a given
(fixed) power allocation, and 2) the power-allocation problem
is solved to get optimal power from the obtained C-RAN UAF
vectors in 1). We run the whole algorithm iteratively until we
reach to an optimal C-RAN UAF and power allocation. This

sequential resource allocation can further be explained as

α(0),F(0)→ P(0)︸ ︷︷ ︸
Initialization

→ . . .α∗(t),F∗(t)→ P∗(t)︸ ︷︷ ︸
Iteration t

→ α∗,F∗ → P∗︸ ︷︷ ︸
Optimal solution

,

where t > 0 is the iteration index. Also, α∗(t), F∗(t) and
P∗(t) are optimal values obtained at the iteration t from convex
transformation of related optimization problems in each step.
The iterative procedure is stopped when

‖α∗(t)−α∗(t− 1)‖ ≤ ε1,

‖F(t)∗ − F(t− 1)∗‖ ≤ ε2, and, (3)
‖P∗(t)− P∗(t− 1)‖ ≤ ε3,

where 0 < ε1 � 1, 0 < ε2 � 1 and 0 < ε3 � 1.
Notably, both the C-RAN UAF and power allocation prob-

lems are still non-convex and suffer from high computational
complexity. To solve them efficiently, at the lower-layer of
proposed algorithm, we apply complementary geometric pro-
gramming (CGP) to each step [9] where via different transfor-
mations and convexification approaches, the sequence of lower
bound GP based approximations of the problem is solved (See
Appendix A). Therefore, within each step, another iterative
algorithm is applied to convert the non-convex optimization
problem to its lower-bound GP based problem in each iteration
which has been called lower-layer of the algorithm in this
paper. In fact, the outer iterative algorithm is considered as
being in the higher level, while the inner iterative algorithms,
used to solve the sub-problems 1 and 2, belong to the lower
level. Before explaining the details of the user-association and
power allocation problem and their solutions, we first review
the mathematical preliminaries required to solve the problems
in each step in the lower-layer.

A. C-RAN UAF Allocation Algorithm

This problem finds the optimal values of α(t) and F(t)
at each iteration t for users with fixed values of P(t). In this
case, assuming a high signal-to-interference-plus-noise ratio
(SINR) scenario, we have

R̃j,n(α,F) ≈ Fnαj,n log

(
Mj − Uj + 1

Uj
γj,n(t)

)
,

in which γj,n(t) =
Pj(t)gj,n

1+
∑
j′ 6=j

Pj′ (t)gj′,n
is the SINR of user n at

RRH j ∈ J and it has a fixed value for this step. Consequently,
the optimization problem related to this step is

max
α,F

∑
j∈J

∑
n∈N

R̃j,n(α,F), (4)

subject to : C1 − C7.

In (4), the only optimization variables are α and F, and
therefore, (4) has less computational complexity compared to
(2). However, it still suffers from relatively high complexity
due to the integer optimization variable α and the non-
convex objective function (4). To overcome the computational
complexity of (4), we first relax the C-RAN UAF variables as
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αj,n ∈ [0, 1] and f bn ∈ [0, 1]. Also, based on the following
proposition, we convert (4) into the GP formulation.

Proposition 1: The DC approximation of R̃j,n(α,F) at
iteration t1 is

R̃j,n(α,F) ≈Fn(t1)αj,n(t1)[log(Mjγj,n(t1))− log(Uj(t1 − 1)

− βj,n′(t1) + βj,n′(t1 − 1)], (5)

where
βj,n′(t1) =

∑
n′∈N

αj,n′(t1)∑
n′∈N

αj,n(t1 − 1)
,

and
βj,n′(t1 − 1) =

∑
n′∈N

αj,n′(t1 − 1)∑
n′∈N

αj,n(t1 − 1)
.

Proof. See Appendix B.

Based on (5), we can derive the GP counterpart of (4) for
each iteration of Algorithm 1 proposed in Table III-B. To
obtain a standard GP formulation, the equality constraints in
C3 and C7 should involve only monomial functions. In the
following, we first relax the variables and then apply iterative
AGMA technique to have the monomial approximation for
C3 and C7. Also, we show how we can convert the objective
function of (5) into the standard form of GP.

Proposition 2: Consider a positive auxiliary variable x0

and a very large constant value Λ1 � 1. The GP based
reformulation of (4) for each iteration t1 is

O1(α,F) : min
α

x0(t1), (6)

subject to :C01,C1,C21,C31,C4,C51,C6,C7,

where

C01 : (Λ1 + T1)

[
x0

a0(t1)

]−a0(t1)

T2T3 ≤ 1,

where

T1 =
∑
j∈J

∑
n∈N

Fn(t1)αj,n(t1)(log(Uj(t1 − 1) + βj,n′(t1)),

T2 =
∏

j∈J ,n∈N

[
Fn(t1)αj,n(t1) log(Mjγj,n(t))

aj,n(t1)

]−aj,n(t1)

,

T3 =
∏

j∈J ,n∈N

[
Fn(t1)αj,n(t1)βj,n′(t1 − 1)

bj,n(t1)

]−bj,n(t1)

.

C21 :
∏
n∈N

[
αj,n

zj,n(t1)

]−zj,n(t1)

≤ 1,

C31 : Fn
∏
b∈B

[
f bn

qbn(t1)

]−qbn(t1)

≤ 1,

C51 : Fn
∏
j∈J

[
αj,n

vj,n(t1)

]−vj,n(t1)

≤ 1,

with the following new variables

a0(t1) =
x0(t1 − 1)

ã0(t1)
, (7a)

aj,n(t1) =
Fn(t1 − 1)αj,n(t1 − 1) log(Mjγj,n(t))

ãj,n(t1)
, (7b)

bj,n(t1) =
Fn(t1 − 1)αj,n(t1 − 1)βj,n′(t1 − 1)

b̃j,n(t1)
, (7c)

qbn(t1) =
f bn(t1 − 1)∑

b∈B
f bn(t1 − 1)

, (7d)

vj,n(t1) =
αj,n(t1 − 1)∑
j∈J αj,n(t1 − 1)

, (7e)

zj,n(t1) =
αj,n(t1 − 1)∑
n∈N αj,n(t1 − 1)

, (7f)

where

ã0(t1) = x0(t1 − 1) +
∑
j∈J

∑
n∈N

Fn(t1 − 1)αj,n(t1 − 1)×

(log(Mjγj,n(t)) + βj,n′(t1 − 1)) ,

ãj,n(t1) = x0(t1 − 1) +
∑
j∈J

∑
n∈N

Fn(t1 − 1)αj,n(t1 − 1)×

(log(Mjγj,n(t)) + βj,n′(t1 − 1)) ,

and

b̃j,n(t1) = x0(t1 − 1) +
∑
j∈J

∑
n∈N

Fn(t1 − 1)αj,n(t1 − 1)×

(log(Mjγj,n(t)) + βj,n′(t1 − 1)) .

Proof. See Appendix C.

Now, the optimization problem O1(α,F) can be effectively
solved by an available numerical algorithm for GP or on-line
available softwares such as CVX [11] which is deployed for
this paper to derive the optimal solution of (6).

B. Power Allocation Algorithm
In this section, based on fixed values of α∗(t) and F∗(t), we

propose an algorithm to solve the power allocation problem.
Assuming a high SINR scenario, the optimization problem for
power allocation is

max
P

∑
j∈J

∑
n∈N

R̃j,n(P), (8)

subject to : C1.

Similar to the problem (4), the problem (8) can be translated
to its GP counterpart and the iterative algorithm can be applied
to solve (8). The GP transformation of (8) is

O2(P(t)) : min
P

∏
j∈J ,g∈G,n∈Ng

γ̂j,n(t),

subject to : C̃1(t),

where γ̂j,n(t) = 1
γj,n(t) =

1+
∑

j′ 6=j
Pj′ (t)gj′,n

MjPj(t),gj,n
and

C̃1(t) = Uj(t1)∗Pj ≤ Pmax
j , ∀j ∈ J .2

2Note that in constraint C̃1(t), the value of Uj(t1)
∗ is fixed and calculated

from the solution of UAF problem.
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Algorithm 1: UAF-C-RAN Association and Power Al-
location Iterative Algorithm
Initialization: Set t = t1 = 0, tmax, tmax

1 , Λ1 = 2000,
ε1 = ε2 = ε3 = ε = 10−4, P(t = 0) = Pmax

j /J ,
Repeat: t = t+ 1

Repeat: t1 = t1 + 1
Solve O1(α(t1),F(t1)) for α(t1) and F(t1).
Update CGP variables according to (7)

Until (||α(t1)−α(t1 − 1)|| < ε
and ||F(t1)− F(t1 − 1)|| < ε) or t1 ≥ tmax

1

Set α(t) = α(t1), F(t) = F(t1) and reset t1 = 0
Solve O2(P) for P(t).

Until (3) is satisfied or t ≥ tmax

Now, since O2(P(t)) is transformed into the GP, the CVX can
be applied to search for P∗(t).

The overall iterative algorithm to solve C-RAN UAF and
power allocation problem is summarized in Algorithm 1. At
first, all the required parameters such as iteration parameters
and initial values of power are set. Afterwards, in the main
loop, two subproblems, C-RAN-UAF and power allocation
problems, are solved iteratively until the convergence criteria
are met.

C. Sub-optimal Algorithm

As a measure of performance comparison of the proposed
algorithm in Algorithm 2, we choose the max SINR approach
for user association, where each user is assigned to the RRH
with highest average received SINR, similar to traditional
wireless networks such as 3G. Mathematically, max SINR
based user association problem can be obtained via modifi-
cations in (2) as

max
P,F

∑
j∈J

∑
n∈N

Rj,n(P,F), (9)

subject to : C1,C3 − C7,

where C2 is eliminated since α vector is not a variable
here and determined based on the maximum received SINR.
Since (9) has two sets of variables, i.e., P, F, it has less
computational complexity compared to (2) involving three
sets of variables. However, it still has a non-convex structure.
Again, we propose to decompose (9) into two sub-problems,
namely F allocation and power allocation, respectively.

The F allocation sub-problem can be written as

max
F

∑
j∈J

∑
n∈N

R̃j,n(F), (10)

subject to : C3 − C6.

To solve this problem, we apply the following proposition.
Proposition 3: Consider t3 as an iteration index, a positive

auxiliary variable y0(t3) and a very large constant value Λ2 �
1. For fixed value of Ψ = log

(
Mj−Uj+1

Uj
γj,n

)
, the GP based

reformulation for each iteration t3 is

O3(F) : min
F

y0(t3),

subject to : C02,C31, C̃52,C6.

Algorithm 2: Max SINR based User Association over
C-RAN Algorithm
Initialization: Set {t = t3 = 0, tmax and tmax

3 }, Λ2 =
2000, ε2 = ε3 = ε = 10−4, P(t = 0) = Pmax

j /J
Repeat: t = t+ 1,

Set α(t) according to maximum SNR approach.
Repeat: t3 = t3 + 1

Solve O3(F(t3)) for F(t3).
Update CGP variables according to (11) and (12)

Until ||F(t3)− F(t3 − 1)|| < ε or t3 ≥ tmax
3

Set F(t) = F(t3) and reset t3 = 0
Solve O2(P) for P(t).

Until (3) is satisfied or t ≥ tmax

where

C02 : Λ2

[
y0(t3)

a1(t3)

]−a1(t3) ∏
j∈J ,n∈N

[
Fn(t3)αj,nΨ

wj,n(t3)

]−wj,n(t3)

≤ 1.

C31 : Fn
∏
b∈B

[
f bn

qbn(t3)

]−qbn(t3)

≤ 1

C̃52 : Fn ≤
∑
j∈J

αj,n,
3

and

a1(t3) = (11)
y0(t3 − 1)

y0(t3 − 1) +
∑
j∈J

∑
n∈N

Fn(t3 − 1)αj,n(t3 − 1)Ψ
,

wj,n(t3) = (12)
Fn(t3 − 1)αj,n(t3 − 1)Ψ

y0(t3 − 1) +
∑
j∈J

∑
n∈N

Fn(t3 − 1)αj,n(t3 − 1)Ψ
.

Proof. See Appendix D.

The power allocation problem for this case can be solved
similar to O2(P(t2)). The iterative algorithm to solve (9) is
summarized in Table III-C, which is similar to Algorithm 1
except that, in the main loop, α is not a variable. In the
following section, via simulation results, we will compare
performance of the proposed algorithms in Sections III-B and
III-C.

IV. SIMULATION RESULTS

This section presents a comprehensive analysis of proposed
user association algorithm via simulation results done in
Matlab. We consider N = 12 users located at random positions
inside the region of 4 × 4 km2 served by J = 4 RRHs. The
values of maximum BBU load, transmission front-haul link
limitation and load balancing factor are randomly chosen for
each simulation such that Umax

b , T bj ∈ {3, 10} and wbn ∈ {1, 6}.
Furthermore, we set total number of BBUs (B = 4), number
of antennas for each RRH (M = 200), maximum power

3Note that in the constraint C̃52, αj,n is a fixed variable calculated based
on the max SNR approach, and hence, it is a valid posynomial function.
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Fig. 2. Throughput versus N with M = 200, J = 4, and (a) random user locations, (b) fixed user locations
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Fig. 3. Throughput versus M with J = 4 and (a) N = 12, random user locations, (b) N = 14, fixed user locations

transmission limit (Pmax = 0 dB), Λ1 = Λ2 = 2000, and
ε1 = ε2 = ε3 = 10−3 unless otherwise stated. The path-loss
from a RRH to j to user n, located at a distance dj,n from
RRH, is modeled as gj,n = 1

1+(dj,n)4 [5]. For scenarios with
random location of users, the simulations results are averaged
over 100 random realizations, while for scenarios with fixed
user locations, the results are averaged over 50 rounds.

To evaluate the performance of Algorithms in Table III-B
and III-C, we consider two scenarios: non-uniformly dis-
tributed cell-edge users where users are only distributed at
the edge of cell of each RRHs; and uniform where users are
uniformly distributed in the entire cell of each RRH.

Fig. 2a illustrates total throughput versus total number
of users for Algorithm 1 and 2, where user locations are
randomly generated in each simulation round. From Fig.
2a, the total throughput increases with increasing number
of users for both approaches as expected from multiuser
diversity gain [12]. The higher number of users enhances
the opportunity for network to associate more users with

better channel gains to the RRHs, thereby increasing the total
throughput of network. The results are also obtained for a
scenario with fixed user locations shown in Fig.2b. Unlike
Algorithm 1, the performance of Algorithm 2 degrades by
increasing the number of users for N > 10. The reason is
that a larger number of users causes overloaded RRHs which
consequently leads to throughput degradation.

Similar to the effect of number of users, the total throughput
increases with increasing number of antennas as shown in
Figs. 3a and 3b. This is due to the property of multiplexing
gain in massive MIMO where the higher number of antennas
exploits the multi-path characteristics of wireless channels to
transmit parallel streams and multiply the received informa-
tion via the phenomenon of beam-forming. The results in
Fig.3a with random values of Umax

b , T bj and also random
user locations indicate that Algorithm 2 has a slightly lower
performance than Algorithm 1 for the following reasons:

• With Algorithm 2, users are associated to the RRHs
based on the maximum SINR. However, due to the front-
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Fig. 4. Rate versus maximum load allocation limit for N = 12, M = 200,
J = 4 for non-uniformly distributed cell-edge users

haul link capacity limitation, some of them may not be
connected to the network.

• For a large front-haul capacity, based on (1), the achiev-
able rate of an RRH depends on the number of users
associated to that RRH. In other words, the term (Mj −
Uj + 1)/Uj plays a major role in this condition. In
the case of overloaded RRHs, it can be shown that
increasing number of users associated to an RRH leads
to performance degradation for the RRH at some point.

The superior performance of Algorithm 1 is more pronounced
in the case of larger number of users or lower front-haul link
capacity as shown in the Fig. 3b with N = 14, Uj = [6](4×4),
and fixed user locations. It is noted hat the obtained rate is
affected by the user-location setting. In fact, the rate depends
on how evenly the users are distributed.

Fig. 4 demonstrates the effect of maximum load allocation
limit on the total system throughput. Note that the maximum
load allocation Umax

b for each BBU in the simulation run is
randomly generated in the range from 1 to UpperLimit-Umax

b ,
shown in the x-axis values in Fig. 4. It is observed that with
increasing the range of Umax

b , the total throughput increases.
This is because the higher maximum load allocation limit
increases the capacity of network to support more users as
the load capacity of each BBU is increased. Algorithm 1
outperforms Algorithm 2, indicating the necessity of UAF
over limited BBUs capacity in C-RAN. Furthermore, with
increasing Umax

b the performance gap between Algorithm 1
and 2 reduces. The reason is that in Algorithm 2, the users are
associated to the RRHs based on their received SINRs. Thus,
the numbers of users associated to RRHs (or the network load)
are not balanced among RRHs. Moreover, there are limitations
for each RRH-BBU pair, in constraint C4 and for each BBU in
constraint C6. Consequently, for an RRH with a large number
of associated users, the performance of Algorithm 2 can be
low if its front-haul links with the high capacity are connected
to low capacity BBUs. Due to constraint C6, some users can
be left without any BBU support, i.e. fn = 0. However,

Algorithm 1 jointly allocates the parameters. Therefore, the
performance gap between Algorithm 1 and 2 becomes large
for small value of Umax

b . However, for the case of larger Umax
b ,

more users can be supported by each BBU, and Algorithm 2
can offer a better performance.

Figs. 5a and 5b show the cumulative distribution function
(cdf) of total throughput for the scenarios of non-uniformly
distributed cell-edge users and uniformly distributed users, re-
spectively. It is observed that in both the scenarios, Algorithm
1 offers better performance than Algorithm 2. However, the
performance gap between the two algorithms in the scenario
of non-uniformly distributed cell-edge users is larger than that
in the scenario of uniformly distributed users, and it increases
further with increasing number of users as shown in Fig. 5a.
For instance, in Fig. 5a, when N = 20, Algorithm 2 has
lower throughput of 27 bps/Hz as compared to 32 bps/Hz with
Algorithm 1 at CDF value of 0.5. This is because when users
are located near edges and the network is more congested
(higher number of users, e.g., N = 20), induced interference
to the users of each RRH by other RRHs is increased. In
these scenarios, based on the simulations Algorithm 1 can
manage the interference more effectively than Algorithm 2
and consequently, Algorithm 1 attains the higher throughput
than Algorithm 2.

Fig. 6 shows the total throughput of network versus T bj -
limit, for N = 14 and fixed user locations. In each simulation
round, the values of T bj are randomly chosen from range of
1 to T bj -limit shown on the x-axis in Fig. 6. As observed,
with increasing T bj , the throughput of both Algorithms 1
and 2 increases since more users can be supported by each
front-haul link, and hence the probability that a user is
associated to the network due to larger front-haul link capacity
also increases. The results also highlight the inefficiency of
traditional approach (Algorithm 2) to deal with the limited
front-haul capacity as compared to Algorithm 1.

A. Computational Complexity

In this subsection, we analyze the computational complexity
of considered UAF and power allocation subproblems in the
proposed algorithm in Algorithm 1 via CVX[11]. CVX solves
GP problems with the interior point method. The required
number of iterations to solve this type of problem is log c/t0ρ

ε ,
where c is the total number of constraints, t0 is the initial
point for approximating the accuracy of interior point method,
0 < ρ < 1 is the stopping criterion for interior point
method and ε is used to update the accuracy of interior point
method[29].

The number of constraints for UAF and power allocation
problem is cUAF = 2J+3N+2B+1 and cPA = J , respectively.
The number of computations required for AGMA conversion
are iUAF = N(J + 1) + B + J and iPA = 1, respectively.
Note that the subscript UAF and PA denote parameters for
UAF and power allocation problems, respectively. Therefore,
the total number of computations for the proposed algorithm
in Table III-B
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Computational complexity=

iUAF× log(
cUAF/t

0
UAFρUAF

εUAF
),

iPA × log(
cPA/t

0
PAρPA

εPA
).

(13)

Based on the above analysis, it can be concluded that the com-
putational complexity of UAF and PA become O(NJ log(N+
J)) and O(log(J)), respectively. This implies that the com-
putational complexity of the sub-problems grows only quasi-
linearly. The simulation results in Figs. 7a and 7b confirm the
analytical analysis of computational complexity according to
(13). Similarly, Figs. 8a and 8b illustrate the computational
complexity of overall proposed algorithm as O(1) and O(N),
with respect to J and N , respectively.

V. CONCLUSION

In this paper, we investigated the user association problem
in a cloud RAN, equipped with massive MIMO under the
limited capacity of BBUs and front-haul links. In order to
reduce the computational complexity, we decomposed the
proposed problem into two subproblems: user association
factor (UAF) and power allocation. Eventually, a two-level
iterative algorithm for user association over C-RAN is devel-
oped by using different approximation, CGP and iterative
SCA techniques to reduce the computational complexity.
Performance of the proposed algorithm is evaluated and com-
pared with the traditional max-SINR based user-association
by simulation. Illustrative results show that the proposed
algorithm outperforms the traditional approach, especially,
for the case of non-uniformly distributed cell-edge users with
significant improvement in total achieved system throughput.
The simulation results reveal the effectiveness of the proposed
approach in dealing with interference between RRHs as well
as front-haul capacity limitation.

APPENDIX

A. CGP backgrounds
Geometric programming (GP) is a class of non-linear op-

timization problems, which can be solved very efficiently
via numerical methods [8]. Thus, a significant amount of
research has been done in order to convert the resource
allocation problems into GP problems, so that it becomes
computationally tractable [7], [8], [30], [31], [32].

The standard form of GP is defined as

min
x
f0(x), subject to: (14)

fi(x) ≤ 1, ∀i = 0, 1, . . . , I,

gj(x) = 1, ∀j = 0, 1, . . . , J,

where x = [x1, x2, · · · , xN ] is a non-negative optimization
variable vector, gj(x) for all j is a monomial function, i.e.,

gj(x) =
N∏
n=1

cjnx
ajn
n where cjn > 0, ajn ∈ <, and f0(x)



10

4 6 8 10 12
50

100

150

200

250

J

It
er

at
io

ns

 

 

UAF Alg.
Power Alg.

(a) versus J , N = 12

8 10 12 14 16 18 20

20

40

60

80

100

120

140

N

It
er

at
io

ns

 

 

UAF Alg.
Power Alg.

(b) versus N , J = 4

Fig. 7. Number of CVX Iterations for UAF and Power Allocation Algorithms

4 6 8 10 12
0

2

4

6

8

10

12

14

16

J

It
er

at
io

ns

 

 

Algorithm 1

(a) versus J , N = 12

4 6 8 10 12 14 16 18
2

3

4

5

6

7

8

9

10

N

It
er

at
io

ns

 

 

Algorithm 1

(b) versus N , J = 4

Fig. 8. Number of iterations for Algorithm 1

and fi(x) for all i are posynomial functions, i.e., fi(x) =∑Ki

k=1

N∏
n=1

ciknx
aikn
n . However, in (14), there are a lot of

restrictions on the equality and inequality constraints which
cannot be met for many practical problems related to the re-
source allocation of wireless networks such as the optimization
problem considered in this paper. For example, in some cases,
the equality constraints contain posynomial functions, inequal-
ity constraints present lower bound of posynomial function
or the posynomial functions contain negative coefficients. De-
pending on the nature of the optimization problem, these types
of problems belong to either one of classes of optimization
problems such as generalized GP, signomial programming or
complementary geometric programming (CGP). A CGP can
be presented as

min
x
F0(x), subject to: (15)

Fi(x) ≤ 1, ∀i = 1, . . . , I,

Gj(x) = 1, ∀j = 1, . . . , J,

where F0(x) = f+
0 (x) − f−0 (x), Fi(x) =

f+
i

(x)

f−
i

(x)
, i = 1, · · · , I

and Gj(x) =
gj(x)
fj(x) in which f+

0 (x), f−0 (x), i = 0, 1, · · · , I,
are posynomial functions, while gj(x) and fj(x) are monomial
and posynomial functions for j = 1, · · · J, [33], respectively.

One approach to solve (15) is to convert it into a se-
quence of standard GP problems [9] that can be solved to
reach a global solution. In other words, successive convex
approximation (SCA) is applied [34], [35], where the non-
convex optimization problem is approximated as a convex
problem in each iteration. Specifically, arithmetic-geometric
mean approximation (AGMA) can be applied to transform the
non-posynomial functions to posynomial form, i.e., Fi(x), and
Gj(x) to its monomial functions, respectively.

Using AGMA, at the iteration l, the approximated forms of
f−i (x) =

∑K−
i

k=1 g
i−

k (x) and fj(x) =
∑Kj

k=1 g
j
k(x) are

f̃−i (x(l)) =

Ki−∏
k=1

(
gi
−

k (x(l))

αi
−
k (l)

)αi−
k (l)

, (16)
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and

f̃j(x(l)) =

Kj∏
k=1

(
gjk(x(l))

ζjk(l)

)ζj
k
(l)

, (17)

where αi
−

k (l) =
gi
−

k (x(l−1))

f−
i

(x(l−1))
and ζjk(l) =

gj
k
(x(l−1))

fj(x(l−1)) . Now,

we have F̃i(x(l)) =
f+
i

(x(l))

f̃−
i

(x(l))(x(l))
and G̃j(x(t)) =

gj(x(t))

f̃j(x(t))

which are posynomial and monomial functions, respectively
[9]. Now, the optimization problem related to each iteration l
of (15) is

min
x(l)

Ξ + f+
0 (x(l))− f−0 (x(l)), (18)

subject to: F̃i(x(l)) ≤ 1, ∀i = 1, . . . , I,

G̃j(x(l)) = 1, ∀j = 1, . . . , J,

where Ξ � 1 is a sufficiently large constant which is added
to the objective optimization problem (18) to ensure that
the objective function is always positive [9]. However, the
objective function of (18) still cannot satisfy the posynomial
condition of (14). To reach the GP-based formulation for each
iteration, we introduce the auxiliary variable x0 > 0 for a
linear objective function and use it to transform (18) into

min
x0(t)

x0(l), (19)

subject to:
Ξ + f+

0 (x(l))

f−0 (x(l)) + x0

≤ 1,

F̃i(x(t)) ≤ 1, ∀i = 0, 1, . . . , I,

G̃j(x(t)) = 1, ∀j = 1, . . . , J,

where x0(t) = [x0(l), xn(l), · · · , x0(l)]. Similar to Fi(x), term
Ξ+f+

0 (x(l))

f−0 (x(l))+x0
can be converted into posynomial function via

AGMA, and finally, the resulting optimization problem has
a GP-based structure and can be solved by efficient numerical
algorithms [9].

It has been shown that the solution obtained by the iterative
algorithm based on the approximation of problem (15) into its
GP based approximation has a very close performance to the
optimal solution [9].

B. Proof of Proposition 1

From the assumption of Mj � Uj(t1), we will have
Mj−Uj(t1)+1

Uj(t1) ≈ Mj

Uj(t1) and the throughput can be approxi-
mated to

R̃j,n ≈ Fn(t1)αj,n(t1) log

(
Mj

Uj(t1)
γj,n(t)

)
. (20)

To convexity (20), we apply DC-approximation. Let rewrite
(20) as

R̃j,n(t1) ≈ (21)
Fn(t1)αj,n(t1) (log(Mjγj,n(t))− log(Uj(t1))) .

Consider linear approximation of log(Uj(t1)) as

log(Uj(t1)) ≈ log(Uj(t1 − 1))+ (22)

5 log(Uj(t1 − 1)(
∑
n′∈N

αj,n(t1)−
∑
n′∈N

αj,n(t1 − 1)),

where Uj(t1) =
∑
n′∈N

αj,n(t1)[36]. Further simplifying (22),

we reach to

log(Uj(t1)) ≈ log(Uj(t1 − 1))+ (23)∑
n′∈N

αj,n(t1)∑
n′∈N

αj,n(t1 − 1)
−
∑
n′∈N

αj,n(t1 − 1)∑
n′∈N

αj,n(t1 − 1)
.

Substituting (23) into (21), we will have (5).

C. Proof of Proposition 2
In order to solve (23) efficiently, we transform (23) into its

equivalent GP formulation. In this context, first, the max based
objective function is transformed to a minimization function
as shown below

min
α,F

∑
j∈J

∑
n∈N

−R̃j,n(α,F), (24)

subject to : C1 − C7.

Afterward, to obtain a standard GP formulation, the objective
function in (24) is transformed to a positive term. In this
context, we consider a sufficiently large constant term Λ1 and
positive auxiliary variable x0(t1) under the constraint

Λ1 −
∑
j∈J

∑
n∈N

R̃j,n(t1) ≤ x0(t1).

Equivalently, after substituting the value of R̃j,n(t1)
from (5), we obtain the following constraint C00 :

Λ1+
∑
j∈J

∑
n∈N

Fn(t1)αj,n(t1)(log(Uj(t1−1))+βj,n′ (t1))

x0(t1)+
∑
j∈J

∑
n∈N

Fn(t1)αj,n(t1)(log(Mjγj,n(t))+βj,n′ (t1−1))
≤ 1.

To this end, we reach to the following equivalent optimization
problem

min
α,F

x0(t1), (25)

subject to : C00,C1 − C7.

However, since constraints C00,C2,C3 and C5 in (25) do not
satisfy the properties of monomials and posynomials in GP
formulations, therefore we apply AGMA approximations to
these constraints and reach to O1(α, F).

D. Proof of Proposition 3
Similar to Appendix C, consider following equivalent min-

imization problem of (10)

max
F

∑
j∈J

∑
n∈N

−R̃j,n(F), (26)

subject to : C3 − C6.

In order to reach a standard GP formulation, we consider Λ2,
a positive constant term and y0(t2), an auxiliary variable to
define the following constraint

Λ2 −
∑
j∈J

∑
n∈N

Rj,n ≤ y0(t2).
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After substituting the value of R̃j,n(F) = Fn(t2)αj,nΨ in the
above constraint, we obtain

C002 :
Λ2

y0(t2) +
∑
j∈J

∑
n∈N

Fn(t2)αj,n(t2)Ψ
≤ 1,

where Ψ = log(
Mj−Uj+1

Uj
γj,n). The equivalent optimization

problem becomes

max
F

∑
j∈J

∑
n∈N

y0(t2), (27)

subject to : C002,C3 − C6.

By applying AGMA to (27), we reach to O3(F).
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