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Abstract 

Holographic Particle Image Velocimetry (HPIV) is potentially the best technique to 

obtain instantaneous, three-dimensional, flow field information. Several researchers have 

presented their experimental results to demonstrate the power of HPIV technique. 

However, the challenge to find an economical and automatic means to extract and process 

the immense amount of data from the holograms still remains. This thesis reports on the 

development of complex amplitude correlation as a means of data extraction. At the same 

time, three-dimensional quantitative measurements for a micro scale flow is of increasing 

importance in the design of microfluidic devices. This thesis also reports the investigation 

of HPIV in micro-scale fluid flow. 

The author has re-examined complex amplitude correlation using a formulation of scalar 

diffraction in three-dimensional vector space. Three-dimensional complex amplitude 

correlation has been implemented digitally to replace optical methods. However, the 

computation of three-dimensional complex amplitude correlation is intensive. A digital 

shearing method has been proposed and implemented for data extraction. It has been 

shown that all three components of particle image displacement can be retrieved using 

two-dimensional fast Fourier transform operations and appropriate co-ordinate 

transformations. Simulated and experimental results show that the digital shearing 

method has comparable accuracy to three-dimensional correlation but is significantly 

faster. 

The potential of the digital 11HPIV has also been investigated in this thesis. A forward

scattering microscopic holographic system was used to record three-dimensional images 

of interest. The whole optical field complex amplitude was then reconstructed by fast 

Fourier transformation based on a convolution approach. Vector cluster analysis method 

was used to assign the measured displacement to a velocity at a particular point in the 

flow. These techniques were demonstrated using a free jet flow in a microchannel. 
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Chapter 1: Introduction 

1.1 Overview of Optical Methods in Fluid Metrology 

Since the advent of the laser, optical metrology has played a major role in the 

understanding of fluid flow phenomena and the subsequent development of complex 

computational models. Laser Doppler Anemometry (LDA) quickly showed the power of 

optical metrology, allowing three-component (3C), time-resolved velocity measurements 

to be made at a single point in the fluid flow field (Yeh et al. 1964). This method relies 

on a direct measurement of the frequency shift that occurs when light is scattered from 

moving particles suspended in the flow. Recently, Doppler techniques have been used for 

whole field measurements. Doppler Global Velocimetry (DGV), also known as Planar 

Doppler V elocimetry (PDV), is another 3C velocimetry measurements technique which is 

capable of providing planar velocimetry measurements (Meyers 1995). This method 

usually uses an absorption edge of an iodine filter to demodulate Doppler scattered light. 

Finally, Combined LDA and Optical Coherence Tomography (OCT), Doppler OCT has 

been demonstrated as a means to measure velocity in different planes through a volume 

of fluid (Chen et al. 1997). 

Although whole Laser Doppler techniques have much potential, Particle Image 

Velocimetry (PN) is the preferred technique for simultaneous two-dimensional (2D) 

measurement of fluid velocity (Adrian 1991 ). In essence PN employs laser light sheet 

imaging (using photographic films or digital cameras) to measure the two in-plane 

components (2C) of fluid velocity from a single plane in a flow. The component of out

of-plane velocity cannot be measured directly, but can be derived from the planar 
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measurements in a stereoscopic set-up (Prasad et al. 1993). The development of PN 

clearly marks a significant advancement in experimental fluid mechanics from single

point to multi-point velocity measurement (Adrian 1997). This progress, however, is only 

half-way towards the full-field three-component measurement of turbulent flows. 

Attempts have been made to generalise planar PN techniques into volumetric field 

measurement through scanning (Bruecker 1995), however there are severe limitations in 

spatial and temporal resolution. Hence, planar PN techniques are unable to provide 

detailed space-resolved experimental data in highly transient and three-dimensional (3D) 

turbulent flows. 

Holographic Particle Image Velocimetry (HPN) is an emerging technology that provides 

instantaneous three-dimensional flow field information (Hinsch 2002). HPN works on 

holographic rather than photographic principles to record a 3D image. Holography is a 

method for recording and reconstructing the amplitude and the phase of a wavefield 

(Gabor 1948). A hologram is a recorded interference pattern between a wavefield 

scattered from the object and a coherent background, called reference wave. The 

processed interference pattern is used to reconstruct the original wavefield by 

illuminating it with a replica of the reference wave. HPN records the 3D information of 

particles in a fluid volume instantaneously on a double-exposure hologram (or two single

exposure holograms) separated by a short time lapse and generally reconstructs the 

particle images in a 3D space. From the reconstructed image field, the 3D velocities of 

these particles in the volume can be obtained. Based on the 3D nature of the holographic 

image as well as advanced image processing technology, HPN is the most promising 

candidate for the next generation full-field velocimetry that can measure high spatial 

resolution of instantaneous 3D velocity fields. Table 1.1 shows a comparison of various 

techniques for optical flow velocimetry and their attainable dimensions of data space 

(Hinsch 1995). 

1-2 
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Table 1-1 Techniques for optical flow velocimetry 

11easurementtechniques Velocity components Spatial dimensions 

LDA 1 0 

3DLDA 3 0 

PlY 2 2 

Stereoscopic PlY 3 2 

HPlV 3 3 

1.2 Research objectives 

The research of this thesis was motivated by the desire to develop an automatic, three

component velocity measurement system for the efficient and accurate study of three

dimensional fluid flow. A number of research groups (Hinsch et al. 1990; Coup land et al. 

1992; 11eng et al. 1993; Barnhart et al. 1994) have investigated HPN as a means to make 

three-component velocity measurement from a three-dimensional volume of interest. 

Over the past decade, several groups (Herrmann et al. 2000; Pu et al. 2000; Bamhart 

2001; Sheng et al. 2001) have successfully produced instantaneous, high-spatial 

resolution, volumetric field measurement of turbulent flow. It is clear that the enormous 

potential of HPlV has been demonstrated, however, the challenge of how to find an 

economical and automatic means to extract and process the immense amount of data from 

the holograms still remains to be overcome before the method reaches the level of 

maturity ofLDA or PlY. 

1-3 



Chapter 1 Introduction 

The main aim of this thesis is to examine a high speed digital analysis approach to 

extracting 3C-3D data from holograms. The method proposed in this thesis is called the 

digital shearing method, which is based on complex amplitude correlation (CAC) theory 

(Coupland et al. 1992). 

The formidable cost and the technical complexity of film-based HPN systems have also 

hampered the wide application of HPN in practice. For this reason many researchers 

have replaced holographic films with a digital camera (Hinsch 2002; Meng et al. 2004). 

Digital HPN directly records a time series of holograms onto a CCD sensor and 

reconstructs the 3D flow field numerically. It benefits from the simplicity of hardware 

and the ease of operation with which digital images can be transferred to a computer for 

further analysis. For the most part in digital HPN, a small numerical aperture (NA) 

recording has been used to record the large flow. This means recordings are generally low 

resolution and measurements are possible on a sparse grid. It is possible, however, to 

make high numerical aperture recordings provided that the field is limited in spatial 

extent. With present recording capability this means a flow field of the order of 

0.5x0.5x0.5mm3 can be recorded. Interestingly, flow fields of this scale have recently 

become of major interest with the development of so-called lab on a chip technologies 

and microfluidics. The other aim of this thesis therefore is to investigate digital HPN for 

the measurement of micro-scale flow structures. This is called digital Micro Holographic 

Particle Image Velocimetry (f.i}IPN). The techniques of digitalJ.!HPN and CAC are then 

demonstrated by measuring the free jet flow in a micro-channel. 

The specific objectives of this thesis are summarized as follows: 

(I) Examination of the basic principles of CAC mathematically using a formulation of 

scalar diffraction in 3D vector space and implementation of 3D-CAC digitally; 

1-4 
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(2) Development, formulation and implementation of a new method, named the digital 

shearing method, to extract 3C-3D data from the holograms efficiently and accurately; 

(3) Evaluation of the performance of the digital shearing and 3D-CAC methods in terms 

of their computational efficiency and measurement accuracy; 

(4) Exploration of digital JlHPIV for the 3C-3D measurement of flow structures within 

micro-fluidic devices; 

(5) Application of digital JlHPIV and CAC to measure the free jet flow in a micro

channel. 

1.3 Outline of the thesis 

There are six chapters in this thesis. Each chapter starts with an introductory section and 

is concluded with a summary of the chapter and references. Generally each chapter 

follows a structure of review, related theory, development and implementation, results 

and discussion. 

Chapter 2 reviews various HPIV measurement techoiques as they have been developed 

for the study of fluid mechanics. In particular, quantitative analysis of particle holograms 

is examined including particle tracking, particle intensity correlation and optical complex 

amplitude correlation. 

Chapter 3 presents the theoretical background of CAC for 3C-3D displacement 

measurement using a formulation of scalar diffraction in 3D vector space and 

implementation of 3D-CAC digitally. 

1-5 
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These are followed by the main investigation in Chapters 4 and 5. Chapter 4 introduces 

and defines a new measurement method based on CAC analysis, which is called the 

digital shearing method. It begins with the formulation and its fast implementation. Then 

the performance of the digital shearing and 3D-CAC methods, in terms of their 

computational efficiency and measurement accuracy, is evaluated. 

Chapter 5 explores digital J.!HPIV as a means to make 3C-3D measurements in micro

fluidics. The principle and practical issues of digital j.!HPIV are analysed. A micro-scale 

free jet fluid flow is measured and the experimental result is discussed. 

Finally, Chapter 6 presents a summary of the work covered by the thesis, lists and 

describes the contributions of the thesis and makes some suggestions for future work. 

1.4. References 

Adrian, R. J., 1991, "Particle-imaging technique for experiment fluid dynamics", Ann. 

Rev. Fluid. Mech., vol.23, p261-304. 
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velocimetry", Measurement Science and Technology, vol.8, pl393-1398. 
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Chapter 2 Literature Review of HPIV 

2.1. Introduction 

The purpose of this literature review is to provide a detailed account of the various HPIV 

measurement techniques as they have been developed for the study of fluid mechanics. 

Firstly, the historical foundations of HPIV in flow measurement are provided by section 

2.2. Then, research efforts undertaken to utilize the general methods of particle tracking 

and image intensity correlation for quantitative analysis of particle holograms are 

examined in sections 2.3 and 2.4, respectively. Section 2.5 reviews far-field 

interferometry and initial work on complex amplitude correlation (CAC) using optical 

methods, which is the basis of the theory proposed in this thesis. Finally, digital HPIV is 

examined in section 2.6, and leads to a discussion of the digital J.!HPIV system. 

2.2. Review of HPIV 

There are two basic HPIV configurations classified by the nature of the holographic 

scheme: in-line and off-axis holography. An in-line holographic system employs only one 

beam to produce both the object wave and reference wave, but off-axis holography 

introduces separate object beam and reference beam(s). In-line holography has the 

advantages of simplicity of optical geometry and low requirements for laser coherence 

and energy, but has severe drawbacks (Meng et al. 1993). Due to the superposition of the 

real image, virtual image and reference waves, together with recordings of light scattered 

from all the components along the optical path, excessive speckle noise is produced and 

interferes with the recognition of particle images. To improve the practicality of in-line 
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HPIV while maintaining its merits, efforts have been made to suppress the speckle noise 

and improve the signal-to-noise ratio (SNR) of the reconstructed particle images, e.g. the 

in-line recording and off-axis viewing technique (Meng et al. 1995). However, at a 

seeding density of no more than a few particles per mm3
, the unscattered waves that form 

the reference beam can be severely perturbed and the achievable spatial resolution of in

line HPIV is still far from resolving turbulent flows to the request level. 

Compared with in-line techniques, off-axis holography has several significant advantages. 

Firstly, off-axis holography tolerates higher seeding densities, which yields higher spatial 

resolution. Then, with proper design it resolves the overlapping real and virtual image 

problem and hence reduces the speckle noise substantially. This offers a much better 

image signal-to-noise ratio (SNR). Also the directional ambiguity problem inherent in 

double-exposure in-line HPIV can be solved by employing dual reference waves at 

different angles (Barnhart et al. 1993). These make off-axis HPIV a preferable 

configuration, which is employed in the work described in this thesis. 

Various more sophisticated off-axis methods have been proposed and implemented since 

the early years of HPIV development, that successfully tackle practical problems such as 

low scattering efficiency, inferior depth resolution or aberration in the reconstruction 

(Barnhart et al. 1994; Hinrichs et al. 1997; Zhang et al. 1997; Pu et al. 2000). Barnhart et 

al. developed a phase-conjugated, off-axis HPIV system, where two separate channels of 

near-forward scattering are used to achieve an effective large numerical aperture (NA) 

recording of particle images (Barnhart et al. 1994). Zhang et al. constructed a hybrid 

HPIV system, where two orthogonal views with forward scattering are implemented to 

overcome the large depth of focus. An optical high-pass spatial filter is utilised to remove 

the directly transmitting wave (de term) in the object beam (Zhang et al. 1997). Hinrichs 

et al. developed light-in-flight HPIV system with a backscattering geometry to efficiently 

suppress speckle noise (Hinrichs et al. I 997). Pu et al. reported the Gemini off-axis HPIV 
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system to use a double-referenced, off-axis holographic recording with 90° side-scattered 

particle illumination to obtain a large angular aperture and in situ reconstruction to 

minimize the aberration (Pu et al. 2000). The details of these methods will be introduced 

in the following sections. 

Once particle images have been reconstructed, the real challenge is to extract the particle 

displacement required to compute a velocity map. Most HPIV data extraction methods 

can be categorised into three types: particle tracking, particle image intensity correlation 

and complex amplitude correlation (CAC). Particle tracking and particle image intensity 

correlation are applied in a way similar to those in PIV. The choice of a processing 

technique primarily depends on the density of seeding particles. CAC is a unique method 

used in HPIV, which utilises both the amplitude and phase information to calculate the 

particle displacement. In the next three sections a comprehensive survey of published 

research in these fields, as they relate to the present thesis objectives, is presented. 

2.3. Particle tracking 

Particle tracking (Trolinger et al. I 969) is the most basic technique to extract the 

displacement vectors from particle images. It depends on the idea of following the 

movement of individual particles in consecutive image frames separated by a small time 

interval. In the particle tracking process, the positions of individual particles within a 

recorded image are first identified and then cross-matched with a particle record taken 

from a different instant of time. By locating the matched particle pair positions, the 

displacement between the matched particle pair positions can be obtained. The particle 

velocity is finally determined by dividing the displacement by the time interval between 

the two recordings. 
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The computationally intensive processing operations required to track many particles in a 

3D volume restricted the development of particle tracking for practical holographic 

velocimetry. Relatively, few papers were published concerning holographically recorded 

flows with automatic particle tracking procedures after the initial developments of 

holographic particle measurement were made in the sixties. By the early 1990s, computer 

and image processing techniques had advanced sufficiently to perform most of the 

requirements of holographic particle studies, which led to renewed efforts by researchers 

to develop holographic velocimetry further. Berne! et al. achieved one of the first truly 

successful three-component, volumetric measurements with holographic particle tracking 

(Berne! et al. 1993). In their experiment two orthogonal in-line holographic recordings 

were used. Glass micro-balloons with a size of 15-20 micron were seeded in air and 

illuminated with a copper vapour laser. By using two orthogonal views, they could obtain 

all three displacement components with high measurement resolution. Quantitative 

volumetric plots of three-component velocity were displayed in their published results, 

which contain many hundreds of individual vectors in each plot. However, these 

measurements still relied on a human operator to identify the particle positions within the 

holographic images. Their semi-automated methods could process roughly 200 vectors 

per hour. Obviously, further research efforts were required to increase the processing 

speed and efficiency of particle tracking. 

Trolinger et al. reported their research results taking place aboard the space shuttle in a 

micro-gravity environment (Trolinger et al. 1997). Trolinger's team used multiple 

holographic frames to track the volumetric time sequence of particle events. They 

developed an automatic procedure to locate, size, and track the particles between the 

sequences of holographic frames. Although the velocity measurements were somewhat 

sparse in number, they had successfully demonstrated an important practical 3D 

application of quantitative holographic particle tracking for their unique research 

objectives. 
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Holographic particle tracking methods had also been applied to the measurement of pipe 

flow (Chan et al. 1998) and 3D sprays (Feldmann et al. 1998). 

Sheng and Meng presented a Genetic Algorithm Particle Pairing (GAPP) method for 

automatic particle pairing in holographic images (Sheng et al. 1998). They used the 

principles of fluid dynamics as its filtering criteria to pair a group of particles instead of 

statistical averaging. It was a suitable method for large velocity gradients and low particle 

density regions in a 3D volume. Their simulated experimental results demonstrated that 

GAPP had sufficient processing speed to measure 105 vectors per hour and was a 

promising practical alternative to correlation techniques for HPIV data processing. 

In some instances, particle tracking has been used after correlation processing to provide 

"super resolution" particle velocity maps. More recently, particle tracking in PIV has 

been named particle tracking velocimetry (PTV) (Stitou et al. 2001). PTV researchers 

have developed some new innovative particle tracking techniques, e.g. using fuzzy logic 

and neural networks (http://www.grc.nasa.gov/www/optinstr/piv/fuzzyptv.htm). Fuzzy 

logic techniques utilize a rule base (flow continuity) for allowed particle displacements. 

Particle pairs close together must move in similar directions and must have similar 

displacements. Neural network techniques for data extraction rely on training the nets to 

identify patterns. The nets must be trained on flows similar to those that they will be used 

to process. These methods can also be applied for extracting the individual particle 

displacements in HPIV. 
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2.4. Intensity correlation analysis 

Intensity correlation techniques in HPIV are based on the well-established correlation 

principles found in speckle photography and PIV. Speckle photography was originally 

developed to measure the surface displacement in solid mechanics (Burch et al. 1968). 

Later, the technique had been successfully applied to the measurement of fluid velocity 

fields and been renamed as speckle velocimetry (Dudderar et al. 1982; Halliwell 1982). 

As particles in fluid flows were illuminated by a light sheet it was noted that the image 

plane would contain images of individual particles. Once again the technique was re

named Particle Image Velocimetry (PIV) (Adrian 1984; Pickering et al. 1984) to 

distinguish it from speckle velocimetry. 

Intensity correlation techniques produce spatially averaged velocity estimates. Each 

image frame reconstructed from a hologram is divided into a grid of small sections 

known as interrogation areas, each containing particle images. By processing the image 

over a regular grid of small interrogation areas, a velocity vector map is generated. There 

are two correlation techniques that are used to process particle images: auto-correlation 

and cross-correlation. In auto-correlation technique a single hologram is double-exposed. 

The displacements are determined by computing the auto-correlation of the interrogation 

areas. Figure 2-1 shows a sample input double exposure interrogation area and the 

resulting auto-correlation plane output. In cross-correlation, two single exposure 

holograms revealing the positions of tracer particles within a fluid must be recorded a 

short time, ilt, apart. The corresponding interrogation areas within each of the two 

reconstructed images are then cross-correlated. The correlation produces a signal peak, 

identifying the common particle displacement. Figure 2-2 shows a pair of input single 

exposure interrogation areas and the resulting cross-correlation output plane. By scaling 

this displacement by the magnification of the camera lens and dividing by ilt, an average 

velocity for the fluid within the interrogation area can be obtained. This process is 
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repeated at each grid point within the image, resulting in a map of velocity vectors to 

describe the flow. 
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The concept of particle image intensity correlation was extended to holographic particle 

measurements at the start of the nineties (Hinsch et al. 1990). Initially, the technique 

retained its 20 nature, but was extended to a light-sheet recording with off-axis 

holography. However, the holographic recording of light sheets had some added 

advantages. As a laser source with limited coherence was used, several image planes were 

simultaneously recorded by an off-axis hologram without adding additional image noise 

from the superimposed images. In doing this, Hinsch had partially extended the principles 

of PIV into three dimensions, but only measured two components of displacement. More 

importantly, the application of particle image intensity correlation techniques to 

holographic velocimetry made it possible, for the first time, to produce fully automatic 

velocity vector analysis of particle holograms (Barnhart 2001). Other researchers soon 

reported their initial works on intensity correlation based HPIV techniques to measure 

three components of displacement in 3D space. Many of the studies were based on some 

form of stereoscopic viewing of the particle images (Barnhart et al. 1993; Hinsch et al. 

1993; Hussian et al. 1993; Katz et al. 1993), while some also considered the use of two 

orthogonal-view holograms (Hussian et al. 1993; Katz et al. 1993). 

In 1994, Barnhart et al. reported a fully automatic volumetric holographic system that 

was capable of measuring almost a million 3C velocity vectors from a single hologram 

(Barnhart et al. 1994). The system employed a double reference beam resulting in cross

correlation image analysis. An important aspect of the system was its use of stereo

projected image-plane holographic recording combined with phase-conjugate 

reconstruction through the recording camera optics to cancel the optical aberrations. This 

requires placing everything, including the original flow medium and its window, which 

appeared between the particles and the hologram during the recording, back into the 

reconstruction system. The system employed a parallel computer that could perform the 

complete automatic hologram analysis within a single day (0.5 million vectors in 10 

hours). 
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In 1995, Meng et al. reported a special holographic velocimetry system (Meng et al. 

1995). The method used the in-line single-beam holographic recording with off-axis 

stereo viewing. Image intensity correlation was used in the hologram analysis for regions 

of the hologram with a sufficiently high SNR. Manual assistance particle tracking was 

used for regions with a low SNR, so Meng' s method was not entirely automated. 

However, it demonstrated for the first time the in-line production of high-quality 3D 

velocity measurements based on image intensity correlation. The work has been further 

developed recently and will be discussed in detail at the end of this section. 

Two years later, Zhang et al. reported a hybrid correlation-based HPIV system (Zhang et 

al. 1997). The holographic arrangement used two orthogonal off-axis views with forward 

scattering. An optical high-pass filter was introduced to remove a large portion of the 

background light before it reached the holographic plate. The two orthogonal-crossed 

holographic arrangements maximised the displacement measurement resolution. One of 

the special features of this technique was its method of data extraction. The holographic 

image volume was sampled with a series of planar slices. Each planar slice was composed 

of 270 image frames taken by a CCD camera. Unusually, each of the 270 image frames 

digitized from a slice were then patched together to form a single image. The auto

correlation method was then performed with windowed sections of the compressed image 

to produce the two-dimensional vector data. 800,000 final velocity vectors each for both 

viewing directions were obtained, which took more than 200 hours. Although this 

technique may have offered greater flexibility during the correlation analysis procedures, 

it came at the expense of a large image data storage requirement. A recent development 

was to modify the setup for a simpler layout (Sheng et al. 2001). 

Meanwhile, Hinsch and Hinrichs's research group demonstrated the ability of light-in

flight HPIV technique (Hinrichs et al. 1997). The most important advantage of light-in

flight holography was its tolerance to image noise and its ability to isolate particle 



Chapter 2: Literature Review of HPIV 2-10 

information at different depths. This was a natural consequence of the limited coherence 

light source coupled with a carefully arranged recording geometry. Herrmann et al. 

reported the use of traditional 2D cross-correlation analysis in order to extract two 

components of velocity field data at different 3D surfaces in space (Herrmann et al. 

2000). In later work, a 3D grey-value cross-correlation was performed on each 

128x128x128 pixels-sub-volume to extract 3C-3D velocity field (Hermann et al. 2002). 

More than 13GB of image data were scanned and 16,640 vectors were finally obtained. 

Due to the need to move the circular aperture over the hologram, reconstruction was a 

time-consuming operation, taking over 35 hours. 

Lozano et al. reported another related HPIV effort in 1999 (Lozano et al. 1999). In their 

work, the flow illumination was directed parallel with the holographic plate and particle 

side-scatter was recorded by the hologram. The virtual particle image was then 

reconstructed by placing the recorded hologram back into the original recording system. 

Later on, the reconstructed virtual image was used for correlation analysis. As the double

exposed hologram was recorded with different reference wave directions, the images 

could be separated for cross-correlation analysis. They presented the results of 2C 

measurements at simultaneous, multiple planes in space. However, they did not attempt to 

obtain all three components of the displacement. 

Recently, a Gemini off-axis HPIV system has been developed by Pu et al. (Pu et al. 

2000). Their technique used two reference beams with 90° scattering particle 

illuminations to record the hologram, which was the same setup as Lozano's. However, 

reconstruction was accomplished in situ by placing the recorded hologram back with its 

orientation reversed 180°. In this case, the real particle image was created from the 

hologram. The reconstructed particle image was then systematically scanned at regularly 

spaced planar slices, to make up the 3D sub-volumes of image for further processing. 
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The method used by Pu et al. for displacement extraction was actually a novel mixture of 

particle intensity correlation and particle tracking. In the frrst stage of displacement 

extraction, the 3D particle centroid was calculated from the stacked image slices. Once 

this had been implemented, the memory-intensive stacks of particle image slices were 

discarded. Remaining displacement analysis was carried out with the particle centroid 

data. In the second stage of displacement extraction, a special type of 3D particle 

intensity correlation, "concise cross-correlation" (CCC), was performed. This form of 

intensity correlation worked directly with a subset of the particle centroid position data to 

extract a 3C displacement vector. After this, in the third stage, the spatial measurement 

resolution was increased by a repeated analysis of the particle centroid data using the 

correlation-derived displacement to help extract the individual particle-pair 

displacements. Finally, in the last stage of the displacement analysis, the randomly 

distributed particle-pair displacement data was mapped into a higher density, regular grid 

of interpolated points to make further calculations more manageable. As a consequence, 

the technique utilised the robust characteristics of particle intensity correlation together 

with the higher spatial resolution inherent in particle tracking. 

This system has demonstrated a number of innovative features regarding the automatic 

extraction of the velocity vector that are important advancements for intensity-based 

holographic velocimetry. However, the authors reported that the correlation processing 

time for 12,000 interrogation cells took 50 hours in 1997, but also indicated that it had 

since been decreased to roughly 7 hours. 
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2.5. Optical complex amplitude auto-correlation 

In this section, quantitative analysis to extract 3C-3D displacement from a hologram by 

the technique of complex amplitude correlation (CAC) will be examined in detail since it 

is fundamental to the end-product of this thesis. 

2.5.1 Far-field interferometry 

Traditionally, holographic interferometry has been used to measure object displacement. 

In this way, it is found that fringes are observed on the surface of an object if it is viewed 

through part of the aperture of the hologram. However, if a pin-hole is used to select a 

small part of the reconstructed wavefront, then curved fringes appear in the aperture of 

the hologram that allows 3D measurement of object displacement. This technique is 

called far-field interferometry (Barnhart 2001). 

The development of far-field holography began in 1969 (Tsujiuchi et al. 1969). Their 

work demonstrated most of the basic principles important to far-field interferometry. 

However, the authors did not report any quantitative measurement results in their paper. 

Far-field interferometry was firstly applied to holographic particle velocity measurement 

in 1979 by Ewan (Ewan 1979) and was further developed by Malyak et al. (Malyak et al. 

1983, 1984). In many respects, the velocity measurement research of Ewan and Malyak 

were the same techniques found in speckle image correlation and PIV techniques. 

However, it is clear that Ewan and Malyak were aware of the technique's potential for 3C 

velocity measurement. 

Far-field interferometry offered a significant difference from intensity-based 

measurement techniques. Whilst these latter techniques recorded the flow 

photographically, with analysis of the intensity information, far-field interferometry was 

the only method that directly recorded the scattered phase information from the particles 

as well. Nevertheless, all of the previous researchers of far-field interferometry had 
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clearly not utilized this unusual asset, which could have directly provided all three 

components of the displacement. 

In 1986, Vlad et al reported their attempts at using far-field interferometry for 

quantitative 3C displacement measurement (Vlad et al. 1986). They used an off-axis 

holographic recording system for solid displacement measurement. A personal computer 

was used to automate the process, which included digital quantitative displacement 

analysis of the far-field interference fringes. Although the paper discussed the quadratic 

phase of the holographic wavefronts (that will be shown to be an indication of out-of

plane displacement), the paper only presented in-plane displacement measurements. 

In 1997, Amara et al. published a paper concerning data extraction in far-field 

interferometry (Amara et al. 1997). A pinhole aperture was employed and placed in the 

reconstructed real image of the flow that was followed by a Fourier-transform lens. The 

far-field fringes were then projected onto a CCD camera sensor. The fringes were 

subsequently digitally analysed to extract three components of displacement. The 

reported quantitative measurements indicated a relatively poor displacement accuracy, 

which was shown to depend on the numerical aperture (NA) of the system. However, far

field interferometry appeared to be a promising technique for 3C displacement 

measurement. 
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2.5.2 Optical complex amplitude auto-correlation 

In the last section, research on far-field interferometry was reviewed. Some of the 

researchers were content with 2C measurements of displacement. Others simply gave up 

trying to extract the out-of-plane displacement. Obviously, there has been a consistent 

barrier toward 3C quantitative analysis of the far-field fringes (Barnhart 2001). The 

problem is that traditional quantitative techniques have never been very comfortable in 

the analysis of circular fringes. In particular, the direct measurement of fringe curvature 

has always been a source of trouble. However, such analysis was precisely required for 

the extraction of the out-of-plane displacement. 

Coupland and Halliwell recognised that fringe curvature could be measured easily by an 

optical Fourier transformation of the far-field fringe intensity profile. An optical complex 

amplitude correlation method was initially reported by them for 3C displacement 

extraction in 1992 (Coupland et al. 1992). In their method, a double-exposed hologram 

was used to record the particle field. The optically reconstructed real image was sampled 

using a small aperture, which effectively selected a small volume in the particle image 

field. The first-exposed optical wavefront and its shifted counterpart (second-exposed 

optical wavefront) emanating from the aperture were correlated in amplitude and phase 

by the optical Fourier transformation of the far-field fringe intensity profile (details will 

be given in Chapter 3). The output of complex amplitude auto-correlation was an optical 

field that appeared to contain three correlation peaks positioned along a line in 3D space. 

The central peak was a zero-order peak. Relative to the position of the central peak, two 

first-order peaks were situated at positions equal to the particle displacement. So it was 

possible to measure the full three components of velocity by locating the positions of 

these peaks in 3D correlation space. 
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There were two advantages in using optical complex amplitude correlation method. First, 

aberrations within the reconstructed image field no longer affected the displacement 

measurement accuracy (Coupland et al. 1997). They observed that the image of particles 

could be virtually lost through optical distortion but accurate particle displacement could 

still be extracted. The other was that for the first time the measurement of displacement in 

solid and fluid mechanics were no longer treated as separate items (Barnhart 2001). 

Following the proposals of Coup land et al., Barnhart et al. reported a new method, named 

"object-conjugate reconstruction (OCR)", that allows an image shift to be included in a 

convenient manner (Barnhart et al. 2000). The experimental techniques of OCR 

combined with optical complex amplitude correlation are explained below and shown 

schematically in Figure 2-3 and Figure 2-4 (Barnhart 2001). The theory of complex 

amplitude correlation will be discussed in Chapter 3. 

Two Converging 
Reference Waves 

Pinhole 

Fiber-optic Probe 

Figure 2-3 (a) Recording of hologram (b) Object-conjugate reconstruction of hologram 
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First of all, a double-exposure hologram is recorded by using two identical but laterally 

displaced converging reference waves at two different time instants, t1 and t2 (Figure 2-3 

(a)). The object image is then reconstructed using a diverging wave from a fibre-optic 

probe, which is placed in the original object space (Figure 2-3 (b)). This OCR 

configuration generates an image of the object space at two fixed points in space. These 

two fixed points are defined by the two previous points of focus of the recording 

reference beams. Analogous to methods used in planar PIV (Adrian 1986), the resulting 

reconstruction introduces a constant shift between exposures that provides a known bias 

displacement. This image shift not only resolves directional ambiguity of the object 

displacement, but also is essential to successful use of complex amplitude correlation if 

the object displacement is purely in the z (longitudinal) direction (Barnhart 2001). 
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Figure 2-4 Reconstruction geometry with fibre optic illumination probe 
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Data extraction from an OCR hologram is shown in Figure 2-4. An optical fibre, which 

is mounted on a three-axis motorized translation stage and placed in the object volume, 

re-illuminates the recorded hologram. The two displaced, real images are produced in the 

space surrounding the focal points of the original recording reference beams. A stationary 

pinhole aperture is placed in the region surrounding the focal points of the reference 

waves, followed by a Fourier transform lens and the camera. After the far-field fringes in 

the focal plane of the lens are digitized, the optical fibre is stepped through the object 

space of interest, progressively sampling at selected points in space. A significant 

advantage of this configuration is that the pinhole-lens-camera system remains fixed, 

while the lightweight, movable optical fibre position determines the sample measurement 

coordinates (Barnhart et al. 2002). 

After optical Fourier transformation of the sampled real image, the camera detects the 20 

power spectrum of the complex field emanating from the aperture. Finally, each sampled 

spatial power spectrum contains the necessary information to make a single 3C 

displacement measurement (Coup land et al. 1992). In its original form, optical correlation 

was demonstrated by using photographic film as a spatial light modulator. Later, a liquid 

crystal television was used in a purpose built processor {Barnhart 2001). The results 

clearly demonstrated that 3C fluid velocity data can be retrieved by using complex 

amplitude correlation. 
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2.6. Digital HPIV 

Although film-based HPIV is now reasonably mature it has only been adopted by a few 

research establishments because it is not user-friendly. The price of any gain in axial 

accuracy or information capacity of the holographic measurement is generally 

accompanied by an increase in system complexity; thus this technique becomes less 

attractive to general users (Meng et al. 2004). The newly emerged digital HPIV promises 

to revolutionize flow measurement and be become a practical 3D velocimetry tool. By 

replacing the holographic film with a digital camera, digital HPIV is likely to make 

holographic particle imaging a routine technique in much the same way as digital PIV 

had brought the PIV into widespread use a decade ago. 

Digital HPIV has become feasible as CCD cameras of sufficient resolution and 

sufficiently fast computers have become available. The holograms are recorded directly 

by the CCD and stored digitally. No film material involving wet-chemical or other 

processing is necessary. The reconstruction of the wave field, which is usually achieved 

optically by illumination of a conventional hologram, is performed by numerical 

methods. In addition to simplifying the HPIV operation, digital HPIV also expands the 

capability of the HPIV technique: 

(1) In the numerical reconstruction process not only the intensity, but also the phase 

distribution of the stored wave field can be computed from the digital hologram. This 

makes complex amplitude correlation for data extraction a method of choice. 

(2) Digital holograms can be pre-processed to remove noise and aberrations caused by 

any imperfect recording condition. 

(3) Digital HPIV is truly a 4D velocimetry technique with the cinematic recording 

capability of digital image sensors (Meng et al. 2004). 
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Numerical hologram reconstruction was initiated in the early 1970s (Kronrod et al. 1972). 

They sampled magnified parts of in-line and Fourier holograms recorded on a 

photographic plate. These digitized holograms were then reconstructed numerically. 

Some researchers improved the reconstruction algorithm and applied this method to 

particle measurement (Liu et al. 1987; Onural et al. 1987). 

A digitally recorded off-axis hologram was first presented using a Kodak Megapixel 

CCD camera (Schnars et al. 1994). The original purpose of this publication was to 

produce a qualitative proof-of-principle test that demonstrated the technical capability of 

making digitally recorded off-axis holograms and then numerically constructing an image 

from the stored fringe pattern. Later, researchers have also reported the use of digital 

techniques to suppress the de term and eliminate the twin-image in digital in-line 

holography (Kreis et al. 1997; Takaki et al. 1999; Cuche et al. 2000). 

Interesting research using a CCD camera-based digital in-line holography for flow 

measurements has been reported by Skarman et al. (Skarman et al. 1996; Skarman et al. 

1999). Instead of relying on the unscattered light for its reference beam, an in-line, phase

shifted reference beam was introduced via a beam-splitter inserted between the object 

space and the CCD camera. After digital recording, the holographic image was 

numerically reconstructed to find the particle positions and velocities. The research group 

succeeded in experimentally demonstrating fully automated particle tracking analysis 

from the numerically reconstructed hologram. Although the technique was limited to 

small experimental volumes with relatively low numbers of particles, the effectiveness 

and practicability of this technique was demonstrated for automated particle velocimetry. 

More recently, Meng's research group (Meng et al. 2004) has developed two digital 

HPIV systems, which are named "single-beam in-line holography with forward 

scattering" and "dual-beam in-line holography with 90° scattering", respectively. A 12-bit 

cooled CCD camera (PCO SensiCam with 1280x1024 6.1pm pixels) is used as the 
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hologram recording medium. In these digital in-line HPIV systems, the depth-of-focus 

problem has been effectively overcome by a novel method called particle extraction using 

complex amplitude (PECA). Instead of relying on the intensity image, they also make use 

of the complex amplitude of the reconstruction wave, which is easily accessible in 

numerical reconstruction. It has been found that the variance of the imaginary part of the 

reconstruction wave has a dipping characteristic along the depth direction, and it is 

minimised at the particle location. The PECA method utilizes this unique feature to 

extract the particle depth location. Axial accuracy of about two particle diameters can be 

achieved with the PECA method in spite of the extremely small numerical aperture of the 

digital holograms. For the velocity extraction they use a particle matching algorithm 

which operates on the particles' 3D coordinate data (Stellmacher et al. 2000). 

Other researchers have also been actively looking for alternative recording materials 

which do not require chemical processing but still satisfy HPIV' s stringent light 

sensitivity and spatial resolution requirements. Recently, Bacteriorhodopsin (Barnhart et 

al. 2002; Chan 2003), a type of photochromic material, has been identified as a promising 

replacement for silver halide films and is being used in HPIV. 

The major difference between digital HPIV and film-based HPIV is the inferiority of the 

electronic image sensor in terms of the pixel resolution and the image format. An ideal 

image sensor for holographic recording in HPIV should have a comparable resolution and 

dimensions to those of silver halide films. However, there are still huge technological 

bartiers to making such sensors in the foreseeable future. Besides, it would also be a 

formidable task to handle the images acquired by such sensors in a digital environment. 

With the current CCD technology, the resolution of electronic image sensors is about 

I OOlplmm, which is at least one order of magnitude lower than those of holographic films. 

Although the spatial resolution of image sensors may never match that of silver halide 

films, the frame size of the image sensors is quickly approaching 35mm films. When such 
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a sensor becomes available, even moderate pixel sizes ( -4,um) will be sufficient to make 

digital HPIV a strong contender for 3D flow measurements. 

2.7. Summary 

Previous work on HPIV data extraction has been examined in the sections 2.3, 2.4 and 

2.5. Clearly complex amplitude correlation using optical processing is attractive for 3C-

3D velocity measurement. Although this technique is theoretically very robust, in practice 

it is limited by the performance of spatial light modulators and the speed of the 

mechanical devices used to search the correlation output field. With the increasing power 

of modem desktop computers and image processing technology, complex amplitude 

correlation has the potential to be implemented efficiently in a digital environment. This 

is the main research objective of this thesis, which is explained in Chapter 3 and 4 in 

detail. 

The literature review presented here shows that digital HPIV is an important new 

direction in fluid dynamic research. In Chapter 5, a digital J..IHPIV system that utilises 

lenses to improve the recording resolution is discussed and applied in the measurement of 

free jet flow in a micro-channel. 
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Chapter 3 : Theoretical Background of 

Complex Amplitude Correlation 

3.1. Introduction 

The purpose of this chapter is to introduce the basic principles and theory that are used in 

this thesis to describe holographic three-component (3C) displacement measurement. 

Section 3.2 re-examines three-dimensional (3D) complex amplitude correlation (CAC) 

measurement analysis mathematically. Using a formulation of scalar diffraction in 3D 

vector space, it is shown, for the first time, that 3D-CAC provides a field that is the exact 

correlation of the propagating fields that are the reconstruction of the first and second 

exposure images. Section 3.3 explains the implementation of 3D-CAC digitally and 

shows some results simulated in MatLab. Discussion of more specific development, 

application and results will be left to the remaining chapters. However, the efforts 

detailed in the remainder of this thesis are all based on the basic principles introduced 

here. 

3.2. 30 complex amplitude correlation 

As reviewed in chapter 2, optical complex amplitude correlation analysis was introduced 

by Coup land and Halliwell, and uses the complex amplitude of the reconstruction wave 

that was uniquely available in HPIV (Coupland et al. 1992). In the following analysis the 

monochromatic, scalar diffraction theory of Fourier Optics (Goodman 1996) is used to 

derive an expression for the complex amplitude of a wavefront at the sampled volume 

region centred on the middle of the aperture (shown in Figure 2-4). For the first time, this 

is presented as a full 3D analysis using wave-vector notation. As will be seen, if the 
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complex field distribution of a monochromatic disturbance is Fourier-analyzed 

throughout the space, the various spatial Fourier components can be identified as plane 

waves travelling in different directions away from that region. Since the numerical 

aperture of the hologram is large, the optical field in three dimensions is considered using 

a wave-vector notation. 

Let the complex field at a position vector r=(r., r1, r,) be represented by U(r). 

Accordingly, U(r) can be decomposed into its spectrum of plane-wave components S(k) 

defined by the 3D Fourier transformation, 

-S(k) = J U(r)exp(-2~rjk.r)dr (3-1) 

where wave vector k=(k,, ky, k,) and dr conventionally denotes the scalar quantity 

dr ,dr ydr,. Clearly the field at any point in space can be found by inverse Fourier 

transformation of its spectrum, and is defined as, 

-U (r) = J S(k)exp(2~rjk.r)dk (3-2) 

With reference to Equation (3-1), it is noted that the equation for a unit-amplitude plane 

wave B(r) propagating with direction cosines (a, [3, y) (as illustrated in Figure 3-1), 

relative to an origin at the centre of the aperture, is given by 

2 . 
B(r)=exp[ ~1 (ar,+Pr1 +yr,)] (3-3) 

Note that the direction cosines are interrelated throughy=~l-a2 -p 2 and A. is the 

wavelength. Thus S(k) can be regarded as a decomposition of the optical field U(r) into 

plane waves each propagating with direction cosines (a, [3, A.) given by 
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kx 

cos·'a 
k 
cos·'y 

cos-1/3 k, 

ky 

Figure 3-1 The wave vector k 

(3-4) 

and 

(3-5) 

In this way any monochromatic optical field propagating in a linear isotropic 

homogeneous medium (LIH) can be decomposed into a plane wave spectrum in wave-

vector space that is defined on the surface of a sphere of radius 1/A., shown in Figure 3-2. 

In the analogous study of periodic structures in solid state physics this sphere is usually 

referred to as the Ewald sphere (Ashcroft et aL, 1976). 
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Ewald Sphere 

Figure 3-2 Ewald Sphere 

The complex amplitude of each plane wave component is given by S(k)dk evaluated at kx 

= alA., ky = WA. and k, = y/A.. Finally note that the power spectral density, P(k), is defined 

as 

(3-6) 

Using this approach, the optical field transmitted by the sampling aperture U(r) can be 

written as the sum of the reconstructed fields, so that 

(3-7) 

where U1(r) and U2(r) represent the complex wavefields which correspond to the images 

of the seeding particles formed in the aperture at the times of the first and second 

exposures respectively. For mathematical simplicity the windowing effect of the aperture 

itself is neglected. If it is assumed that the particle images move in unison a distance s 

between exposures, the second exposure field U2(r) is identical to U1(r) but shifted by s, 

such that, 
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U2 (r) =exp(jip)U,(r-s) (3-8) 

and 

(3-9) 

where cp, the phase difference between the field illuminating the particle at the times of 

the first and second exposures respectively, is a function of the displacement vectors. It 

is noted that any additional image-shift (for ambiguity removal) can be included in the 

object displacement. In this way, the spectrum defined by Equation (3-1) is given by 

·~ 
S(k) = J [U1 (r) +exp(jip)U, (r -s)]exp(-2n"}k.r)dr (3-10) 

Substituting this equation in Equation (3-6) and using the Fourier shift theorem, the 

power spectral density P(k) of the optical field U(r) transmitted by the sampling aperture 

can be written 

- 2 

P(k) = Ju(r)exp(-2n"}k.r)dr 

= 2J':(k)[l + cos(2Jrks -ip)] (3-11) 

where P 1(k) is the power spectral density corresponding to the first exposure image. This 

equation can be interpreted in general as a set of curved fringes that modulate the power 

spectral density of the optical field produced by the distribution of scattering particles. 

Using vector notation and the autocorrelation theorem, the autocorrelation field, R(r), is 

given by the inverse Fourier transformation of the power spectral density distribution 

such that, 
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-R(r) = J P(k)exp (2n"jk.r)dk 

= R1 (r) ® [ 28 (r) + exp (jrp) .5(r- s) + exp (- jrp} .5(r +s)] (3-12) 

where R1(r) is the autocorrelation of the optical field describing the first (and second) 

exposure images, ® denotes convolution and li is the Oirac delta function. R1(r) consists 

of a peak at the origin with a magnitude proportional to the sum of the scattered intensity 

from each particle and noise resulting from uncorrelated particle images. With reference 

to Equation 3-12, the intensity distribution in the output space of the autocorrelation 

consists of three dominant peaks as shown in Figure 3-3. The first term is the self-

correlation of the double exposure record. Relative to the position of the first term peak, 

the second and third term peaks are situated at positions equal to plus and minus the 

particle displacement. In this way, the particle image displacement can be found by 

searching the correlation field for the highest intensity peak. Original work in this area 

used optical methods to produce an optical field proportional to the 30 correlation of the 

transmitted field and searched the correlation field for the brightest point (Coup land et al., 

1992). Clearly, if the complex amplitude U(r) or the power spectrum P(k) is known 

numerically, the 30 correlation can be calculated digitally. The following Section will 

explain the implementation of this 30-CAC process analysis digitally in a step-by-step 

manner. 

Figure 3-3 30 complex amplitude auto-correlation output 
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3.3. Digital 3D complex amplitude correlation 

The 3D-CAC analysis outlined above describes complex HPIV analysis in a concise 

mathematical manner; it does, however, give a rather pessimistic impression of the 

computation required. Since, in k-space, monochromatic fields are represented purely by 

the 2D surface of the Ewald sphere, the superposition integral of Equation (3-2) reduces 

to a 2D surface integral. In this way, a field with no counter-propagating plane wave 

components (i.e., forward propagating) is represented by a half sphere ink-space and can 

be defined unambiguously by the projection of its wave vector components in a (CCD 

camera) plane. For example, a field that is propagating at an angle to the z axis is entirely 

described by its kx and ky components. This is what is measured by digitizing the power 

spectrum that is viewed in the far focal plane of a convex lens. In order to implement 3D

CAC, this measurement needs to be related to the power spectrum specified on the 

surface of the Ewald sphere. 

As the wave vector components ink-space are interrelated through Equation(3-5), the far

field fringe pattern distribution, described by its kx and ky wave vector components in a 

plane, can in effect be projected back onto the surface of the half Ewald sphere to give the 

power spectrum P(k) as shown in Figure 3-4. This is the key step in digital complex 

amplitude correlation analysis. This part of the 3D power spectrum distribution is then 

used to compute the 3D autocorrelation by the 3D inverse fast Fourier transformation to 

give the correlation illustrated in Figure 3-3. 

The following digital procedure involves an iterative search through the complex

correlation space to determine the accurate 3D position of the correlation peak. When the 

correlation peak covers more than one pixel, its location can be determined at sub-pixel 

level by interpolation. Two interpolation methods that are frequently used are the peak 

centroid analysis and the Gaussian curve fitting. The centroid estimator is based on the 

fact that the centroid of a symmetric object is equal to the position of the object. The 
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Gaussian peak fit is based on the notion that the displacement-correlation peak has an 

approximately Gaussian shape. Despite the differences in behaviour, the two estimators 

are quite similar (Westerweel 1997). 

Overall digital 30-CAC is composed of the four main steps as shown in Figure 3-5. A 

computer program has been written in MatLab in order to implement the procedure 

presented above. More details about the computational efficiency and accuracy of the 

digital 30-CAC will be discussed in Chapter 4. The program has also been used to 

compute the 3C displacement in f,!HPIV described in Chapter 5. 

Wave vector components on the 
surface of Ewald sohere 

Wave vector component 
in a (CCD camera) plane 

Figure 3-4 k-space mapping 
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(I) 2D FFT of an interrogation region to 

give the 2D spatial power spectrum 

... 
(2) Map the 2D spatial power spectrum 

to a regular 3D grid ink-space 

... 
(3) Perform 3D FFT of the spatial power 

spectrum to give the 3D correlation 

... 
(4) Locate the correlation peak to calculate 

the particle displacement 

Figure 3-5 Flow chart of digital3D-CAC 

3.4. Summary 

The method of 3D complex amplitude correlation presented in this chapter provides a 

mathematical basis that is exploited in the remaining chapters. The method manipulates 

both the phase and the amplitude of the recorded signal and because of this it is inherently 

immune to imaging aberration (Coupland et al. 1996). The digital implementation of the 

method has been discussed. However, 3D fast Fourier transformation (as well as 3D peak 

searching) is computationally intensive. For a typical fringe pattern digitized to a 

256x256 pixels resolution it requires approximately 400M floating-point operations using 

3D FFT methods and it may take many days to extract the data from a holographic record 

using current desktop computers. Therefore, the basic approaches presented here must be 

modified in practice for successful application. A new method of analysis has been 

considered and is introduced in Chapter 4. 

The main contribution of this chapter is the definition of the 3D complex amplitude 

correlation using a formulation of scalar diffraction in 3D vector space. 
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Chapter 4 Digital Shearing Method 

4.1 Introduction 

In this chapter a new digital method is introduced to extract the 3C-3D particle 

displacement data from a hologram. The method is based on far-field interferometry and 

complex amplitude correlation (CAC) (Coupland et al. 1992). By analogy with similar 

techniques in classical interferometry, this technique is named the digital shearing 

method. Section 4.2 explains the basic principle and presents the formulation derived 

from CAC. Like optical correlation analysis, it is inherently immune to image aberration. 

However, digital shearing is not a direct digital implementation of optical correlation and 

a considerable saving in computation time results. Section 4.3 demonstrates the power of 

the method by MatLab simulation and discusses its performance with reference to optical 

analysis. Comparison of the accuracy and computational efficiency of digital shearing 

and digital 30-CAC method is presented in Section 4.4. The simulated results show that 

the digital shearing method has comparable accuracy to digital 3D correlation but is 

significantly faster and more memory efficient. Experiments have been performed to 

demonstrate the implementation of the theory, which are described in section 4.5. Finally 

Section 4.6 gives a summary of the digital shearing method. 

4.2 Theory of digital shearing method 

Optical and digital methods have been introduced to implement CAC in previous chapters. 

Although CAC is theoretically the most robust method to locate spatial repetition in a 

signal, when applied optically, it is limited by the performance of spatial light modulators 
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and the speed of the mechanical devices used to search the output field (Barnhart 200 I). 

30-CAC can be calculated digitally, however, this computation is intensive. For this 

reason, the digital shearing method has been developed. 

It was shown in Chapter 3 that in practice a hologram records only a portion of the 

scattered field represented by a region on the Ewald sphere. Accordingly only a portion of 

the power spectrum can be measured. By considering only the x-y projection of this 

portion of the power spectral density, P{k.., k,), the computational complexity could be 

reduced considerably. According to Equations (3-5) and (3-11) in Chapter 3, P{k.., k,) can 

be written in 20 Cartesian components as 

With image shifting, the total particle image displacement s =(s.., s,. sz) is the sum of the 

particle displacement Sp = (sp.o Spy. Spz) and the image shift s1 =(s~.o s1y. S~z). Without loss of 

generality the image shift is defined to be in the x direction only, defmed by a unit 

vector!", such that s1 = Six i. In addition it is assumed that the power spectral density 

corresponding to the first exposure, ~(kx,k,), is slowly varying such that, to within a 

multiplicative constant, the total power spectral density, p" (kx,k,), can be written as 

P'(kx,k,) = 2 + exp [-j(2;rkx six - 9' )] exp {-2;rj[kxspx + k,s PY + s pz(A.-2 -k;-k: )112
]} 

+exp[j(27rkx six -qJ)]exp{2;rj[kxspx +kySp, +spz(A.-2 -k; -k: )112
]} 

(4-2) 

Since the image shift is larger than the particle displacement, it is straightforward to 

isolate the centre term in this expression by spatial filtering in the x-direction. This term is 

called W(kx,k,) and it is noted that it corresponds to the spectrum of a unit amplitude 
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point source emanating from a point defined by the particle image displacement vector Sp 

such that 

(4-3) 

If two single-exposure holograms are taken, this term can be obtained by calculating the 

cross-spectrum. Considering the form of the interference fringes, if the displacement is 

purely in the x and y directions then the phase increases linearly with the components kx 

and ky, and if a phase map is presented parallel (Youngs type) fringe are observed. If 

however, the displacement is in the z-direction, then circular (Haidinger type) fringes are 

observed in the phase map. In essence, therefore, the problem is to measure the wavefront 

curvature and this is done in a manner that is analogous to a wavefront shearing 

interferometer. Accordingly, shearing symmetrically both the wavefront and its conjugate 

but in the inverse kx-direction and then multiplying the two sheared terms W(kx -!!Jcx,ky) 

(4-4) 

where • here denotes the complex conjugate. Expanding the terms of (kx -Akx)2 and 

(kx + !!Jcx/, the phase of this function, 0, can be written 

B=-27r{-2!1ks +s [(2-2 -Ae-e)-(k'-2Akk)]112 
X pX pz X y <l X X 

e -2Ak k = -27r{-2!1k s +s (2-2 -Ae -e)"'[J- · x x lll2 
x px pz x y 2 2 -!!.e -e 

X y 
(4-5) 

-s (r2 -Ae -e)'"[! k~ +2Akxkx 112 
pz X y r2-/!,.e-el } 

X y 
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Expanding [I 
k2 + 2/!.k,k, 112 . d 11 . 
_; 

2 2
] as a Taylor senes an eo ectmg 

). -l!.k, - k, 

the terms in powers of k., 

e = -27!{-21:1k,spx 

-2 2 2 112 k:- 2/lk,k, (k:- 2/lk,k,)' + . 
+sp,(). -Ilk, -k,) [1- _2 2 2 

+ _
2 2 2 2 hzgh order terms] 

2(..1. -Ilk, -k,) 8(..1. -Ilk, -k,) 

-2 2 2 112 k: + 2/lk,k, (k: + 2/lk,k,)' . 
-s pz (..1. -l!.k, - k,) [I 2 2 2 + 2 2 2 2 

+h1gh order terms]} 
2(..1. -Ilk, - k,) 8(..1. -!!.k, - k,) 

2 { 2 Ak 2!:J.k,k, 
=- 7! - u ,spx +sp:[ -2 2 2 112 

(A. -!:J.k, - k,) 
!:J.k,k; h' h d ]} _

2 2 2 312 
+ zg or er terms 

(A. -!:J.k, -k,) 

(4-6) 

For the reconstruction geometry shown in Figure 2-4 of Chapter 2, it is noted that the far-

field intensity distribution recorded by a camera is directly related to power in each plane-

wave component as shown in Figure 4-1. To map a plane wave represented by a wave 

vector (k,. k,) onto a point (x, y) in its focal plane, it is straightforward to show that 

f 

k.; r --~--............ ................................................ 
-~·••o ~--················•Hoooo 

···················· 

Sampling aperture 

Lens 

f 

'''''''''''''''''''• ''''Hoooo,,,,,,,,.,,,,,,,,,,, 

:::::::.:.·., 
y : 

........................... I 

L-""_:"····::::····::;:······;::::· ""'1---'-' -1 
X 

CCDplane 

Figure 4-1 Wave-vector geometry 

(4-7) 

(4-8) 
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As the numerical aperture (NA) is typically less than 0.5, the wavefront W(kx,ky) is 

only measured over a region bounded by lkx I < kxmax and lk,l < k,m~ , where kxmax 

=0.408/A. and kymax=0.408/I.. (putting x = y = I and f = 2, for example). The function 

P.(kx. k,) is therefore defined over the overlap region such that lkx I < kxm~ - !:J.kx and 

lk,l < kym~. In order that P.(k,,k,) be defined over half the area of the wavefront 

W(kx,ky) (i.e. 50%) overlap we require lt:J.k,l= kxm~ 12. Consequently for the case 

defined by NA=O.S, we have lkxl < 0.204/..i, lk,l < 0.408/..i and lt:J.kxl < 0.204/..i. 

Using these values it is found that, even at the extreme aperture, the third order term in kx 

accounts is less than 2.5% of the first order term and hence can be neglected. To a good 

approximation Equation ( 4-6) can be therefore written 

(4-9) 

where B, is a phase constant. Finally, a change of variables is made such that: 

(4-10) 

And 

(A.-2 -t:J.F -k2Y12 K 
P;(Kx,Ky)=Pw[ ;!:J.k y x ,Ky] 

X 

= exp[-21!' j(sp,Kx + 8,)] (4-11) 

With these co-ordinate changes, it can be seen that the final distribution is a linear phase 

ramp. The rate of change of phase is proportional to the particle image displacement in 

the z-direction, s P', and can be found by Fourier transformation such that, 
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R~(r.,ry) = fJ p:_ (K.,Ky) exp[2Jr j (K.r. + Kyry)]dK.dKy 

= exp(jB,)o(r. -sP,,ry) 

4-6 

(4-12) 

In this way the z-displacement s P' is identified by the location of the peak in this 

distribution, and can be used to find the particle image displacement in the x and y-

directions, s px ands PY. Accordingly, multiplying the field W(k,,k,) of Equation (4-3) by 

the complex exponential exp[21Z"jsp,(.t-2 -k; -k;)112
] and Fourier transforming to give, 

RJ(r.,r,) = JfW(k.,k,)exp[2Jrjspz(.t-2 -k; -k;t2 Jexp[2Jrj(k.r. +k1r1 )]dk.dkY 

=8(r. -spx•ry -spy) (4-13) 

Again the displacements in the x and y-directions are found from the position of the peak. 

The proposed digital shearing method described above can be summarized as the 

following steps shown in Figure 4-2 and are illustrated through MatLab simulation in 

next section. 
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(!) 2D Fourier transfonn (digital or optical) of an 

interrogation region to give the 2D spatial power 

spectrum 

Jl 
(2) Spatial filtering to define a curved wavefront whose 

curvature contains the desired displacement 

ll 
(3) Digital shearing and a change of variables to give a 

linear phase ramp with a rate of change of phase 

proportional to the displacement in the z direction 

H 
(4) 2D FFT to find the displacement in z-direction 

H 
(5) Subtracting the phase curvature due to the z-direction 

displacement from the original phase-only map 

TI 
(6) 2D FFT to find the displacements in x and y-direction 

Figure 4-2 Flow chart of digital shearing method 

-----------lOO mm 

--
................................. -... 

--
Particles ---------

§.~-:::.":~------------------------·-·--------- ---------.... ; .......... 
O.lxO.lxO.lmm -----............... --------------

-------- ,J., 
---1---..1 

lOOmm 

Screen 

Figure 4-3 Geometry of fringe pattern generation 
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4.3 Simulated experiment 

In order to demonstrate the implications of the theory presented above, several controlled 

experiments are simulated in MatLab. To begin, the fringe pattern is generated by the 

superposition of the light scattered by a small group of particles at the times of first and 

second exposures. The co-ordinates of the first exposure particle images are randomly 

generated within a cubic volume of O.lxO.lxO.lmm3
• Second exposure position eo-

ordinates are computed by adding the particle image displacement, which are !Opm in the 

x andy directions and 15pm in the z direction. As shown in Figure 4-3, a distant screen is 

located at a distance of I OOmm from the particles, which satisfies the Fraunhofer 

condition (the observation distance P21'!')..;.,30mm, where l=O.lmm and J..=0.632xl0'3mm) 

(Goodman 1996). The far-field intensity distribution is therefore observed on the screen, 

which is calculated directly by adding the spherical waves originating from the particle 

position co-ordinates. For the case defined by NA.,Q.S, the size of the screen is lOOmm 

xlOOmm In this way, approximately circular fringes are observed on the screen as shown 

in Figure 4-4. 

For the geometry of fringe pattern generation shown in Figure 4-3, it is noted that the far-

field intensity distribution recorded by the screen is directly related to power in each 

plane-wave component. To map a plane wave represented by a wave vector (k., ky) onto a 

point (x, y) on the screen with the distance of z, it is straightforward to show that 

k ,_,( 2 2 2)·112 d k '"'( 2 2 2)·112 Th fi. . 
x = XA x + y + z an Y = YA x + y + z . e nnge pattern ts 

accordingly converted into k, and ky components, shown in Figure 4-5. It can be seen that 

the dominant pattern consists of circular fringes. 
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Figure 4-4 The far field fringe pattern 
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!OOmm 

Figure 4-5 The far-field fringe pattern as a function of wave vector components 
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This fringe distribution is then spatially filtered by calculating the Fast Fourier Transform 

(FFT), removing the negative half-plane and zero order (DC term) and taking the inverse 

FFT. The result of this operation defines a curved wavefront whose curvature contains 

the desired displacement information. Figure 4-6 shows a phase-only map of this curved 

wavefront (modulo 21t). 

Figure 4-6 Phase-only map of the curved wavefront (modulo 27t) 

In order to measure the wavefront curvature, the phase of the negative half plane of the 

phase distribution shown in Figure 4-6 (i.e. the left-hand side) is taken and subtracted 

from that of the positive half plane (the right hand side). This is equivalent to wavefront 

shearing and Figure 4-7 shows the image calculated by this method. Nearly parallel 

fringes are clearly visible. A change of variables, defined by Equation (4-10), renders the 

fringes parallel as shown in Figure 4-8. It is thought that, the noise in the fringes of Fig. 

4-5, 4-6, 4-7 and 4-8 are caused by the interpolation processing of kx and k1 components. 
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Figure 4-7 Sheared phase distribution (module 21!) 

A.Kx 

Figure 4-8 Sheared phase distribution with a change of variable (module 211) 
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This distribution can be thought of as a tilted plane wave or a linear phase ramp with a 

rate of change of phase proportional to the displacement in the z direction. As such the z 

displacement can be found by FFT. Figure 4-9 shows the result of this operation and it 

can be seen that a well-defined peak is clearly visible and its position (in the x direction) 

is determined by the z displacement. 

4 • ~ ~ o w ~ m ~ 

Displ=t in .re z.dinrtioo (rriCIUl) 

Figure 4-9 Squared modulus of FFT of complex exponential 

of the phase shown in Figure 4-8 

The last operation is to calculate the x and y image displacements. Figure 4-10 shows the 

original phase-only map of Figure 4-6 with the phase curvature due to the s, displacement 

subtracted. In a similar manner to before, we now have approximately parallel fringes 

with some curvature, which is probably caused by the error of the computed z 

displacement. The FFT of this distribution, shown in Figure 4-11, gives a clear signal 

peak with position related with the displacement in the x and y direction. 
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Figure 4-I 0 Original phase-only map (Figure 4-6) with curvature (due to Sz displacement) 

subtracted 

-40 .3:) -20 -10 0 10 20 20 40 

Figure 4- I I Squared modulus of FFT of complex exponential 

of the phase shown in Figure 4- I 0 
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At this point it is worth commenting on the speed of the method. The final result has 

been computed using a total of four 2D FFf operations and these represent the dominant 

computational overhead. Using an input of 256x256pixels resolution, this requires 

approximately 4M floating-point operations and it is estimated that the other essential 

computations (coordinate transforms) require approximately !M floating-point operations. 

The digital shearing method therefore affords a considerable time saving over the full 

three-dimensional correlation approach (approximately 400M floating-point operations). 

It might be expected that this saving would be at the expense of accuracy or robustness. 

To assess this hypothesis the accuracy of the digital shearing method has been tested for a 

range of simulated particle image displacements and a varying number of particle image 

pairs within the region. Figure 4-12, Figure 4-13 and Figure 4-14 present the comparison 

between the computed and pre-assigned displacement in the x, y and z directions 

respectively. It can be seen that the results agree well and the method appears to be 

tolerant to the particle image location and the number of particle images. 

The independence of the measurements of x, y and z displacement has been also tested. 

Table 4-1 shows the pre-assigned and (mean) measured x, y and z displacements for 

samples of I 0 particle images. Here the z displacement is much larger than the x-y 

displacement. These results show that the x and y displacement measurements are not 

influenced to any great extent by the large z displacement. However, there is some 

evidence of a small systematic error in the measurement of y (the positive non-zero value) 

and z (the negative value) displacement. It is thought that, the error results from the 

quantization process. 
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Figure 4-12 A comparison between the computed and pre-assigned displacement inz 

direction (Pre-assigned displacements in x andy directions are IO,um, respectively) 
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Figure 4-13 A displacement comparison in x-direction 

(Pre-assigned displacements iny and z directions are IO,um and IS pm, respectively) 
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Figure 4-14 A displacement comparison in y-direction 

(Pre-assigned displacements in x and z directions are IO,um and 15,um, respectively) 

Table 4-1 Independence of x, y and z displacement measurements 

Assigned Displacement (pm) "Measured" Displacement (pm) 

X y z X y z 

5 0 50 5.0 0.2 49.2 

10 0 50 9.9 0.2 48.5 

15 0 50 14.8 0.2 49.0 
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4.4 Comparison of the digital shearing and CAC method 

To ascertain the accuracy and computational efficiency of the digital shearing and 3D

CAC processing schemes, numerically generated HPIV images are used with prescribed 

displacements. The first exposure image is generated by randomly populating it with 

particles assumed to behave as randomly phased point sources. The second exposure 

image is computed by adding the pre-assigned particle image displacement (with image 

shift IO.um). The particle density is set at 10 particles per O.JxO.lxO.Jmm3 volume. 

4.4.1 Computational performance 

Compared to direct computation, the fast Fourier transformation (FFT) method is very 

efficient, reducing the number of computations for N points from N2 to the order of 

Nlog2N. In this way NxNxN 3D correlation for HPIV displacement extraction takes 

0(3Nlog2N) operations. In contrast, the digital shearing method described above has 

computed the final result using a total of four 2D FFT operations and one coordinate 

transformation. Each 2D FFT takes 0(2N2log2N) operations which represent the dominant 

computation overhead. Each coordinate transformation takes O{lf) operations. The 

digital shearing method thus requires 0(8N2/og2N+N) operations or a saving of a factor 

of about 8/JN compared to 3D correlation operations for an array of NxN elements. The 

digital shearing method therefore affords a considerable time saving over the digital 3D 

correlation approach. As the number of pixels increases this effect becomes more 

pronounced. 

The computational speeds of these two methods are presented in Table 4-2 when 

simulated by MatLab6 with a 2.0GHz Intel P4 PC running Windows XP. The speed of 

the digital shearing method is readily apparent. For 128xl28pixels images, it is about 40 

times faster than digital 3D correlation approach (and 20 times faster for 64x64pixels 

images). 
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Table 4-2 Computational performance of digital shearing and 3D correlation methods 

Scheme Time (ms) 

128x128pixels image 
Digital shearing 124 
3D correlation 4780 

64x64pixels image 
Digital shearing 50 
3D correlation 1060 

4.4.2 Accuracy 

The relative accuracy of digital shearing and CAC methods was examined by analysing 

regions with different displacement llx, ,1.y and !lz. Every combination of integer 

displacement in the range 11-20,um (with image shift IO,um) was considered. Thus 1000 

random images with integer displacements were generated. Correlation peaks were found 

to sub-pixel accuracy using three-point Gaussian curve fits. 

Considering theRMS errors (Figure 4-15), the two methods show some irregularity. The 

reason for this is that, with FFT correlation, the peak can assume an asymmetric shape 

due to randomly located particles with randomly generated intensities. Thus, sub-pixel 

Gaussian curve fitting of the peaks, as was done here, will yield random errors in the 

computed peak location. The RMS errors of these two methods show qualitative 

similarity in the x andy-direction, which is less than 0.04,um, however, the 3D correlation 

method shows slightly better performance. In the digital shearing method, extracting the z 

displacement is necessary before the procedure of removing the curvature of the far field 

fringe pattern. The RMS errors in the x and y directions then are affected by the accuracy 

of the computed peak location in the z direction and so the RMS errors in the x and y 

directions are slightly higher. However, the digital shearing method shows better 
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performance in the z-direction. It is thought that these are due to windowing effects and 

more constant data would be obtained if Hanning window was applied in k-space. 

Overall, the digital shearing method provides comparable accuracy to 3D correlation 

technique. 

E' 
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Figure 4-15 Variation ofRMS error for digital shearing and 3D correlation methods 

Turning to the mean bias errors, shown in Figure 4-16, the two methods show a 

proportional increase as the displacement increases in x and y-direction but there is no 

clear trend as in the RMS error in the z-direction. For the 3D correlation method, the 

power spectral density is mapped onto the k-space surface of the Ewald sphere and it is 

suspected that the sampling interpolation procedure results in the bias errors. In the digital 

shearing method it is noted that Equation (4-9) is an approximation. At aNA of0.5 there 

is about 8% error in this term and it is observed that this results in an increased width of 

the correlation peak. In this case, the three-point Gaussian curve fit does not provide a 

good approximation of the actual peak shape. However, for the digital shearing method, 

the mean bias errors are comparable in magnitude to the 3D correlation method. Further 

improvements may be expected by optimizing the sub-pixel interpolation routine with 

respect to the shape of the discrete correlation peak. 
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Figure 4-16 Variation of mean bias error for digital shearing and 3D correlation methods 

The outcome of the accuracy tests is summarized in Table 4-3. Examining the two 

methods, the relative errors incurred are smaller than 3%. Considering the computational 

efficiency discussed above, the digital shearing method can provide acceptable 

displacement measurements and is nearly 2 orders of magnitude faster than the CAC 

technique. Note that the results in Figure 4-15 and Table 4-3 cannot be compared directly 

to the data in Table 4-1 because they are simulated by a slightly different procedure. The 

results in Table 4-1 are simulated without the image shift and a three-point Gaussian fit is 

used to determine peak position in the later work. 

Table 4-3 Mean errors magnitude over the complete 11-20 J1l1l range 

Scheme RMS error (J1l1l) Mean bias error (J111l) 

3D correlation 
x-direction 0.01 0.15 
y-direction 0.02 0.15 
z--direction 0.06 0.39 

Digital shearing 
x-direction 0.03 0.15 
y-direction 0.03 0.15 
z--direction 0.01 0.28 
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4.5 Experimental results 

In section 4.3 the digital shearing method has been demonstrated using simulated data for 

a range of displacements. This section will illustrate the method applied to HPIV data 

recorded on 35mm photographic film. The film was Kodak Technical Pan 2415 having a 

maximum resolution of 200lplmm and can be used as a direct replacement for 

holographic emulsion providing the interference image is magnified by about 6 times. 

The digital shearing method can be digitally implemented by cross-correlation of 

reconstructed particle images from two single-exposure holograms. The recording 

geometry of OCR method (shown in Figure 2-4), which allows an image shift to be 

included, is not necessary for the digital shearing method. In this case, a forward scatter 

geometry was chosen for reasons of efficiency and simplicity as shown in Figure 4-17. 

Mirror 
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; ' Lens 
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i j 
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i 9 Object 
i ! 
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Spatial Filter 0;! 
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Figure 4-17 Recording Geometry 
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In essence, an image plane hologram is formed at the film with a magnification of 6 times 

using a reversed 50mm, F/2 Pentax lens. For the purposes of this experiment the object 

was a plate of glass that was sparsely sprayed with a mist of fine particles of 

approximately I 0-50 pm in diameter and is illuminated by a collimated, axial object beam. 

An off-axis reference beam diverges from a (virtual) point that is in the far focal plane of 

the imaging lens and mixes with the light scattered from the object. In this way the phase 

curvature introduced by the imaging process is exactly matched by the curvature of the 

reference beam such that straight interference fringes are observed in the film plane in the 

absence of any object (this aspect is shown theoretically in Chapter 5 concerning J.!HPIV). 

The laser used was a Q-switched, diode pumped, doubled Nd: YAG laser with about 100 

f.Ll per pulse. Holograms were taken with a pre-defined displacement of the slide between 

exposures. The 35mm negatives were processed in Kodak D19 developer and initially 

scanned into digital format using the professional flat bed scanner. However, it was found 

that the true resolution of the professional scanner was about I 00/p/mm and was 

insufficient to scan the 35mm film with the required resolution of 320/p/mm. The 

reconstructions presented below were accomplished by digitizing a small area of the 

negative using a Nikon microscope (!Ox). As the hologram was recorded using the 

forward scattering geometry with an imaging lens, the numerical aperture of the digitized 

field is not restricted by this process. 

Digitized holographic images taken from the 35mm film that corresponds to about 

0.15x0.1mm1 in the object space are shown in Figure 4-18 a) and b). High frequency, 

vertical fringes can be seen in the first and second exposure images corresponding to a 

pitch of about 0.35pmlcycle in the object space. Once digitized, the complex amplitude in 

the plane of the film at the time of the exposure can be demodulated numerically in the 

normal way (multiplying by a linear phase ramp and low pass filtering). The complex 

amplitude in the plane of the object is found by scaling this according to the 
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magnification. The magnitude of the corresponding, demodulated images are shown in 

Figure 4-19. 

a) First exposure hologram 

b) Second exposure hologram 

Figure 4-18 First and second exposure hologram 
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a) b) 

Figure 4-19 Reconstructed particle images from 

Figure 4-18 a) and b) 

The phase of the cross-spectrum was calculated and is displayed as a grey-scale phase 

map in Figure 4-20. Although there is significant noise (probably due to the digitization 

process), curved fringes can be seen clearly that appear to be centred toward the bottom 

right hand corner of the image. 

Figure 4-20 Phase map of cross-spectrum (module 21t) 
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The sheared and co-ordinate transformed phase map is shown in Figure 4-21. About one 

and a half cycles of horizontal fringes can be seen (note shear is vertical in this case). 

Figure 4-21 Phase map of co-ordinate transformed sheared cross-spectrum (modulo 21t) 

The displacement in the z-direction is found by Fourier transformation of this distribution 

In order to increase the signal resolution, the zero padding is used to perform 

interpolation. A clear signal peak can be seen in Figure 4-22. 

Finally the curvature of the fringes displayed in the phase map of Figure 4-21 is removed 

using the measured z-displacement as shown in Figure 4-23. 

In this case the x and y displacements are found by Fourier transformation. This is shown 

in Figure 4-24 and once again the signal peak can be clearly identified as required. 
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Figure 4-22 Squared Modulus of FFT of complex exponential of the phase illustrated in 

Figure 4-21 (after zero padding) 

Figure 4-23 Original phase map of cross-spectrum (Figure 4-20) with curvature 

subtracted (modulo 21t) 
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Figure 4-24 Squared modulus of FFT of complex exponential of the phase illustrated in 

Figure 4-23 (after zero padding) 

4.6 Summary 

In this chapter, a new method to extract particle image 3C displacement from a double 

exposure or two single-exposure HPIV hologram(s) has been proposed and demonstrated. 

In contrast to the digital 30-CAC, it has been shown that all three components of particle 

image displacement can be retrieved using 20 FFT operations and approximate 

coordinate transformations. Since HPIV recordings necessarily utilise large numerical 

apertures (NA) the method has been analysed using a wave-vector approach to specifY the 

coordinate transformations. Using a MatLab simulation the method has been illustrated 

in a step by step manner showing the effect of each operation. The simulation has also 

been used to assess the accuracy of the method and its tolerance to variations in the 

number of particle images. 

The performance of the digital shearing and three-dimensional correlation methods has 

also been examined in terms of the computational efficiency and measurement accuracy. 
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The simulated results show that the digital shearing method can provide much higher 

speed and comparable accuracy to the 3D correlation technique. From the initial 

simulations it has been found that the digital shearing method is around 40 times faster 

than 3D-CAC for 128x128 pixels image. From the analysis, the digital shearing method 

only requires about 3/8N of the operations required by 3D correlation for an array of NxN 

elements. Thus the digital shearing method affords a considerable time saving over the 

full 3D correlation approach. As the number of pixels increases, this becomes more 

pronounced. 

Errors in the digital shearing technique are due to the following influences: the accuracy 

of the computed peak location in the z direction, the proposed approximation in Equation 

( 4-9) and the smaller image shifts. 

The digital shearing method has been illustrated in the analysis of recordings made on 

35mm photographic film. As only single experimental data is obtained, it is impossible to 

analyse the experimental errors and accuracy of the technique at this stage and more 

experimental data should be obtained in the future work. 
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Chapter 5: 

5.1 Introduction 

Micro Holographic Particle 

Image Velocimetry 

In this chapter, Micro Holographic Particle Image Velocimetry (JlHPIV) is introduced for 

3C-3D measurement of flow structures within microfluidic devices. Firstly, the Micro 

Particle Image Velocimetry (J.!PIV) method for 2C-2D velocity measurement is reviewed 

in Section 5.2. The difference between JlPIV and macro PIV is explained. Section 5.3 

presents the basic principles of )lHPIV. Digital recording using a holographic microscope 

and numerical reconstruction is exploited throughout. Although the digital shearing 

method has been shown to work efficiently and accurately with simulated data and would 

be expected to work well for J.lHPIV, a bug in the program prevented its use. Due to time 

constraint, the bug was unresolved and the analysis was performed using complex 

amplitude cross-correlation for data extraction. In Section 5.4 an example of digital 

J.lHPIV application is presented, which is the velocity measurement of a micro-scale jet 

flow. In Section 5.4.1, the experimental layout to take digital holograms of micro-scale 

fluid flow is introduced. In Section 5.4.2, the measurement results are examined and 

discussed. Section 5.4.3 discusses vector cluster analysis, which is of concern in the 

implementation and application of )lHPIV. The conclusion of this chapter is given in 

section 5.5. 
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5.2 Review of J.!PIV 

Rapid progress in micro- and nano-technologies has fuelled a growing interest to develop 

microfluidic devices that can manipulate and transport relatively small volumes of fluid. 

For further development of microfluidic devices, e.g., Micro-Electro-Mechanical systems 

(MEMS) (Rai-Choudhury 2000) or lab-on-a-chip devices (http://www.lab-on-a

chip.com/home!index.aspx), quantitative measurements of micro scale flow have been 

required to understand the physics of the transport process with spatial resolutions of the 

order of a few microns. The PIV technique has been well established for macroscopic 

flows (Adrian 1991), however, it is limited to maximum spatial resolutions of0.2-l.Omm 

(Urushihara et al. 1993) using typical hardware. In order to achieve micro scale velocity 

measurements, novel developments in PIV image recording hardware, flow-tracing 

particles, system design, and analysis software are required (Wereley et al. 2003). 

~-tPIV refers to application of PIV to measure velocity fields of fluid motion with length 

scales of order lOO,um, and with spatial resolutions of order 1-lO,um (Wereley et al. 2003). 

This technique was introduced by Santiago et al. in 1998 as a means to investigate flow 

structures of two components in the object plane of a microscope (Santiago et al. 1998) 

and was further improved by Meinhart et al. (Meinhart et al. 1999). Essentially, it is the 

same as digital PIV, but the particle images are taken from the object plane of a 

microscope. So the recorded particle image plane is defined by the depth of the field 

rather than by a light sheet. Only two component planar velocities are measured. Figure 

5-1 is a schematic of a typical ~-tPIV system, originally described by Meinhart et al. 

(Meinhart et aL 1999). The illumination light is delivered to the microscope through 

beam-forming optics, which can consist of a variety of optical elements that will 

sufficiently modify the light so that it will fill the objective lens, and illuminate the 

microfluidic device. The microfluidic test section must have at least one optically 

transparent wall, so that it can be viewed through the microscope lens. Typically, the 
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working fluid is directed through the microfluidic device by pressure or induced 

electrokinetically. The working fluid is often seeded with fluorescent particles. A Barrier 

filter is positioned between the mirror and the relay lens. The barrier filter is usually a low 

pass filter that filters out the illumination light that is reflected by the surface of the test 

section or scattered by the particles. A sensitive large-format interline-transfer CCD 

camera is commonly used to record the particle image fields. 

In his initial experiments, Santiago measured the surface-tension driven Hele-Shaw flow 

around a roughly cylindrical obstruction with a 30pm axis. A bulk velocity of 50pmls was 

measured with a spatial resolution of 6.9pmx6.9pmx1.5pm, based on the size of the 

interrogation window and the depth-of-field of the microscope. Each interrogation spot 

was overlapped by 50%, producing approximately 900 vectors over a 120pmxl20pm 

field. 

J Fluid Source 
I 
I _.J 1 ~ Microfluidic De,~ce M 

'---

Excitation Filter~ 
.. 

!"'" r: 

Light Source ~ .. (continuous Or pubed) / 

Outlet 

Immer sion Ruid 

Micro se ope 
eLens Objectiv 

Filterc ube 

B · Fil ~:::l;::ji::::=:> ~ Relay Lens amer ter ______./' 0::: - -

L~~~'..-~· ~~~·~ +- CCD Camera 

Figure 5-1 Schematic of a j!PIV system (after Meinhart et al) 
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Two fundamental characteristics differentiate j.tPIV and conventional macro-PIV. One is 

that the particles become so small that the effects of Brownian motion must be addressed. 

In Santiago's work, the effect of Brownian motion was eliminated by an eight-image 

time-averaged method. Another research group has developed a spatially averaged, time

resolved particle tracking velocimetry (SAT-PTV) method in order to eliminate the effect 

of Brownian motion in an unsteady flow (Yamamoto et al. 2003). These methods could 

be applied to eliminate the effect of Brownian motion in the J.IHPIV technique. 

The other fundamental problem that differentiates j.tPIV from conventional macro-PIV is 

the illumination source, which is typically not a light sheet but an illuminated volume of 

the flow. This is because diffraction effects mean that it is impossible to produce a light 

sheet that is the order of a wavelength thick. Later work (Meinhart et al. 1999), 

considered the need of high numerical aperture (NA), sparse seeding and ensemble 

averaged results, to ensure that the plane of interest is sufficiently well defined. Velocity 

measurements of laminar flow with a higher spatial resolution close to the wall 

(13.6,umx0.9,umxl.8,um) and a lower resolution away from the wall 

(13.6,umx4.4,umxl.8,um) were obtained in a 30,umx300,umx25mm rectangular 

microchannel. 

The first j.tPIV measurement in circular tubes was obtained by Koutsiaris et al. 

(Koutsiaris et al. 1999). They used a 20W Halogen lamp to illuminate the a glycerol 

suspension of 10,um diameter glass spheres flowing through -200,um diameter glass 

capillaries. The 1 O,um diameter particle size allowed for relatively short exposure times 

with continuous illumination. The spatial resolution of these measurements was 

approximately 26,um. 

The j.tPIV technique has been applied to a variety of flow regimes. A few of these 

examples range from fundamental studies of fluid motion (Tretheway et al. 2002), to 
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practical applications such as commercial inkjet print heads (Meinhart et al. 2000), and 

BioMEMS devices like electrokinetic-based devices (Santiago 2001). 

Currently, J.1PIV is able to deliver thin 2D planes of velocity measurement that can be 

scanned in the third dimension to construct two-component, three-dimensional velocity 

measurement within a volume. It is clear that, if a reference beam is brought into the 

CCD sensor plane, a hologram of the seeding particles is then recorded by the CCD 

camera in a similar way to the photographic HPIV shown in Figure 4-16. It should 

therefore be possible to make 3C-3D measurement of small scale flows. This is what the 

author refers to as J.lHPIV and is discussed in detail in the following sections. 

5.3 DigitaliJ.HPIV 

As described in Chapter 2, in parallel efforts, researchers have investigated HPIV as a 

means to make three-component velocity measurements from a three-dimensional volume 

of interest. Unlike scanning PIV, HPIV relies on holography to record and retrieve 3D 

images of the tracer particles, from which 3C-3D displacements of the particles are 

extracted. In particular, 3D-CAC analysis of the wavefront data stored by a hologram has 

been shown to be inherently tolerant to aberrations induced by poor quality windows for 

example (Coupland et al. 1996). A variant of HPIV is presented to measure 3C-3D fluid 

velocity within micro-fluidic devices, which is called Micro Holographic Particle Image 

Velocimetry (J.1HPIV). 

In recent years digital HPIV has become an attractive technique due to its simple 

implementation. Digital HPIV includes three basic steps, the same as the conventional 

HPIV, but implemented in purely digital environment. Firstly, a CCD camera records 

holograms of flow tracer particles. The holograms are then numerically reconstructed to 

estimate the original object wave. Finally, from the reconstructed wave field, particle 3D 
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velocities can be extracted. Compared to conventional holographic techniques, digital 

recording and numerical reconstruction of holograms offer new possibilities in optical 

metrology. Since the hologram is coded numerically as a digitized image, it is not 

necessary to process a photographic plate to reconstruct a real image. Moreover, the 

numerical reconstruction of the complex amplitude allows straightforward access to 

phase (Grilli et al. 2001). 

The large pixel size of electronic image sensors is often seen as the major barrier for 

digital HPIV. However, the effective pixel size can be arbitrarily chosen by employing 

imaging lenses in the holographic recording system if the flow field is small. High 

numerical aperture recording can be made on current CCDs with no loss of information. 

In this section the implementation of j.lHPIV is demonstrated with a standard CCD 

imaging device in a purely digital environment 

5.3.1 Digital recording 

To make simultaneous holographic recording of micro scale flow, a transmission 

microscope utilizing coherent detection is used. Figure 5-2 illustrates the principle of 

digital j.tHPIV. The object beam passes through the flow of interest and carries the 

information of the seeded particles. The seeded particles are imaged to the CCD plane by 

the objective lens (which introduces a phase curvature). To increase SNR a high-pass 

optical filter is used to stop the DC component in the object beam. For holographic 

recording, a reference beam is brought into the CCD plane. If a reference beam is well 

conditioned to diverge from a point that is in the (virtual) far focal plane of the imaging 

objective lens, the phase curvature introduced by the imaging process is exactly matched 

by the curvature of the reference beam. This is proved in the following section. 
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Figure 5-2 Digital micro HPIV 

According to paraxial imaging theory, the image complex amplitude U; at coordinates 

(x1, y1) at a distance z1 behind the lens is given in terms of the object complex 

amplitudeU
0

(X
0
,y

0
), such that, 

where M represents the magnification of the system, 0 denotes convolution and h(x1, y1) 

is the point-spread function. In practice, the impulse response, h(x1, y) , defines 

diffraction limit and hence the minimum size of the recorded particle images. To simplify 

the analysis, however, the diffraction limit is assumed to be sufficient to resolve the 

optical field and the image complex amplitude U1(x1,y1) of Equation (5.1) is a magnified 
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version of the object amplitude distribution multiplied by a quadratic phase distribution 

such that, 

(5-2) 

In this work the off-axis reference beam, U,(x1,y1) diverges from a (virtual) point that is 

in the far focal plane of the imaging object lens. This is essentially the image of a tilted 

plane wave in the object plane and as such, the complex amplitude of the reference beam 

U,(x1,y1) can be written as 

U,(x1,y1) = exp(j21Z'x1 sinal ..l)exp[j ~ (1 +_!_)(x/ + y[)J 
-"Z; M 

(5-3) 

where a is the angle between the reference beam and the object beam (Figure 5-2). 

Finally, the intensity distribution at the CCD plane l(x1,y) is given by 

l(x1,y1)=l+IUol
2 
+U0 (- ~ ,- ~)exp(-j2iifx,x1 )+U;(- ~ ,- ~)exp(j2iifx,x,)(5-4) 

where fx, = si~ a is the spatial frequency of the carrier fringes and A. is the wavelength. 

It can be seen that the phase curvature introduced by the imaging process is exactly 

matched by the curvature of the reference beam, as shown in Figure 5-3, such that straight 

carrier fringes are observed in the CCD array plane in the absence of any object. In this 

way, the carrier modulated intensity distribution l(x1,y1) can be thought of as a 

holographic recording of the optical field in the object plane of the objective (shown in 

Figure 5-4). It is noted, however, that the carrier frequency can be much higher than that 

which could be physically created by introducing a reference wave on the object side of 

the objective lens. 
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CCD plane 

Figure 5-3 Phase curvature match 

Q Microscopic lenses 

- Object plane 
Seeding particles ~\:_"'.(Holographic recording) 

#f"-~"Reference wave 

Ill Object wave 

Figure 5-4 A holographic recording of the optical field in the object plane of the 

objective. 
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A practical problem in recording an off-axis hologram using a CCD camera is the 

restriction of the angle between the reference and object wave due to the spatial 

frequency limitation. The light-sensitive material used to record holograms must resolve 

the interference pattern resulting from superposition of the object and reference wave. 

Holographic emulsions have resolutions up to 5000/p/mm. With these materials, 

holograms with angles between the reference and the object wave of up to 180° can be 

recorded. However, the typical pixel size of a CCD is only of about /!J.x "' 5f.Jm. The 

corresponding maximum resolvable spatial frequency calculated by 

fm., = 1/2/!J.x (5-5) 

is therefore of about I 00/p/mm. As the spatial frequency of the carrier fringes fx, = si~ a , 

the maximum angle between the reference and the object wave is restricted to a few 

The limited angle between the reference and object wave means that only low NA 

lensless off-axis holograms can be made. However, this problem can be solved in JlHPIV. 

As shown in Figure 5-3, the distance between the reference and the object beam in the 

focal plane of the objective lenses, d, can be calculated by the geometry to give 

d"' (M -1)~tana 
2NA 

(5-6) 

where ~is the diameter of the objective lenses, M is the magnification of the imaging 

system. For the author's JlHPIV experiment (described in Section 5.4), where M is the 

order of 14 and NA is about 0.25, the distance d is about 2~. This distance is wide 

enough to assemble the optical elements to take large numerical aperture, off-axis, digital 

holograms. 



Chapter 5: Micro HPIV 5-11 

5.3.2 Numerical reconstruction 

In conventional digital holography the Fresnel-Kirchoff integral is used to calculate the 

intensity and the phase distribution of the reconstructed real image, however, the direct 

numerical processing of the Fresnel-Kirchoff integral is time consuming. In the case of 

the digital11HPIV recording described above, the whole optical field can be reconstructed 

by the Fast Fourier Transform (FFT) based convolution approach more efficiently. 

As the intensity distribution I (X;, y;) recorded by the CCD camera is thought of as a 

magnified holographic recording of the optical field in the object plane of the objective, 

the signal can be demodulated to find the complex amplitude in the object plane of the 

imaging system. Using a 20 Fourier transform to demodulate the recorded carrier 

intensity distribution l(x;.Y;) of Equation (5-4), we have 

where ll is a delta function and FT represents Fourier transformation. Isolating the third 

term of Equation (5-7), using inverse Fourier transformation and then scaling by the 

system magnification, the optical field complex amplitude in the object plane of the 

microscope U.(x •• y.;O) can then be obtained. 

Since it is usual for the object plane of the imaging system to be somewhere within the 

flow field, the optical field in different planes can be reconstructed from this plane using 

the free-space propagation equation. The object spatial frequency spectra in the object 

plane S(k,,k,;O) is given by the Fourier transformation of optical field complex 

amplitude, such that 
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(5-8) 

The spatial frequency spectra at a parallel plane z can be calculated by following the 

frequency plane formulation of free-space propagation, 

S(kx, ky; z) = S(kx, ky;O)H(kx, ky; z) (5-9) 

where H(kx,ky;z)=exp(j21rZ~ljA.2 -k; -k:) is the transfer function of the wave 

propagation. The optical field complex amplitude at a parallel plane z can be obtained by 

taking an inverse Fourier transform of Equation (5-9), 

(5-10) 

From the analysis above, the whole process to calculate the optical field complex 

amplitude can be carried out more efficiently using the fast Fourier transform algorithm. 

5.3.3 Data extraction 

In digital ~J,HPIV two single-exposure holograms separated by a short time are recorded 

by CCD camera. By numerical reconstruction the complex amplitudes of the two 

recorded particle fields are then available for further processing. Each reconstructed 

particle field is divided into a grid of small sections or interrogation areas. The complex 

amplitude of the optical field transmitted by the corresponding interrogation areas can be 

decomposed into its spectrum of plane-wave components respectively defined by the two

dimensional Fourier transformation, from which the cross-spectral density can be 

calculated. The cross-spectral density is then used to extract the 3D displacement by 

digital shearing method or 3D complex amplitude correlation method. The detailed 

processing steps are the same as described in previous chapters. 
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This process is repeated at each interrogation area within the optical field, resulting in a 

3D map of velocity vectors to describe the flow. The proposed processing method 

described above can be summarized as the following steps shown in Figure 5-5 and are 

illustrated in next section. 

(1) Demodulate recorded intensity to give image 

complex amplitude 

• 2) Map image complex amplitude to objec 

FOmplex amplitude 

• (3) Calculate complex amplitude in plane o 

·nterest .. 
(4) Segment plane of interest into interrogation 

egions 

• 5) 2D FFT of an interrogation region to give 

the 2D spatial power spectrum 

• (6) Calculate the particles displacement by 

digital shearing or 3D-CAC method 

• 7) Repeat the steps (3)-(6) to obtain the 3D 

map of all velocity vectors 

Figure 5-5 Flow chart of the digital JlHPIV 
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5.4 3C-3D measurement of the micro-scale jet flow 

The principle of digital!!HPIV has been described in previous section. In this section, the 

digital 11HPV method will be applied to velocity measurement in micro-scale fluid 

mechanics. A micro-scale jet flow was designed for the 11HPIV experiment. Numerical 

reconstruction and data extraction is implemented, following the procedure described in 

section 5.3. Practical problems, such as vector clustering, are then discussed. 

5.4.1 Experimentallayout 

The experimental configuration shown in Figure 5-6 is based on Figure 5-2, which is used 

to make simultaneous holographic recording of the jet flow inside a micro-channel. A Q

switched, diode pumped, frequency doubled Nd: YAG laser is used as the optical source. 

The collimated laser beam (wavelength A.=532nm) is divided by the beam splitter into two 

beams: one of these, the object beam, is a spherical wave produced by an objective lens 

of focal length 55mm and.f/#=2; the other one is a reference beam which diverges from a 

(virtual) point that is in the far focal plane of the imaging lens. The magnification of the 

imaging system is 14. The hologram pattern is digitized by a CCD camera and straight 

interference fringes are observed in the CCD array plane in the absence of any object. 

The system NA is restricted by the objective lens .f/# to about 0.25, the field of view 

(corresponding to the size of the field in the object plane) was approximately 600,um 

x500,um. As the maximum fringe frequency of the interference pattern which can be 

resolved by the CCD camera array is the inverse of twice the pixel size (6.8jJm), this 

gives a maximum reference beam angle, a, of about 2.5° . 
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The pulsed laser and the CCD camera are synchronous controlled by the software on a 

PC. The software was written in MatLab. The PixeLink PL-A630 CCD array of 

1280xl024pixels operating at 3fps is used to record a sequence of holograms. 

The micro-channel comprises of a quartz glass capillary 50mm long with a cross section 

5mm by 2mm (shown in Figure 5-7). The liquid (deionised water) is seeded with hollow 

glass micro-spheres approximately 5jlm in diameter. The liquid is delivered into the 

capillary by a hypodermic needle with a diameter of 0.25mm and the flow rate is 

approximately 0.5mm%. 

Figure 5-6 Off-axis forward scattering jlHPIV imaging system 
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<j)0.25mm (the nozzle) 

*="=~=-,=------·------------------------------------------------- 5mm --
- 50mm (micro-channel) 

(a) Dimensional sketch 

(b) Experimental configuration 

Figure 5-7 Micro channel 

Figure 5-8 (a) and (b) show the first and second exposure holograms of free jet fluid flow 

respectively, which is recorded by the set-up described above. It can be clearly seen that 

the particle marked with circle on the topper-left side is in-focus in the first exposure 

hologram and out-of-focus in the second hologram. 
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Figure 5-8 (a) First and (b) second exposure hologram 
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5.4.2 Experimental results 

After the digital holograms are recorded and transferred into the computer, the real 

challenge is to extract the particle displacement. The analysis of each sequential pair of 

particulate holograms was as follows. First the optical field was reconstructed in 20 

planes separated by 30pm by demodulating the recorded intensity to find the complex 

amplitude, and using the frequency plane formulation of free-space propagation as 

discussed in section 5.3.2. Figure 5-9 presents the numerical reconstructed particle 

images at the object plane from Figure 5-8. Figure 5-10 and Figure 5-ll present the 

reconstructed particle images at distance z=-0.12mm and z=-0.21mm from the object 

plane respectively. It can be seen that the sub-picture marked with white box is focused at 

z=-0.12mm (Figure 5-10). 

Subsequently, the particle velocity is calculated using complex amplitude cross

correlation technique on each 64x64pixels interrogation area of this field. When 

projecting into the fluid, the correlation windows are about 30pmx30pm. The 

interrogation spots are overlapped by 50%, yielding a velocity-vector spacing of 

151.lmx151.lm. Figure 5-12 shows the 3D cross-correlation intensity of marked sub

pictures in the Figure 5-9, Figure 5-10 and Figure 5-ll, respectively. In all, 25,600 cross

correlations were calculated in this way from each pair of holographic images. 
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(a) I Jnfocnsecl 

(b) 

Figure 5-9 Reconstructed particle image from Figure 5-8 
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(a) Focused 

(b) 

Figure 5-10 Reconstructed particle image at z=-O.l2mm 
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(a) IJnfncnserl 

(b) 

Figure 5-11 Reconstructed particle image at z=-0.21mm 
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(a) 

(b) 
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(c) 

Figure 5-12 3D cross-correlation intensity of marked sub-pictures in the (a) Figure 5-9, 

(b) Figure 5-10 and (c) Figure 5-11 (the centre pixel is a zero velocity reference) 

5.4.3 Vector cluster analysis 

5-23 

In all the ~tHPIV experiments to date, the flow was relatively sparsely seeded with Spm 

hollow glass micro-spheres and this has highlighted some fundamental issues concerning 

the analysis procedure. For the case of sparse seeding, it is noted that a correlation signal 

is observed above the background (stationary noise caused by scattering from windows 

etc.) over a cluster of interrogation regions. This is most noticeable in the depth direction. 

Figure 5-13 displays the magnitude of the cross-correlation peak as a function of depth

ordinate, z, for a set of interrogation regions and it can be seen that the signal could be 

attributed to a particle located approximately 0.12mm from the object plane of the 

microscope. Figure 5-14 shows the corresponding 3C particle displacement vectors that 

have been extracted from the correlation peak position. It can be deduced that the 

displacement of this particle is approximately dr--28.38pm, !1y=-9.02pm and /1z=4.12pm 
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and these measurements are reasonably consistent over the space defined by the width of 

the peak in Figure 5-13. 
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Figure 5-13 The correlation peaks of marked sub-pictures throughout the z-direction 
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Figure 5-14 The calculated three-component displacement vectors from the correlation 

peaks position throughout the depth-direction of the flow volume 
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It is clear from the results that a method is needed to assign the measured displacement to 

a velocity at a particular point in the flow. As the seeding concentration is increased, there 

could be a number of peaks in each correlation. These peaks correspond to the movement 

of particles that are both in and out-of-focus. However, the largest correlation peak is 

expected to correspond to the brightest particle image. A suitable method is needed to 

locate this in 3D space. The method used here is to cluster the measured data into regions 

identified by high correlation strength (as shown in Figure 5-13). The measured velocity 

is then ascribed to the geometric centre of this cluster and all other data from the cluster is 

discarded. Figure 5-15 (a) and (b) shows the in-plane two components velocity map in the 

image plane before and after the measurement data is identified, respectively. Using this 

approach 137 vectors have been extracted from the 25,600 correlation measurements and 

are shown in the quiver plot of Figure 5-16. These vectors that have been simultaneously 

measured throughout the 0.5x0.6x0.6mm3 volume clearly show behaviour of the jet flow. 
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Figure 5-15 In-plane two components velocity map in the image plane (a) before and (b) 

after the measurement data is identified 
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Figure 5-16 Three-dimensional velocity map of free jet fluid flow (137 vectors in the size 

of0.5x0.6x0.6mm3 volume) 
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5.5 Summary 

In this chapter digital j!HPIV has been investigated as a means to make 3C-3D 

measurements in micro-fluidics. In particular, digital holographic recording and 

numerical reconstruction has been discussed in detail. As the off-axis reference beam 

diverges from a point in the far focal plane of the imaging lens, the phase curvature 

introduced by this imaging lens is cancelled and the carrier modulated intensity 

distribution can be thought of as a holographic recording of the optical field in the object 

plane of the objective. The complex amplitude of the optical field in any plane is 

reconstructed by a FFf based convolution approach, which is more efficient than the 

direct numerical processing. 

Digital j!HPIV has been applied to make 3C-3D measurements of the micro-scale jet 

flow. An object of about 0.5mmx0.6mm has been magnified 14 times and imaged into the 

CCD camera. The flow field has been numerically reconstructed into 20 planes with the 

interval of 30f.lm. Complex amplitude correlation has been applied to each 30j.lmx30f.lm 

interrogation area (with 50% overlap) to calculated the seeding particle displacement. The 

results clearly demonstrate the potential of j!HPIV with complex amplitude correlation 

analysis for 3C-3D velocity measurements in micro-fluidics. 

One interesting feature of the analysis procedure applied here is the method by which 

vectors are assigned to a point in space. For the case of sparse seeding, it was found that a 

cluster of interrogation regions provided the same measurement of particle displacement. 

In the analysis procedure this cluster was identified and the measured displacement was 

applied to the interrogation region at the centre of the cluster. In this way 137 vectors 

have been obtained from the 25,600 correlations. 

The number of vectors measured by the technique would clearly be improved through 

seeding the flow more densely, however, the SNR will decrease proportionally due to the 
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contribution of out-of-focus particles. In practice there needs to be a balance between 

SNR and the density of seeding particles that includes contributions from light scattered 

by dirty windows and other artefacts in the optical path. An experimental programme to 

determine the information capacity of ~otHPIV is discussed in the following chapter. 
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Chapter 6 Conclusions and Further Work 

6.1 Conclusions and main contributions 

This thesis has discussed work with two main objectives. One is to develop a high speed 

digital analysis approach to extracting 3C-3D data from holograms. This is a continuation 

of the work on the complex amplitude correlation analysis that was originally proposed 

by Coupland and Halliwell (Coupland et al. 1992). The other is to investigate digital 

J.1HPIV, a method capable of measuring micro-scale fluid flow. 

The main contributions that have been achieved in this thesis are summarized as follows: 

(1) Definition of 3D-CAC using a formulation of scalar diffraction in 3D vector space. 

A review, with specific focus on the various HPIV data extraction techniques, was 

presented. In particular, optical CAC was examined. The method manipulates both the 

phase and the amplitude of the recorded signal and because of this it is inherently immune 

to imaging aberration (Coupland et al. I 996). Although complex amplitude correlation is 

theoretically the most robust method to locate spatial repetition in a signal (when applied 

optically), it is limited by the performance of spatial light modulators and the speed of the 

mechanical devices used to search the output field (Bamhart 2001). In order to implement 

CAC digitally, the theory of CAC has been re-examined through a formulation of scalar 

diffraction in 3D vector space. The 2D spatial frequency spectrum is mapped onto the 3D 

surface of the Ewald sphere and CAC can then be implemented digitally using a single 

3D FFT. However, 3D FFTs (as well as 3D peak searching) are computationally intensive. 
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A new technique, named the digital shearing method, has been developed to extract 3C 

particle displacement data digitally. 

(2) Proposition, implementation and application of the digital shearing method. 

Following the analysis of digital 3D-CAC, the digital shearing method has been 

introduced and defined. The formulation of the digital shearing method and its fast 

implementation has been discussed. In contrast to digital 3D-CAC, it has been shown that 

all tluee components of particle image displacement can be retrieved using 2D FFf 

operations and approximate coordinate transformations. Using a MatLab simulation the 

method has been illustrated in a step-by-step manner showing the effect of each operation. 

The performance of the digital shearing and 3D-CAC methods in terms of the 

computational efficiency and measurement accuracy has been evaluated. The simulated 

results have shown that the digital shearing method can provide much higher speed and 

comparable accuracy than the 3D correlation technique. From the analysis, the digital 

shearing method only requires about 3/BN of the operations required by the 3D-CAC 

method for an array of NxN elements. Thus the digital shearing method affords a 

considerable time saving over the full 3D correlation approach. As the number of pixels 

increases this effect becomes more pronounced. The method has also been tested by 

experiments, in which holograms were recorded on 35mm photographic films. 

(3) Proposition, implementation and application of digital J,LHPIV for 3C-3D 

measurement of micro-scale flow structures. 

Digital J,LHPIV has been investigated as a means to make 3C-3D measurements in micro

scale flow. The principle of digital J,LHPIV has been analysed. In particular digital 

holographic recording and numerical reconstruction is discussed in detail. As the off-axis 

reference beam is diverged from a point that is in the far focal plane of the imaging lens, 

the carrier modulated intensity distribution can be thought of as a holographic recording 
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of the optical field in the object plane of the objective. The whole optical field complex 

amplitude has been reconstructed by the fast Fourier transformation based on the 

convolution approach, which is more efficient than the direct numerical processing. 

Practical issues of digital J.LHPIV including vector cluster analysis and spatial frequency 

limitations have been discussed. Spatial frequency in J.LHPIV recording is limited by the 

effective CCD pixel size and this can be arbitrarily chosen through the choice of 

magnification. For the case of sparse seeding, it was found that a cluster of interrogation 

regions provided the same measurement of particle displacement. In the analysis 

procedure this cluster was identified and the measured displacement was applied to the 

interrogation region at the centre of the cluster. Digital J.LHPIV and CAC have been 

demonstrated in a real micro fluid flow. An object of 0.5mmx0.6mm was magnified 14 

times and imaged into the CCD camera. The flow field has been numerically 

reconstructed in 20 planes separated by 30pm. CAC has been applied to each 

30pmx30pm interrogation area (with 50% overlap) to calculate the seeding particle 

displacement. Cluster analysis has been used to assign the right vectors in the right 

position. In this way 137 vectors have been obtained from the 25,800 correlations. The 

results clearly have demonstrated the potential of J.LHPIV with complex amplitude 

correlation analysis for 3C-3D velocity measurements in micro-fluidics. 

The work described in this thesis has been summarised and published in five papers. 

These thesis-related papers are: 

H. Yang, N. A. Halliwell and J. M. Coupland (2004), "Digital J.LPIV: 3C-3D measurement 

of free jet fluid flow in the micro-channel", 12th International Symposium on 

Applications of Laser Technique to Fluid Mechanics, Lisbon, Portugal, Paper No. 5.5 
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H. Yang, N. A. Halliwell and J. M. Coupland (2004), "Application of digital shearing 

method to extract 3C velocity data in holographic PIV", Measurement of Science and 

Technology, Vol.15, p694-699 

H. Yang, N. A. Halliwell and J. M. Coupland (2003), "Digital shearing method to extract 

three-dimensional velocity data in holographic PIV", Applied Optics, Vol.42, p6458-

6464 

H. Yang, N. A. Halliwell and J. M. Coupland (2003), "A comparison of digital shearing 

and 3D correlation analysis methods", Proceedings of the International Society for 

Optical Engineering, Vol.5191, San Diego, USA, p52-58 

H. Yang, N. A. Halliwell and J. M. Coupland (2003), "Extraction of 3C velocity data in 

holographic PIV", Proceedings of the International Workshop on Holographic Metrology 

in Fluid Mechanics, Loughborough, UK, p167-176 

6.2 Suggestions for further work 

In order to further improve the performance of J.!HPIV and the digital shearing method, 

further investigation is suggested through the following. 

(I) Algorithm efficiency improvement 

As discussed in Chapter 4, the digital shearing method uses a total of four 2D FFf 

operations and other essential computations to calculate the final result. Using an input 

resolution of 256x256 pixels, FFf operations require approximately 4Mflops and it is 

estimated that the other essential computations require approximately !M floating-point 

operations. Coordinate transforms represent the dominant computational overhead in the 

other essential computations. The MatLab-based method developed in this thesis is 
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efficient in the centre of kx and ky coordinate but there are some NaN (Not a Number) 

produced near the edge of kx and k, components. The origins of these singularities are 

unknown but should be eliminated by coding another interpolation routine. 

(2) Background noise removal 

The background noise may be successfully removed by subtracting background images 

from !!HPIV recordings. An image of the background could be obtained by averaging of 

!!HPIV recordings. Because the particles are randomly distributed and quickly move 

through the camera view area, their image will disappear in the averaged recording. 

However, the image of the background (including boundary and particles adhered to the 

well, etc.) maintains the same brightness distribution in the recording, because it does not 

move or change. 

(3) Dense seeding to improve spatial resolution 

137 vectors have been obtained with vector cluster analysis in the case of the sparse 

seeding in this thesis. The vector number could be improved through seeding more 

densely. However, SNR will decrease as the density of seeding particles is increased. 

Clearly there needs to be a balance between SNR and the density of seeding particles. An 

experiment to determine the information capacity of !!HPIV needs to be performed in the 

future work. 

(5) Effects of Brownian motion 

Brownian motion is the random thermal motion of a particle suspended in a fluid 

(Probstein 1994). The motion results from collisions between fluid molecules and 

suspended particles. When the seed particle size becomes small, the effect of Brownian 

motion on the accuracy of !!HPIV has to be considered. The relative error due to 
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Brownian motion can be estimated bye=.! ~2D , where D is the Brownian diffusion 
u IJ.t 

coefficient, u is the flow velocity and ru is the time interval between pulses (Santiago et 

al. 1998). This Brownian error establishes a lower limit on the measurement interval /J.t 

since, for short time, the measurement is dominated by the uncorrelated Brownian motion. 

Also, errors due to Brownian motion place a lower limit on the size of the particle that 

can be used to achieve the desired velocity measurement accuracy. The product of the 

size of particle and the measurement interval is dependent on the flow velocity of the 

experiment. 

Since the errors due to Brownian motion are unbiased, they can be substantially reduced 

by averaging over several particle images in a single interrogation spot and over several 

realizations. The error decreases as 1!-./N , where N is the total number of particles in the 

average (Bendat et al. 1986). Another method would be to track the motion of individual 

particles as they move through the fluid effectively increasing the measurement time. 

Further work is required to investigate error reduction by averaging and tracking methods. 
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