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Heat transport in pristine and polycrystalline single-
layer hexagonal boron nitride†

Haikuan Dong,a Petri Hirvonen,b Zheyong Fan, ∗a,b Tapio Ala-Nissila b,c

We use a phase field crystal model to generate realistic large-scale bicrystalline and
polycrystalline single-layer hexagonal boron nitride (h-BN) samples and employ molec-
ular dynamics (MD) simulations with the Tersoff many-body potential to study their
heat transport properties. The Kapitza thermal resistance across individual h-BN grain
boundaries is calculated using the inhomogeneous nonequilibrium MD method. The
resistance displays strong dependence on the tilt angle, the line tension and the defect
density of the grain boundaries. We also calculate the thermal conductivity of pristine
h-BN and polycrystalline h-BN with different grain sizes using an efficient homogeneous
nonequilibrium MD method. The in-plane and the out-of-plane (flexural) phonons ex-
hibit different grain size scalings of the thermal conductivity in polycrystalline h-BN and
the extracted Kapitza conductance is close to that of large-tilt-angle grain boundaries in
bicrystals.

1 Introduction

Monolayer hexagonal boron nitride (h-BN)1 has been iso-
lated from bulk boron-nitride and could be useful as a two-
dimensional (2D) dielectric substrate. Due to the large
electronic band gap, phonons are the dominant heat carri-
ers in this material. The relatively high thermal conductiv-
ity, combined with the high thermal stability and chemical
resistance make h-BN a promising candidate for thermal
management applications.

Bulk h-BN is reported to have a basal-plane thermal con-
ductivity of about 390 W/mK at room temperature2, which
is comparable to that of copper. The room-temperature
basal-plane thermal conductivity of suspended few-layer h-
BN sheets have also been measured recently: Jo et al.3 re-
ported 360 and 250 W/mK for 11-layer and 5-layer h-BN
samples, Zhou et al.4 reported 243 W/mK (+37 W/mK;
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−16 W/mK) for 9-layer h-BN samples and Wang et al.5 re-
ported 484 W/mK (+141 W/mK;−24 W/mK) for exfoliated
bilayer h-BN samples. Laminated h-BN thin films, which
can be mass produced, have been measured to have re-
duced thermal conductivities (20 W/mK reported by Zheng
et al.6 and 14 W/mK by Wang et al.7), but they have nev-
ertheless been demonstrated to be useful for thermal man-
agement applications7.

Experimentally grown samples are usually polycrys-
talline in nature, containing grain boundaries (GBs) which
act as extended defects affecting heat transport. There is
so far no experimental work exploring the influence of GBs
on the heat transport properties of layered h-BN. Theoret-
ically, it is also a major challenge to obtain realistic large-
scale samples for transport studies. Conventional atomistic
techniques do not display the multiscale characteristics re-
quired for modeling the formation and structure of such de-
fected systems. As an example, related molecular dynamics
studies are often initialized with iterative growth and an-
nealing of the grains and the GBs8, typically resulting in
rather irregular defect formations along the GBs. Phase
field crystal (PFC) is a family of classical density functional
approaches for crystalline matter that bridge the atomistic
and mesoscopic length scales and, moreover, give access
to long, diffusive time scales. The PFC approach is, there-
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fore, better ideally suited for generating realistic low-stress
samples as has been recently demonstrated for graphene9.

We use here a PFC model to generate the samples and
employ large-scale molecular dynamics (MD) simulations
with the many-body Tersoff potential10–12 to study their
thermal transport properties. We first calculate the basal-
plane lattice thermal conductivity of pristine h-BN us-
ing a highly efficient homogeneous nonequilibrium MD
(HNEMD) method13–18 and crosscheck the results by the
standard equilibrium MD (EMD) method based on the
Green-Kubo relation14,19. Then, we calculate the Kapitza
resistance/conductance (also called the thermal boundary
resistance/conductance) of individual h-BN GBs and ex-
plore possible correlations between the Kapitza resistance
and the tilt angle, line tension, and defect density of the
GBs. Last, we calculate the thermal conductivity of poly-
crystalline h-BN samples using the HNEMD method and
study the scaling of the thermal conductivity with respect
to the average grain size.

2 Methods

2.1 PFC model for h-BN

We use a PFC model to generate the bi- and polycrystalline
samples for the present MD simulations. PFC models are a
family of coarse-grained classical density functional meth-
ods for microstructural and elastoplastic modeling of crys-
talline matter. The main advantage of PFC is the access
to diffusive time scales of microstructure evolution that
elude, for example, conventional MD simulations. Fur-
thermore, up to mesoscopic systems can be modeled with
atomic-level resolution. PFC describes systems in terms of
smooth, classical density fields ψ. The Realistic structures
are solved for by minimizing a governing free energy func-
tional F (ψ). PFC models can be matched to real materials
by choosing F and its parameters such that the same lattice
symmetry is reproduced. Additionally, elastic properties,
defect energies and diffusion rates, among other proper-
ties, can be fitted to those of real systems.20,21

We use here a PFC model22 that incorporates two PFC
density fields ψB and ψN – one for each atomic species –
that are coupled together to produce the binary honeycomb
lattice structure. We employ the same dynamics and model
parameters as reported in Ref. 22. Evolution of ψB and ψN

is given by conserved dynamics [ψB (t) = ψN (t) = ψ]

∂ψi

∂ t
= ∇

2 δF
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where ε = −0.3, g = −0.5, α = 0.5, β = 0.02 and w = 0.3.
We also set the average density ψ = 0.28. The first two
lines incorporate double well potentials and gradient terms
giving rise to spatially oscillatory solutions and to elas-
tic behavior. The last two couple ψB and ψN together to
yield the correct binary honeycomb structure. We note
that this model does not take into account the possible ef-
fects of localized charges arising from local excess of ei-
ther species. Furthermore, with the parameters used, the
model is symmetric with respect to the two species, i.e.,
F (ψB,ψN) = F (ψN,ψB). Further details of the model can
be found in Ref. 22.

2.2 MD methods for thermal transport

To study the heat transport properties of the large-scale
bicrystalline and polycrystalline h-BN samples generated
using the PFC model, we employ classical MD simulations.
This is the only feasible method that is at a fully atomistic
level. A highly efficient MD code called GPUMD (graph-
ics processing units molecular dynamics)23–26 fully imple-
mented on graphics processing units was used to perform
all the MD simulations in this work. The HNEMD, EMD,
and NEMD methods described below have been imple-
mented in GPUMD. The Tersoff empirical potential10 pa-
rameterized by Sevik et al.11 is used to describe the inter-
atomic interactions in h-BN. For all the systems, we assume
a uniform thickness of 0.335 nm for monolayer h-BN, which
is equal to the interlayer distance of bulk h-BN.

2.2.1 Thermal conductivity from the HNEMD method

We use the HNEMD method to calculate the thermal con-
ductivity in both pristine and polycrystalline h-BN. This
method was first proposed by Evans13,14 more than three
decades ago in terms of two-body potentials. It was
later generalized to a special class of many-body potentials
(called the cluster potentials) by Mandadapu et al.15,16 and
recently to all many-body potentials by some of the current
authors17.

This method gets its name due to the following two
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features. First, it is a nonequilibrium MD method and a
nonzero heat flux is flowing circularly in the (periodic)
transport direction of the system. Second, there is neither
an explicit heat source nor a sink in the system; the system
is driven into a homogeneous nonequilibrium steady-state
by some external force. The homogeneous heat current is
generated by adding an external driving force17

~Fext
i = ∑

j 6=i

(
∂U j

∂~r ji
⊗~ri j

)
·~Fe (3)

on each atom i. Here, U j is the site potential associated
with atom j, ~r ji =~ri−~r j is the difference between the po-
sitions ~ri and ~r j, and ~Fe is a vector parameter controlling
the magnitude and direction of the external driving force.
Note that we are studying stable solid systems here and the
kinetic term which only matters for fluids is thus excluded.
This driving force will be added to the interatomic force of
atom i related to the many-body potential24

~F int
i = ∑

j 6=i

(
∂Ui

∂~ri j
−

∂U j

∂~r ji

)
, (4)

to get the total force ~F tot
i = ~Fext

i +~F int
i . Because ∑i ~Fext

i 6= 0,
one needs to zero the total force of the system before inte-
grating the equations of motion. Also, the temperature of
the system needs to be controlled when the external driv-
ing force is applied. For temperature control, we use the
simple velocity rescaling method, and we have confirmed
that the results do not depend on the details of the ther-
mostat. Details on the technical issues can be found else-
where13,15,17.

The thermal conductivity κ(t) at a given time t in a given
direction is directly proportional to the nonequilibrim en-
semble average 〈J(t)〉ne of the heat current J generated in
that direction:

κ(t) =
〈J(t)〉ne

TV Fe
. (5)

Here, T is the temperature, V is the volume, Fe = |~Fe| and
J is a component of the heat current vector derived in Ref.
24:

~J = ∑
i

∑
j 6=i

(
~ri j⊗

∂U j

∂~r ji

)
·~vi. (6)

In practice, the ensemble average is replaced by a time av-
erage. Following previous works15,17 we redefine κ(t) as a
running average

κ(t) =
1
t

∫ t

0

〈J(t ′)〉ne

TV Fe
dt ′, (7)

and check how it converges. An important issue is to se-
lect an appropriate value of Fe, which has the dimension

of inverse length. This parameter should be small enough
such that the system is in the linear response regime. It
also needs to be large enough to attain a large signal-to-
noise ratio. A rule-of-thumb has been given in Ref. 17,
which states that when Feλ < 1/10, where λ is the aver-
age phonon mean free path, linear response is completely
assured. In practice, one can first roughly estimate λ and
then choose a few values of Fe to test. From our tests,
we find that Fe = 0.1 µm−1 is sufficiently small for pristine
h-BN and Fe = 1 µm−1 is sufficiently small for all the poly-
crystalline h-BN systems.

Because there is no heat source or sink in this method,
the finite-size effects are very small and can be eliminated
by using a relatively small simulation cell. For pristine h-
BN, we have tested that a simulation cell of size 25×25 nm2

(with 24 000 atoms) is large enough. The polycrystalline
h-BN samples are also large enough such that finite-size
effects are negligible. Periodic boundary conditions are ap-
plied to the in-plane directions. For pristine h-BN, we first
equilibrate the system at 300 K and zero pressure in the
NPT ensemble for 1 ns and then generate the homogeneous
heat current for 10 ns. The time step for integration is cho-
sen to be 1 fs and four independent runs were performed.
For polycrystalline h-BN, we first equilibrate the system at
1 K and zero pressure in the NPT ensemble for 0.25 ns, and
then heat up the system to 300 K during 0.25 ns. Next, we
equilibrate the system at 300 K and zero pressure for 0.5 ns
in the NPT ensemble and then generate the homogeneous
heat current for 0.5 ns. The time step for integration is cho-
sen to be 0.25 fs and two independent runs were performed
for each sample.

2.2.2 Thermal conductivity from the EMD method

We also use the EMD method to crosscheck the HNEMD
results for pristine h-BN. The EMD method is based on
the Green-Kubo relation14,19, which expresses the running
thermal conductivity κ(t) as an integral of the heat current
autocorrelation function 〈J(0)J(t)〉e:

κ(t) =
1

kBT 2V

∫ t

0
〈J(0)J(t ′)〉edt ′, (8)

where t is the correlation time and kB is the Boltzmann con-
stant. The equilibrium ensemble average 〈〉e is evaluated as
an average over different time origins.

Also the EMD method has small finite-size effects and we
thus use the same simulation cell and boundary conditions
for pristine h-BN as used in the HNEMD method. We first
equilibrate the system at 300 K and zero pressure in the
NPT ensemble for 1 ns and than switch to the NVE ensem-
ble and sample the heat current for 40 ns. A time step of 1
fs is used and 36 independent runs were performed.
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2.2.3 Thermal boundary resistance from the NEMD
method

Fig. 1 (a) A schematic illustration of the NEMD simulation
method in bicrystalline h-BN. (b) The temperature profile across
bicrystalline h-BN in the steady state of the NEMD simulation.

We use the NEMD method to calculate the Kapitza ther-
mal resistance across individual grain boundaries. The
NEMD method is an inhomogeneous method where a heat
source and a sink are generated. There are many tech-
niques to generate these and we select the method of local
thermostatting. As shown schematically in Fig. 1(a), we
apply periodic boundary conditions in both planar direc-
tions, but freeze the atoms in a group (group 0) containing
one grain boundary. This is equivalent to fixing both the
left and the right ends of the system. The remaining system
is evenly divided into 40 groups and groups 1 and 40 are
taken as the heat source and sink, respectively. Their local
temperatures are maintained at 310 K and 290 K, respec-
tively, using a Nosé-Hoover chain thermostat19 consider-
ing the conservation of momentum in the heat source and
sink groups. One can also use a periodic boundary setup
where the heat source and sink are separated by one half
of the simulation cell length, but it has been found27 that
this is less efficient than the fixed boundary setup in ob-
taining the length-convergent Kapitza thermal resistance,
because the periodic boundary setup effectively reduces18

the system length by a factor of two. We have tested that
using a simulation cell length of 200 nm is enough to obtain
length-converged Kapitza thermal resistance for the h-BN
grain boundaries. In comparison, it has been found27 that
a simulation cell length of 400 nm is required to obtain
length-converged Kapitza thermal resistance for graphene
grain boundaries, which can be understood by noticing that
the phonon mean free paths are shorter in h-BN than in
graphene.

When steady state is established, a linear temperature
profile can be observed on each side of the central grain
boundary, as shown by the red lines in Fig. 1(b). Right
at the grain boundary, there is a clear discontinuity of the
temperature ∆T , which is associated with the Kapitza ther-
mal resistance. We determine the value of ∆T as the dif-
ference between the two fitted linear functions evaluated
at the grain boundary. In the steady state, the energy ex-
change rate dE/dt between the heat source/sink and the
thermostat also becomes time independent. From this we
get the heat flux Q flowing across the grain boundary:

Q =
dE/dt

S
, (9)

where S is the cross-sectional area of the system perpendic-
ular to the transport direction. From the temperature jump
∆T and the heat flux Q, the Kapitza thermal resistance R is
calculated by the definition

R =
∆T
Q

. (10)

The inverse of the Kapitza thermal resistance is called the
thermal boundary conductance G (here, G is actually the
thermal boundary conductance per unit area):

G =
1
R
=

Q
∆T

. (11)

In the NEMD simulations, we use a time step of 0.25 fs.
We first equilibrate the system at 1 K and zero pressure in
the NPT ensemble for 0.25 ns, then increase the tempera-
ture form 1 K to 300 K during 0.25 ns, and then equilibrate
the system at 300 K and zero pressure in the NPT ensemble
for 0.5 ns. After these steps, we apply Nosé-Hoover chain
thermostats locally to the heat source and sink, setting the
local temperature to 310 K and 290 K, respectively. We have
checked that all the systems can reach a steady state during
0.5 ns. In view of this, the local thermostats are applied for
1.5 ns and we measure the heat flux and the temperature
profile during the last 1 ns. We do five independent runs
for each sample in order to obtain an average and an error
estimate for each physical quantity we are interested in.

3 Results and Discussion

3.1 Sample preparation and inspection

Similarly to Ref. 27, we initialize the bicrystal PFC cal-
culations with symmetrically tilted grains fitted to a peri-
odic, two-dimensional computational unit cell whose di-
mensions are allowed to vary to minimize strain. The grain
boundaries are initialized as sharp interfaces. Figure 2
presents a collage of the initial grain boundary configura-
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(a) (b) (c) (e)

(f) (g)

(d)

(h) (i) (j)

Fig. 2 Collage of some of the grain boundary tilt angle cases studied. Only small portions of the systems are illustrated. The
boundaries are shown unrelaxed with sharp interfaces to better illustrate the two symmetry classes: (a) - (e) symmetric and (f) - (j)
asymmetric boundaries. The latter are otherwise identical to the former, but the two atom species in the left-hand side grain of the
latter have been interchanged. The wedges indicate one half of the tilt angle, defined as rotation from the single-crystalline state. The
tilt angles in (a) - (j) are 9.4◦,21.8◦,32.2◦,42.1◦,53.6◦,50.6◦,38.2◦,27.8◦,17.9◦ and 6.4◦, respectively.

tions for some of the tilt angle cases studied.
We consider the same tilt angles as in the previous

work27 for symmetric boundaries (SBs) in graphene. In
addition, we also investigate the antisymmetric bound-
aries (ABs) where the two atomic species have been in-
terchanged in just one of the two grains; compare Figs. 2
(f)-(j) to (a)-(e). We refer to both boundary types collec-
tively as grain boundaries (GBs). We define the tilt angle
as 2θ where ±θ is the rotation angle of the grains from
the single-crystalline state. Small (large) 2θ corresponds
to armchair and zigzag (zigzag and armchair) boundaries
for SBs and ABs, respectively; see Fig. 2.

After equilibration using Eq. (1), the local maxima in
ψB and ψN, whose magnitude ≥ 75% of that of the global
maximum, are detected and their locations are recorded
as atom coordinates for further atomistic calculations. We
find that the network of atoms, or the topology of the PFC
samples remains unchanged during our MD simulations.

In Ref. 22 it is noted that the relative lattice translation
of the neighboring grains in the initial state was varied to
find the lowest-energy GB structures. Our goal, however, is
to obtain realistic configurations for further atomistic cal-
culations without extensive sampling. For polycrystalline
large-scale samples, varying the translations of each grain
is infeasible. We consider only a single sample per each tilt
angle case and work with the boundaries the model gives.

Both atomistic calculations28 and experiments30,31 sug-
gest that h-BN SBs and ABs are composed mainly of 5|7
and 4|8, or pentagon-heptagon and tetragon-octagon dis-

locations, respectively. The h-BN PFC model has been
shown to capture many of the correct GB structures22, but
also some alternative ones, including diamond and octagon
dislocations, seldom also dodecagon and 4|12 dislocations
(interpreted as 4|10 and 4|6|8 in Ref. 22).

Figure 3 illustrates GB structures from present PFC cal-
culations and Table 1 summarizes and compares them with
those from previous theoretical works22,28,29. Experimen-
tal works30,31 are excluded from Table 1 because they offer
a very limited and non-representative sample. Our GBs ex-
hibit an abundance of the 5|7 and 4|8 dislocations as ex-
pected28,30,31, but display also all of the other dislocation
types mentioned above, in accordance with Ref. 22. Short
chains of 5|7 dislocations have been observed experimen-
tally30 in GBs of misorientation ~21◦ and ~22◦. Our SB06
structure with a similar misorientation is consistent and
also displays 5|7 dislocations. Chains of 4|8 dislocations
have been observed in GBs of misorientation ~24◦. Our
AB06 and AB07 structures have roughly similar misorien-
tations and do display both squares and octagons, but also
dodecagons in the former which have not been observed
experimentally or been predicted by atomistic calculations.
While the dodecagons form a very regular structure in this
case, they are tiny voids that impede traversing phonons.
This is evident in Fig 6 where the corresponding resistance
is slightly higher than those of the other GBs.

Chains of 5|7 dislocations have also been observed31 in
GBs of misorientation ~32◦. Our SB07, SB08 AB07 and
AB08 structures all have the same misorientation. Struc-
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Table 1 Overview of the h-BN grain boundaries from the present (corresponding results without references) and previous22,28,29

works. The first column gives the tilt angle, whereas the following ones indicate whether armchair (AC) or zigzag (ZZ) boundaries are
in question and what defects comprise the corresponding SBs and ABs. Expected ground state configurations are given in boldface.
The subscript "B" indicates a boron-rich boundary variant. Alternative structures, whose energies are comparable to the ground state
configurations, are given in parentheses. Notation (P|)n indicates a defect chain of n P-gons. At 2θ = 0◦ and 2θ = 60◦ a
single-crystalline state and inversion boundaries (IBs) are obtained, respectively. The former case is trivial, whereas for the latter
several alternative configurations have been proposed. The related acronym "PH-HEB" stands for "pristine hexagonal with
homoelemental bonds".

Tilt angle AC/ZZ SBs AC/ZZ ABs
2θ = 0◦ AC single-crystalline ZZ single-crystalline

0◦ < 2θ < 30◦ AC 5|7B (4|8)28 ZZ 4|8 (5|7)28

5|722 5|7, 4, 1222

4, 5|7, 8 4, 5|7, 8, 12, 4|12
30◦ < 2θ < 60◦ ZZ 5|7B

28 AC 4|828

5|722 5|7, 8, 4|1222

(4|)n 5|7 (|8)m 4|8, 4|12, 12
2θ = 60◦ ZZ PH-HEB28 AC 4|828

PH-HEB29 PH-HEB29

8|8 (4|4)22 4|822

ture SB07 is composed of a mixture of 5|7, diamond and
octagon dislocations, structures SB08 and AB08 display di-
amonds and octagons, and structure AB07 has squares,
octagons and dodecagons as discussed earlier. We would
like to point out that separate diamonds and octagons are
rather similar to 5|7 dislocations, as a diamond (an oc-
tagon), together with a neighboring hexagon, can trans-
form into a 5|7 with the introduction (removal) of an
atom; see, for example, structure SB07 in Fig. 3 that
demonstrates all three dislocation types. Diamonds and oc-
tagons have also been observed in a material that is struc-
turally quite similar, namely in molybdenum disulfide32.

The PFC model rarely produces separate 4|8 dislocations
(e.g., in structure AB07 in Fig. 3) that, based on atom-
istic calculations28, would be expected in zigzag ABs where
2θ < 30◦. However, 4|8 dislocations are reportedly favored
only slightly over 5|7 dislocations in terms of their forma-
tion energy whereby the true preference might not be so
clear here.

Lastly, a tilt angle of 2θ = 60◦ corresponds to an inver-
sion boundary between two grains where the two atomic
species are swapped when moving from one grain to the
other. A defect line of homoelemental bonds with oth-
erwise pristine honeycomb lattice is expected for SBs28,
but the h-BN PFC model appears to prefer chains of dia-
monds and octagons. As a consequence, zigzag SBs where
2θ > 30◦ have partially incorrect structures; see the struc-
tures SB10 - SB13 in Fig. 3, for example. It is then possible
that for zigzag SBs the heat transport results may be some-
what deviant.

The polycrystalline samples are constructed using ran-
dom Voronoi tessellations of h-BN crystals relaxed with the
PFC model. The resulting networks of grains and grain
boundaries are similar to those in polycrystalline samples
by CVD 30,31. These GBs display rather regular arrays of
dislocations, like their bicrystal counterparts, and lack ex-
otic clusters of nonhexagons often found in samples pre-
pared by iterative growth and annealing; cf. Ref. 8, for ex-
ample. Figure 4 shows an example of our samples, where
typical GBs are highlighted.

For polycrystalline samples, we study the influence of the
average grain size d on heat transport. We define the aver-
age grain size as

d =

√
A
N
, (12)

where A and N are the xy-projected area of the sample
and the number of grains comprising it, respectively. We
construct polycrystalline h-BN samples with six grain sizes:
d = 10 nm, 12.5 nm, 17.5 nm, 25 nm, 37.5 nm, and 50 nm.
All the samples are almost square shaped with the linear
size Lx = Ly = 4d. For each grain size, we construct eight
samples.

3.2 Thermal conductivity of pristine h-BN

Figures 5(a) and (b) show the running average of the
thermal conductivity defined in Eq. (7), using the Ter-
soff parameterizations from Sevik et al.11 and Lindsay and
Broido12, respectively. Following Ref. 33, we decompose
the heat current into an in-plane component and an out-
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Fig. 3 Atomistic structures of (a) SBs and (b) ABs before MD
relaxation. The defect distributions of the systems remain
unchanged during the MD simulations. The tilt angles of the
systems are given in Table 2.

of-plane one as

~Jin = ∑
i

∑
j 6=i
~ri j

(
∂U j

∂x ji
vx

i +
∂U j

∂y ji
vy

i

)
; (13)

~Jout = ∑
i

∑
j 6=i
~ri j

∂U j

∂ z ji
vz

i , (14)

corresponding to the in-plane and out-of-plane phonons,
respectively. In this way, the thermal conductivity is also
decomposed into two components, κ in

0 and κout
0 . Here, we

use a subscript “0” to indicate the results for pristine h-BN.
With increasing time, the running average of the thermal
conductivity becomes more and more stable. Based on the
four independent runs up to 10 ns, we obtain κ in

0 = 250±10
W/mK, κout

0 = 420± 20 W/mK, and κ0 = κ in
0 +κout

0 = 670±
30 W/mK for the parameterization in Ref. 11. Using the
parameterization in Ref. 12, we get κ in

0 = 250± 10 W/mK,
κout

0 = 480±20 W/mK, and κ0 = κ in
0 +κout

0 = 730±30 W/mK.
To crosscheck the HNEMD results, we also calculate

the thermal conductivity of pristine h-BN using the EMD
method. Figures 5 (c) and (d) show the running ther-
mal conductivity from the EMD simulations using the two
Tersoff parameterizations. We see that the averaged run-
ning thermal conductivity converges well up to a correla-

Fig. 4 Atomistic structure of a polycrystalline h-BN sample after
the MD simulation. This is a sample with the smallest grain size
(10 nm) and sample size (40×40 nm2). The GB structures in the
random polycrystalline samples are largely similar to the
(a)symmetrically tilted bicrystal GBs. A few examples are
showcased and the corresponding similar bicrystal GBs are
indicated; cf. Fig. 3.

tion time of 1.5 ns. Based on the 36 independent runs, we
get κ0 = 670±30 W/mK using the parameterization in Ref.
11 the and κ0 = 730± 30 W/mK using the parameteriza-
tion in Ref. 12, which are in excellent agreement with the
HNEMD results. We note that each run in the EMD simula-
tions lasts 40 ns in the production stage, while each run in
the HNEMD simulations only lasts 10 ns. We see that the
HNEMD method is more than an order of magnitude faster
than the EMD method, as has also been demonstrated for
other materials17,18.

Using the parameterization in Ref. 11, our predicted
thermal conductivity value (κ0 = 670± 30 W/mK) is sig-
nificantly higher than that (κ0 = 400 W/mK) calculated
by Sevik et al.11 using an Einstein relation34, which was
claimed to be equivalent to the Green-Kubo relation in the
EMD method. However, we note that the energy moment
formulas in Ref. 34 were not rigorously derived and the
calculated thermal conductivity for a silicon crystal at 300
K using the Tersoff potential10 (160.5±10.0 W/mK) is also
significantly smaller than the value (250± 10 W/mK) ob-
tained by some of the current authors17,35 using various
MD based methods. Using the other parameterization12 of
the Tersoff potential10, Mortazavi et al.8 obtained a value
of 300± 30 W/mK for pristine h-BN, which is significantly
smaller than our predicted value of 730± 30 W/mK. The
smaller value reported in Ref. 8 is due to the wrong heat
current formula for many-body potentials as implemented
in the LAMMPS code36,37 used in their work. It has been
emphasized18,24,33,35 that in these cases the heat current
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Fig. 5 (a) Running average of the thermal conductivity κ as a
function of time t calculated using the HNEMD method for h-BN
with at 300 K. The total thermal conductivity (labeled as “total”)
is decomposed into an in-plane component (labeled as “in”) and
an out-of-plane component (labeled as “out”). The thin lines are
from four independent runs and the thick lines are the mean
values. (c,d) Running thermal conductivity κ as a function of the
correlation time t calculated using the EMD method for pristine
h-BN at 300 K. The thick solid line is an average over the 36
independent runs (each with a production time of 40 ns)
represented by the thin lines and the thick dashed lines indicate
the running standard error (standard deviation divided by the
square root of the number of independent runs). The Tersoff
parameterizations are indicted in the plots.

implemented in the LAMMPS code consistently underesti-
mates the thermal conductivity of 2D materials.

The results above are for isotopically pure systems.
While natural nitrogen consists of mainly (> 99.6%) 14N,
natural boron consists of 20% 10B and 80% 11B. The large
concentration of 20% 10B will induce strong isotopic impu-
rity scatterings. Using the Tersoff parameterization in Ref.
11 and considering random distributions of 10B and 11B,
we get a converged thermal conductivity of κ = 520± 30
W/mK. That is, isotopically pure h-BN has about 30% larger
thermal conductivity as compared to the naturally occur-
ring h-BN, which is in agreement with the prediction us-
ing perturbation theory in the Boltzmann transport equa-
tion approach12. Our predicted κ for single-layer naturally
occurring h-BN is above but close to the measured value
(484+141

−24 W/mK) for exfoliated bilayer h-BN samples5, in-
dicating that the empirical potential11 is reliable. Phonon
dispersion of pristine h-BN calculated using this potential11

agrees very well with experimental data. In the following,
for simplicity, we chose to use the Tersoff parameterization
in Ref. 11 to study heat transport in isotopically pure bi-

and polycrystalline h-BN systems.

3.3 Kapitza thermal resistance across individual h-BN
grain boundaries
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Fig. 6 (a) Kapitza resistance R and (b) Kapitza conductance G
as a function of the tilt angle 2θ of the GBs calculated from the
NEMD simulations.The dashed lines represent the fitted values
for the polycrystalline h-BN samples.

We next consider heat transport properties of individual
grain boundaries. The temperature jump ∆T , heat flux Q,
Kapitza resistance R, and Kapitza conductance G for the
26 GBs (13 SBs and 13 ABs) calculated using the NEMD
method are presented in Table 2. To understand the re-
sults, we plot in Fig. 6 R and G against the the tilt angle
2θ of the GBs. It is obvious that the Kapitza resistance R
depends strongly on the tilt angle: it first increases almost
linearly with increasing tilt angle and then saturates in the
intermediate-angle region.

The relationship between the Kapitza resistance and the
atomistic structure of the GBs can be better appreciated
by considering the GB line tension (grain boundary energy
density) γ, which is defined as

γ = lim
Ly→∞

∆E
Ly

, (15)

where ∆E is the formation energy of a GB with length Ly.
Figure 7 shows that the Kapitza resistance is almost linearly
proportional to the line tension and the fitted proportional-
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Table 2 The tilt angle 2θ , temperature jump ∆T , heat flux Q, Kapitza resistance R, Kapitza length LK, grain boundary line tension γ,
thermal boundary conductance G, and defect density ρ for the 26 bicrystalline h-BN samples (13 SBs and 13 ABs) used in the NEMD
simulations.

sample 2θ (◦) ∆T (K) Q (GW/m2) R (m2K/GW) LK (nm) γ (eV/nm) G (GW/m2K) ρ (1/nm)
SB01 1.10 0.21±0.05 34.2±0.3 0.0061±0.0015 4.1±1.0 0.534±0.001 296.5 ±125.7 0.077
SB02 4.41 0.63±0.04 33.0±0.2 0.0189±0.0012 12.7±0.8 2.253±0.020 53.9 ±3.3 0.307
SB03 9.43 1.11±0.10 33.0±0.6 0.0336±0.0029 22.5±1.9 3.863±0.022 31.0 ±2.9 0.657
SB04 13.17 1.45±0.03 32.7±0.4 0.0443±0.0008 29.7±0.5 5.001±0.011 22.6 ±0.4 0.920
SB05 18.73 2.47±0.08 30.9±0.4 0.0799±0.0026 53.5±1.8 6.714±0.017 12.6 ±0.4 1.315
SB06 21.79 1.65±0.11 32.6±0.4 0.0508±0.0038 34.0±2.5 6.813±0.015 20.3 ±1.5 1.534
SB07 27.80 2.79±0.14 29.9±0.3 0.0933±0.0047 62.5±3.2 8.272±0.011 10.8 ±0.5 1.972
SB08 32.20 3.32±0.09 28.1±0.3 0.1182±0.0021 79.2±1.4 9.170±0.005 8.5 ±0.1 1.972
SB09 36.52 3.20±0.12 28.2±0.2 0.1179±0.0057 79.0±3.8 9.924±0.011 8.6 ±0.5 1.657
SB10 42.10 2.81±0.17 30.3±0.6 0.0926±0.0046 62.0±3.1 9.307±0.039 11.0 ±0.6 1.255
SB11 46.83 3.17±0.10 27.8±0.3 0.1140±0.0031 76.4±2.1 10.261±0.013 8.8 ±0.2 0.920
SB12 53.60 2.63±0.07 29.9±0.3 0.0878±0.0022 58.8±1.5 8.667±0.006 11.4 ±0.3 0.445
SB13 59.04 2.58±0.04 29.4±0.3 0.0879±0.0011 58.9±0.7 7.114±0.001 11.4 ±0.1 0.067
AB01 58.90 3.02±0.16 29.3±0.2 0.1031±0.0055 69.1±3.7 7.546±0.013 9.8 ±0.5 0.077
AB02 55.59 2.70±0.11 28.9±0.4 0.0937±0.0033 62.8±2.2 7.938±0.012 10.7 ±0.4 0.307
AB03 50.57 3.55±0.10 28.6±0.2 0.1243±0.0042 83.3±2.8 8.917±0.006 8.1 ±0.3 0.657
AB04 46.83 3.25±0.10 30.5±0.4 0.1063±0.0028 71.2±1.9 8.349±0.020 9.4 ±0.3 0.920
AB05 41.27 3.56±0.06 28.6±0.4 0.1244±0.0034 83.4±2.2 9.401±0.009 8.1 ±0.2 1.315
AB06 38.21 4.35±0.23 26.7±0.1 0.1633±0.0087 109.4±5.8 10.760±0.005 6.2 ±0.3 1.534
AB07 32.30 2.92±0.15 29.1±0.4 0.1003±0.0049 67.2±3.3 9.159±0.017 10.1 ±0.5 1.972
AB08 27.80 3.84±0.13 27.9±0.4 0.1379±0.0049 92.4±3.3 9.494±0.003 7.3 ±0.3 1.972
AB09 23.48 3.61±0.09 28.6±0.1 0.1264±0.0027 84.7±1.8 8.126±0.007 7.9 ±0.2 1.657
AB10 17.90 3.10±0.09 29.4±0.3 0.1054±0.0027 70.6±1.8 7.494±0.004 9.5 ±0.2 1.255
AB11 13.17 2.55±0.15 30.7±0.2 0.0830±0.0048 55.6±3.2 6.105±0.018 12.2 ±0.7 0.920
AB12 6.40 1.13±0.10 32.7±0.3 0.0348±0.0030 23.3±2.0 3.478±0.009 30.0 ±3.0 0.445
AB13 0.96 0.21±0.07 33.5±0.2 0.0062±0.0021 4.2 ±1.4 0.574±0.001 319.0±112.2 0.067

ity constant in the case of ABs is larger than that in the case
of SBs. The difference in the proportionality constant may
be related to the larger mass disorder in the ABs which does
not contribute to the system energy as the Tersoff potential
for h-BN11 we adopted does not distinguish the boron and
nitride atoms.

Figure 7 (b) plots the Kapitza resistances R of the SBs
and ABs as a function of the dislocation density ρ. Since
some GB structures contain multiple dislocation types with
different sizes and different Burgers vectors, we define ρ

as follows. We assume all dislocations have a Burgers vec-
tor equal to the lattice constant and perpendicular to the
GBs. The dislocation density ρ is then the number of such
dislocations required per unit length along a GB of a par-
ticular tilt angle. This definition is trivial when 2θ < 30◦

and where simple chains of dislocations are encountered,
but for 2θ > 30◦ it is not. Here, inversion boundaries at
2θ = 60◦ are approached and, while ρ again declines, even-
tually all the way back to zero, defects with a zero-Burgers
vector take the dislocations’ place. It then becomes very
difficult to define what constitutes a single defect.

Following the above definition for the dislocation density
ρ, we find almost linear scaling for the Kapitza resistance
R as its function when 2θ < 30◦. This makes sense as the
density of phonon-scattering dislocations increases mono-
tonically. Abnormal data points are observed for structures
SB05 and SB06 at ρ ≈ 1.3 1/nm and ρ ≈ 1.5 1/nm corre-
sponding to 2θ ≈ 18.7◦ and 2θ ≈ 21.8◦, respectively. The
former shows a higher R most likely due to GBs composed
of a mixture of three different dislocation types. The lat-
ter case corresponds to a well-known9,27,38 high-symmetry
boundary between tilted honeycomb lattices. Low R is due
to a flat GB27. For 2θ > 30◦, it is not clear what kind of
behavior is to be expected. It appears that R decreases
very slightly as more and more dislocations are replaced
by zero-Burgers vector defects when inversion boundaries
are approached. Here, an almost-constant R makes sense
as the corresponding GBs display continuous chains of de-
fects — only their type varies with the tilt angle.

It is interesting to compare the results for h-BN GBs
with those for graphene GBs. The largest Kapitza resis-
tance of h-BN GBs occurs in the AB06 system, being about
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Fig. 7 (a) Kapitza resistance R as a function of the GB line
tension γ. The markers are results from NEMD simulations and
the lines are linear fits according to R = cγ, with c = 0.011 and
0.014 (when R is in units of m2K/GW and γ is in units of eV/nm)
for SBs and ABs, respectively. (b) Kapitza resistance R versus
the dislocation density ρ. In (b), the full color markers and lines
correspond to 2θ < 30◦ and the fainter ghost markers and lines
to 2θ > 30◦.

0.16 m2K/GW, which is about three times as large as the
largest Kapitza resistance of graphene GBs27 (about 0.06
m2K/GW). A more reasonable comparison between differ-
ent materials is in terms of the Kapitza length39 LK, which
is defined such that the thermal resistance of the pristine
material of length LK equals the Kapitza resistance, i.e.,

LK/κ0 = R. (16)

The Kapitza lengths calculated from the Kapitza resistances
and the pristine h-BN thermal conductivity κ0 = 670 W/mK
calculated above are listed in Table 2. The largest Kapitza
lengths in h-BN and graphene GBs are about 110 nm and
180 nm, respectively. We see that although the h-BN GBs
have larger Kapitza resistances, they have shorter Kapitza
lengths LK as compared to the graphene GBs.

2 4 6 8 10

Sample Label

0

50

100

150

200

250

 (
W

/m
K

)

(a)

10 nm

12.5 nm

17.5 nm

25 nm

37.5 nm

50 nm

polycrystalline hBN at 300 K

0 10 20 30 40 50

d (nm)

0

50

100

150

200

 (
W

/m
K

)

(b)

in-plane

out-of-plane

Fig. 8 (a) Thermal conductivity of polycrystalline h-BN at 300 K
calculated using the HNEMD method for different grain sizes
(from d = 10 nm to d = 50 nm) and PFC realizations (“Sample
Label”). The circles and the crosses represent results from two
independent runs. (b) In-plane and out-of-plane thermal
conductivity components of polycrystalline h-BN at 300 K as a
function of grain size d. The error bars are calculated as the
standard error from the eight samples for each grain size.

3.4 Thermal conductivity of polycrystalline h-BN
Last, we consider heat transport in polycrystalline h-BN.
The thermal conductivity values for all the polycrystalline
samples calculated using the HNEMD method are shown
in Fig. 8(a). For each grain size d, there are eight sam-
ples, and for each sample we have performed two inde-
pendent MD simulations. The results from the two inde-
pendent simulations are very close to each other, indicat-
ing the high accuracy of the HNEMD method. We have
also tried to use the EMD method, which turned out to
be much less efficient. After averaging over the two in-
dependent simulations, we get eight thermal conductivity
values for each grain size. From these, we obtain an aver-
age and an error estimate for each grain size and the re-
sults are shown in Fig. 8(b). Again, we have decomposed
the total thermal conductivity into an in-plane component
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Fig. 9 (a) Inverse thermal conductivity 1/κ(d) as a function of
the inverse grain size 1/d for polycrystalline h-BN at 300 K. The
in-plane and out-of-plane components are fitted using a linear
and a quadratic function, respectively. (b) The same data as in
(a) but for κ(d) as a function of d in logarithmic scale.

and an out-of-plane component. For both components, the
thermal conductivity increases with increasing grain size,
but the out-of-plane component has lower thermal conduc-
tivity, which is opposite to the case of pristine h-BN. This
means that the two components have quite different scal-
ings of the thermal conductivity with respect to the grain
size, as we discuss below.

The scaling of the thermal conductivity κ(d) in polycrys-
talline h-BN with respect to the grain size d can be better
understood by considering the inverse thermal conductiv-
ity 1/κ(d) as a function of the inverse grain size 1/d, as
shown in Fig. 9(a). The grain size of the pristine h-BN is
chosen as infinity by definition. If we regard the total ther-
mal resistance d/κ(d) in polycrystalline h-BN as a sum of
that from the grains d/κ0 and the GBs 1/G, we can write
down the following series resistance formula:

1
κ(d)

=
1
κ0

+
1

Gd
. (17)

This is just an approximate relation because it does not con-
sider the frequency dependence of the thermal conductiv-
ity. Actually, this formula is closely related to the ballistic-

to-diffusive transition formula40 used in the finite-size scal-
ing analyses of NEMD simulations:

1
κ(L)

=
1
κ0

(
1+

λ

L

)
, (18)

where λ is the effective phonon mean free path and κ(L) is
the thermal conductivity of a system with length L, which
is the source-sink distance in the NEMD simulation. To see
the connection between the two equations above, we note
that κ0 is related to the ballistic conductance G0 by κ0 =

G0λ . Using this, we can rewrite the ballistic-to-diffusive
formula as

1
κ(L)

=
1
κ0

+
1

G0L
. (19)

Comparing Eqs. (17) and (19), we can identify the analo-
gies between d and L and between G and G0. The applica-
bility of Eq. (19) has been studied in previous works35,41

and it was found that the linear relationship between
1/κ(L) and 1/L is only valid when L is comparable or larger
than λ such that κ(L) is close to κ0. Due to the above anal-
ogy, the applicability of Eq. (17) is similar. For the in-plane
component, where κ in(d) are close to κ in

0 , we find that Eq.
(17) holds well:

1
κ in(d)

=
1

κ in
0
+

1
Gind

, (20)

where the Kapitza conductance from the in-plane phonons
is fitted to Gin = 6.5 GW/m2K. For the out-of-plane com-
ponent, where κout(d) are much smaller than κout

0 , we find
that a quadratic scaling describes the data better:

1
κout(d)

=
1

κout
0

+
1

Goutd

(
1+

α

d

)
, (21)

with Gout = 1.9 GW/m2K and α = −1.0 nm. The total
Kapitza conductance is thus G = Gin +Gout = 8.4 GW/m2K
and the total Kapitza resistance is R = 1/G = 0.12 m2K/GW.
The fitted R and G values here are plotted as dashed
lines in Fig. 6. We see that the effective Kapitza resis-
tance/conductance in polycrystalline h-BN is comparable
to those for the individual GBs in bicrystalline h-BN with
large (2θ > 30◦) tilt angles.

Because Gin > Gout and κ in
0 < κout

0 , there must be a
crossover point for the grain size dc [Fig. 9(b)]: when
d < dc, κ in(d) > κout(d) and when d > dc, κ in(d) < κout(d).
This bimodal grain size scaling of the thermal conduc-
tivity is similar to the case of suspended polycrystalline
graphene. The origin of this bimodal grain size scaling is
the large difference between the average phonon mean free
paths of the in-plane and the out-of-plane phonons in pris-
tine systems. For pristine h-BN, λ in = κ in/Gin ≈ 38 nm and
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λ out = κout/Gout ≈ 220 nm.

4 Summary and Conclusions
In summary, we have employed extensive equilibrium and
nonequilibrium molecular dynamics simulations to study
heat transport in pristine, bicrystalline, and polycrystalline
single-layer hexagonal boron-nitride systems. The bicrys-
talline and polycrystalline samples were generated by us-
ing an efficient approach based on a two-component phase
field crystal model.

For pristine hexagonal boron-nitride, we have obtained a
thermal conductivity of 670±30 W/mK using a Tersoff po-
tential11 from both the equilibrium and the homogeneous
nonequilibrium molecular dynamics methods. Based on a
decomposition of the heat current, the contributions from
the in-plane and the out-of-plane (flexural) phonons are
determined to be 250± 10 W/mK and 420± 20 W/mK, re-
spectively.

We have then calculated the Kapitza thermal resistance R
across 26 individual grain boundaries (13 symmetric ones
and 13 antisymmetric ones) with the tilt angles 2θ rang-
ing from 0 to 60◦, using the nonequilibrium molecular dy-
namics method. The antisymmetric grain boundaries have
larger R on average compared to the symmetric ones. For
each grain boundary type, R is found to be almost lin-
early proportional to the grain boundary line tension in the
whole range of tilt angle and to be linearly proportional
to the grain boundary defect density only in the range of
2θ < 30◦.

Last, we have calculated the thermal conductivity in
polycrystalline boron-nitride systems with various grain
sizes (from 10 to 50 nm). The grain size scaling of the
thermal conductivity exhibits a bimodal behavior: the ther-
mal conductivity of the in-plane phonons converges much
faster than that of the out-of-plane phonons with increas-
ing grain size. Based on the grain size scaling behaviors,
the Kapitza conductances for the in-plane and the out-of-
plane phonons are determined to be 6.5 and 1.9 GW/m2K,
respectively. The total Kapitza conductance (8.4 GW/m2K)
is comparable to those of individual grain boundaries with
large (2θ > 30◦) tilt angles.

Note that we have not considered quantum effects in our
classical molecular dynamics simulations. Quantum cor-
rections based on spectral decomposition could be made
for R using the same method as applied to graphene grain
boundaries27,42, which roughly reduces R by a factor of
2.5. Unfortunately, there is so far no43,44 reliable quan-
tum correction method for the thermal conductivity κ0 of
pristine systems in the diffusive transport regime. We also
stress that a parameterization11 of the empirical Tersoff
potential is used in our simulations. One needs to bear

these in mind when comparing our results with relevant
experiments and other theoretical predictions, although in-
ternally consistent results for heat transport in single- and
multi-grain systems have been obtained in this work.
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