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#### Abstract

There are at present a large number of theoretical and algorithmic results relating to one variable polynomial matrices arising from one-dimensional multivariable systems. In recent years many of the theoretical results have been extended to two variable polynomial matrices arising from two-dimensional multivariable systems, such as delaydifferential or partial differential systems. However there has been no major attempt to extend the algorithmic results associated with single variable polynomial matrices to two variable or multivariable polynomial matrices.

This thesis investigates further some of the extensions of the algebra of one-dimensional multivariable systems to two-dimensional multivariable systems. The main area of interest is the equivalence of a two variable polynomial matrix with its Smith form over the ring $\mathbb{R}[s, z]$.

The thesis then provides algorithmic extensions to two variable polynomial system matrices. The algorithms developed are for the equivalence of a two variable polynomial matrix with its Smith form, the equivalence of a two variable rational matrix with its Smith-McMillan form, and the minimal realization of a two variable rational transfer function matrix as a state-space system matrix.


## LIST OF SYMBOLS

```
R}\quad\mathrm{ The field of real numbers.
R[s] The ring of polynomials in s, with coefficients
over \mathbb{R}.
R(s) The field of rational functions in s, with
coefficients over \mathbb{R}
R}[s,z] The ring of polynomials in s and z, wit
    coefficients over 疎.
R(z)[s] The ring of polynomials in s, with coefficients
over \mathbb{R(z).}
\(\mathbb{R}[z][s] \quad\) The ring of polynomials in \(s\), with coefficients over \(\mathbb{R}[z]\).
\(\mathbb{R}^{\operatorname{mxn}}[s, z]\) The \(m \mathrm{x}\) matrix with elements polynomials over \(\mathbb{R}[s, z]\).
```
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## CHAPTER 1

INTRODUCTION

### 1.1 Statement of the problem and basic definitions

There are at present a large number of theoretical and algorithmic results relating to system matrices associated with ordinary differential systems. In recent years many of these theoretical results have been extended for the theory of system matrices associated with delay-differential or partial differential systems. However there has been no major attempt to extend the algorithmic results associated with single variable polynomial system matrices to two variable or multivariable polynomial system matrices. This thesis will cover the algorithmic extensions to two variable polynomial system matrices whilst also attempting to design the algorithms so that they can be more easily extended to three or more variable polynomial system matrices, if required for future developments.

It will also be necessary to investigate some of the algebraic extensions, particularly those relating to the equivalence of two matrices over $\mathbb{R}[s, z]$. This will be done so that conditions can be found for the equivalence of $a$.
matrix with its Smith form over $R[s, z]$, which would be useful in the design of the algorithms.

At this stage it is appropriate to give a few preliminary definitions.

Firstly full definitions of the smith form over $\mathbb{R}[s]$, $R[s, z]$ and $\mathbb{R}(z)[s]$ are given.

## Definition 1.1: Smith form over R[s]

The Smith form of a $p \times q$ polynomial matrix $K(s)$ over $\mathbb{R}[s]$ is defined to be the $p \times q$ matrix
$S(s)=\left\{\begin{array}{cc}{[E(s) \vdots 0]} & ; p<q \\ E(s) & ; p=q \\ {\left[\begin{array}{c}E(s) \\ \hdashline-\cdots\end{array}\right]} & ; p>q\end{array}\right.$

Here

$$
E(s)=\operatorname{diag}\left[e_{i}(s)\right]
$$

where the ith invariant polynomial

$$
e_{i}(s)=d_{i}(s) / d_{i-1}(s) \quad i=1,2, \ldots, \min (p, q) ;
$$

and the determinantal divisor $\mathrm{d}_{\mathrm{i}}(\mathrm{s})$ is the greatest common divisor of all the $i$ th order minors of $K(s)$, and $d_{0}$ is defined to be l. All of the non-zero determinantal divisors
and invariant polynomials will be monic as polynomials in $\mathbb{R}[s]$, that is the leading coefficient is l.

Also the invariant polynomials $e_{i}(s)$ have the divisibility property, that is:

$$
e_{1}(s)\left|e_{2}(s)\right| \ldots \mid e_{r}(s)
$$

where $r=\operatorname{rank}(\mathrm{K}(\mathrm{s})$ ).

## Definition 1.2: Smith form over $\mathbb{R}[s, z]$ and $\mathbb{R}(z)[s]$

The Smith form of a $p \times q$ polynomial matrix $K(s, z)$ over $\mathbb{R}[s, z]$ is defined to be the $p x q$ matrix:
$S(s, z)=\left\{\begin{array}{cc}{[E(s, z) \vdots 0]} & ; p<q \\ E(s, z) & ; p=q \\ {\left[\begin{array}{c}E(s, z) \\ \hdashline-\cdots\end{array}\right]} & ; p>q\end{array}\right.$

Here

$$
E(s, z)=\operatorname{diag}\left[e_{i}(s, z)\right]
$$

where the diagonal elements of $E(s, z)$ are the invariant polynomials over $\mathbb{R}[s, z]$ of $K(s, z)$, given by

$$
\begin{aligned}
e_{i}(s, z)=d_{i}(s, z) / d_{i-1}(s, z) \quad & i=1,2, \ldots, \\
& m i n(p, q) .
\end{aligned}
$$

where $d_{0}$ is defined to be 1 and the determinantal divisor $d_{i}(s, z)$ is the greatest common divisor of all the ith order
minors of $K(s, z)$. All the non-zero determinantal divisors and invariant polynomials will be taken to be monic over $\mathbb{R}[s, z]$.

Also the invariant polynomials $e_{i}(s, z)$ have the divisibility property, that is:

$$
e_{1}(s, z)\left|e_{2}(s, z)\right| \ldots \mid e_{r}(s, z)
$$

where $r=\operatorname{rank}(K(s, z))$.
The Smith form, $S^{s}(s, z)$, over $\mathbb{R}(z)[s]$ of the $p x q$ matrix $K(s, z)$ has the same form as $S(s, z)$ above, but in this case the invariant polynomials $e^{s}(s, z)$ are defined in terms of determinantal divisors $\mathrm{dS}_{\mathrm{i}}(\mathrm{s}, \mathrm{z})$ which are monic as polynomials in $\mathbb{R}(z)[s]$.

Similarly the Smith form $S^{Z}(s, z)$ over $\mathbb{R}(s)[z]$ can be defined.

Next the definitions of equivalence of two matrices over the rings $\mathbb{R}[s], \mathbb{R}[s, z]$, and $\mathbb{R}(z)[s]$ are given.

Definition 1.3: Equivalence of two matrices over $\mathbb{R}[s]$
Two polynomial matrices $K_{1}(s)$ and $K_{2}(s)$ are equivalent over $\mathbb{R}[s]$ if and only if there exist two polynomial matrices $M(s)$ and $N(s)$ which are unimodular over $\mathbb{R}[s]$, and such that

$$
K_{1}(s)=M(s) K_{2}(s) N(s) .
$$

$M(s)$ and $N(s)$ are unimodular over $\mathbb{R}[s]$ if the condition
$\operatorname{det}(M(s)), \operatorname{det}(N(s)) \in \mathbb{R} \neq 0$
is true, that is $M(s)$ and $N(s)$ are non-singular for all s.

Definition 1.4: Equivalence of two matrices over $\mathbb{R}[s, z]$ or $\mathbb{R}(z)[s]$

Two polynomial matrices $K_{1}(s, z)$ and $K_{2}(s, z)$ are equivalent over $\mathbb{R}[s, z]$ if and only if there exist two polynomial matrices $M(s, z)$ and $N(s, z)$ which are unimodular over $R[s, z]$, such that
$K_{1}(s, z)=M(s, z) K_{2}(s, z) N(s, z)$.
$M(s, z)$ and $N(s, z)$ are unimodular over $\mathbb{R}[s, z]$ if they are non-singular for all values of the pair $(s, z)$.

For equivalence over $R(z)[s]$, it is required that $M(s, z)$ and $N(s, z)$ are unimodular over $R(z)[s]$, that is $\operatorname{det}(M(s, z)), \operatorname{det}(N(s, z)) \in R(z) \neq 0$.

These definitions are the basic ones to extend the theory of system matrices over R[s] to system matrices over $\mathbb{R}[s, 2]$. Other definitions which will prove useful in the algebraic investigation and the algorithmic development will also be stated here.

## Definition 1.5: Degree of a polynomial over $\mathbb{R}[s]$

A polynomial $p(s)$ in $R[s]$ can be expressed as the sum

$$
p(s)=\sum_{i=0}^{r} a_{i} s^{i} \quad a_{i} \in R
$$

where the integer $r$ is the degree of $p(s)$. Also $p(s)$ is monic over $\mathbb{R}[s]$ if $a_{r}=1$.

Definition 1.6: Degree of a polynomial over $\mathbb{R}[s, z]$
A polynomial $p(s, z)$ in $\mathbb{R}[s, z]$ can be expressed as the sum

$$
p(s, z)=\sum_{i=0}^{q} \sum_{j=0}^{r} a_{i j} s^{i_{z} j} \quad a_{i j} \in \mathbb{R}
$$

If ( $m, n$ ) is one of the pairs ( $i, j$ ) such that $m+n$ is the maximum value of $i+j$ for which $a_{i j} \neq 0$, then $m+n$ is the degree of $p(s, z)$ over $\mathbb{R}[s, z]$. Also $p(s, z)$ is monic over $\mathbb{R}[s, z]$ if $a_{m n}=1$. If there are more than one such pair, then for uniqueness the one which has largest degree in $s$ is chosen as the leading term.

## Definition 1.7: Degree of a polynomial over $R(z)[s]$

A polynomial $p(s, z)$ in $R(z)[s]$ can be expressed as the sum

$$
p(s, z)=\sum_{i=0}^{r} a_{i}(z) s^{i} \quad a_{i}(z) \in R(z)
$$

where the integer $r$ is the degree of $p(s, z)$ over $R(z)[s]$. $p(s, z)$ is monic as a polynomial in $R(z)[s]$ if $a_{r}(z)=1$.

In one of the algorithms it is required to find the polynomial of least degree over $R(z)[s]$ in a matrix where the elements are not necessarily monic, to use as a pivot. If two polynomials $p(s, z)$ and $q(s, z)$ have the same degree over $R(z)[s]$, that is

$$
\begin{array}{ll}
p(s, z)=\sum_{i=0}^{r} a_{i}(z) s^{i} & a_{i}(z) \in R(z), \\
q(s, z)=\sum_{i=0}^{r} b_{i}(z) s^{i} & b_{i}(z) \in \mathbb{R}(z) .
\end{array}
$$

Then an extra criterion for a better pivot is to choose $p(s, z)$ if the degree of $a_{r}(z)$ is less than the degree of $b_{r}(z)$, since certainly $q(s, z)$ could not divide $p(s, z)$ without involving rational terms in $z$ as it has leading term of higher degree in $z$ than the leading term of $p(s, z)$.

Definition 1.8: Existence of a division algorithm over $\mathbb{R}[s]$ Given any two polynomials $\mathrm{p}_{1}(\mathrm{~s})$ and $\mathrm{p}_{2}(\mathrm{~s})$ in $\mathbb{R}[s]$, with $\operatorname{deg}\left(\mathrm{p}_{1}(\mathrm{~s})\right.$ ) $>\operatorname{deg}\left(\mathrm{p}_{2}(\mathrm{~s})\right.$ ), there exist a unique pair of polynomials $q(s)$ and $r(s)$ in $R[s]$, such that

$$
p_{1}(s)=q(s) p_{2}(s)+r(s),
$$

and $\operatorname{deg}(r(s))<\operatorname{deg}\left(p_{2}(s)\right) . q(s)$ is the quotient polynomial and $r(s)$ is the remainder polynomial.

Definition 1.9: Existence of a division algorithm over

## $R(z)[s]$

Given any two polynomials $p_{1}(s, z)$ and $p_{2}(s, z)$ in $R(z)[s]$, with $\operatorname{deg}\left(p_{1}(s, z)\right)>\operatorname{deg}\left(p_{2}(s, z)\right)$, there exist a unique pair of polynomials $q(s, z)$ and $r(s, z)$ in $R(z)[s]$, such that

$$
\mathrm{p}_{1}(\mathrm{~s}, z)=\mathrm{q}(\mathrm{~s}, z) \mathrm{p}_{2}(\mathrm{~s}, z)+\mathrm{r}(\mathrm{~s}, \mathrm{z}),
$$

and $\operatorname{deg}(r(s, z))<\operatorname{deg}\left(p_{2}(s, z)\right) . q(s, z)$ is the quotient polynomial and $r(s, z)$ is the remainder polynomial.

However, a division algorithm over $\mathbb{R}[s, z]$ does not exist, as the following example will show.

## Example 1.1:

Consider the polynomials $p_{1}(s, z)=s^{2}$, and $p_{2}(s, z)=z$ in $\mathbb{R}[s, z]$. Here $\operatorname{deg}\left(p_{1}(s, z)\right)>\operatorname{deg}\left(p_{2}(s, z)\right)$. Let $q(s, z)$ and $r(s, z)$ be polynomials in $\mathbb{R}[s, z]$ and consider the equation

$$
\begin{equation*}
s^{2}=q(s, z) z+r(s, z) \tag{1.1}
\end{equation*}
$$

As it would be required that $\operatorname{deg}(r(s, z))<\operatorname{deg}(z)=1$, then $r(s, z) \in \mathbb{R}$. Therefore the right hand side of (1.1) must have a term in $z$, whereas the left hand side does not. Therefore $q(s, z)$ and $r(s, z)$ cannot be in $R[s, z]$ and so there does not exist a division algorithm over $\mathbb{R}[s, z]$.

If $q(s, z)$ and $r(s, z)$ were polynomials in $R(z)[s]$, then $q(s, z)=s^{2} z^{-1}, r(s, z)=0$ would solve equation (1.1).

One final result, which will be widely used throughout the thesis, will also be given here.

Theorem 1.1: Hilberts Nullstellensatz (Van der Waerden 1964)

Polynomials $f_{1}, \ldots, f_{n} \in R\left[z_{1}, \ldots, z_{q}\right]$ have no common zeros if and only if the relationship
$g_{1} f_{1}+\ldots+g_{n} f_{n}=1$
is valid in $\mathbb{R}\left[z_{1}, \ldots, z_{q}\right]$.
Where $g_{1}, \ldots, g_{n} \in R\left[z_{1}, \ldots, z_{q}\right]$, and are non-unique.

This will be mainly used in the following context. A necessary and sufficient condition that the polynomials $x(s, z)$ and $y(s, z)$ have no common zeros over $\mathbb{R}[s, z]$ is that there exist polynomials $a(s, z)$ and $b(s, z)$ over $R[s, z]$ such that

$$
a(s, z) x(s, z)+b(s, z) y(s, z)=1
$$

1.2 Historical background of one variable polynomial system

## matrices

One variable polynomial system matrices arise from linear constant differential systems of the form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t)  \tag{2.1}\\
& y(t)=C x(t)+D u(t)
\end{align*}
$$

where $A, B, C, D$ are constant matrices.
On taking Laplace transforms, assuming zero initial conditions, these equations become:

$$
\begin{align*}
& (S I-A) \bar{x}=B \bar{u}  \tag{2.3}\\
& \bar{y}=C \bar{x}+D \bar{u} \tag{2.4}
\end{align*}
$$

which, when combined give the input-output mapping

$$
\begin{equation*}
\bar{y}=\left(C(S I-A)^{-1} B+D\right) \bar{u} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B+D \tag{2.6}
\end{equation*}
$$

is the transfer function matrix.
This system can be represented by the state-space
matrix
$P(s)=\left[\begin{array}{c:c}s I-A & B \\ \hdashline-C & D\end{array}\right]$

If the output equation (2.2) contained differential terms of the control $u(t)$, then we would have $D \equiv D(s)$ in (2.4) and (2.7).

If the output equation (2.2) was independant of the control $u(t)$, then we would have $D \equiv 0$ in (2.4) and (2.7).

More generally linear constant differential systems may be represented by the polynomial system matrix
$P(s)=\left[\begin{array}{c:c} & \\ T(s) & U(s) \\ \hdashline-V(s) & W(s)\end{array}\right]$
where, if the corresponding output equation is independant of the control, $W(s) \equiv 0$.

The polynomial system matrix (2.8) gives rise to the transfer function matrix

$$
\begin{equation*}
G(s)=V(s) T^{-l}(s) U(s)+W(s) \tag{2.9}
\end{equation*}
$$

It can be seen that the state-space form is a special case of the polynomial matrix form. Therefore the polynomial matrix form will be the one mainly considered here.

It can be shown (see, for example, Rosenbrock and Storey 1970) that any polynomial matrix in $\mathbb{R}[s]$ is always equivalent to its Smith form over $\mathbb{R}[s]$. In fact the proof of this result is constructive and is analogous to the technique of Gaussian elimination for transforming a matrix to diagonal form. As the method is constructive and could form the basis of an algorithm it will be given in full here.

Consider the $m \times n$ polynomial matrix $P(s)$,

$$
P(s)=\left[\begin{array}{cccc}
p_{11} & p_{12} & \cdots & p_{1 n}  \tag{2.10}\\
p_{21} & p_{22} & \cdots & p_{2 n} \\
\vdots & \vdots & & \vdots \\
p_{m 1} & p_{m 2} & \cdots & p_{m n}
\end{array}\right]
$$

where the polynomials $\mathrm{p}_{\mathrm{ij}}=\mathrm{p}_{\mathrm{ij}}(\mathrm{s})$ are elements in $\mathbb{R}[\mathrm{s}]$.
Firstly a non-zero polynomial of least degree is brought to position pll by appropriate row and column operations.

Then for each of the elements Pl2,.....PIn of the pivotal row, in turn, the division algorithm is applied to form

$$
p_{l j}=p_{11} g_{l j}+r_{l j} \quad j=2, \ldots, n
$$

with $r_{1 j} z e r o$, or having degree less than the degree of $p_{11}$. Then $g_{l j}$ times column 1 is subtracted from column $j$. The same process is applied to the elements $\mathrm{p}_{21}, \ldots . \mathrm{p}_{\mathrm{ml}}$ of the pivotal column, in turn, so that

$$
p_{i l}=p_{l l} g_{i l}+r_{i l} \quad i=2, \ldots, m
$$

with $r_{i l} z e r o$, or having degree less than the degree of $p_{11}$. Then $g_{i l}$ times row $l$ is subtracted from row i.

This procedure will leave elements $r_{l j}$ in the pivotal row and $r_{i l}$ in the pivotal column. Now either all the $r_{l j}$, $r_{i l}$ are zero, or an element of lower degree can be brought to position $\mathrm{p}_{11}$. This procedure is then repeated for the new $p_{I l}$ and continued until all the $r_{1 j}, r_{i l}$ are zero.

If any of the columns $2, \ldots, n$ now contains an element which is not divisible by the leading element pll, then this column is added to the first column. Then the degree of the leading element pll can be reduced until the process will finally terminate with the matrix $Q(s)$ which is equivalent over R[s] to $P(s)$,

$$
Q(s)=\left[\begin{array}{cccc}
p_{1} & 0 & \ldots & 0  \tag{2.11}\\
0 & q_{22} & \ldots & q_{2 n} \\
0 & q_{32} & \ldots & q_{3 n} \\
\vdots & \vdots & & \vdots \\
0 & q_{m 2} & \ldots & q_{m n}
\end{array}\right]
$$

where $p_{1}$ can be made to be monic over $R[s]$ and is a factor of all the remaining elements of $Q$.

If the above procedure is now repeated for the sub-matrix $Q^{\prime}(s)$ of $Q(s)$,
$Q^{\prime}(s)=\left[\begin{array}{cccc}q_{22} & q_{23} & \ldots & q_{2 n} \\ q_{32} & q_{33} & \ldots & q_{3 n} \\ \vdots & \vdots & & \vdots \\ q_{m 2} & q_{m 3} & \ldots & q_{m n}\end{array}\right]$
and so on, then the Smith form of $P(s)$ will be finally obtained.

The algorithm may now be given formally in a structured form.

Algorithm 2.1: Smith form of a one variable polynomial

## matrix

(1) Let $K$ be the initial polynomial matrix of dimension m x n .
(2) $r=1$.
(3) Consider the sub-matrix of $K$ which has its top left hand corner at position ( $r, r$ ). If all the elements are zero goto 16.
(4) Find the position of the non-zero element with least degree. Move it to position ( $r, r$ ) by row and column interchange.
(5) $i=r+1, j=r+1$, pivot $=$ element $K(r, r)$.
(6) Consider column j. Divide element $K(r, j)$ by pivot, giving the quotient $q$. Subtract $q$ times column $r$ from column j.
(7) $j=j+1$. If $j \leq n$ goto 6.
(8) Consider row i. Divide element $K(i, r)$ by pivot, giving the quotient $q$. Subtract $q$ times row $r$ from row i.
(9) $i=i+l$. If $i \leq m$ goto 8.
(10) If not all elements in the pivotal row and column are zero goto 4.
(11) $k=r$.
(12) $\mathrm{k}=\mathrm{k}+1$. If $1>\mathrm{n}$ goto 15.
(13) If pivot divides all elements in column $k$ goto 12.
(14) Add column $k$ to column r. Goto 4.
(15) $r=r+1$. If $r<m i n(m, n)$ goto 3.
(16). Stop.

A number of different algorithms have been developed along the same lines as algorithm 2.1, with modifications. Pace and Barnett (1974a) have produced the most efficient of these algorithms, using a new version of the Euclidean algorithm by Blankinship (1963) which calculates the greatest common divisor of two polynomials, and a set of multipliers for each of the rows and columns.

However, the Blankinship algorithm uses the division algorithm to find the greatest common divisor. The approach taken in this thesis is to overcome the lack of a division algorithm over $R[s, 2]$ by extending algorithm 2.1 rather than the method of Pace and Barnett.

Another canonical form to be considered later is the Smith-McMillan form of a rational polynomial matrix.

Definition 2.1: Smith-McMillan form of a matrix over $\mathbb{R}(s)$ Consider a p x q rational matrix $\mathrm{K}(\mathrm{s})$, where the elements of $K(s)$ are

$$
\begin{array}{ll}
n_{i j}(s) / d_{i j}(s) & i=1, \ldots, p \\
& j=1, \ldots, q
\end{array}
$$

and $n_{i j}(s) \cdot d_{i j}(s) \in \mathbb{R}[s]$.
The Smith-McMillan form of $K(s)$ is defined to be the matrix
$M(S)=\left\{\begin{array}{cc}{[E(s) \vdots 0]} & ; p<q \\ E(s) & ; p=q \\ {\left[\begin{array}{c}E(s) \\ \hdashline 0\end{array}\right]} & ; p>q\end{array}\right.$
where $E(s)=\operatorname{diag}\left[e_{i}(s) / g_{i}(s)\right]$, and $e_{i}(s), g_{i}(s)$ are relatively prime polynomials in $\mathbb{R}[s]$ with the division property along the diagonal, that is $e_{1}(s)\left|e_{2}(s)\right| \ldots . \mid e_{r}(s)$,
and $g_{r}(s)\left|g_{r-1}(s)\right| \ldots . \mid g_{1}(s)$,
where $r=\operatorname{rank}(\mathrm{K}(\mathrm{s})$ ).

Algorithms to find the Smith-McMillan form of a rational matrix $K(s)$ are based on the Smith form of a related polynomial matrix (see, for example, Rosenbrock 1970). If the least common denominator $d(s)$ of all the elements of $K(s)$ is found, then $K(s)$ can be expressed

$$
\begin{equation*}
K(s)=N(s) / d(s) \tag{2.13}
\end{equation*}
$$

If $N(s)$ is now transformed into its Smith form, $S(s)$, then $K(s)$ is equivalent over $\mathbb{R}[s]$ to the matrix $M(s)$,

$$
\begin{equation*}
M(s)=s(s) / d(s) \tag{2.14}
\end{equation*}
$$

If any common factors between the numerator and denominator of the elements of the leading diagonal of $M(s)$ are cancelled, then $M(s)$ will be of the form of definition 2.1, the Smith-McMillan form of $\mathrm{K}(\mathrm{s})$.

Finally, in this section, it is worth considering the realization problem in $\mathbb{R}[s]$, that is given a transfer function matrix $G(s)$, construct a state-space system matrix corresponding to $G(s)$, of the form

$$
\left[\begin{array}{c:c} 
&  \tag{2.15}\\
\hline \text { SI } & A \\
\hdashline-C & D(s)
\end{array}\right]
$$

such that

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B+D(s) . \tag{2.16}
\end{equation*}
$$

If $G(s)$ is proper, that is $G(s)$ tends to the zero matrix as s tends to infinity, then $D(s) \equiv 0$.

If the matrix $A$ is of least dimensions, then the realization is said to be minimal (see, for example, Barnett 1971). Also it can be shown that a minimal realization over $\mathbb{R}[s]$ is always controllable and observable (Barnett 1971).

Once again a number of computer algorithms have been written, on the whole based on the method of Rosenbrock (1970). One such algorithm is that of Munro and McLeod
(1971). This method involves the construction of an observable state-space realization, and then removing any input-decoupling zeros to give a minimal state-space realization. This method is shown to be more efficient than its predecessors, with a reduction of the order of 100:1 in computation time.

However a more recent algorithm, Pace and Barnett (1974b) is shown to be the most efficient of all. The strategy of this method is slightly different to that of Munro and McLeod. A minimal polynomial realization is firstly constructed and then this is transformed into a minimal state-space realization. It is this difference which makes the method more efficient.

### 1.3 Historical background of two variable polynomial system

## matrices

Two variable polynomial system matrices can arise from a number of different systems. One of the main ones is the linear delay-differential system

$$
\begin{align*}
& \dot{x}(t)=A(d) x(t)+B(d) u(t)  \tag{3.1}\\
& y(t)=C(d) x(t)+D(d) u(t) \tag{3.2}
\end{align*}
$$

where $d$ is the delay operator

$$
d x(t)=x(t-h)
$$

for some fixed delay $h$.
Another system which also gives rise to a two variable polynomial system matrix is the partial differential system

$$
\begin{align*}
& x_{t}(t)=A(d) x(t)+B(d) u(t)  \tag{3.3}\\
& y(t)=C(d) x(t)+D(d) u(t) \tag{3.4}
\end{align*}
$$

where $d$ is now the partial differential operator with respect to the extra space variable $T$ $d x(t)=x_{T}(t)$.

If the Laplace transform is taken for either of these systems the resulting equations are

$$
\begin{align*}
& (s I-A(z)) \overline{\mathrm{x}}=\mathrm{B}(z) \overline{\mathrm{u}}  \tag{3.5}\\
& \overline{\mathrm{y}}=C(z) \overline{\mathrm{x}}+D(z) \overline{\mathrm{u}} \tag{3.6}
\end{align*}
$$

which, when combined, give the input-output mapping

$$
\begin{equation*}
\overline{\mathrm{y}}=(\mathrm{C}(z)(\mathrm{sI}-A(z))-1 \mathrm{~B}(z)+D(z)) \overline{\mathrm{u}} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
G(s, z)=C(z)(s I-A(z))^{-1} B(z)+D(z) \tag{3.8}
\end{equation*}
$$

is the transfer function matrix.
This system can be represented by the state-space matrix over $\mathbb{R}[s, z]$,
$P(s, z)=\left[\begin{array}{c:c}s I-A(z) & B(z) \\ \hdashline-C(z) & D(z)\end{array}\right]$

If the output equation, (3.2) or (3.4), contained differential terms of the control $u(t)$, then $D \equiv D(s, z)$.

If the output equation, (3.2) or (3.4), is independant of the control $u(t)$, then $D \equiv 0$.

More generally, these systems can be represented by the polynomial system matrix over $\mathbb{R}[s, z]$,
$P(s, z)=\left[\begin{array}{c:c}T(s, z) & U(s, z) \\ \hdashline-V(s, z) & W(s, z)\end{array}\right]$
where, if the corresponding output equation is independant of the control $u(t)$, then $W(s, z) \equiv 0$.

The polynomial system matrix (3.10) gives rise to the transfer function matrix

$$
\begin{equation*}
G(s, z)=V(s, z) T^{-1}(s, z) U(s, z)+W(s, z) \tag{3.11}
\end{equation*}
$$

It can be seen that if there is more than one delay, say, the resulting system matrix will be over the ring $\mathbb{R}\left[s_{1} z_{1}, z_{2}, \ldots ., z_{r}\right]$, where $z_{1}, \ldots, z_{r}$ are the Laplace variables of the $r$ independant delays. Therefore when considering the extension of results for $\mathbb{R}[s]$ to results for $\mathbb{R}[s, 2]$, it would be useful to consider also the further extension to $R\left[s, z_{1}, \ldots, z_{r}\right]$.

However, as will now be shown, the extension of results for $\mathbb{R}[s]$ to results for $\mathbb{R}[s, z]$ is not straightforward. Indeed the extension is actually to the ring $\mathbb{R}(z)[s]$, as both $\mathbb{R}[s]$ and $\mathbb{R}(z)[s]$ are principal ideal domains, whereas the ring $\mathbb{R}[s, z]$ is not.

Frost (1979) found a major difference between matrices over $\mathbb{R}[s]$ and matrices over $\mathbb{R}[s, z]$. For a matrix over $\mathbb{R}[s]$
it is certainly the case that if the determinantal divisor $d_{i}(s)$ is removed from all the ith order minors, then the remaining polynomials cannot be simultaneously zero for any value of s . This result does not extend for matrices over $\mathbb{R}[s, z]$, and so prompts the definition of zeros of a matrix over $\mathbb{R}[s, z]$.

Definition 3.1: Zeros of a matrix over $\mathbb{R}[s, z]$ (Frost 1979)
Given a matrix over $\mathbb{R}[s, z]$ it is possible that on removal of the determinantal divisor $d_{i}(s, z)$ from all the ith order minors of the matrix, the remaining polynomials can all be simultaneously zero for one or more values of the pair ( $s, z$ ). Such a value of ( $(s, z)$ will be defined as an ith order zero of the matrix over $\mathbb{R}[s, z]$.

Example 3.1: (Frost 1979)
Consider the matrix
$K(s, z)=\left[\begin{array}{ccc}s+z & 0 & z \\ 0 & s+z & 0 \\ 0 & 0 & s\end{array}\right]$
which has determinantal divisors

$$
d_{1}(s, z)=1, d_{2}(s, z)=s+z, d_{3}(s, z)=s(s+z)^{2}
$$

If the second order determinantal divisor $d_{2}(s, z)$ is removed
from all the second order minors the following non-zero polynomials remain:

$$
(s+z), z, s, s .
$$

These are all simultaneously zero for the pair ( 0,0 ). Therefore $(0,0)$ is a second order zero of $K(s, z)$.

This is a very important property and shows the need to extend the property of zeros in $\mathbb{R}[s]$ to factors and zeros in $\mathbb{R}[s, z]$. Confusion must be avoided, as zeros in $\mathbb{R}[s]$ are actually factors in $\mathbb{R}[s]$.

As shown in section 1.1 there exists the concept of equivalence of matrices over $\mathbb{R}(z)[s]$ or $\mathbb{R}(s)[z]$. For this reason Morf et al (1977) have suggested a method to transform a matrix $K(s, z)$ to its Smith form over $\mathbb{R}[z][s]$. This could be done by firstly transforming $K(s, z)$ to its Smith form over $\mathbb{R}(z)[s]$, that is

$$
\begin{equation*}
M(s, z) K(s, z) N(s, z)=S^{S}(s, z) \tag{3.12}
\end{equation*}
$$

where $\operatorname{det}(M(s, z)), \operatorname{det}(N(s, z)) \in \mathbb{R}(z)$, and the matrices $M(s, z), N(s, z), S^{S}(s, z)$ are over the ring $\mathbb{R}(z)[s]$. If $M(s, z)$ and $N(s, z)$ are now renormalized by multiplication by diagonal matrices over $\mathbb{R}[z]$, such that $M(s, z), N(s, z)$ are now matrices over $\mathbb{R}[s, z]$ and $\operatorname{det}(M(s, z)), \operatorname{det}(N(s, z))$
are in $\mathbb{R}[z]$, then the resulting Smith form $S^{S}(s, z)$ would be the Smith form of $K(s, z)$ over $R[z][s]$. This results in the following theorem.

Theorem 3.1: (Morf et al 1977)
Given any polynomial matrix $\mathrm{K}(\mathrm{s} ; \mathbf{z})$, there exist two polynomial matrices $M(s, z)$ and $N(s, z)$ with
$\operatorname{det}(M(s, z)), \operatorname{det}(N(s, z)) \in R[z]$
such that the Smith form $S^{S}(s, z)$, of $K(S, z)$ over $R[z][s]$ can be obtained by

$$
M(s, z) K(s, z) N(s, z)=s s(s, z) .
$$

The same result would apply over $\mathbb{R}[s][z]$. However the Smith forms over $\mathbb{R}[z][s]$ and $R[s][z]$ may be quite different and neither may be the Smith form over $\mathbb{R}[s, z]$.

Example 3.2
Consider the matrix
$K(s, z)=\left[\begin{array}{cc}s & -(I+z) \\ -z^{2} & s\end{array}\right]$

This has Smith form over $\mathbb{R}[z][s]$
$S^{s}(s, z)=\left[\begin{array}{cc}z+1 & 0 \\ 0 & (z+1)\left(s^{2}-z^{2}(z+1)\right)\end{array}\right]$
and Smith form over $\mathbb{R}[s][z]$
$S^{z}(s, z)=\left[\begin{array}{cc}s & 0 \\ 0 & s\left(s^{2}-z^{2}(z+1)\right)\end{array}\right]$
and the Smith form over $\mathbb{R}[s, z]$ is

$$
S(s, z)=\left[\begin{array}{cc}
1 & 0 \\
0 & s^{2}-z^{2}(z+1)
\end{array}\right]
$$

which shows that all three Smith forms are different.

Although the method of Morf et al would give an equivalence over $\mathbb{R}[z][s]$, if possible it would be more desirable to obtain equivalence over $\mathbb{R}[s, z]$. As it is known that equivalence over $\mathbb{R}[s, z]$ is not always possible, it would be useful to find conditions on the matrix which are necessary and sufficient for equivalence over $\mathbb{R}[s, z]$ to its Smith form.

Frost (1979) found that a transformation of equivalence over $\mathbb{R}[s, z]$ will preserve the zeros of a matrix, whereas a
transformation of equivalence over $\mathbb{R}(z)[s]$ need not do so. As the Smith form of any matrix has no zeros, then the invariance of zeros for equivalence over $\mathbb{R}[s, z]$ gives the following result.

Theorem 3.2: (Frost 1979)
A necessary condition for the equivalence of a polynomial matrix $K(s, z)$ with its Smith form $S(s, z)$ over $\mathbb{R}[s, z]$ is that $K(s, z)$ should have no zeros.

Frost and Storey (1978) initially thought that the property of zeros of a matrix over $\mathbb{R}[s, z]$ is also a sufficient condition for equivalence to its Smith form over R[s,z]. However Lee and Zak (1981) are able to obtain a necessary and sufficient condition for equivalence to its Smith form over $\mathbb{R}[s, z]$ of a certain class of matrix. From this they are able to produce a counter example to Frost and Storeys result. To discuss their result it is first necessary to define a cyclic vector, and a cyclic (or non-derogatory) matrix.

## Definition 3.2: A cyclic (or non-derogatory) matrix over $\underline{\mathbb{R}}[\mathbf{z}]$

An $n \times n$ matrix $A(z)$ is said to be cyclic if there exists $a$ vector $b(z)$ such that the matrix

$$
\left[b, A b, \ldots, A^{n-1} b\right]
$$

has full rank for all $z$. Such a vector $b(z)$ for which this holds is called a cyclic vector (Lee and Zak 1981).

Theorem 3.3: (Lee and Zak 1981)
Necessary and sufficient conditions for the existence of a cyclic vector $b(z) \in R^{n}[z]$, for a given matrix $A(z) \in \mathbb{R}^{n} \times \mathbb{n}[z]$ are the following:
(i) The Smith form of the matrix [sI - A(z)] is
$S_{A}(s, z)=\left[\begin{array}{c:c} & 0 \\ \hdashline & 0 \\ \hdashline 0 & \operatorname{det}(\mathrm{sI}-\mathrm{A}(z) .\end{array}\right]$
that is, the degree in $s$ of $\operatorname{det}(s I-A(Z)$ ) is equal to the degree in $s$ of the minimal polynomial of $A(z)$.
(ii) The matrices $S_{A}(s, z)$ and $[s I-A(z)]$ are equivalent over $R[s, z]$.

As a consequence to this theorem, Lee and Zak provided the following counter example to the result of Frost and Storey (1978).

Example 3.3: (Lee and Zak 1981)
Consider the matrix
$P(s, z)=\left[\begin{array}{cc}s & -(1+z) \\ -z^{2} & s\end{array}\right]$
which has no zeros and is of the form [sI - $A(z)$ ] where
$A(z)=\left[\begin{array}{cc}0 & 1+z \\ -z^{2} & 0\end{array}\right]$

Now
$\operatorname{det}[b, A b]=\operatorname{det}\left[\begin{array}{cc}b_{1} & (1+z) b_{2} \\ b_{2} & z^{2} b_{1}\end{array}\right]$

$$
=z^{2} b_{1} 2-(1+z) b_{2}^{2} \quad \text { where } b=\left[\begin{array}{l}
b_{1}(z) \\
b_{2}(z)
\end{array}\right]
$$

But $z^{2} b_{1}{ }^{2}-(1+z) b_{2}^{2} \notin \mathbb{R} \neq 0$ for any polynomials $b_{1}, b_{2} \in \mathbb{R}[z]$ as it is not sign definite for values of $z$.

Therefore by theorem 3.3, $P(s, z)$ is not equivalent to its Smith form $S(s, z)$;
$S(s, z)=\left[\begin{array}{lc}1 & 0 \\ 0 & s^{2}-z^{2}(1+z)\end{array}\right]$
over $R[s, z]$ even though $P(s, z)$ has no zeros.

Frost (1979) tried to construct an equivalence transformation to transform a matrix $K(s, z)$, which has no zeros, to its Smith form over $\mathbb{R}[s, z]$.

Firstly $\mathrm{K}(s, z)$ can be transformed by equivalence over $\mathbb{R}[s, z]$ to the form

$$
\begin{equation*}
e_{1}(s, z) K^{\prime}(s, z) \tag{3.13}
\end{equation*}
$$

where $e_{l}(s, z)$ is the first invariant polynomial of $K(s, z)$, and $K^{\prime}(s, z)$ is such that the $(1,1)$ th and $(1,2)$ th elements have no common zeros. It can be seen, by theorem l.1, that two polynomials $x(s, z), y(s, z) \in \mathbb{R}[s, z]$ have no common zeros if and only if there exist polynomials $a(s, z), b(s, z) \in \mathbb{R}[s, z]$ such that

$$
\begin{equation*}
a(s, z) x(s, z)+b(s, z) y(s, z)=1 \tag{3.14}
\end{equation*}
$$

Now using this result a transformation of equivalence over $R[s, z]$ can be constructed which brings $K^{\prime}(s, z)$ to the form

$$
\left[\begin{array}{c:c} 
& 0  \tag{3.15}\\
\hdashline 1 & 0 \\
\hdashline 0 & K_{1}(s, z)
\end{array}\right]
$$

```
Continuing this process on \(\mathrm{K}_{\mathrm{I}}(\mathrm{s}, \mathrm{z})\) will construct a transformation of equivalence over \(\mathbb{R}[s, z]\) which will transform \(K(s, z)\) into its smith form.
```

However, as example 3.3 has shown, the property of zeros is not a sufficient condition for equivalence over $\mathbb{R}[s, z]$. Therefore the point at which the method fails is the assertion that it is always possible to transform $\mathrm{K}(\mathrm{s}, \mathrm{z})$ into $e_{1}(s, z) K^{\prime}(s, z)$ where $K^{\prime}(s, z)$ has the $(1,1)$ th and $(1,2)$ th elements having no common zeros.

The final extension to be covered in this section, is an algorithm for the greatest common divisor extraction from two multivariable polynomials due to Bose (1976). This is extremely useful because it finds the greatest common divisor of polynomials in any number of variables. This method makes use of bigradients or subresultants (see, for example, Barnett 1971).

Consider two polynomials $f\left(p_{1}, \ldots ., p_{k}\right)$ and $g\left(p_{1}, \ldots, p_{k}\right)$ written as
$f\left(p_{1}, \ldots, p_{k}\right)=a_{0} p_{1} n+a_{1} p_{1} n-1+\ldots+a_{n}$
$g\left(p_{1}, \ldots, p_{k}\right)=b_{0 p_{1}}^{m}+b_{1} p_{1}^{m-1}+\ldots+b_{m}$
where the $a_{i}, b_{j}$ are polynomials in the variables
( $p_{2}, \ldots, p_{k}$ ). The method works for primitive polynomials. Therefore it is necessary to remove the content of each polynomial (that is the greatest common divisor of the $a_{i}$ in the case of f), by recursively using the method on the ( $k-1$ ) variables ( $p_{2}, \ldots, p_{k}$ ) of firstly the polynomials $a_{0}, \ldots, a_{n}$ for the content of $f$, and then $b_{0}, \ldots, b_{m}$ for the content of g.

This gives the result
$\operatorname{gcd}(f, g)=[\operatorname{gcd}(\operatorname{cont}(f), \operatorname{cont}(g))][\operatorname{gcd}(\operatorname{pp}(f), \operatorname{pp}(g))](3.18)$
where cont(f) is the content of $f$, and $p p(f)$ is the primitive part of $f$.

### 1.4 Synopsis of the thesis

The previous sections of this chapter have covered some of the relevant work relating to polynomial system matrices. However it is noticeable that there has been far less extension of the algorithms developed for one variable system matrices to two variable system matrices, than the underlying algebra.

Chapter 2 attempts to extend some of the algebra to the ring $R[s, z]$. This is done by considering the $2 \times 2$ polynomial matrix over $\mathbb{R}[s, z]$,

$$
\left[\begin{array}{ll}
x(s, z) & y(s, z)  \tag{4.1}\\
u(s, z) & w(s, z)
\end{array}\right]
$$

The equivalence of this matrix to its known Smith form is analysed in an attempt to find conditions under which the equivalence exists, whilst at the same time investigating the construction of the actual equivalence transformation. However it is not possible to seperate the conditions for the equivalence and the construction. Therefore there is further investigation into the result of Lee and zak given in theorem 3.3.

The chapter then deals with the development of a
computer algorithm for the transformation of a matrix to its

Smith form over $R[s, z]$, based on algorithm 2.1. There were quite a few problems in constructing this algorithm, and these will be fully discussed.

Because of these problems it was also worth trying to compare this algorithm with one which finds the Smith form by explicitly calculating the determinantal divisors of the matrix. It is then possible to compare computing times of the two methods, to show whether it is more efficient to calculate the determinantal divisors or to use the equivalence over $R[s, z]$.

To conclude chapter 2 , an algorithm is developed which will calculate the Smith-McMillan form of a rational polynomial matrix, using the previously developed smith form algorithm.

A number of examples will be given to show how the algorithms perform on matrices chosen to illustrate various difficulties.

Because it is not possible to find conditions for equivalence over $R[s, z]$ of a general matrix in chapter 2, chapter 3 considers the concept of extended equivalence of Pugh and Shelton (1978). This is again applied to the general $2 \times 2$ matrix, to investigate if the new approach will prove more useful in finding the required conditions. However this turns out to be just an alternative route to
the same results as chapter 2 , and the new approach gives no other insights into the problem.

As it has not been possible to find necessary and sufficient conditions for the equivalence of a general polynomial matrix to its Smith form over $R[s, z]$, chapter 4 considers the problem for a particular form of matrix, the Roesser matrix. The Roesser matrix has the form

and arises from a number of different systems. The matrix (4.2) could be a special form of state-space matrix over $\mathbb{R}[s, z]$ arising from delay-differential or partial differential systems. Such matrices arise in the study of two dimensional image processing systems (see, for example, Kung et al 1977) and indeed arise naturally from the approach suggested by Givone and Roesser $(1972,1973)$ or Fornasini and Marchesini (1975) for two-dimensional filters.

Mathematical induction is used to produce a sufficient condition for equivalence of a certain class of Roesser matrix of the form (4.2) to its Smith form over $\mathbb{R}[s, z]$. Although the method is tedious it is the only one known at
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the present time to find the sufficient condition. To conclude chapter 4 a number of Roesser matrices are used as examples for testing the Smith form program.

Chapter 5 moves on to the topic of the realization of $a$ two variable rational transfer function matrix to a state-space system matrix over $\mathbb{R}[s, z]$. The algorithm is based on that developed by Pace and Barnett (1974b) for the single variable realization. However, as Frost (1979) has shown, a realization over $R[s, z]$ may not always be both controllable and observable. This is again due to the property of zeros, in this case the fact that it may not be possible to remove both input-decoupling and outputdecoupling zeros. Both the theoretical background and algorithmic development of the realization will be covered with examples to test the program.


Chapter 6 concludes the thesis, examining how successful were the attempts to extend the algebra and the algorithms to two variable system matrices. There are also suggestions of areas for further research which may help to resolve some of the outstanding problems.

All the work in the last five chapters is original unless otherwise stated.

## CHAPTER 2

FURTHER EXTENSIONS OF THE THEORY, AND ALGORITHMS RELATING TO

## TWO VARIABLE POLYNOMIAL MATRICES

### 2.1 Introduction

From section 1.3 of the introduction it is clear that the theoretical extension of the results for l-D systems to 2-D systems has not been completed. This is certainly true for results concerning equivalence of a general two variable polynomial matrix with its Smith form. Theorem 3.2 of chapter 1 gives a necessary condition, but a corresponding sufficiency condition has not been found.

This chapter attemts to find a sufficiency condition by examining a $2 \times 2$ general two variable matrix. If such a condition was found the result could be extended to a $m \times n$ two variable matrix by mathematical induction. Following this the result of Lee and Zak (1981), theorem 3.3 of chapter 1 , is extended for a more general matrix.

Finally in this chapter a number of algorithms are developed for computing the Smith form and Smith-McMillan form of two variable polynomial or rational matrices. variable polynomial matrix with its Smith form over

## $\underline{\mathbb{R}[s, z]}$

To attempt to find the required sufficiency condition for equivalence of a two variable polynomial matrix with its Smith form over $R[s, z]$ it would be useful firstly to consider a 2 x 2 matrix without zeros.

Consider the matrix $A(s, z)$, without zeros,
$A(s, z)=\left[\begin{array}{ll}x(s, z) & y(s, z) \\ u(s, z) & w(s, z)\end{array}\right]$

It can be assumed that $x(s, z), y(s, z), u(s, z)$, and $w(s, z)$ have no common factor and (as $A(s, z)$ has no zeros) also no common zeros. Therefore the Smith form of $A(s, z)$ is the matrix $S(s, z)$,
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & x(s, z) \\ & w(s, z)-y(s, z) u(s, z)\end{array}\right]$

To find the sufficiency condition it is assumed that $A(s, z)$ is equivalent to $S(s, z)$ over $\mathbb{R}[s, z]$. That is there exist unimodular matrices $M(s, z), N(s, z)$ over $\mathbb{R}[s, z]$ such that

$$
\begin{equation*}
M(s, z) A(s, z) N(s, z)=S(s, z) \tag{2.3}
\end{equation*}
$$

or
$\left[\begin{array}{cc}a & b \\ c & d\end{array}\right]\left[\begin{array}{cc}x & y \\ u & w\end{array}\right]\left[\begin{array}{cc}e & f \\ g & h\end{array}\right]=\left[\begin{array}{cc}1 & 0 \\ 0 & x w-u y\end{array}\right]$
where $x=x(s, z)$ etc, for ease of notation.
By solving the matrix equation, 2.4, it should be possible to find sufficiency conditions for $A(s, z)$ for equivalence over $\mathbb{R}[s, z]$ to exist. Also it should be possible to give the actual construction for the equivalence transformation.

In section 3 of the introduction it was shown that Frost was able to construct a transformation of equivalence if adjacent elements of the matrix had no common zeros.

For example if $x(s, z)$ and $u(s, z)$ have no common zero, then there exist, by theorem 1.1 of chapter 1 , polynomials $a(s, z)$ and $b(s, z)$ over $\mathbb{R}[s, z]$ such that,

$$
\begin{equation*}
\mathrm{a}(\mathrm{~s}, \mathrm{z}) \mathrm{x}(\mathrm{~s}, z)+\mathrm{b}(\mathrm{~s}, \mathrm{z}) \mathrm{u}(\mathrm{~s}, z)=1, \tag{2.5}
\end{equation*}
$$

which gives the transformation of equivalence over $\mathbb{R}[s, z]$,

$$
\left[\begin{array}{cc}
a & b  \tag{2.6}\\
-u & x
\end{array}\right]\left[\begin{array}{cc}
x & y \\
u & w
\end{array}\right]\left[\begin{array}{cc}
1 & -(a y+b w) \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & x w-u y
\end{array}\right]
$$

Therefore for this investigation it is also assumed that any adjacent pair of polynomials of $A(s, z)$ have common zeros. That is the pairs

$$
\begin{equation*}
(x, y),(x, u),(u, w),(y, w) \tag{2.7}
\end{equation*}
$$

have common zeros.
Expanding (2.4) gives the four equations

$$
\begin{align*}
& e(a x+b u)+g(a y+b w)=1  \tag{2.8}\\
& f(a x+b u)+h(a y+b w)=0  \tag{2.9}\\
& e(c x+d u)+g(c y+d w)=0  \tag{2.10}\\
& f(c x+d u)+h(c y+d w)=x w-u y \tag{2.11}
\end{align*}
$$

Also there are the unimodularity conditions on the equivalence matrices $M(s, z)$ and $N(s, z)$, which give

$$
\begin{align*}
& \mathrm{ad}-\mathrm{bc}=\mathrm{k}_{1} \in \mathbf{R} \neq 0  \tag{2.12}\\
& \mathrm{eh}-\mathrm{fg}=\mathrm{k}_{2} \in \mathbb{R} \neq 0 \tag{2.13}
\end{align*}
$$

It can be seen that equation (2.8) holds the key to the transformation, because once there is a 1 in the top left
hand corner of the matrix, the remaining transformation to the Smith form is straightforward. If (2.8) holds, that is

$$
e(a x+b u)+g(a y+b w)=1
$$

then the equivalence transformation is,

$$
\left[\begin{array}{cc}
a & b  \tag{2.14}\\
-(e u+g w) & (e x+g y)
\end{array}\right]\left[\begin{array}{cc}
x & y \\
u & w
\end{array}\right]\left[\begin{array}{cc}
e & -(a y+b w) \\
g & (a x+b u)
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & x w-u y
\end{array}\right]
$$

where the determinant of both the equivalence matrices is 1 .
A few methods are now proposed which attempt to find the conditions under which (2.8) holds.

### 2.2.1 Method 1

The problem is to solve the equation

$$
\begin{equation*}
e(a x+b u)+g(a y+b w)=1 \tag{2.1.1}
\end{equation*}
$$

for polynomials $a, b, e, g \in R[s, z]$, for the given polynomials $x, u, y, w \in R[s, z]$.

By theorem 1.1 of chapter 1 , (2.1.1) can be solved if and only if the polynomials
have no common zeros.
To investigate this, consider the set of zeros
$\left\{\left(s_{1}, z_{l}\right)\right\}$ of the polynomial (ax+bu), and examine the polynomial (ay+bw) at these points to find conditions such that (ay+bw) is not zero.

Let the set of pairs $\left\{\left(s_{1}, z_{1}\right)\right\}$ be the zeros of (ax+bu), that is

$$
\begin{equation*}
a_{1} x_{1}+b_{1} u_{1}=0 \tag{2.1.3}
\end{equation*}
$$

where

$$
a_{1}=\left.a(s, z)\right|_{\left\{\left(s_{1}, z_{1}\right)\right\}} \quad \text { etc. }
$$

The set $\left\{\left(s_{1}, z_{1}\right)\right\}$ is non-empty, as from (2.7) $x$ and $u$ have common zeros.

Evaluating (ay+bw) at this set, it is assumed that there is a subset $\left\{\left(s_{0}, z_{0}\right)\right\}$ of $\left\{\left(s_{1}, z_{1}\right)\right\}$ for which

$$
\begin{equation*}
a_{0} y_{0}+b_{0} w_{0}=0 \tag{2.1.4}
\end{equation*}
$$

If necessary conditions can now be found for this subset to be non-empty, then these will be conditions for the polynomials ( $a x+b u$ ) and ( $a y+b w$ ) to have common zeros. From
this it should be possible to find sufficient conditions for which the polynomials (ax+bu) and (ay+bw) have no common zeros and so solve equation (2.1.1).

Firstly consider the case when $x_{0}=0$. From equation (2.1.3) we have

$$
\begin{equation*}
b_{0} u_{0}=0 \tag{2.1.5}
\end{equation*}
$$

which implies that $b_{0}=0$ and/or $u_{0}=0$. If $b_{0}=0$, then (2.1.4) gives
$a_{0} Y_{0}=0$
which implies that $y_{0}=0$, as $a_{0} \neq 0$ because $a$ and $b$ have no common zeros. This gives the result.

Lemma 2.1.1
A sufficient condition for the polynomials (ax+bu) and (ay+bw) to have common zeros is that the polynomials $b, x, y$ have common zeros.

Now consider $u_{0}=0$ in equation (2.1.5). To satisfy (2.1.4) we require

$$
\begin{equation*}
a_{0} y_{0}+b_{0} w_{0}=0 \tag{2.1.7}
\end{equation*}
$$

at the common zeros of $x$ and $u$.
To further investigate this, let $y_{0}=0$. This implies $b_{0}=0$ as $x, y, u, w$ have no common zero. If $y_{0} \neq 0$, let $w_{0}=0$ from which we have the condition

$$
\begin{equation*}
a_{0}=0 \text { at the common zeros of } x, u, w . \tag{2.1.8}
\end{equation*}
$$

Finally if $y_{0} \neq 0$ and $w_{0} \neq 0$ this gives the condition

$$
\begin{equation*}
a_{0} y_{0}+b_{0} w_{0}=0 \tag{2.1.9}
\end{equation*}
$$

at the common zeros of $x$ and $u$ which are not zeros of $y$ or w. These can be combined to give the result.

## Lemma 2.1.2

Sufficient conditions for the polynomials (ax+bu) and (ay+bw) to have common zeros are the following:
(i) The polynomials $b, x, u, y$ have common zeros.
(ii) The polynomials $a, x, u, w$ have common zeros.
(iii) The polynomial (ay+bw) is zero at the set of points
which are common zeros of $x$ and $u$, but not zeros of $y$ or $w$.

To complete this approach it is necessary to consider the case when $x_{0} \neq 0$.

In this set if $u_{0}=0$ then from (2.1.3) $a_{0}=0$. Also from (2.1.4) we have

$$
\begin{equation*}
b_{0} w_{0}=0 \tag{2.1.10}
\end{equation*}
$$

which implies $w_{0}=0$, as $a$ and $b$ have no common zero. This gives the result

A sufficient condition for the polynomials (ax+bu) and ( $a y+b w$ ) to have common zeros is that $a_{0}=0$ at the common zeros of $u$ and $w$ which are not zeros of $x$.

Again if we now consider $x_{0} \neq 0$ and $u_{0} \neq 0$ then (2.1.3) gives

$$
\begin{equation*}
a_{0} x_{0}=-b_{0} u_{0} \text { with } a_{0} \neq 0, b_{0} \neq 0 \tag{2.1.11}
\end{equation*}
$$

(2.1.4) gives

$$
\begin{equation*}
a_{0} y_{0}+b_{0} w_{0}=0 \tag{2.1.12}
\end{equation*}
$$

now multiplying by $x_{0}(\neq 0)$ gives

$$
a_{0} x_{0} y_{0}+b_{0} x_{0} w_{0}=0
$$

which gives, from (2.1.11)

$$
-b_{0} u_{0} y_{0}+b_{0} x_{0} w_{0}=0
$$

or

$$
\begin{equation*}
b_{0}\left(x_{0} w_{0}-u_{0} y_{0}\right)=0 \tag{2.1.13}
\end{equation*}
$$

and hence the result

Lemma 2.1.4
A sufficient condition for the polynomials (ax+bu) and (ay+bw) to have common zeros is that

$$
x_{0} w_{0}-u_{0} y_{0}=0
$$

for some values of the set $\left\{\left(s_{0}, z_{0}\right)\right\}$ which are not zeros of $x$ or $u$.

Combining lemmas 2.1.1, 2.1.2, 2.1.3, and 2.1.4 will give the following theorem.

## Thoerem 2.1.1

Sufficient conditions for the polynomials (ax+bu) and (ay+bw) to have common zeros are the following:
(i) The polynomials $a, u$, and $w$ have common zeros.
(ii) The polynomials $b, x$, and $y$ have common zeros.
(iii)The polynomial (ay+bw) is zero at the set of points
which are common zeros of $x$ and $u$, but not zeros of $y$ or w.
(iv) The polynomials (ax+bu) and (xw-uy) have common zeros which are not zeros of $x$ or $u$.

A necessary condition for the polynomials (ax+bu) and (ay+bw) to have common zeros is that one of the above four conditions must hold.

Directly from theorem 2.1.1, the actual result required can be found.

## Theorem 2.1.2

A sufficient condition for two polynomials (ax+bu) and (ay+bw) to have no common zeros is that all of the following conditions must hold:
(i) The polynomials $a, u$, and $w$ have no common zero.
(ii) The polynomials $b, x$, and $y$ have no common zero.
(iii) The polynomial (ay+bw) must be non-zero at the set of points which are common zeros of $x$ and $u$, but not zeros of $y$ or $w$.
(iv) The polynomials (ax+bu) and (xw-uy) have no common zeros which are not zeros of $x$ or $u$.

It can be seen from the above theorem that conditions (i) and (ii) are the constructions for the polynomials a and b. However from conditions (iii) and (iv) it is not possible to find explicit conditions on $x, y, u$, and $w$ for the equivalence transformation to exist, or further construction for the polynomials $a$ and $b$ of the transforming matrices. Therefore it is necessary to consider an alternative approach.

### 2.2.2 Method 2

Again the problem is to solve the equation

$$
\begin{equation*}
e(a x+b u)+g(a y+b w)=1 \tag{2.2.1}
\end{equation*}
$$

for polynomials $a, b, e, g \in \mathbb{R}[s, z]$. This equation is solvable if and only if the polynomials

$$
\begin{equation*}
(a x+b u) \text { and }(a y+b w) \tag{2.2.2}
\end{equation*}
$$

have no common zeros for general polynomials $a$ and $b$ which themselves have no common zero.

To investigate this consider the following proposition.

## Proposition 2.2.1

For the polynomials ( $a x+b u$ ) and ( $a y+b w$ ) to have no
common zero then
either
(i) They are never equal, and so cannot have any common value.
or
(ii) If they are equal, at those points where they are equal they are not zero.

For the polynomials (ax+bu) and (ay+bw) never to be equal it is necessary that

$$
a(x-y)+b(u-w) \neq 0
$$

for all values of ( $s, z$ ), which immediately gives the result:

## Lemma 2.2.1

A sufficient condition for the polynomials (ax+bu) and (ay+bw) to have no common zero is that the polynomials ( $x-y$ ) and (u-w) have no common zero and then the polynomials $a$ and b are chosen such that

$$
a(x-y)+b(u-w)=1
$$

Now if the polynomials $(x-y)$ and ( $u-w$ ) have common zeros then an analysis of the form used in method 1 is required. Unfortunately this gives results which will not explicitly determine whether a transformation of equivalence exists. This analysis also gives rise to conditions (i) and (ii) of theorem 2.1.2, showing consistency in the methods.

To illustrate this method consider the following example.

## Example 2.2.1

For the matrix

$$
\left[\begin{array}{cc}
s & -(1+z)  \tag{2.2.4}\\
-z & s
\end{array}\right]
$$

all adjacent pairs of polynomials have common zeros, but the matrix has no zeros.

Here

$$
\begin{align*}
& (x-y)=s+z+1  \tag{2.2.5}\\
& (u-w)=-(s+z) \tag{2.2.6}
\end{align*}
$$

and it can easily be seen that $(x-y)$ and ( $u-w$ ) have no common zero. Choosing $a=1, b=1$ gives

$$
\begin{equation*}
1 \cdot(s+z+1)+1 \cdot(-(s+z))=1 \tag{2.2.7}
\end{equation*}
$$

which gives the equivalence transformation $\left[\begin{array}{cc}1 & 1 \\ s+2 & s+z+1\end{array}\right]\left[\begin{array}{cc}s & -(z+1) \\ -z & s\end{array}\right]\left[\begin{array}{cc}1 & -(s-z-1) \\ -1 & s-z\end{array}\right]=\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2}-z(z+1)\end{array}\right]$ (2.2.8)

### 2.2.3 Method 3

This method considers equation (2.8) in a different way, that is

$$
\begin{equation*}
(a e) x+(a g) y+(b e) u+(b g) w=1 \tag{2.3.1}
\end{equation*}
$$

As. $x, y, u$, and $w$ have no common zero then there exist polynomials $k, l, m, n \in \mathbb{R}[s, z]$ such that

$$
\begin{equation*}
\mathrm{kx}+1 \mathrm{y}+\mathrm{mu}+\mathrm{nw}=1 \tag{2.3.2}
\end{equation*}
$$

However this is true for many $k, l, m, n$. The problem now is to find $k, 1, m, n$ which are factorizable such that

$$
\begin{align*}
\mathrm{ae} & =\mathrm{k} \\
\mathrm{ag} & =1  \tag{2.3.3}\\
\mathrm{be} & =\mathrm{m} \\
\mathrm{bg} & =\mathrm{n}
\end{align*}
$$

However this problem is not definitive and would require searching through all possible $k, l, m, n$ until one set is found which is factorizable.

To illustrate this method consider the example.

## Example 2.3.1

Consider the matrix

$$
\left[\begin{array}{cc}
s & -(1+z)  \tag{2.3.4}\\
-z & s
\end{array}\right]
$$

which has no zeros. Choosing

$$
\begin{equation*}
\mathrm{k}=1,1=-1, \mathrm{~m}=1, \mathrm{n}=-1 \tag{2.3.5}
\end{equation*}
$$

gives

$$
\begin{equation*}
1 .(s)-1 \cdot(-(1+z))+1 \cdot(-z)-1 \cdot(s)=1 \tag{2.3.6}
\end{equation*}
$$

and $k, l, m, n$ are factorizable giving

$$
\begin{equation*}
a=1, b=1, e=1, g=-1 \tag{2.3.7}
\end{equation*}
$$

which gives the equivalence transformation
$\left[\begin{array}{cc}1 & 1 \\ s+2 & s+z+1\end{array}\right]\left[\begin{array}{cc}s & -(z+1) \\ -z & s\end{array}\right]\left[\begin{array}{cc}1 & -(s-z-1) \\ -1 & s-z\end{array}\right]=\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2-z}(z+1)\end{array}\right]$

### 2.2.4 Use of the resultant

Resultants are often used to determine whether two specific polynomials have no common zeros. The method of Bose (1976) to find the greatest common divisor of two multivariable polynomials uses this property. It is to be considered here whether resultants can be used to determine if the general polynomials

$$
\begin{equation*}
(a x+b u) \text { and }(a y+b w) \tag{2.4.1}
\end{equation*}
$$

have no common zeros. Here the polynomials $x, u, y, w$ are specified, and $a$ and $b$ are assumed to be of the form

$$
\begin{align*}
& a=\sum_{n=0}^{m} a_{i}(z) s^{i}  \tag{2.4.2}\\
& b=\sum_{j=0}^{n} b_{j}(z) s^{j} \tag{2.4.3}
\end{align*}
$$

however m and n are unknown.
To use the resultant for these polynomials, values of $m$ and $n$ have to be assumed. The resultant will then produce conditions on the $a_{i}(z)$ and $b_{j}(z)$ such that the polynomials (ax+bu) and (ay+bw) have no common zeros. If it is not possible to find conditions on the $a_{i}(z)$ and $b_{j}(z)$, then alternative values of m and n have to be assumed. Therefore this method is not conclusive, as all possible pairs (m,n) may have to be considered.

## Example 2.4.1

## Consider the matrix

$A(s, z)=\left[\begin{array}{cc}s & -(l+z) \\ -z & s\end{array}\right]$

It is required to find polynomials $a$ and $b$ such that the polynomials

```
(as - bz) and (bs - a(1+z))
```

have no common zeros.
Let $a$ and $b$ be of the form

$$
\begin{aligned}
& a=\sum_{k=0}^{m} a_{i}(z) s^{i} \\
& b=\sum_{j=0}^{n} b_{j}(z) s^{j}
\end{aligned}
$$

Let

$$
\mathrm{m}=\mathrm{n}=0 .
$$

Now resultant $\left(\left(a_{0}(z) s-b_{0}(z) z\right),\left(b_{0}(z) s-a_{0}(z)(1+z)\right)\right.$ )

$$
\begin{aligned}
& =\operatorname{det}\left[\begin{array}{cc}
a_{0}(z) & -b_{0}(z) z \\
b_{0}(z) & -a_{0}(z)(1+z)
\end{array}\right] \\
& =-a_{0}^{2}(z)(1+z)+b_{0}^{2}(z) z \\
& \notin R \neq 0 \quad \text { if } \quad a_{0}(z)=1, b_{0}(z)=1 .
\end{aligned}
$$

That is the polynomials $(s-z)$ and $(s-z-1)$ have no common zeros.

### 2.2.5 Some observations

To conclude this section some relevant observations are made.

The only fully known statement about the problem is that the matrix $K(s, z)$ has no zeros, that is there exist polynomials $k, l, m, n \in \mathbb{R}[s, z]$, such that

$$
\begin{equation*}
k x+l y+m u+n w=1 \tag{2.5.1}
\end{equation*}
$$

Refering back to theorem 2.1.2 we see that condition (i) requires that the polynomials $a, u$, and $w$ have no common zeros, and condition (ii) requires that the polynomials $b, x$, and $y$ have no common zeros. If we choose $a$ and $b$ such that

$$
\begin{align*}
& a=k x+l y  \tag{2.5.2}\\
& b=m u+n w \tag{2.5.3}
\end{align*}
$$

then by equation (2.5.1)

$$
\begin{align*}
& a+m u+n w=1 \\
& b+k x+1 y=1 \tag{2.5.5}
\end{align*}
$$

$$
(2.5 .4)
$$

which gives the result that $a, u, w$ have no common zeros and $b, x, y$ have no common zeros. We also have the extra result from (2.5.1), (2.5.2), (2.5.3) that

$$
\begin{equation*}
a+b=1 \tag{2.5.6}
\end{equation*}
$$

Therefore if $a=k x+m y, b=1-a$ it is necessary only to consider conditions (iii) and (iv) of theorem 2.1.2 on the polynomials

$$
\begin{equation*}
(a(x-u)+u) \text { and }(a(y-w)+w) \tag{2.5.7}
\end{equation*}
$$

Use of these observations may assist in constructing a transformation of equivalence for specific examples. However for the general case these still do not give explicit conditions.

In conclusion it is obvious that an alternative necessary and sufficient condition to determine whether two polynomials have common zeros is required. This would be used in conjunction with Hilberts Nullstellensatz to construct the transformation of equivalence.

### 2.3 Extensions of the results of Lee and Zak (1981)

As shown in section 3 of chapter 1 , Lee and Zak were interested in matrices of the form

$$
\begin{equation*}
[s I-A(z)] \tag{3.1}
\end{equation*}
$$

which has. Smith form

$$
\left[\begin{array}{c:c}
I & 0  \tag{3.2}\\
\hdashline 0 & \operatorname{det}(\operatorname{sI}-A(z))
\end{array}\right]
$$

The extension initially proposed here is for the general $2 \times 2$ matrix
$P(s, z)=\left[\begin{array}{ll}t & u \\ v & w\end{array}\right]$
where $t=t(s, z) \in \mathbb{R}[s, z]$ etc., and $P(s, z)$ has Smith form
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & t w-u v\end{array}\right]$

It is possible to extend the definition of a matrix being cyclic over $\mathbb{R}[z]$, to being cyclic over $\mathbb{R}[s, z]$.

## Definition 3.1

The matrix $P(s, z) \in \mathbb{R}^{n \times n}[s, z]$ is cyclic over $\mathbb{R}[s, z]$ if and only if there exists $a$ vector $b \in \mathbb{R}^{n}[s, z]$ such that

$$
\begin{equation*}
\operatorname{det}\left(\left[b, A b, \ldots, A^{n-1} b\right]\right) \in R \neq 0 \tag{3.5}
\end{equation*}
$$

The vector $b$ is said to be a cyclic vector over $\mathbb{R}[s, z]$.

Therefore if the matrix $P(s, z)$ of (3.3) is cyclic then there exists

$$
b=\left[\begin{array}{l}
b_{1}  \tag{3.6}\\
b_{2}
\end{array}\right] \in R^{2}[s, z]
$$

such that
$\operatorname{det}([b, A b])=\operatorname{det}\left[\begin{array}{ll}b_{1} & t b_{1}+u b_{2} \\ b_{2} & v b_{1}+w b_{2}\end{array}\right]=1$
which gives the equation

$$
\begin{equation*}
b_{1} 2 v+b_{1} b_{2}(w-t)-b_{2} 2 u=1 \tag{3.8}
\end{equation*}
$$

From this it is possible to construct the equivalence matrices which will transform $P(s, z)$ into its Smith form,
$\left[\begin{array}{cc}-b_{2} & b_{1} \\ -\left(b_{1} v+b_{2} w\right) & \left(u b_{2}+b_{1} t\right)\end{array}\right]\left[\begin{array}{cc}t & u \\ v & w\end{array}\right]\left[\begin{array}{ll}b_{1} & u b_{2}-b_{1} w \\ b_{2} & b_{1} v-b_{2} t\end{array}\right]=\left[\begin{array}{cc}1 & 0 \\ 0 & t w-u v\end{array}\right]$
with

$$
\begin{align*}
& \operatorname{det}\left[\begin{array}{lc}
-b_{2} & b_{1} \\
-\left(b_{1} v+b_{2} w\right) & \left(u b_{2}+b_{1} t\right)
\end{array}\right]=1  \tag{3.10}\\
& \operatorname{det}\left[\begin{array}{cc}
b_{1} & u b_{2}-b_{1} w \\
b_{2} & b_{1} v-b_{2} t
\end{array}\right]=1 \tag{3.11}
\end{align*}
$$

and
$\left[\begin{array}{lc}-b_{2} & b_{1} \\ -\left(b_{1} v+b_{2} w\right) & \left(u b_{2}+b_{1} t\right)\end{array}\right]\left[\begin{array}{ll}b_{1} & u b_{2}-b_{1} w \\ b_{2} & b_{1} v-b_{2} t\end{array}\right]=\left[\begin{array}{rc}0 & 1 \\ -1 & t+w\end{array}\right]$

In fact immediately from the matrix $[b, A b]$ it is possible to find the similarity matrices to transform $P(s, z)$ into its companion form,
$\left[\begin{array}{ll}b_{1} & t b_{1}+u b_{2} \\ b_{2} & v b_{1}+w b_{2}\end{array}\right]\left[\begin{array}{cc}t & u \\ v & w\end{array}\right]\left[\begin{array}{cc}u b_{1}+w b_{2} & -\left(t b_{1}+u b_{2}\right) \\ -b_{2} & b_{1}\end{array}\right]=\left[\begin{array}{cc}0 & -(t w-u v) \\ 1 & t+w\end{array}\right]$
where $[b, A b]$ and $[b, A b]^{-1}$ are the transforming matrices.

However there seems to be some confusion whether cyclic and non-derogatory are equivalent properties over $\mathbb{R}[s, z]$. A derogatory matrix is one for which the minimal polynomial is of lower degree than the characteristic polynomial.

## Example 3.1

Consider a general $2 \times 2$ two variable polynomial matrix
$A(s, z)=\left[\begin{array}{ll}x(s, z) & y(s, z) \\ u(s, z) & w(s, z)\end{array}\right]$

If $A(s, z)$ is derogatory then it has a linear minimal polynomial

$$
\lambda-a=0
$$

Therefore
$\left[\begin{array}{ll}x(s, z) & y(s, z) \\ u(s, z) & w(s, z)\end{array}\right]-a(s, z)\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]=\left[\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right]$.

For this to hold we have

$$
\begin{aligned}
& u(s, z)=y(s, z)=0, \\
& x(s, z)=a(s, z),
\end{aligned}
$$

$$
w(s, z)=a(s, z)
$$

Therefore the only $2 \times 2$ derogatory matrices are of the form

$$
\left[\begin{array}{cc}
a(s, z) & 0 \\
0 & a(s, z)
\end{array}\right]
$$

which is already in Smith form. Moreover the only $2 \times 2$ derogatory two variable matrix which has Smith form

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & p(s, z)
\end{array}\right]
$$

is the identity matrix.

Therefore it must be the case that non-derogatory matrices over $R[s, z]$ are not necessarily similar to their companion forms. This can be shown by the following example:

## Example 3.2

Consider the matrix
$A(s, z)=\left[\begin{array}{cc}s & -(z+1) \\ -z^{2} & s\end{array}\right]$

From the previous result, this matrix is non-derogatory. It has companion form
$C(s, z)=\left[\begin{array}{cc}0 & 1 \\ -\left(s^{2}-z^{2}(z+1)\right) & 2 s\end{array}\right]$

For $A(s, z)$ to be similar to $C(s, z)$, we must have
$\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]\left[\begin{array}{cc}s & -(z+1) \\ -z^{2} & s\end{array}\right]=\left[\begin{array}{cc}0 & 1 \\ -\left(s^{2}-z^{2}(z+1)\right) & 2 s\end{array}\right]\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$
where $a=a(s, z)$ etc. This gives

$$
\begin{aligned}
& a s-b z^{2}=c \\
& b s-a(z+1)=d \\
& c s-d z^{2}=2 c s-a\left(s^{2}-z^{2}(z+1)\right) \\
& d s-c(z+1)=2 d s-b\left(s^{2}-z^{2}(z+1)\right)
\end{aligned}
$$

and for unimodularity of the transforming matrix

$$
a d-b c \in \mathbb{R} \neq 0
$$

Now

$$
\begin{aligned}
a d-b c & =a(b s-a(z+1))-b\left(a s-b z^{2}\right) \\
& =b^{2} z^{2}-a^{2}(z+1)
\end{aligned}
$$

Therefore $A(s, z)$ is not similar to its companion form.

Obviously there is a difference between cyclic and non-derogatory matrices over $\mathbb{R}[s, z]$. However it is still possible to extend the result of Lee and $Z a k$ to $\mathbb{R}[s, z]$ using definition 3.1 .

## Theorem 3.1

Consider the cyclic matrix $P(s, z)$ over $\mathbb{R}[s, z]$,

$$
P(s, z)=\left[p_{i j}\right] \quad i, j=1,2, \ldots, n
$$

where $p_{i j} \in \mathbb{R}[s, z]$, which has Smith form $S(s, z)$ over $\mathbb{R}[s, z]$,
$S(S, z)=\left[\begin{array}{c:c} & \\ I_{n-1} & 0 \\ \hdashline 0 & \operatorname{det}(P)\end{array}\right]$

Then $P(s, z)$ is equivalent over $\mathbb{R}[s, z]$ to $S(s, z)$.
proof (similar to that for the result of Lee and Zak 1981)
If $P(s, z)$ is cyclic, then there exists a matrix $H(s, z)$,

$$
H(s, z)=\left[b, A b, \ldots, A^{n-1} b\right]
$$

where $b$ is the cyclic vector. Now $P(s, z)$ is similar to its
companion form $C(s, z)$ with similarity matrix $H(s, z)$, $\mathrm{H}^{-1}(\mathrm{~s}, \mathrm{z}) \mathrm{P}(\mathrm{s}, \mathrm{z}) \mathrm{H}(\mathrm{s}, \mathrm{z})=\mathrm{C}(\mathrm{s}, \mathrm{z})$.

It can be shown that $C(s, z)$ is equivalent over $\mathbb{R}[s, z]$ to $S(s, z)$, the Smith form of $P(s, z)$. Therefore if $P(s, z)$ is cyclic over $\mathbb{R}[s, z]$ then it is equivalent to its Smith form over $\mathbb{R}[s, z]$.

### 2.4 Development of an algorithm to produce the Smith form

## of a two variable polynomial matrix

As section 2 of chapter 1 shows, there are a number of methods for finding the Smith form of a one variable polynomial matrix. This section extends algorithm 2.1 of chapter 1 to transform a two variable polynomial matrix into its Smith form.

As there does not exist a division algorithm over $R[s, z]$ it is necessary to design the Smith form algorithm to change from equivalence over $R[s, z]$ to equivalence over $\mathbb{R}(z)[s]$ or $\mathbb{R}[z][s]$ if required. The main problem area for the algorithm is the actual Gaussian elimination. It was noticed that choice of pivot was crucial, so that if a "better" pivot is available at any time it should be used.

Consider the m x n polynomial matrix $P(s, z)$,
$P(s, z)=\left[\begin{array}{cccc}p_{11} & p_{12} & \cdots & p_{1 n} \\ p_{21} & p_{22} & \cdots \cdot & p_{2 n} \\ \vdots & \vdots & & \vdots \\ p_{m 1} & p_{m 2} & \cdots & p_{m n}\end{array}\right]$
where $p_{i j}=p_{i j}(s, z) \in \mathbb{R}[s, z]$.
Element $\mathrm{p}_{11}$ is the pivot. Firstly element $\mathrm{p}_{12}$ is divided by element pll as far as possible, that is until no further division can be carried out without introducing
rational terms in one of the variables. This will produce a quotient and remainder such that

$$
\begin{equation*}
\mathrm{p}_{12}=\mathrm{q}_{11}+\mathrm{r} . \tag{4.2}
\end{equation*}
$$

Here $r$ may not be of lower degree than pil. Then $q$ times column 1 is subtracted from column 2. At this stage it is checked if there is an element of lower degree than the pivot. If there is, then it is moved to position (1,1) becoming the new pivot and elimination is restarted. Otherwise the next element on the pivotal row is considered and the same procedure followed.

This is carried out for the pivotal row and column resulting in one of two situations. Either all the elements of the pivotal row and column are zero, and so this stage of the elimination has been successful. Or there are some elements on the pivotal row or column which are not zero, and the present pivot cannot further divide any of these elements over $R[s, z]$, and a better pivot is not available. If this is the case then the elimination must continue over $\mathbb{R}(z)[s]$ or $\mathbb{R}[z][s]$.

If equivalence over $\mathbb{R}[s, z]$ is possible then this technique is quite straightforward to implement. However for equivalence over $\mathbb{R}(z)[s]$ a few problems arise.

For a number of reasons it is necessary to change the definition of monic over $\mathbb{R}(z)[s]$. To make the pivot monic under the usual definition would require division of a column of the matrix by a polynomial in $\mathbb{R}(z)$. The division here would have to be complete, that is without a remainder. If the algorithm used a notation for a polynomial in $\mathbb{R}(z)[s]$ of the form

$$
\begin{equation*}
\mathrm{p}(\mathrm{~s}, \mathrm{z})=\mathrm{n}(\mathrm{~s}, \mathrm{z}) / \mathrm{d}(\mathrm{z}) \tag{4.3}
\end{equation*}
$$

where $p(s, z) \in \mathbb{R}(z)[s], n(s, z) \in \mathbb{R}[s, z], d(z) \in \mathbb{R}[z]$, then this would cause no problem. However the algorithm uses a series expansion as its definition; that is for $\mathrm{p}(\mathrm{s}, \mathrm{z}) \in \mathrm{R}(\mathrm{z})[\mathrm{s}]$

$$
\begin{equation*}
p(s, z)=\sum_{i=0}^{r} \sum_{j=-l}^{m} a_{i j} s^{i} z j \tag{4.4}
\end{equation*}
$$

For this definition, dividing by a polynomial in $\mathbb{R}(2)$ may result in an infinite series expansion of the polynomial, such that at any stage of the division there would always be a remainder.

It was thought that if the pivot was made monic only after the elimination was complete, with pivotal row and column having all remaining elements zero, this problem could be overcome. However this still affects the
equivalence matrices.
Another effect of dividing through by a polynomial in $\mathbb{R}(z)$ with the notation (4.4) is that polynomial factors in $\mathbb{R}[z]$ may be lost when the matrix is renormalized using the method of Morf et al (1977) as described in section 3 of chapter 1.

Therefore it was decided to change the definition of monic over $R(z)[s]$ to be that the coefficient of the leading term in $s$, is purely rational in $z$ with leading term 1 , that is by dividing through by a monomial in $z$.

It is worth expanding on the idea of Morf et al for renormalizing the equivalence over $\mathbb{R}(z)[s]$.

Consider the equivalence of a matrix $A(s, z)$ with its Smith form $S_{s}(s, z)$ over $R(z)[s]$,

$$
\begin{equation*}
M(s, z) A(s, z) N(s, z)=S_{s}(s, z) \tag{4.5}
\end{equation*}
$$

where $M(s, z), N(s, z), S_{s}(s, z)$ are matrices over $\mathbb{R}(z)[s]$ and $M(s, z), N(s, z)$ are unimodular over $\mathbb{R}(z)[s]$. Now if $M(s, z)$ and $N(s, z)$ are renormalized by diagonal matrices over $\mathbb{R}[z]$ so that

$$
\begin{equation*}
M^{\prime}(s, z) A(s, z) N^{\prime}(s, z)=s_{s}(s, z) \tag{4.6}
\end{equation*}
$$

and $M^{\prime}(s, z), N^{\prime}(s, z), S_{S^{\prime}}(s, z)$ are now matrices over $\mathbb{R}[z][s]$
with $M^{\prime}(s, z)$ and $N^{\prime}(s, z)$ unimodular over $\mathbb{R}[z][s]$. Now $S_{S}(s, z)$ is correct to within removed polynomial factors in $z$, and $S_{s}(s, z)$ is correct to within added polynomial factors in $z$ of the actual Smith form, $S(s, z)$, over $\mathbb{R}[s, z]$. It can be seen that the new definition of monic over $\mathbb{R}(z)[s]$ helps the renormalization, because the diagonal matrices over $\mathbb{R}[z]$ need only have monomials in $z$ as their elements.

If the same procedure is repeated for equivalence over $\mathbb{R}(s)[z]$, and then renormalized to equivalence over $\mathbb{R}[s][z]$, then the resulting Smith form $S_{z}(s, z)$ will be correct to within added polynomial factors in $s$ of the actual Smith form, $S(s, z)$, over $\mathbb{R}[s, z]$.

Therefore it can be seen that the greatest common divisor of the corresponding elements of the Smith forms $S_{s}{ }^{\prime}(s, z)$ and $S_{z}{ }^{\prime}(s, z)$ will give the actual Smith form over $R[s, z]$.

So the strategy of the algorithm would be to use the Gaussian elimination initially over $\mathbb{R}[s, z]$. If it is not possible to complete the equivalence over $\mathbb{R}[s, z]$, then elimination will be continued over $R(z)[s]$ to produce the Smith form $S_{s}(s, z)$. If required the equivalence will be attempted over $\mathbb{R}[z, s]$ producing either the Smith form $S(s, z)$ over $\mathbb{R}[z, s]$, or the Smith form $S_{z}(s, z)$ over $\mathbb{R}(s)[z]$. If $S_{S}(s, z)$ and $S_{z}(s, z)$ are found then these can be renormalized
to $S_{S}^{\prime}(s, z)$ and $S_{z}^{\prime}(s, z)$ and the greatest common divisor of the elements taken to give the correct Smith form over $\mathbb{R}[s, z]$.

A further extension of this would be to consider equivalence over $\mathbb{R}[z][s]$ instead of equivalence over $\mathbb{R}(z)[s]$, when equivalence over $\mathbb{R}[s, z]$ is not possible. This would remove the need to renormalize the matrices $M(s, z)$ and $N(s, z)$. Equivalence over $\mathbb{R}[z][s]$ can be achieved by multiplying rows and columns by suitable polynomials in $\mathbb{R}[z]$ to ensure that division by the pivot is always possible, that is

$$
\begin{equation*}
k(z) p_{12}(s, z)=q(s, z) p_{11}(s, z)+r(s, z) \tag{4.7}
\end{equation*}
$$

where $p_{I l}(s, z), p_{l}(s, z), q(s, z), r(s, z)$ are in $\mathbb{R}[z][s]$, and the degree in $s$ of $r(s, z)$ is less than the degree in $s$ of $\mathrm{pll}^{(s, z)}$. This will ensure that elimination will terminate with all the elements of the pivotal row and column being zero.

Use of equivalence over $R[z][s]$ also removes the problems of the definition of monic and of handling rational terms in one of the variables, which makes the implementation of the algorithm easier.

### 2.5 Production of a computer program to implement the

## algorithm

The choice of computing language to implement this algorithm is very important. It has to be able to handle the required representation of a polynomial matrix, that is an array of arrays of real numbers. The language should be capable of using recursion and conditional loops, as these will form an important part of the algorithm. Therefore ALGOL 68 was chosen as the most suitable language, as it is extremely flexible and adaptable to a particular user's requirements.

In this section the various techniques and problems associated with writing the program will be outlined. The design of the algorithm and the production of a computer program have been carried out hand in hand as care must be taken to design an algorithm which will be relatively easy to program and will run efficiently.

### 2.5.1 Representation of a two variable polynomial matrix

The obvious way of representing a two variable polynomial is by an array of coefficients. A polynomial $p(s, z)$ is represented by
where element $(i, j)$ is the coefficient of $s^{i} z j$ of $p(s, z)$ and

$$
\begin{aligned}
& \mathrm{q}=\text { maximum power of } \mathrm{s} \\
& \mathbf{r}=\text { maximum power of } \mathrm{z}
\end{aligned}
$$

Algol 68 allows for any integer indexing of arrays, so that in this case the constant term $\mathrm{s}^{\mathrm{O}} \mathrm{O}$ is easily seen. Also if it is required to have negative powers of one (or both) variables then this can be easily implemented. As storage is an important criterion in efficient programming, use will be made of flexible arrays where the size of the array can increase or decrease as required. Obviously this is a useful property as in the elimination degrees of polynomials will be decreasing, and hence it would be sensible to decrease the array representation as well. To ensure that this is
carried out, after operations on the polynomial, a small procedure will remove rows and columns of zeros until there is at least one non zero coefficient in the qth row and rth column. This is operator of (see appendix). This compares favourably with other languages which require the maximum dimensions of an array to be declared before use, which is very expensive in stack size.

A polynomial matrix would be normally represented by an array of polynomials, or more specifically as an array of arrays of coefficients. However arrays of arrays cannot be defined in Algol 68. It would be possible to use four dimensional arrays where element (i,j,k,l) would be the coefficient of $s^{k}{ }^{l}$ of the $(i, j) t h$ element of the polynomial matrix. However this again would be inefficient in the use of the stack. To overcome this problem, a slight change is made in the definition of polynomials using the "structure" mode in Algol 68, namely that a polynomial is now a structure of an array of coefficients. As Algol 68 allows the user to define his own modes, the following mode declaration is used for a polynomial:
'mode' 'poly' = 'struct' ([0:0'flex',0:0'flex'] 'real' p),
and simply for an $m \times n$ polynomial matrix $K$, [l:m,l:n] 'poly' K.

### 2.5.2 Arithmetical operators

All the normal arithmetic operators + , - (both monadic and diadic), *, / have to be defined for two variable polynomials. The operators,,$+- *$ are all defined fairly easily by operations on the coefficients of the polynomials. They can be defined using the 'op' operator mode of Algol 68 as they use only one or two parameters.

However the division operator causes difficulties as a division algorithm does not exist over $\mathbb{R}[s, z]$. The operator / carries out normal long division either over $\mathbb{R}[s, z]$, $\mathbb{R}(z)[s]$ or $\mathbb{R}[z][s]$ depending on whether a global logical flag "rat" is set as true or false. It is useful to look into the division operator in greater depth.

The division operator finds the leading term of both polynomials and applies long division between them. Over $\mathbf{R}[s, z]$ the long division will continue until either the remainder is of lower degree than the divisor, or it is not possible to continue the division without introducing rational terms in one of the variables. It should be noted that it may be necessary to re-dimension the array of coefficients of either the remainder or the quotient. This arises because although the degree over $\mathbb{R}[s, z]$ of the remainder will be reduced, the degree in one of the variables may increase. Over $\mathbb{R}(z)[s]$ it may be necessary to re-dimension the quotient or remainder due to either
increasing degree in $z$ or the need for more rational terms in $z$. Over $\mathbb{R}(z)[s]$ the division will terminate when the degree in $s$ of the remainder is less than the degree in $s$ of the divisor. However there is another case when division must stop. Consider dividing the polynomial $\mathrm{p}_{1}=\mathrm{s}$ by $p_{2}=z+1$. After one step of the division

$$
\begin{equation*}
s=\left(z^{-1} s\right)(z+1)-z^{-1} s \tag{5.2.1}
\end{equation*}
$$

that is $q=z^{-1} s, r=-z^{-1} s$. Now the degree in $s$ of $r$ is greater than the degree in $s$ of $p_{2}$. But it can be seen that this division will never terminate as $r$ will always have greater degree than $\mathrm{p}_{2}$. Therefore when it can be detected that the division would never terminate, an extra criterion for halting the division would be when the sum of the powers of the leading term of $r$ is less than the sum of the powers of the leading term of $\mathrm{p}_{2}$. In (5.2.1) division would now stop as the sum of the powers of the leading term of $r=$ $-1+1=0$, and the sum of the powers of the leading term of $\mathrm{p}_{2}=1$.

Division over $\mathbb{R}[z][s]$ follows the same lines as division over $R[s, z]$ except for the different definitions of degree and leading term.

### 2.5.3 Input-ouput

To run the program the data must be input in the following format:

1) Two integers for the size of the matrix.
2) For each of the elements of the matrix, row by row, Two integers for the degrees in $s$ and $z$ of the element.

The array of real coefficients of that element.

Given the data in this form the program will construct the required polynomial matrix ready for the elimination.

The form of the data output has been designed to give the user all the relevant information while trying to keep output volume to a minimum. When a polynomial matrix is output, the position of each element will be given followed by its array of coefficients. Any zero elements will not be printed to save on output volume.

## Example 5.3.1

The following output
[2,3]

| 1.0 | 0.0 | 3.0 | 0.0 |
| :--- | :--- | :--- | :--- |
| 0.0 | 1.0 | 0.0 | 2.0 |

indicates that the $(2,3)$ th element of the matrix is the polynomial

$$
2 s z^{3}+s z+3 z^{2}+1
$$

The following information will be printed:
(i) The initial polynomial matrix.
(ii) For each transformation, whether over $\mathbb{R}[s, z], \mathbb{R}[z][s]$, $\mathbb{R}[s][z], \mathbb{R}(z)[s]$, or $\mathbb{R}(s)[z]:$

Both the equivalence matrices and their determinants. The Smith form over the particular ring. The actual matrix product of the equivalence matrices and the initial matrix.
(iii)Also for the rings $R(z)[s]$ and $R(s)[z]$ : The renormalized Smith form.
(iv) If the equivalence was not completed over $\mathbb{R}[s, z]$ : The calculated Smith form over $\mathbb{R}[s, z]$.

The determinants are printed as a check for unimodularity over the various rings. The actual matrix product is printed as a check that there has been no errors in the calculation of the equivalence matrices.

### 2.5.4 The greatest common divisor procedure

The greatest common divisor method of Bose (1976) as described in section 3 of chapter 1 is ideal for two variable polynomials. Firstly it is necessary to extract the content from each polynomial, leaving the primitive part. Then
$\operatorname{gcd}[f, g]=\{\operatorname{gcd}[\operatorname{cont}(f), \operatorname{cont}(g)]\}\{\operatorname{gcd}[\operatorname{pp}(f), p p(g)]\}(5.4 .1)$
where cont(f) is the content of $f$, and $p p(f)$ is the primitive part of $f, f$ and $g$ being the two polynomials under consideration.

This would involve recursion to first of all extract the contents of $f$ and $g$, and then find their greatest common divisor.

If

$$
\begin{align*}
& f(s, z)=a_{0}(z) s^{n}+\ldots+a_{n}(z)  \tag{5.4.2}\\
& g(s, z)=b_{0}(z) s^{m}+\ldots+b_{m}(z) \tag{5.4.3}
\end{align*}
$$

then

$$
\begin{align*}
\operatorname{cont}(f) & =\operatorname{gcd}\left[a_{0}, \ldots, a_{n}\right] \\
\operatorname{cont}(g) & =\operatorname{gcd}\left[b_{0}, \ldots, b_{m}\right] \tag{5.4.5}
\end{align*}
$$

$$
(5.4 .4)
$$

The method has therefore to be programmed such that it can find the greatest common divisor of polynomials in one or two variables. It will also be necessary to consider polynomials of the form

$$
\begin{equation*}
p(s, z)=c_{0}(s) z^{n}+\ldots+c_{n}(s) \tag{5.4.6}
\end{equation*}
$$

Therefore when the procedure is called it has to decide whether it is dealing with
(i) polynomials in two variables.
(ii) polynomials in s only.
(iii)polynomials in 2 only.

This is important to ensure that further recursion is not carried out, and the bigradient matrix is correctly constructed.

In the method it is also necessary to evaluate the determinants of two variable polynomial matrices. Normally numerical techniques to evaluate determinants are based on equivalence or similarity of the original matrix to a triangular form. An example of this is of course Gaussian elimination.

Obviously this is not appropriate for two variable polynomial matrices. Therefore it is necessary to evaluate the determinants from a basic definition, that is by expansion along the first row of the matrix, and using
recursion to evaluate the determinants of the corresponding lower order minors.

It was found however that the method was very expensive in terms of storage and computing time. To overcome this the method of Blankinship (1963) was used for the greatest common divisors of single variable polynomials when required, this being called as a default from the main recursive greatest common divisor routine of Bose (1976).
2.6 An algorithm developed from the definition of the Smith form

Because it is not always possible to find the transformation of equivalence between a two variable polynomial matrix and its Smith form over $\mathbb{R}[s, z]$ it seems desirable to investigate the development of an algorithm which produces the Smith form directly from the determinantal divisors of the original matrix.

Obviously this technique would be very time consuming especially as the dimensions of the matrix increase. However with the following ideas the method can be made quite efficient.

To calculate the Smith form in this way it would seem necessary to calculate all the determinants of the minors of a given order, and then find their greatest common divisor. From practice it is seen that, especially with the lower order minors, the greatest common divisor is often unity. It seems that it is only necessary to calculate the determinants one by one until the greatest common divisor is unity or all the minors have been considered.

However it was noticed that the calculation of the determinants by expansion along the first row and recursion for lower order determinants is itself very time consuming. It was felt that the best way to overcome this was to make use of any previously calculated determinants of lower
order. That is using expansion along the first row and a "table lookup" technique to find the value of the determinant of the corresponding lower order minor. This removes the need to use recursion and so keeps the running time down. However using this method requires all the determinants of minors of a given order to be evaluated, but tests show that there is still a definite saving in running time.

The "table lookup" technique requires a matrix, MINN, of real numbers which correspond to the determinants, and two matrices, RN and CN , the rows of which are the r-tuples of the selected rows and columns of the rth order minors. The ith row of $R N$ and the jth row of $C N$ correspond to the rth order minor which has determinant stored in MINN(i,j). From this it is possible to form RNl, CN1, MINN1 which correspond to the (r+l)th order minors of the matrix.

A comparison of the computing times of this method and the ones using the Gaussian elimination will be given for various examples in the results section.

### 2.7 The Smith-McMillan form algorithm

This section considers the production of the Smith-McMillan form of a rational matrix. It is first necessary to define the Smith-McMillan form over $\mathbb{R}[s, z]$.

## Definition 7.1

Consider a $p$ x q rational matrix $K(s, z)$ where the elements of $K(s, z)$ are

$$
\begin{align*}
& n_{i j}(s, z) / d_{i j}(s, z)  \tag{7.1}\\
& i=1, \ldots, p \\
& j=1, \ldots, q
\end{align*}
$$

and $n_{i j}(s, z), d_{i j}(s, z) \in \mathbb{R}[s, z]$.
The Smith-McMillan form of $K(s, z)$ is defined to be the matrix
$M(s, z)= \begin{cases}{[E(s, z): 0]} & ; p<q \\ E(s, z) & ; p=q \\ {\left[\begin{array}{c}E(s, z) \\ \hdashline-\ldots\end{array}\right]} & ; p>q\end{cases}$
where $E(s, z)=\operatorname{diag}\left[e_{i}(s, z) / g_{i}(s, z)\right]$, and $e_{i}(s, z), g_{i}(s, z)$ are relatively prime polynomials in R[s,z] with the divisibility property

$$
\begin{aligned}
& e_{1}(s, z)\left|e_{2}(s, z)\right| \ldots \ldots \mid e_{r}(s, z) \\
& g_{r}(s, z)\left|g_{r-1}(s, z)\right| \ldots \mid g_{1}(s, z)
\end{aligned}
$$

where $r=\operatorname{rank}(K(s, z))$, and the $e_{i}(s, z)$ and $g_{i}(s, z)$ are related as in equations 7.4 and 7.5.

The algorithm will follow along the same lines as those outlined for single variable rational matrices described in section 2 of the introduction.

Given a rational matrix $\mathrm{K}(\mathrm{s}, \mathrm{z})$, firstly find the least common denominator of the elements of $K(s, z)$, say $d(s, z)$ in $\mathbb{R}[s, z]$. Then form the matrix $N(s, z)$ such that

$$
\begin{equation*}
K(s, z)=N(s, z) / d(s, z) \tag{7.3}
\end{equation*}
$$

where $N(s, z)$ is a matrix over $\mathbb{R}[s, z]$. Now calculate the Smith form, $S(s, z)$, of $N(s, z)$ using the algorithm of section 4 (that is either by equivalence over $\mathbb{R}[s, z]$ or by the joint equivalence over $\mathbb{R}[z][s]$ and $\mathbb{R}[s][z])$. The Smith-McMillan form of $\mathrm{K}(\mathrm{s}, \mathrm{z})$ is now the matrix

$$
\begin{equation*}
M(s, z)=s(s, z) / d(s, z) \tag{7.4}
\end{equation*}
$$

If the polynomial $d(s, z)$ is now used such that

$$
\begin{equation*}
s_{i i}(s, z) / d(s, z)=e_{i}(s, z) / g_{i}(s, z) \tag{7.5}
\end{equation*}
$$

where $e_{i}(s, z)$ and $g_{i}(s, z)$ are relatively prime, then $M(s, z)$ is of the required form in definition 7.1.
Because the Smith-McMillan form algorithm is an extension of the Smith form algorithm it is quite straightforward to implement as a computer program. However because of the large number of times the greatest common divisor routine is used it is very time consuming.

As a test of the algorithms a number of examples which have arisen in the work of Frost (1979) and Lee and zak (1981) are used. These are used because of the relevance to the algebraic difficulties outlined earlier in this chapter. Results will be given over the rings $R(z)[s]$ and $\mathbb{R}[z][s]$ when required, comparing the two algorithms. A table will also be given of the computing times for the two main algorithms and the algorithm based on the determinantal divisors.

## Example 8.1 (Frost 1979)

Consider the $4 \times 5$ matrix $\mathrm{K}(\mathrm{s}, \mathrm{z})$ which has no zeros:
$k(s, z)=\left[\begin{array}{ccccc}s+1 & z(s z+1) & 0 & z(s+1) & z^{2} \\ s & s z+1 & -(s+1)(s+z) & s z & z^{2} \\ 0 & s(s+1) & s+1 & s(s+1) & s z^{2}(s+1) \\ s+1 & z(s+1)+1 & -(s+1)(s+z) & z(s+1) & z^{2}\end{array}\right]$

This was found to be equivalent over $\mathbb{R}[s, z]$ to its Smith form
$S(s, z)=\left[\begin{array}{ccccc}1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & s+1 & 0 & 0 \\ 0 & 0 & 0 & s(s+1)(s+z) & 0\end{array}\right]$
with equivalence matrices

$$
M(s, z)=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
s^{2}(s+1) & -s(s+1)^{2} & 1 & 0 \\
s^{2}(s+1)(s+z)-1 & s(s+z)(s+1)^{2} & s+z & 1
\end{array}\right]
$$

$$
N(s, z)=\left[\begin{array}{ccccc}
-z & -2(s+1)-1 & -(s+1)(s+z) & s(s+1)(s+z)-z & z^{3} \\
1 & s+1 & (s+z)(s+1)^{2} & -s(s+z)(s+1)^{2} & -z^{2} \\
0 & 0 & 1 & -s & 0 \\
0 & 0 & -(s+z)(s+1)^{2} & s(s+z)(s+1)^{2}+1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right]
$$

## Example 8.2

Consider the $2 x 2$ matrix $K(s, z)$ which has no zeros:
$K(s, z)=\left[\begin{array}{cc}s & s+z+1 \\ s z & z\end{array}\right]$

It was not possible to directly find the Smith form over $\mathbb{R}[s, z]$. Below are the various Smith forms formed by the different equivalences:

## over $R(z)[s]$

The Smith form was

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & s(s+z)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & -z^{-1}(s+z) \\
-z & s+z+1
\end{array}\right],\left[\begin{array}{cc}
0 & z^{-1} \\
1 & s z^{-1}(s+z-1)
\end{array}\right]
$$

## over $\mathbb{R}[z][s]$

The Smith form was

$$
\left[\begin{array}{cc}
z & 0 \\
0 & s z(s+z)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
0 & 1 \\
z & -(s+z+1)
\end{array}\right],\left[\begin{array}{cc}
0 & -1 \\
1 & s
\end{array}\right]
$$

over $\mathbb{R}(s)[z]$
The Smith form was

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & z(z+s)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
z(z+s-1) & 1
\end{array}\right],\left[\begin{array}{cc}
-s^{-1}(z+s) & s^{-1}(z+s+1) \\
1 & -1
\end{array}\right]
$$

## over $\mathbb{R}[s][z]$

The Smith form was

$$
\left[\begin{array}{cc}
s & 0 \\
0 & z s(z+s)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
-z & 1
\end{array}\right],\left[\begin{array}{cc}
1 & z+s+1 \\
0 & -s
\end{array}\right]
$$

These, when combined, give the calculated Smith form over $\mathbb{R}[s, z]$,
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & s z(s+z)\end{array}\right]$

Example 8.3 (Lee and Zak 1981) Consider the $2 \times 2$ matrix $K(s, z)$ which has no zeros:
$K(s, z)=\left[\begin{array}{cc}s & -(z+1) \\ -z^{2} & s\end{array}\right]$

It was not possible to find directly the Smith form over
$\mathbb{R}[s, z]$. Below are the various smith forms found by the different equivalences.

## over $\mathbb{R}(z)[s]$

The Smith form was

$$
\left[\begin{array}{cc}
z^{-1}(z+1) & 0 \\
0 & z^{-1}(z+1)\left(s^{2}-z^{2}(z+1)\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
s & z+1
\end{array}\right],\left[\begin{array}{cc}
0 & z^{-1}(z+1) \\
-z^{-1} & s z^{-1}
\end{array}\right]
$$

over $\mathbb{R}[z][s]$
The Smith form was

$$
\left[\begin{array}{cc}
z+1 & 0 \\
0 & (z+1)\left(s^{2}-z^{2}(z+1)\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
-s & -(z+1)
\end{array}\right],\left[\begin{array}{cc}
0 & -(z+1) \\
-1 & -s
\end{array}\right]
$$

## over $\mathbb{R}(s)[z]$

The Smith form was

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & z^{2}(z+1)-s^{2}
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
s^{-1}\left(s^{2}-z^{3}\right) & 1
\end{array}\right],\left[\begin{array}{cc}
-s^{-1} z & -(z+1) \\
-1 & -s
\end{array}\right]
$$

## over $R[s][z]$

The Smith form was

$$
\left[\begin{array}{cc}
s & 0 \\
0 & s\left(z^{2}(z+1)-s^{2}\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ll}
1 & 0 \\
z^{2} & s
\end{array}\right],\left[\begin{array}{cc}
1 & -(z+1) \\
0 & -s
\end{array}\right]
$$

These, when combined, give the calculated Smith form over $\mathbb{R}[s, z]$,
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2}-z^{2}(z+1)\end{array}\right]$

Example 8.4 (Frost 1981)
Consider the $2 \times 2$ matrix $K(s, z)$ which has no zeros:
$K(s, z)=\left[\begin{array}{rc}s & -(z+1) \\ -z & s\end{array}\right]$

It was not possible to find directly the Smith form over $\mathbb{R}[s, z]$. Below are the various Smith forms found by the different equivalences.

## over $\mathbb{R}(z)[s]$

The Smith form was

$$
\left[\begin{array}{cc}
-z^{-1}(z+1) & 0 \\
0 & z^{-1}(z+1)\left(s^{2}-z(z+1)\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
s & z+1
\end{array}\right],\left[\begin{array}{cc}
0 & z^{-1}(z+1) \\
-z^{-1} & z^{-1}
\end{array}\right]
$$

over $\mathbb{R}[z][s]$
The Smith form was

$$
\left[\begin{array}{cc}
z+1 & 0 \\
0 & (z+1)\left(s^{2}-z(z+1)\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
-s & -(z+1)
\end{array}\right],\left[\begin{array}{cc}
0 & -(z+1) \\
-1 & -s
\end{array}\right]
$$

## over $\mathbb{R}(s)[z]$

The Smith form was

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & z(z+1)-s
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{cc}
1 & 0 \\
s^{-1}\left(s^{2}-z^{2}\right) & 1
\end{array}\right],\left[\begin{array}{cc}
-s^{-1} z & -(z+1) \\
-1 & -s
\end{array}\right]
$$

## over $\mathbb{R}[s][z]$

The Smith form was

$$
\left[\begin{array}{cc}
s & 0 \\
0 & s\left(z(z+1)-s^{2}\right)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ll}
1 & 0 \\
z & s
\end{array}\right],\left[\begin{array}{cc}
1 & -(z+1) \\
0 & -s
\end{array}\right]
$$

These, when combined, give the calculated Smith form over $\mathbb{R}[s, z]$,
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & s^{2}-z(z+1)\end{array}\right]$
note
By using the algebraic results shown earlier it is possible to find the transforming matrices over $\mathbb{R}[s, z]$, these are:

$$
\left[\begin{array}{cc}
1 & 1 \\
s+2 & s+z+1
\end{array}\right],\left[\begin{array}{cc}
1 & -(s-z-1) \\
-1 & s-z
\end{array}\right]
$$

Example 8.5 (Frost 1979)
Consider the $3 \times 3$ matrix $K(s, z)$ which has zeros:
$K(s, z)=\left[\begin{array}{ccc}s & 0 & 0 \\ 0 & s z+1 & 1 \\ 0 & 0 & z\end{array}\right]$

It was not possible to find directly the Smith form over $\mathbb{R}[s, z]$. Below are the various Smith forms found by the different equivalences.

## over $\mathbb{R}(z)[s]$

. The Smith form was

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & z^{-1} s(s z+1)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ccc}
0 & 1 & 0 \\
z^{2} & -z & 1 \\
s z+1 & -s & z^{-1} s
\end{array}\right] \cdot\left[\begin{array}{ccc}
0 & -z^{-1} & z^{-1}(s z+1) \\
0 & -z^{-1} & s \\
1 & z^{-1}(s z+1) & -s(s z+1)
\end{array}\right]
$$

## over $\mathbb{R}[z][s]$

The Smith form was

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & z & 0 \\
0 & 0 & s z(s z+1)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ccc}
0 & 1 & 0 \\
z^{2} & -z & 1 \\
-z(s z+1) & s z & -z
\end{array}\right],\left[\begin{array}{ccc}
0 & -1 & -(s z+1) \\
0 & -1 & -s z \\
1 & s z+1 & s z(s z+1)
\end{array}\right]
$$

## over $\mathbb{R}(s)[z]$

The Smith form was

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & s^{-1} z(s z+1)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & -z & 1
\end{array}\right],\left[\begin{array}{llc}
0 & s^{-1} & 0 \\
0 & 0 & -s^{-1} \\
1 & 0 & s^{-1}(s z+1)
\end{array}\right]
$$

## over $\mathbb{R}[s][z]$

The Smith form was

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & s & 0 \\
0 & 0 & s z(s z+1)
\end{array}\right]
$$

with equivalence matrices

$$
\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
z(s z+1) & -s z & s
\end{array}\right] \cdot\left[\begin{array}{ccc}
0 & 1 & 0 \\
0 & 1 & -1 \\
1 & -(s z+1) & s z+1
\end{array}\right]
$$

These, when combined, give the calculated Smith form over $\mathbb{R}[s, z]$,
$S(s, z)=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & s z(s z+1)\end{array}\right]$

Table 8.1
This table compares the computing times for the different algorithms for the previous examples.

Algorithm 1 uses equivalence over $\mathbb{R}[s, z]$ if possible. If it is not then the matrix is transformed over the rings $\mathbb{R}(z)[s]$ and $\mathbb{R}(s)[z]$, the Smith forms are then renormalized, and the calculated Smith form over $\mathbb{R}[s, z]$ found.

Algorithm 2 uses equivalence over R[s,z] if possible. If it is not then the matrix is transformed over the rings $\mathbb{R}[z][s]$ and $\mathbb{R}[s][z]$ and the calculated Smith form over $\mathbb{R}[s, z]$ found.

Algorithm 3 finds the Smith form over $\mathbb{R}[s, z]$ directly from the determinantal divisors of the matrix.

|  | Ex 8.1 | Ex 8.2 | Ex 8.3 | Ex 8.4 | Ex 8.5 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |
| Algorithm 1 | 55 | 27 | 49 | 39 | 42 |
| Algorithm 2 | 47 | 22 | 26 | 25 | 34 |
| Algorithm 3 | 322 | 9 | 9 | 9 | 15 |

The values are the mill units (approx 1 sec ) for running the algorithms on the ICL 1904s.

The results given in table 8.1 show that algorithm 2 is the most efficient over the given examples, and is consistently faster than algorithm l. As the number of minors in a matrix increases factorially with the size of the matrix, algorithm 3 can be seen to be ineffective on all but small matrices. In particular example 8.1 shows that even for a $4 \times 5$ matrix algorithm 3 is 7 times slower than algorithm 2. Therefore it is shown that algorithm 2 is the best algorithm.

## Example 8.6

Consider the $3 \times 3$ rational polynomial matrix
$\left[\begin{array}{ccc}1 /(s+z) & 1 & 1 /(z+1) \\ 0 & 2 s /\left(s^{2}-z^{2}\right) & (z+3) /(s+z) \\ s+z & 0 & (s-z) /(z+1)\end{array}\right]$

This can be rewritten
$\frac{1}{(z+1)\left(s^{2}-z^{2}\right)}\left[\begin{array}{ccc}(z+1)(s-z) & (z+1)\left(s^{2}-z^{2}\right) & \left(s^{2}-z^{2}\right) \\ 0 & 2(z+1) & (z+3)(z+1)(s-z) \\ (z+1)(s+z)\left(s^{2}-z^{2}\right) & 0 & (s+z)\left(s^{2}-z^{2}\right)\end{array}\right]$

It was not possible to transform the new numerator matrix directly to its Smith form over $\mathbb{R}[s, z]$. The combined equivalence over $\mathbb{R}[z][s]$ and $\mathbb{R}[s][z]$ was necessary. This produces the correct Smith-McMillan form:
$\left[\begin{array}{ccc}1 /(z+1)\left(s^{2}-z^{2}\right) & 0 & 0 \\ 0 & I /(s+z) & 0 \\ 0 & 0 & (s+z)\left[(s+z)\left((s-z)\left(z^{2}+4 z+3\right)-2\right)+2\right]\end{array}\right]$

## Example 8.7

Consider the $3 \times 3$ rational polynomial matrix:

$$
\left[\begin{array}{ccc}
1 / z(s z+1) & 0 & 1 / s z(s z+1) \\
0 & 1 / s z & 1 / s z(s z+1) \\
0 & 0 & 1 / s(s z+1)
\end{array}\right]
$$

This can be rewritten:
$1 / s z(s z+1)\left[\begin{array}{ccc}s & 0 & 1 \\ 0 & s z+1 & 1 \\ 0 & 0 & z\end{array}\right]$

The new numerator matrix was directly transformed into its correct Smith form over $\mathbb{R}[s, z]$.

This produces the correct Smith-McMillan form:

$$
\left[\begin{array}{ccc}
1 / \mathrm{sz}(\mathrm{sz}+1) & 0 & 0 \\
0 & 1 / s z(s z+1) & 0 \\
0 & 0 & 1
\end{array}\right]
$$

## CHAPTER 3

THE CONCEPT OF EXTENDED EQUIVALENCE

### 3.1 Introduction

As it was not possible to bring the algebraic work of section 2.2 , for the equivalence of a matrix with its Smith form over $R[s, z]$, to full completion it was decided to attempt an alternative equivalence transformation, that of extended equivalence. This is an equivalence of the form discussed by Pugh and Shelton (1978) based on the work of Fuhrmann (1977). The background to this concept is given in section 3.2. The concept is then applied to a $2 x 2$ matrix over $R[s, z]$ to investigate if there are any advantages over the usual equivalence transformation.

### 3.2 Background to the concept of extended equivalence of

 matrices over $\mathbb{R}[s]$In this section the results of Pugh and Shelton will be summarized.

## Definition 2.1

Two polynomial matrices $P_{1}(s), P_{2}(s)$ are said to be extended equivalent if there exist matrices $M(s), N(s)$ such that

$$
\begin{equation*}
M(s) P_{1}(s)=P_{2}(s) N(s) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{align*}
& M(s), P_{2}(s) \text { are relatively left prime }  \tag{2.2}\\
& P_{1}(s), N(s) \text { are relatively right prime } \tag{2.3}
\end{align*}
$$

For this equivalence $P_{1}(s)$ and $P_{2}(s)$ need not be of the same size.

An important result of extended equivalence is:

Lemma 2.1 (Pugh and Shelton 1978)
The matrices

$$
\left[\begin{array}{c:c}
T(s) & U(s)  \tag{2.4}\\
\hdashline-V(s) & W(s)
\end{array}\right]
$$

and

are extended equivalent. That is, trivial expansion (or deflation) is an operation of extended equivalence.

The final result to complete the background is:

## Lemma 2.2

If two matrices of the same size are equivalent, then they are extended equivalent.

### 3.3 Implementation of extended equivalence for a $2 \times 2$ two

 variable polynomial matrixConsider the $2 \times 2$ two variable polynomial matrix
$A(s, z)=\left[\begin{array}{ll}x & y \\ u & w\end{array}\right]$
where $x=x(s, z) \in \mathbb{R}[s, z]$ etc., which has Smith form
$S(s, z)=\left[\begin{array}{cc}1 & 0 \\ 0 & p(s, z)\end{array}\right]$
where $p(s, z)=\operatorname{det}(A(s, z))=x w-u y$.

It is now possible to illustrate lemma 2.2 for a $2 \times 2$ matrix. Assume that the matrix $A(s, z)$ is equivalent to $S(s, z)$ over $R[s, z]$, that is there exist unimodular matrices $\mathrm{M}(\mathrm{s}, \mathrm{z}), \mathrm{N}(\mathrm{s}, \mathrm{z})$ over $\mathrm{R}[\mathrm{s}, \mathrm{z}]$ such that

$$
\begin{equation*}
M(s, z) A(s, z) N(s, z)=S(s, z) \tag{3.3}
\end{equation*}
$$

or

$$
\begin{equation*}
M(s, z) A(s, z)=S(s, z) N_{1}(s, z) \tag{3.4}
\end{equation*}
$$

where $N_{l}(s, z)=N^{-1}(s, z)$.
(3.4) can be written in full as

$$
\left[\begin{array}{cc}
a & b  \tag{3.5}\\
c & d
\end{array}\right]\left[\begin{array}{cc}
x & y \\
u & w
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
0 & x w-u y
\end{array}\right]\left[\begin{array}{cc}
e & f \\
g & h
\end{array}\right]
$$

where

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \cdot\left[\begin{array}{ll}
e & f \\
g & h
\end{array}\right]
$$

are unimodular over $\mathbb{R}[s, z]$, that is

$$
\begin{align*}
& a d-b c=k_{1} \in \mathbb{R} \neq 0  \tag{3.6}\\
& e h-f g=k_{2} \in \mathbb{R} \neq 0 \tag{3.7}
\end{align*}
$$

Consider now the last row of (3.5),

$$
\left[\begin{array}{ll}
c & d
\end{array}\right]\left[\begin{array}{ll}
x & y \\
u & w
\end{array}\right]=(x w-u y)\left[\begin{array}{ll}
g & h
\end{array}\right] \text { (3.8) }
$$

which demonstrates extended equivalence. It is now required to prove that:
(i) [ c d ], (xw - uy) are relatively left prime
(ii) $\left[\begin{array}{ll}\mathrm{x} & \mathrm{y} \\ \mathrm{u} & \mathrm{w}\end{array}\right],\left[\begin{array}{ll}\mathrm{g} & \mathrm{h}] \\ \end{array}\right.$

$$
(x w-u y) q_{1}+[c \quad d]\left[\begin{array}{l}
q_{21}  \tag{3.11}\\
q_{22}
\end{array}\right]=1
$$

for some $q_{1}, q_{21}, q_{22} \in \mathbb{R}[s, z]$, that is

$$
\begin{equation*}
c q_{21}+d q_{22}+(x w-u y) q_{1}=1 \tag{3.12}
\end{equation*}
$$

which is the condition that the polynomials $c, d,(x w-u y)$ have no common zeros. But from (3.6) $C$ and d have no common zeros, so (3.12) is satisfied. Therefore

$$
\text { I c } \quad d \quad \text { and }(x w-u y)
$$

are relatively left prime.

Now

$$
\left[\begin{array}{ll}
x & y \\
u & w
\end{array}\right],[g \quad h]
$$

are relatively right prime if
$\left[\begin{array}{ll}q_{31} & q_{32} \\ q_{33} & q_{34}\end{array}\right]\left[\begin{array}{ll}\mathrm{x} & \mathrm{y} \\ \mathrm{u} & \mathrm{w}\end{array}\right]+\left[\begin{array}{l}q_{41} \\ q_{42}\end{array}\right]\left[\begin{array}{lll}\mathrm{g} & \mathrm{h}\end{array}\right]=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right](3.13)$
for some $q_{31}, q_{32}, q_{33}, q_{34}, q_{41}, q_{42} \in \mathbb{R}[s, z]$, that is

$$
\begin{align*}
& q_{31} x+q_{32} u+q_{41} g=1  \tag{3.14}\\
& q_{31} y+q_{32} w+q_{41} h=0  \tag{3.15}\\
& q_{33} x+q_{34} u+q_{42} g=0  \tag{3.16}\\
& q_{33} y+q_{34} w+q_{42} h=1 \tag{3.17}
\end{align*}
$$

But as $\left[\begin{array}{ll}\mathrm{x} & \mathrm{y} \\ \mathrm{u} & \mathrm{w}\end{array}\right]$ is equivalent to $\left[\begin{array}{cc}1 & 0 \\ 0 & \mathrm{xw}-\mathrm{uy}\end{array}\right]$, from
(3.5) we have

$$
\begin{align*}
& a x+b u-e=0 \\
& a y+b w-f=0  \tag{3.19}\\
& c x+d u-g(x w-u y)=0  \tag{3.20}\\
& c y+d w-h(x w-u y)=0 \tag{3.21}
\end{align*}
$$

Choose

$$
\begin{aligned}
& q_{31}=a h / k_{2} \\
& q_{32}=b h / k_{2} \\
& q_{41}=-f / k_{2}
\end{aligned}
$$

then (3.14) is satisfied from (3.18) and (3.7), and (3.15) is satisfied from (3.19).

Choose $\quad q_{33}=-\mathrm{ag} / \mathrm{k}_{2}$
$q_{34}=-\mathrm{bg} / \mathrm{k}_{2}$
$\mathrm{q}_{42}=\mathrm{e} / \mathrm{k}_{2}$
then (3.17) is satisfied from (3.19) and (3.7), and (3.16)
is satisfied from (3.18).

$$
\text { Therefore }\left[\begin{array}{ll}
x & y \\
u & w
\end{array}\right] \text { and }\left[\begin{array}{ll}
g & h
\end{array}\right] \text { are relatively }
$$

right prime, and so extended equivalence is a necessary condition for unimodular equivalence.

Consider now the proposition that the matrix

$$
\left[\begin{array}{ll}
x & y  \tag{3.22}\\
u & w
\end{array}\right]
$$

is extended equivalent to its Smith form,

$$
\left[\begin{array}{cc}
1 & 0  \tag{3.23}\\
0 & x w-u y
\end{array}\right]
$$

But, by trivial deflation the Smith form (3.23) is extended equivalent to the polynomial
xw - uy.
Therefore we have
$\left[\begin{array}{ll}a & b\end{array}\right]\left[\begin{array}{ll}x & y \\ u & w\end{array}\right]=(x w-u y)\left[\begin{array}{lll}\text { e } & f\end{array}\right](3.24)$
with the conditions of relative primeness,
(i) [a b] and (xw-uy) are relatively left prime.
(ii) $\left[\begin{array}{ll}x & y \\ u & w\end{array}\right]$ and $\left[\begin{array}{ll}e & f] \text { are relatively right prime. }\end{array}\right.$

Now, expanding (3.24) gives

$$
\begin{align*}
& a x+b u=e(x w-u y)  \tag{3.27}\\
& a y+b w=f(x w-u y) \tag{3.28}
\end{align*}
$$

(3.27) multiplied by $y$, minus (3.28) multiplied by $x$ gives

$$
b(u y-w x)=(x w-u y)(e y-f x)
$$

which implies

$$
\begin{align*}
& b=f x-e y  \tag{3.29}\\
& a=e w-f u \tag{3.30}
\end{align*}
$$

To satisfy (3.25), that is $\left[\begin{array}{ll}\text { a bl and ( } \mathrm{xw}-\mathrm{uy} \text { ) are }\end{array}\right.$ relatively left prime we require,

$$
(x w-u y) q_{1}+\left[\begin{array}{ll}
a & b
\end{array}\right]\left[\begin{array}{l}
q_{21}  \tag{3.31}\\
q_{22}
\end{array}\right]=1
$$

for some $q_{1}, q_{21}, q_{22} \in \mathbb{R}[s, z]$. This may be written

$$
(x w-u y) q_{1}+a q_{21}+b q_{22}=1
$$

which, from (3.29) and (3.30) gives

$$
\begin{equation*}
(x w-u y) q_{1}+(e w-f u) q_{21}+(f x-e y) q_{22}=1 \tag{3.32}
\end{equation*}
$$

that is (xw-uy), (ew-fu), and (fx-ey) must have no common zeros.

> To satisfy (3.26), we require

for some $q_{31}, q_{32}, q_{33}, q_{34}, q_{41}, q_{42} \in \mathbb{R}[s, z]$. This may be written as the set of equations

$$
\begin{align*}
& q_{31} x+q_{32} u+q_{41} e=1  \tag{3.34}\\
& q_{31} y+q_{32} w+q_{41} f=0  \tag{3.35}\\
& q_{33} x+q_{34} u+q_{42} e=0  \tag{3.36}\\
& q_{33} y+q_{34} w+q_{42} f=1 \tag{3.37}
\end{align*}
$$

$$
(3.35)
$$

Then by choosing

$$
\begin{aligned}
& q_{31}=\left(q_{1} w+q_{22} f\right) \\
& q_{32}=-\left(q_{1} y+q_{21} f\right) \\
& q_{33}=-\left(q_{1} u+q_{22} e\right) \\
& q_{34}=\left(q_{1} x+q_{21} e\right) \\
& q_{41}=\left(q_{21} w-q_{22} y\right) \\
& q_{42}=\left(q_{22} x-q_{21} u\right)
\end{aligned}
$$

(3.34) and (3.37) will be satisfied from (3.32), and (3.35) and (3.36) will be satisfied by cancellation.

Therefore the relative right primeness condition (3.26) is satisfied by the relative left primeness condition (3.25). So all that is required to be proved is that equation (3.32) holds for some $q_{1}, q_{21}, q_{22} \in \mathbb{R}[s, z]$.

The problem reduces to finding polynomials $e, f$ in $R[s, z]$ such that the polynomials

$$
(x w-u y),(e w-f u),(f x-e y)
$$

have no common zeros. Then $a$ and $b$ are such that

$$
a=e w-f u, b=f x-e y
$$

and (3.24), (3.25), and (3.26) are all satisfied.
We note that this condition seems to be weaker than that of section 2.2 which requires that the polynomials

$$
(f x-e y),(e w-f u)
$$

have no common zeros. Obviously if (fx-ey) and (ew-fu) have no common zeros then (fx-ey), (ew-fu), and (xw-uy) have no
common zeros.
It is now worth investigating the existence of the common zeros of

```
(xw-uy), (ew-fu), (fx-ey).
```

Immediately it can be seen that it is necessary that

$$
\mathrm{x}, \mathrm{y}, \mathrm{u}, \mathrm{w}
$$

have no common zeros, that is the matrix

$$
\left[\begin{array}{ll}
x & y \\
u & w
\end{array}\right]
$$

has no zeros.

Now consider the set of points $\left\{\left(s_{1}, z_{1}\right)\right\}$ the zeros of (xw-uy), that is

$$
\begin{equation*}
x_{1} w_{1}-u_{1} Y 1=0 \tag{3.38}
\end{equation*}
$$

where $x_{1}=x\left(s_{1}, z_{1}\right)$ etc.
Firstly consider the case when $\mathrm{x}_{1}=0$. It is now required that either $e_{1} Y_{1} \neq 0$ or $e_{1} w_{1}-f_{1} u_{1} \neq 0$ for the polynomials (xw-uy), (ew-fu), (fx-ey) to have no common zeros. From (3.38) either $u_{1}=0$ or $y_{1}=0$ or both.

## Consider $x_{1}=0, y_{1}=0$

We require

$$
\begin{equation*}
e_{I} w_{1}-f_{1} u_{I} \neq 0 \tag{3.39}
\end{equation*}
$$

```
Now if . ul = 0, then (3.39) implies el}\mp@subsup{\textrm{e}}{1}{}\not=0\mathrm{ . If wl}=
then (3.39) implies fif fo.
```

Consider $x_{1}=0, u_{1}=0$
We require
either $e_{1} Y_{1} \neq 0$, or $e_{1} w_{1} \neq 0$

This immediately implies that $e_{1} \neq 0$.

Combining these will give the following result:

## Lemma 3.1

Necessary conditions for the polynomials

$$
(x w-u y),(e w-f u),(f x-e y)
$$

to have no common zeros are
(i) The polynomials $e, x$, $u$ have no common zeros.
(ii) The polynomials $f, x, y$, $w$ have no common zeros.

Now consider the case when $x \neq 0$.

```
consider }\mp@subsup{\textrm{x}}{1}{}\not=0,\mp@subsup{w}{1}{}=
    We require
```



```
x]}\not=0,\mp@subsup{w}{1}{}=0,\mp@subsup{u}{1}{}=
    In this case it is required that
        flx1 - ely1 
If }\mp@subsup{Y}{1}{}=0\mathrm{ , then (3.42) implies that fi}\mp@subsup{f}{1}{}\not=0\mathrm{ . If Y Y 
then (3.42) implies that fix m }\not=\mp@subsup{\textrm{e}}{1}{}Yl
xl}\not=0,\mp@subsup{w}{1}{}=0,\mp@subsup{y}{1}{\prime}=
    Here it is required that
```



```
        (3.43)
which immediately implies that fi
```

```
consider }\mp@subsup{x}{1}{}\not=0,\mp@subsup{w}{1}{}\not=
    From (3.38) this immediately implies u}\mp@subsup{u}{1}{}\not=0, Yl # 0.
Now consider
\[
f_{1} x_{1}-e_{1} Y_{1}
\]
Multiplying by \(u_{l}\) gives
\[
\begin{aligned}
u_{1} f_{1} x_{1}-u_{1} e_{1} Y 1 & =u_{1} f_{1} x_{1}-e_{1} x_{1} w_{1} \text { from (3.38) } \\
& =x_{1}\left(f_{1} u_{1}-e_{1} w_{1}\right)
\end{aligned}
\]
which implies that if \(f_{1} x_{1}-e_{1} Y_{1}=0\) then \(f_{1} u_{1}-e_{1} w_{1}=0\).
```

Combining all these results gives:

## Theorem 3.1

Necessary and sufficient conditions for the polynomials ( $x w-u y$ ), (ew-fu), (fx-ey)
to have no common zeros are:
(i) The polynomials $e, x$, $u$ have no common zeros.
(ii) The polynomials $f, y, w$ have no common zeros.
(iii) The polynomials (fx-ey), (xw-uy) have no common zeros which are not zeros of $x, y, u$, or $w$.

It is now seen that these conditions are exactly the same as those of theorem 2.1.2 of chapter 2 , and unfortunately no stronger results have been obtained by considering this alternative approach.

## CHAPTER 4

## ROESSER MATRICES

### 4.1 Introduction

The previous chapters have considered two dimensional system matrices of the form

$$
\left[\begin{array}{c:c}
T(s, z) & U(s, z)  \tag{1.1}\\
\hdashline-V(s, z) & W(s, z)
\end{array}\right]
$$

However this chapter will consider a special form of two dimensional system matrices, the Roesser matrix,

where $a_{1}, a_{2}, a_{3}, a_{4}, b_{1}, b_{2}, c_{1}, c_{2}$, and $d$ are respectively $n \times n, n \times p, p x n, p x p, n \times l, p x l, m \times n, m x p, ~ a n d$ mxl matrices over $\mathbb{R}$. These matrices are particular forms of a state-space system matrix. Such matrices arise naturally in the study of two dimensional systems (see, for example, Kung et al 1977) particularaly from the approach suggested for such systems by Givone and Roesser (1973) or Fornasini
and Marchesini (1975).
Roesser's model, which seems to be the most general two dimensional state-space model, can arise from considering two dimensional filters or image processing. Here

$$
x(i, j)=\left[\begin{array}{l}
x^{h}(i, j)  \tag{1.3}\\
x^{v}(i, j)
\end{array}\right]
$$

where $x$ is the local state, $x^{h}$, an n-vector, is the horizontal state, $x^{V}$, a p-vector, is the vertical state and

$$
\begin{align*}
{\left[\begin{array}{l}
x^{h}(i+1, j) \\
x^{v}(i, j+1)
\end{array}\right] } & =\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right]\left[\begin{array}{l}
x^{h}(i, j) \\
x^{v}(i, j)
\end{array}\right]+\left[\begin{array}{l}
B_{1} \\
B_{2}
\end{array}\right] u(i, j)  \tag{1.4}\\
y(i, j)= & {\left[\begin{array}{ll}
C_{1} & \left.c_{2}\right]\left[\begin{array}{l}
x^{h}(i, j) \\
x^{v}(i, j)
\end{array}\right]+\operatorname{Du(i,j)}
\end{array} .\right.} \tag{1.5}
\end{align*}
$$

for $i, j \geq 0$, is the discrete time model of the system. By taking ( $z, w$ ) transforms a matrix of the form (1.2) will be produced.

Matrices of the form (1.2) may also arise directly from delay-differntial systems (see, for example, Zakian and Williams 1973, or Frost 1979).

This chapter builds up results for equivalence of a

Roesser matrix to its Smith form over $\mathbb{R}[s, z]$. To accomplish this the $2 \times 2$ and $3 \times 3$ Roesser matrices and other related matrices will be studied. Then by using mathematical induction on the indices $1, m, n$, and $p$ the results will be extended to the $(n+p+m) x(n+p+1)$ Roesser matrix (1.2).
4.2 The $2 \times 2$ and $3 \times 3$ Roesser matrices

## - Equivalence over $\mathbb{R}[s, z]$

Lemma 2.1
The $2 \times 2$ matrix
$P(s, z)=\left[\begin{array}{rr}s-a_{1} & -a_{2} \\ -a_{3} & z-a_{4}\end{array}\right]$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof
If $P(s, z)$ has no zeros, then at least one of $a_{2}$, $a_{3}$ must be non zero, say $a_{2}$. Then using $a_{2}$ as a pivot, simple row and column operations will transform $P(s, z)$ into its Smith form

$$
\left[\begin{array}{cc}
1 & 0 \\
0 & \left(s-a_{1}\right)\left(z-a_{4}\right)-a_{2} a_{3}
\end{array}\right]
$$

Lemma 2.2
The $2 \times 2$ matrix
$P(s, z)=\left[\begin{array}{rr}s-a_{1} & z-a_{2} \\ -a_{3} & -a_{4}\end{array}\right]$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof
Similar to that for lemma 2.1.

Lemma 2.3
The $2 \times 3$ matrix
$P(s, z)=\left[\begin{array}{rrr}s-a_{1} & z-a_{2} & b_{1} \\ -a_{3} & -a_{4} & b_{2}\end{array}\right]$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof
Similar to that for lemma 2.1.

## Lemma 2.4

The $3 x 3$ matrix
$P(s, z)=\left[\begin{array}{lll}s-a_{1} & -a_{2} & b_{1} \\ -a_{3} & z-a_{4} & b_{2} \\ -c_{1} & -c_{2} & d\end{array}\right]$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof
Assume $P(s, z)$ has no zeros.
Consider $d \neq 0$. Then using $d$ as a pivot,
$P(s, z) \sim\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & z-a_{4}, & -a_{3} \prime \\ 0 & -a_{2}^{\prime} & s-a_{1}^{\prime}\end{array}\right]$

Therfore, by lemma 2.1, $P(s, z)$ is equivalent to its Smith form over R[s,z] if and only if it has no zeros.

Now consider $d=0, b_{1} \neq 0$. Then using $b_{1}$ as $a \operatorname{pivot,}$
$P(s, z) \sim\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & s-a_{1} \prime^{\prime} & z-a_{4}{ }^{\prime} \\ 0 & -c_{1} \prime^{\prime} & -c_{2}^{\prime}\end{array}\right]$

Therefore, by lemma 2.2, $P(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.

Now consider $d=0, b_{1}=0, b_{2} \neq 0$, and so on, giving the same result. Finally if $d, b_{1}, b_{2}, c_{1}, c_{2}$ are all zero then,
$P(s, z)=\left[\begin{array}{ccc}s-a_{1} & -a_{2} & 0 \\ -a_{3} & z-a_{4} & 0 \\ 0 & 0 & 0\end{array}\right]$
and immediately, by lemma 2.1, $P(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.

This has shown that the general $3 \times 3$ Roesser matrix is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros. This result will be the initial condition used for the method of mathematical induction in the next section.

### 4.3 The general $(n+p+m) x(n+p+1)$ Roesser matrix

Consider the $(n+p+m) x(n+p+1)$ matrix

$$
P(s, z)=\left[\begin{array}{c:c:c} 
& &  \tag{3.1}\\
s I_{n}-a_{1} & -a_{2} & b_{1} \\
\hdashline-a_{3} & z I_{p}-a_{4} & b_{2} \\
\hdashline-c_{1} & -c_{2} & d
\end{array}\right]
$$

Lemma 2.4 proves that for $n=p=m=1=1$ the matrix $P(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros. Therefore it would seem reasonable to extend this result to that for general $n, p$, $\mathrm{m}, \mathrm{l}$ by the use of mathematical induction, in turn, on the indices $m, l, n$, and $p$.

To achieve this it will be necessary firstly to prove certain intermediate results required in the main induction.

Lemma 3.1
The matrix
$R(s, z)=[P(s, z): 0]$
is equivalent to its Smith form $S_{R}(s, z)$ over $\mathbb{R}[s, z]$ if and only if the matrix $P(s, z)$ is equivalent to its Smith form $S_{p}(s, z)$ over $R[s, z]$.

Lemma 3.2
For all positive integers $m$, the ( $m+1$ ) $x 3$ matrix
$P(s, z)=\left[\begin{array}{c:c:c} & & \\ \hdashline-a_{1} & z-a_{2} & b_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2}\end{array}\right] \begin{aligned} & 1 \\ & m\end{aligned}$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof: by induction on $m$.
By lemma 2.3 the result is true for $m=1$.
Now assume that the result is true for $m=k$, that is any matrix
$P(s, z)=\left[\begin{array}{c:c:c}s-a_{1} & z-a_{2} & b_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2}\end{array}\right] \begin{aligned} & l \\ & k\end{aligned}$
which has no zeros, is equivalent to its Smith form over $\mathbb{R}[s, z]$.

Now consider the matrix
$R(s, z)=\left[\begin{array}{c:c:c}s-a_{1} & z-a_{2} & b_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2} \\ \hdashline r_{1} & r_{2} & r_{3}\end{array}\right] \begin{aligned} & 1 \\ & k \\ & l\end{aligned}$
where $r_{1}, r_{2}, r_{3} \in R$ and $R(s, z)$ has no zeros.
Trivially adding a row of zeros will maintain equivalence over $R[s, z]$, therefore assume that not all the $r_{i}$ are $z e r o$. If $r_{3} \neq 0$, then using $r_{3}$ as a pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 0 & s-a_{1} & z-a_{2}^{\prime} \\ \hdashline 0 & -a_{3} & -a_{4}^{\prime}\end{array}\right]$
which, by (3.3) (with $b_{1}=b_{2}=0$ ) and lemma 3.1, is equivalent to its Smith form over $\mathbb{R}[s, z]$ as $R(s, z)$ has no zeros.

Now if $r_{3}=0, r_{1} \neq 0$, then using $r_{1}$ as a pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 0 & 1 & -a_{4} \\ \hdashline 0 & b_{2} \\ \hdashline 0 & g_{1} s+z-a_{2} & b_{1}\end{array}\right]$

If [ $\mathbf{- a}_{4}$ i $\left.\mathrm{b}_{2}\right]$ has rank zero, then it can be reduced by row and column operations to [ 0 ! 0 ] leaving the two polynomials on the bottom row

$$
\begin{equation*}
g_{1} ' s+h_{1} z+a_{2} ", g_{2} s+h_{2} z+b_{1} \prime \tag{3.6}
\end{equation*}
$$

which, as $R(s, z)$ has no zeros, must have no common zeros and
so $R(s, z)$ can be further reduced to its Smith form.
If [ - $\mathrm{a}_{4}$ : $\mathrm{b}_{2}$ ] has rank 1 or 2 the reduction will
leave 1 or 2 constants on the diagonal which can be used to further reduce $R(s, z)$ to its Smith form.

Now if $r_{3}=0, r_{1}=0, r_{2} \neq 0$, then using $r_{2}$ as pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 0 & s-a_{1} & b_{1} \\ \hdashline 0 & -a_{3} & b_{2}\end{array}\right]$
which is equivalent to its Smith form over $\mathbb{R}[s, z]$, as it is a single variable polynomial matrix.

Therefore $R(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$, and so the result is true for $m=k+1$.

Therefore, by mathematical induction on $m$, the result is true for all positive integer m.

Lemma 3.3
For all positive integers $m$ and 1 , the $(m+1) x(1+2)$ matrix
$P(s, z)=\left[\begin{array}{c:c:c}1 & 1 & 1 \\ s-a_{1} & z-a_{2} & b_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2}\end{array}\right] \begin{aligned} & 1 \\ & m\end{aligned}$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof: by induction on 1 .
By lemma 3.2 the result is true for $1=1$.
Now assume that the result is true for $l=k$, that is for all integer $m$ the matrix
$P(s, z)=\left[\begin{array}{c:c:c}l & 1 & k \\ s-a_{1} & z-a_{2} & b_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2}\end{array}\right] \begin{aligned} & 1 \\ & m\end{aligned}$
which has no zeros, is equivalent to its Smith form over $\mathbb{R}[s, z]$ 。

Now consider the matrix
$R(s, z)=\left[\begin{array}{c:c:c:c}1 & 1 & 1 & 1 \\ s-a_{1} & z-a_{2} & b_{1} & r_{1} \\ \hdashline-a_{3} & -a_{4} & b_{2} & r_{2}\end{array}\right] \begin{aligned} & 1 \\ & m\end{aligned}$
where $r_{1} \in \mathbb{R}, r_{2} \in \mathbb{R}^{\mathfrak{m}}$, and $R(s, z)$ has no zeros. Trivially a column of zeros can be added and equivalence will be maintained, therefore assume that at least on of the $r_{i}$ is non zero.

If $r_{2} \neq 0$, that is at least one element of $r_{2}$ is non
zero, then using this as a pivot,
$R(s, z) \sim\left[\begin{array}{c:c:c:c}1 & 0 & 0 & 0 \\ \hdashline 0 & s-a_{1} & z-a_{2} & b_{1}^{\prime} \\ \hdashline 0 & -a_{3} & -a_{4} & b_{2}^{\prime}\end{array}\right]$
which, by (3.8), is equivalent to its Smith form over $\mathbb{R}[s, z]$.

Now if $r_{2}=0, r_{1} \neq 0$, then by using $r_{1}$ as a pivot,
$R(s, z) \sim\left[\begin{array}{c:c:c:c} & & & 0 \\ 1 & 0 & 0 & 0 \\ \hdashline 0 & -a_{3} & -a_{4} & b_{2}\end{array}\right]$
which is a constant matrix and so can be further reduced to an identity block matrix, the Smith form of $R(s, z)$ over $\mathbb{R}[s, z]$.

Therefore $R(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$, and so the result is true for $1=k+1$.

Therefore, by mathematical induction on 1 , the result is true for all positive integers $m$ and 1.

Lemma 3.4
For all positive integers $m$ and 1 , the $(m+2) \times(1+1)$ matrix
$P(s, z)=\left[\begin{array}{c:c}1 & 1 \\ s-a_{1} & -a_{2} \\ \hdashline z-a_{3} & -a_{4} \\ \hdashline-c_{1} & -c_{2}\end{array}\right] \begin{aligned} & 1 \\ & 1 \\ & m\end{aligned}$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof
By considering the transpose of the matrix in lemma 3.3.

After proving these intermediate results it is now possible to apply the method of mathematical induction on the general Roesser matrix (3.1).

## Lemma 3.5

For all positive integers $m$, the $(m+2) \times 3$ matrix
$P(s, z)=\left[\begin{array}{c:c:c}s-a_{1} & -a_{2} & b_{1} \\ \hdashline-a_{3} & z-a_{4} & b_{2} \\ \hdashline-c_{1} & -c_{2} & d\end{array}\right] \begin{aligned} & 1 \\ & m \\ & m\end{aligned}$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof: by induction on $m$.
By lemma 2.4, the result is true for $m=1$.
Assume that the result is true for $m=k$, that is any matrix

which has no zeros is equivalent to its Smith form over $\mathbb{R}[s, z]$.

Now consider the matrix
$R(s, z)=\left[\begin{array}{c:c:c}s-a_{1} & -a_{2} & b_{1} \\ \hdashline-a_{3} & z-a_{4} & b_{2} \\ \hdashline-c_{1} & -c_{2} & d \\ \hdashline r_{1} & r_{2} & r_{3}\end{array}\right] \begin{aligned} & l \\ & l \\ & k \\ & l\end{aligned}$
where $r_{1}, r_{2}, r_{3} \in \mathbb{R}$ and $R(s, z)$ has no zeros.
Trivially adding a row of zeros will maintain
equivalence, therefore assume that not all of the $r_{i}$ are zero.

If $r_{3} \neq 0$, then using $r_{3}$ as a pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 1 & 0 & -a_{1} \\ 0 & s-a_{1} & -a_{2}^{\prime} \\ \hdashline 0 & -a_{3} & z-a_{4} \\ \hdashline 0 & -c_{1} & : \\ \hdashline 0 & -c_{2}{ }^{\prime}\end{array}\right]$
which, from (3.12) and lemma 3.1, is equivalent to its Smith form over $\mathbb{R}[s, z]$.

Now if $r_{3}=0, r_{2} \neq 0$, then using $r_{2}$ as pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 0 & s-a_{1} & b_{1} \\ \hdashline 0 & z-a_{2} & b_{2} \\ \hdashline 0 & -c_{1} & d\end{array}\right]$
which, from lemma 3.4, is equivalent to its Smith form over $\mathbb{R}[s, 2]$.

Finally if $r_{3}=0, r_{2}=0, r_{1} \neq 0$, then using $r_{1}$ as pivot
$R(s, z) \sim\left[\begin{array}{c:c:c}1 & 0 & 0 \\ \hdashline 0 & z-a_{4} & b_{2} \\ \hdashline 0 & -a_{2} & b_{1} \\ \hdashline 0 & -c_{2} & d\end{array}\right]$
which is equivalent to its Smith form over $\mathbb{R}[s, z]$ as it is a single variable polynomial matrix.

Therefore $R(s, z)$ is equivalent to its Smith form over $\mathbf{R}[s, z]$ and so the result is true for $m=k+1$.

Therefore by mathematical induction on $m$ the result is true for all positive integers m.

Lemma 3.6
For all positive integers $m$ and 1 , the $(m+2) \times(1+2)$
matrix
$P(s, z)=\left[\begin{array}{c:c:c}1 & 1 & 1 \\ s-a_{1} & -a_{2} & b_{1} \\ \hdashline-a_{3} & z-a_{4} & b_{2} \\ \hdashline-c_{1} & -c_{2} & d\end{array}\right] \begin{aligned} & 1 \\ & 1 \\ & m\end{aligned}$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof: by induction on. 1.
By lemma 3.5 the result is true for $I=1$, and for all m.

Assume that the result is true for $1=k$, that is any matrix

$$
P(s, z)=\left[\begin{array}{c:c:c}
1 & 1 & k  \tag{3.16}\\
s-a_{1} & -a_{2} & b_{1} \\
\hdashline-a_{3} & z-a_{4} & b_{2} \\
\hdashline-c_{1} & -c_{2} & d
\end{array}\right] \begin{aligned}
& 1 \\
& 1 \\
& m
\end{aligned}
$$

which has no zeros is equivalent to its Smith form over $\mathbb{R}[s, z]$ for all integer $m$.

## Consider the matrix

$R(s, z)=\left[\begin{array}{c:c:c:c}l & l & k & l \\ s-a_{1} & -a_{2} & b_{1} & r_{1} \\ \hdashline-a_{3} & z-a_{4} & b_{2} & r_{2} \\ \hdashline-c_{1} & -c_{2} & d & r_{3}\end{array}\right] \begin{aligned} & 1 \\ & 1\end{aligned}$
where $r_{1}, r_{2} \in \mathbb{R}, r_{3} \in \mathbb{R}^{m}$ and $R(s, z)$ has no zeros. Trivially, adding a column of zeros will maintain equivalence, therefore assume that not all the $r_{i}$ are zero. If $r_{3} \neq 0$, that is at least one element of $r_{3}$ is non zero, then using that element as pivot
$R(s, z) \sim\left[\begin{array}{c:c:c:c}1 & 1 & 1 & k \\ 1 & 0 & 0 & 0 \\ \hdashline 0 & s-a_{1} & -a_{2} & b_{1} \\ \hdashline 0 & -a_{3} & z-a_{4} & b_{2} \\ \hdashline 0 & -c_{1} & -c_{2} & d\end{array}\right] \begin{aligned} & 1 \\ & 1\end{aligned}$
which, from (3.16), is equivalent to its Smith form over $R[s, z]$, as (3.16) is true for all positive integers $m$. Now if $r_{3}=0, r_{1} \neq 0$, then using $r_{1}$ as pivot
$R(s, z) \sim\left[\begin{array}{c:c:c:c}1 & 0 & 0 & 0 \\ \hdashline 0 & s-a_{3} & z-a_{4} & b_{1}^{\prime} \\ \hdashline 0 & -c_{1} & -c_{2} & d\end{array}\right]$
which, from lemma 3.3, is equivalent to its Smith form over $\mathbb{R}[s, 2]$.

$$
\text { Finally if } r_{3}=0, r_{1}=0, r_{2} \neq 0 \text {, then using } r_{2} \text { as }
$$

pivot
$R(s, z) \sim\left[\begin{array}{c:c:c:c}1 & 0 & 0 & 0 \\ \hdashline 0 & s-a_{1} & -a_{2} & b_{1} \\ \hdashline 0 & -c_{1} & -c_{2} & d\end{array}\right]$
which is equivalent to its Smith form over $R[s, z]$ as it is a single variable polynomial matrix.

Therefore $R(s, z)$ is equivalent to its Smith form over $\mathbb{R}[s, z]$ and so the result is true for $1=k+1$.

Therefore by mathematical induction on 1 , the result is true for all positive integers $m$ and 1.

Before continuing the induction process it is necessary to give a few general results. It is also worth noting that up to lemma 3.6 it has not been necessary to apply conditions on the Smith form of the Roesser matrix. But for
further progress some specilaization is required.

Lemma 3.7
If the $m x \operatorname{n}$ matrix $P(s, z)$ is equivalent to its Smith form, $S_{p}(s, z)$, over $R[s, z]$ where
$S_{P}(s, z)=\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & 0\end{array}\right]$ or $\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & \operatorname{det}(P(s, z))\end{array}\right]$
and if the matrix
$R(s, z)=\left[\begin{array}{c}P(s, z) \\ -(s, z)\end{array}\right]$
where $r(s, z)$ is a row vector and $R(s, z)$ has Smith form, $S_{R}(s, z)$,
$S_{R}(s, z)=\left[\begin{array}{c:c}I_{q+1} & 0 \\ \hdashline 0 & 0\end{array}\right]$ or $\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & \operatorname{det}(R(s, z))\end{array}\right]$
then $R(s, z)$ is equivalent to $S_{R}(s, z)$ over $\mathbb{R}[s, z]$ if it has no zeros.

## proof

Consider the Smith forms $S_{p}(s, z)$ and $S_{R}(s, z)$ to be
$S_{P}(s, z)=\left[\begin{array}{c:c} & I_{q} \\ \hdashline 0 & 0 \\ \hdashline 0\end{array}\right]$
$S_{R}(s, z)=\left[\begin{array}{c:c}I_{q+1} & 0 \\ \hdashline 0 & 0\end{array}\right]$

Now as $P(s, z)$ is equivalent to $S_{p}(s, z)$ over $\mathbb{R}[s, z]$ then there exist unimodular matrices $M(s, z)$ and $N(s, z)$ over R[s,z] such that

$$
\begin{equation*}
M(s, z) P(s, z) N(s, z)=S_{P}(s, z) \tag{3.23}
\end{equation*}
$$

Therefore

$$
\left[\begin{array}{c:c}
M(s, z) & 0  \tag{3.24}\\
\hdashline 0 & 1
\end{array}\right] R(s, z) N(s, z)=\left[\begin{array}{c}
S_{P}(s, z) \\
\hdashline r(s, z)
\end{array}\right]
$$

where $R(s, z)$ has no zeros. Now

$$
\begin{align*}
{\left[\begin{array}{c}
S_{P}(s, z) \\
\hdashline r^{\prime}(s, z)
\end{array}\right] } & =\left[\begin{array}{c:c}
I_{q} & 0 \\
\hdashline 0 & 0 \\
\hdashline r^{\prime \prime}(s, z) & r^{\prime \prime}(s, z)
\end{array}\right] \\
& \sim\left[\begin{array}{c:c}
I_{q} & 0 \\
\hdashline 0 & r^{\prime \prime}(s, z) \\
\hdashline 0 & 0
\end{array}\right] \tag{3.25}
\end{align*}
$$

as this has no zeros, then the elements of $r^{\prime \prime}(s, z)$ must have no common zeros, and so there exist polynomials

$$
a_{1}(s, z), \ldots, a_{n-q}(s, z)
$$

such that

$$
a_{1}(s, z) r n_{1}(s, z)+\ldots .+a_{n-q}(s, z) r n_{n-q}(s, z)=1(3.26)
$$

and thus further equivalence will transform $R(s, z)$ into its Smith form $S_{R}(s, z)$.

Similar arguments can be applied for the other cases, and so prove the lemma.

## Lemma 3.8

If the $m \times n$ matrix $P(s, z)$ has Smith form $S_{P}(s, z)$,

$$
S_{p}(s, z)=\left[\begin{array}{c:c}
I_{q} & 0 \\
\hdashline 0 & 0
\end{array}\right] \text { or }\left[\begin{array}{c:c}
I_{q} & 0 \\
\hdashline 0 & \operatorname{det}(P(s, z))
\end{array}\right]
$$

and the $(m+1) x$ matrix $R(s, z)$,
$R(s, z)=\left[\begin{array}{c}P(s, z) \\ \hdashline r(s, z)\end{array}\right]$
where $r(s, z)$ is a row vector, and $R(s, z)$ has Smith form $S_{R}(s, z)$,
$S_{R}(s, z)=\left[\begin{array}{c:c}I_{q+1} & 0 \\ \hdashline 0 & 0\end{array}\right]$ or $\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & \operatorname{det}(R(s, z))\end{array}\right]$
and if $R(s, z)$ has no zeros, then $P(s, z)$ has no zeros.
proof: by contradiction.
Assume
$S_{p}(s, z)=\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & 0\end{array}\right]$
$S_{R}(s, z)=\left[\begin{array}{c:c}I_{q+1} & 0 \\ \hdashline 0 & 0\end{array}\right]$
$R(s, z)$ has no zeros and $P(s, z)$ has an ith order zero (i<q). Consider the (i+l)th order minors of $R(s, z)$, they can be expressed as linear combinations of the ith order minors
of $P(s, z)$, which are all simultaneously zero for some ( $s, z$ ). Therefore $R(s, z)$ has an (i+l)th order zero, as the ith order determinantal divisor is unity.

A similar argument can be applied for the other cases and so prove the lemma.

## Lemma 3.9

For all positive integers $m, l$, and $n$ the $(n+m+1) x(n+1+1)$ matrix
$P(s, z)=\left[\begin{array}{c:c:c}n & l & l \\ s I_{n}-a_{1} & -a_{2} & b_{1} \\ \hdashline-a_{3} & z-a_{4} & b_{2} \\ \hdashline-c_{1} & -c_{2} & d\end{array}\right] \begin{gathered}n \\ m \\ m\end{gathered}$
which has Smith form $S_{p}(s, z)$
$S_{P}(s, z)=\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & 0\end{array}\right]$ or $\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & \operatorname{det}(P(s, z))\end{array}\right]$
is equivalent to its Smith form over $R[s, z]$ if and only if it has no zeros.
proof: by induction on $n$.
By lemma 3.6 the result is true for $n=1$.
Assume that the result is true for $n=k$, that is for all positive integers $m$ and $l$ the matrix

is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros and has Smith form of the form (3.28).

Now consider the matrix

$$
\mathrm{R}(\mathrm{~s}, \mathrm{z})=\left[\begin{array}{c:c:c:c}
\mathrm{k} & 1 & 1 & 1  \tag{3.30}\\
s I_{k}-\mathrm{a}_{1} & -a_{2} & \mathrm{~b}_{1} & g_{1} \\
\hdashline-a_{3} & 2-a_{4} & b_{2} & g_{2} \\
\hdashline-c_{1} & -c_{2} & d & d \\
\hdashline r_{1} & r_{2} & r_{3} & s-a_{11}
\end{array}\right] \begin{aligned}
& k \\
& 1 \\
& \hdashline
\end{aligned}
$$

where $g_{1}, r_{1} \in \mathbb{R}^{k}, g_{2}, r_{2} \in \mathbb{R}, g_{3} \in \mathbb{R}^{m}$ and $r_{3} \in \mathbb{R}^{\mathbf{l}}$ and $R(s, z)$ has no zeros, and has Smith form of the form (3.28).

As (3.29) holds for all 1 it can be seen that $R(s, z)$ is of the form
$R(s, z)=\left[\begin{array}{c}P^{\prime}(s, z) \\ \hdashline r(s, z)\end{array}\right]$
and, from lemma 3.7, $\mathrm{P}^{\prime}(\mathrm{s}, \mathrm{z})$ has no zeros and so is equivalent to its Smith form, and so the result is true for $\mathrm{n}=\mathrm{k}+1$.

Therefore, by mathematical induction on $n$, the result is true for all positive integers $m, 1$, and $n$.

It is now possible to conclude this section with the following result for the general ( $n+p+m) x(n+p+1)$ Roesser matrix with a particular Smith form.

## Theorem 3.1

For all positive integers $m, l, n$, and $p$ the $(n+p+m) x(n+p+1)$ matrix
$P(s, z)=\left[\begin{array}{c:c:c}s I n-a_{1} & -a_{2} & b_{1} \\ \hdashline-a_{3} & 2 I_{p}-a_{4} & b_{2} \\ \hdashline-c_{1} & & -c_{2} \\ \hdashline & d\end{array}\right]$
which has Smith form $S_{P}(s, z)$
$S_{p}(s, z)=\left[\begin{array}{cc}I_{q} & 0 \\ \hdashline 0 & 0\end{array}\right]$ or $\left[\begin{array}{c:c}I_{q} & 0 \\ \hdashline 0 & \operatorname{det}(P(s, z))\end{array}\right]$
is equivalent to its Smith form over $\mathbb{R}[s, z]$ if and only if it has no zeros.
proof: by induction on $p$.
Similar to that for lemma 3.9.

A number of Roesser type matrices were used to test the algorithms. It was certainly found that although the initial Roesser matrices seem simple in format, and have low degrees of the elements, the required transforming matrices were far from trivial. In some cases the degree of the elements and the magnitude of the coefficients were large. This is due to the fact that after the first iteration of the transformation the matrix is no longer in simple form.

## Example 4.1

Consider the $4 \times 5$ Roesser matrix

$$
\left[\begin{array}{ccccc}
s-5 & 1 & 4 & 1 & 2 \\
2 & s-3 & 0 & 1 & 3 \\
1 & 1 & z & 1 & 4 \\
0 & 2 & 0 & z+5 & 1
\end{array}\right]
$$

It was not possible to directly find the Smith form over $\mathbb{R}[s, z]$.

The Smith form over $\mathbb{R}[z][s]$ was

$$
\left[\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & z^{4}-5.455 z^{3}-85.64 z^{2}-37.09 z+663.3 & 0
\end{array}\right]
$$

The Smith form over R[s][z] was

$$
\left[\begin{array}{lllcl}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & s^{4-22.47 s^{2}+198.5 s^{2}-786.1 s+1136} & 0
\end{array}\right]
$$

This gives the correct Smith form over $\mathbb{R}[s, z]$

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right]
$$

## Example 4.2

Consider the $6 \times 5$ Roesser matrix
$\left[\begin{array}{ccccc}4 & 3 & 0 & 0 & 0 \\ 7 & 3 & 7 & 4 & 8 \\ 7 & 6 & 4 & 5 & 13 \\ 1 & 2 & s+2 & 6 & 0 \\ 2 & 1 & 8 & s-1 & 5 \\ 1 & 5 & 3 & 11 & z+7\end{array}\right]$

It was not possible to directly find the Smith form over $\mathbb{R}[s, z]$.

The Smith form over $\mathbb{R}[z][s]$ was:

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & z^{2}-52.93 z+657.7 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The Smith form over $\mathbb{R}[s][z]$ was:

$$
\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & s^{2}+0.9 s-46.1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

This gives the correct Smith form over $\mathbb{R}[s, z]$

$$
\left[\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

## Example 4.3

Consider the $3 \times 3$ Roesser matrix

$$
\left[\begin{array}{ccc}
s-5 & 2 & 6 \\
1 & z+2 & 2 \\
0 & 5 & 1
\end{array}\right]
$$

It was possible to find the correct Smith form over $\mathbb{R}[s, z]$,

$$
\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & s z-8 s-5 z+68
\end{array}\right]
$$

The equivalence matrices over $\mathbb{R}[s, z]$ were

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
1 & 0 & 0 \\
& -2.5 & 0 & 1 \\
0.03571 z-0.2857 & 1 & -0.2143 z-0.2857
\end{array}\right]} \\
& {\left[\begin{array}{ccc}
0 & 0 & 28 \\
0.5 & 0.2143 & s-5 \\
0 & -0.07143 & -5 s+25
\end{array}\right]}
\end{aligned}
$$

## Example 4.4

Consider the $4 \times 3$ Roesser matrix

$$
\left[\begin{array}{ccc}
s-5 & 2 & 6 \\
1 & z+2 & 2 \\
0 & 5 & 1 \\
0 & 0 & 1
\end{array}\right]
$$

It was possible to directly find the Smith form over $\mathbb{R}[s, z]$.

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right]
$$

The equivalence matrices over $\mathbb{R}[s, z]$ were
$\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ -2.5 & 0 & 1 & 0 \\ 0 & 1 & -0.2 z-0.4 & 0.2 z-1.6 \\ -0.1786 & 0.1786 s-0.8929 & (-0.3571 s z-0.07143 \mathrm{~s} & (0.03571 \mathrm{sz} \\ & & +0.1786 z+0.4286) & -0.2857 \mathrm{~s} \\ & & & -0.1786 z \\ & & & +2.429)\end{array}\right]$

$$
\left[\begin{array}{ccc}
0 & 0 & 1 \\
0.5 & 0.2143 & 0.03571 \mathrm{~s}-0.1786 \\
0 & -0.07143 & -0.1786 \mathrm{~s}+0.8929
\end{array}\right]
$$

The results show that although the initial Roesser matrices are simple in format, the transforming matrices may be more complicated than expected.

Also the restriction on the Smith form for Lemma 3.9 and theorem 3.1 does not seem to be too strict, as the examples show that a number of the Smith forms are of the form

where $R(s, z)$ is the initial Roesser matrix.

## CHAPTER 5

THE REALIZATION OF A TWO VARIABLE RATIONAL TRANSFER FUNCTION

## MATRIX

### 5.1 Introduction

In the introduction it was shown that a linear constant differential system of the form

$$
\begin{align*}
& \dot{x}(t)=A x(t)+B u(t)  \tag{1.1}\\
& y(t)=C x(t)+D u(t) \tag{1.2}
\end{align*}
$$

may be represented by the state-space system matrix
$P(s)=\left[\begin{array}{c:c} & \\ s I-A & B \\ \hdashline-C & D\end{array}\right]$
and has transfer function matrix

$$
\begin{equation*}
G(s)=C(s I-A)^{-1} B+D \tag{1.4}
\end{equation*}
$$

However, if it is the transfer function matrix which is known then a system matrix of the form (l.3) is said to be a state-space realization of the rational transfer function
matrix $G(s)$.
The realization is said to be minimal if the matrix $A$ is of least dimension satisfying (1.4), and the dimension of A is called the order of the realization.

It can be shown (see, for example, Barnett 1971) that a necessary and sufficient condition for minimality is that the realization is controllable and observable. This is of course a very desirable system property.

In achieving the minimal state-space realization there are at present two main methods. Firstly there is that of Rosenbrock (1967, 1970) which has been implemented by Munro and McLeod (1971). Then there is the method of Pace and Barnett (1974b) which is shown to be the more efficient of the two methods. Both these methods are discussed in the next section.

In section 5.3 the method of Pace and Barnett is extended to realize a transfer function matrix over $\mathbb{R}[s, z]$. The property of minimality of the realization is discussed. Also it is not always possible to obtain a state-space realization over $\mathbb{R}[s, z]$, and the reasons for this are discussed.

The algorithm which has been developed is then implemented and tested with various transfer function
matrices and the results analysed.

### 5.2 The realization of a one variable transfer function

matrix
For one variable transfer function matrices it is always possible to find a minimal, controllable and observable state-space realization. However the two main methods find the minimal realizations in different ways, and indeed may produce different realizations as the minimal realization is not unique.
5.2.1 The method of Rosenbrock (see, for example, Munro and McLeod 1971)

Given an $m \times l$ transfer function matrix $G(s)$ which is such that

$$
\begin{equation*}
G(s)=G_{p}(s)+D(s) \tag{2.1.1}
\end{equation*}
$$

where $D(s)$ is a polynomial matrix and $G_{p}(s)$ is proper.
Let $d_{i}(s)$ be the monic least common denominator of the ith row of $\mathrm{G}_{\mathrm{p}}(\mathrm{s})$ so that $\mathrm{G}_{\mathrm{p}}(\mathrm{s})$ can be expressed in terms of its rows.
$G_{p}(s)=\left[\begin{array}{ccc}h_{l j}(s) / & d_{l}(s) \\ \vdots & \\ h_{m j}(s) / & d_{m}(s)\end{array}\right]$
for $j=1, \ldots, 1$.
The $d_{i}(s)$ and $h_{i j}(s)$ are

$$
\begin{aligned}
& d_{i}(s)=s^{r i}+a_{r i-1}{ }^{i} s^{r i-1}+\ldots .+a_{0}^{i} \quad(2.1 .3) \\
& h_{i j}(s)=h^{i j} r_{r i-1} s^{r i-1}+\ldots+h^{i j}
\end{aligned}
$$

Then a system matrix in state-space form'giving rise to G(s) is

$$
P(s)=\left[\begin{array}{cccc:c}
s I_{r 1}-A_{1} & 0 & \ldots & 0 & B_{1}  \tag{2.1.5}\\
0 & s I_{r 2}-A_{2} & \cdots & 0 & B_{2} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \ldots & s_{r m}-A_{m} & B_{n} \\
\hdashline-C_{1} & -C_{2} & \cdots & -C_{m} & D(s)
\end{array}\right]
$$

in which the $A_{i}$ are companion matrices

$$
A_{i}=\left[\begin{array}{ccccc}
0 & 0 & \ldots & 0 & -a^{i^{i}} 0  \tag{2.1.6}\\
1 & 0 & \ldots & 0 & -a^{i_{1}} 1 \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \ldots & 0 & -a^{i_{r i-l}}
\end{array}\right]
$$

$$
\begin{align*}
& B_{i}=\left[\begin{array}{cccc}
h^{i l_{0}} & h^{i 2} 0_{0} & \cdots & h^{i 1} l_{0} \\
h^{i l_{1}} & h^{i 2} 1 & \cdots & h^{i I_{1}} \\
\vdots & \vdots & & \vdots \\
h^{i 1_{r i-1}} & h^{i 2}{ }_{r i-1} & \cdots & h^{i l_{r i-1}}
\end{array}\right]  \tag{2.1.7}\\
& c_{i}=\left[\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
\vdots & & \vdots & e_{i} \\
0 & \ldots & 0 & 1
\end{array}\right] \tag{2.1.8}
\end{align*}
$$

where $e_{i}$ is the ith column of $I_{m}$.

This system is observable, but may have inputdecoupling zeros and therefore may not be controllable. So the next stage is to remove the input-decoupling zeros, if there are any, whilst preserving the transfer function matrix. This will leave a minimal realization of the transfer function matrix $G(s)$.

This method has been successfully implemented by Munro and McLeod but, as will be shown in the next section, it is not the most efficient method.

### 5.2.2 The method of Pace and Barnett (1974b)

The strategy of this method is to form an initial controllable (or observable) polynomial realization. Then the realization is made minimal, and finally expanded into state-space form.

Consider an $m \times n t r a n s f e r$ function matrix $G(s)$,

$$
\begin{equation*}
G(s)=G_{p}(s)+W(s) \tag{2.2.1}
\end{equation*}
$$

where $G_{p}(s)$ is proper and $W(s)$ is a polynomial matrix. Now by expressing $\mathrm{G}_{\mathrm{p}}(\mathrm{s})$ in terms of its least common denominators, then

$$
G(s)=V(s) T^{-1}(s) I_{n}+W(s)
$$

where the matrix $T(s)$ is diagonal and consists of the least common denominators of the columns of $\mathrm{G}_{\mathrm{p}}(\mathrm{s})$.

This gives the initial realization
$P(s)=\left[\begin{array}{c:c}T(s) & I_{n} \\ \hdashline-V(s) & W(s)\end{array}\right]$
which is controllable as

$$
\left[\mathrm{T}(\mathrm{~s}) \quad \vdots \quad \mathrm{I}_{\mathrm{n}}\right]
$$

has full rank for all s.
The next stage is to make the polynomial realization observable. If

$$
\begin{align*}
& T(s)=T_{I}(s) D(s)  \tag{2.2.3}\\
& V(s)=V_{I}(s) D(s)
\end{align*}
$$

that is they have a greatest common right divisor $D(s)$ then

$$
\begin{equation*}
G(s)=V_{1}(s) T_{1}^{-I}(s) I_{n}+W(s) \tag{2.2.4}
\end{equation*}
$$

which implies that the system is observable since

$$
\left[\begin{array}{c}
T_{1}(s) \\
-V_{1}(s)
\end{array}\right]
$$

has full rank for all s.
Therefore
$P(s)=\left[\begin{array}{c:c} & \\ T_{1}(s) & I_{n} \\ \hdashline-V_{1}(s) & W(s)\end{array}\right]$
is a minimal polynomial realization of $G(s)$.
Finally by employing Rosenbrock's system matrix
formulation (Rosenbrock 1970) as described in the previous
section, Pace and Barnett are able to reduce the polynomial minimal realization to a state-space minimal realization in a minimum of operations.

Pace and Barnett have given careful consideration to the form of the matrices $T(s), V(s)$ after each operation, so that the method can be made as efficient as possible.

This method was successfully implemented by Pace and Barnett, and in comparison with the other realization algorithms, particularly that of Munro and McLeod (1971), was proved to be the most efficient.

### 5.3 The realization of a transfer function matrix over $\mathbb{R}[s, z]$

As the method of Pace and Barnett is the most efficient for the one variable realization problem, it was thought to be a good basis for the two variable realization problem. However, as has been shown in the previous chapters, the algebraic extension from $\mathbb{R}[s]$ to $\mathbb{R}[s, z]$ is not complete.

One of the main problems again is the difference between factors over $\mathbb{R}[s]$, and factors and zeros over $\mathbb{R}[s, z]$ (see, for example, Frost 1979). Rosenbrock (1970) gives a method for removing input (or output) decoupling zeros from a system matrix over $\mathbb{R}[s]$. Frost (1979) has shown that this method can be extended for the removal of input (or ouput) decoupling factors over $\mathbb{R}[s, z]$. Frost has also shown that it is not always possible to remove both input-decoupling and ouput-decoupling zeros. It is possible to remove all the input-decoupling zeros or all the ouput-decoupling zeros. But attemts to remove any further zeros may introduce different zeros of the opposite kind, that is trying to remove further input-decoupling zeros may introduce new output-decoupling zeros.

The implication of this is that the realization may not always be controllable and observable, however it will always be either controllable or observable. The concept of minimality will be preserved in the sense that when a
state-space realization is possible it can be made to be of least dimension.

It is not always possible to produce a state-space realization. If the least common denominator of all the elements of the transfer function matrix $G(s, z)$ is a polynomial which is monic over $\mathbb{R}[s, z]$ but not monic over $\mathbb{R}(z)[s]$, then if we consider a system matrix
$P(s, z)=\left[\begin{array}{c:c}s I-A(z) & B(z) \\ \hdashline-C(z) & D(s, z)\end{array}\right]$
which has corresponding transfer function matrix

$$
\begin{equation*}
G^{\prime}(s, z)=C(z)(s I-A(z))^{-1} B(z)+D(s, z) \tag{3.2}
\end{equation*}
$$

we note that $\operatorname{det}(s I-A(z)$ ) is a polynomial which is monic over $\mathbb{R}(z)[s]$, and so the least common denominator is monic over $\mathbb{R}(z)[s]$. Therefore it is not possible for $G(s, z)$ to have a state-space realization.

Each of the parts of the realization algorithm of Pace and Barnett are now examined further, Given the transfer function matrix $G(s, z)$, writing this as

$$
\begin{equation*}
G(s, z)=V(s, z) T^{-I}(s, z) I_{n}+W(s, z) \tag{3.3}
\end{equation*}
$$

will yield the controllable polynomial realization of $G(s, z)$ over $\mathbb{R}[s, z]$
$P(s, z)=\left[\begin{array}{c:c} & \\ T(s, z) & I_{n} \\ \hdashline-V(s, z) & W(s, z)\end{array}\right]$

It is now necessary to find, and remove the greatest common right divisor of $T(s, z)$ and $V(s, z)$. To do this $T(s, z)$ and $\mathrm{V}(\mathrm{s}, \mathrm{z})$ are adjoined to form the matrix
$A(s, z)=\left[\begin{array}{c}T(s, z) \\ \hdashline V(s, z)\end{array}\right]$

Then $A(s, z)$ can be transformed by elementary row operations only to the matrix

$$
\left[\begin{array}{c}
D(s, z)  \tag{3.6}\\
\hdashline 0
\end{array}\right]
$$

where $D(s, z)$ is upper triangular and is the greatest common right divisor of $T(s, z)$ and $V(s, z)$. $D(s, z)$ can be made to be unique by further transformation such that

$$
\operatorname{deg}\left(d_{i j}(s, z)\right)<\operatorname{deg}\left(d_{i i}(s, z)\right) \quad ; j<i
$$

Thus

$$
M(s, z)\left[\begin{array}{c}
T(s, z)  \tag{3.7}\\
\hdashline V(s, z)
\end{array}\right]=\left[\begin{array}{c}
D(s, z) \\
\hdashline 0
\end{array}\right]
$$

or

$$
\left[\begin{array}{c}
T(s, z)  \tag{3.8}\\
\hdashline V(s, z)
\end{array}\right]=M^{-1}(s, z)\left[\begin{array}{c}
D(s, z) \\
\hdashline 0
\end{array}\right]
$$

which gives

$$
\left[\begin{array}{c:c}
T(s, z)  \tag{3.9}\\
\hdashline V(s, z)
\end{array}\right]=\left[\begin{array}{c:c}
T_{1}(s, z) & X(s, z) \\
\hdashline V_{1}(s, z) & Y(s, z)
\end{array}\right]\left[\begin{array}{c}
D(s, z) \\
\hdashline 0
\end{array}\right]
$$

with the obvious partitions. Therefore by consideration of the inverse operations required to find $D(s, z)$, the matrices $T_{1}(s, z)$ and $V_{1}(s, z)$ are found such that

$$
\begin{aligned}
& T(s, z)=T_{1}(s, z) D(s, z) \\
& V(s, z)=V_{1}(s, z) D(s, z)
\end{aligned}
$$

that is, $T_{1}(s, z)$ and $V_{l}(s, z)$ are relatively right prime. However this does not imply observability, as although $T_{1}(s, z)$ and $V_{1}(s, z)$ have no common right divisor, the matrix

$$
\left[\begin{array}{c}
\mathrm{T}_{1}(\mathrm{~s}, \mathrm{z}) \\
\hdashline \mathrm{V}_{1}(\mathrm{~s}, \mathrm{z})
\end{array}\right]
$$

may have zeros. That is the corresponding realization

$$
\left[\begin{array}{c:c} 
&  \tag{3.10}\\
T_{1}(s, z) & I_{n} \\
\hdashline-V_{1}(s, z) & W(s, z)
\end{array}\right]
$$

will have ouput-decoupling zeros, and as Frost has shown these may not be removable.

The greatest common divisor algorithm is very similar to the Smith form algorithm, and so has the same problems. The main problem is that it may not be possible to find the greatest common right divisor over $R[s, z]$ but only over $\mathbb{R}(z)[s]$. However the transforming matrix may be renormalized in the following way. If

$$
A(s, z)=M(s, z)\left[\begin{array}{c}
D(s, z)  \tag{3.11}\\
\hdashline 0
\end{array}\right]
$$

where $M(s, z)$ is unimodular over $\mathbb{R}(z)[s]$ and $D(s, z)$ is upper triangular. By considering the least common denominator of the columns of $M(s, z)$ we have

$$
A(s, z)=M(s, z) N(z) N^{-1}(z)\left[\begin{array}{c}
D(s, z)  \tag{3.12}\\
0
\end{array}\right]
$$

and $M_{1}(s, z)=M(s, z) N(z)$ is now a matrix over $\mathbb{R}[s, z]$, not necessarily unimodular over $\mathbb{R}[s, z]$. If the least common denominator of the ith column of $M(s, z)$ is a factor of the ith row of $D(s, z)$, then $N^{-1}(z) D(s, z)$ is also a matrix over $\mathbb{R}[s, z]$ and the method has removed the greatest common right divisor of $T(s, z)$ and $V(s, z)$ over $\mathbb{R}[s, z]$.

The renormalization can be made possible if the equivalence transformation of $A(s, z)$ to $D(s, z)$ is over $\mathbb{R}[z][s]$ as shown in section 2.4 on the Smith form. This requires multiplying the rows of $A(s, z)$ by factors in $\mathbb{R}[z]$ to achieve the equivalence over $\mathbb{R}[z][s]$. These factors then become the denominators of the inverse equivalence matrix, as columns are divided by these factors.

In the Smith form algorithm to overcome the problem of not being able to find the equivalence over $\mathbb{R}[s, z]$, the Smith forms over $\mathbb{R}[z][s]$ and $\mathbb{R}[s][z]$ were found. However this technique cannot be applied to the greatest common right divisor algorithm. This is because the point of interest is not the greatest common right divisor but the equivalence matrix which gives the relatively right prime matrices $T_{1}(s, z)$ and $V_{1}(s, z)$. The equivalence matrices over $\mathbb{R}[z][s]$ and $\mathbb{R}[s][z]$ will be different, and although the
correct greatest common right divisor could be found there would be an added difficulty in calculating the correct relatively right prime matrices $\mathrm{T}_{\mathrm{I}}(\mathrm{s}, \mathrm{z})$ and $\mathrm{V}_{\mathrm{I}}(\mathrm{s}, \mathrm{z})$.

This now leaves, after removing the greatest common right divisor over $\mathbb{R}[s, z]$ ( $\mathrm{R}[\mathrm{z}][\mathrm{s}]$ ), the controllable (but not necessarily observable) minimal polynomial realization
$P(s, z)=\left[\begin{array}{c:c} & \\ T_{1}(s, z) & I_{n} \\ \hdashline-V_{1}(s, z) & W(s, z)\end{array}\right]$

On the removal of the greatest common right divisor, $T_{1}(s, z)$ is upper triangular. Now if the diagonal elements of $T_{1}(s, z)$ are monic as polynomials over $\mathbb{R}(z)[s]$ then it is possible to find the state-space realization
$R(s, z)=\left[\begin{array}{c:c} & \\ \hdashline S I-A(z) & B(z) \\ \hdashline-C(z) & D(s, z)\end{array}\right]$

Firstly elementary row operations, using the rows of $T_{1}(s, z)$, are applied to ensure that all the elements in the columns of the matrix

$$
\left[\begin{array}{c}
T_{1}(s, z)  \tag{3.15}\\
\hdashline-v_{1}(s, z)
\end{array}\right]
$$

have degree in $s$ lower than the degree in $s$ of the corresponding diagonal element, that is

$$
\begin{gathered}
\operatorname{deg}_{s}\left(T_{2}(s, z)_{i j}\right)<\operatorname{deg}_{s}\left(T_{2}(s, z)_{j j}\right) \\
i=1, \ldots, j-1 \\
\operatorname{deg}_{s}\left(-V_{2}(s, z)_{i j}\right)<\operatorname{deg}_{s}\left(T_{2}(s, z) j j\right) \\
i=1, \ldots, m
\end{gathered}
$$

where
$P_{1}(s, z)=\left[\begin{array}{c:c} & \\ T_{2}(s, z) & B_{1}(s, z) \\ \hdashline-V_{2}(s, z) & W_{1}(s, z)\end{array}\right]$
is the resulting realization.
By system equivalence, if there are any $T_{2}(s, z)$ ii which are constant then row and column $i$ of $P_{1}(s, z)$ can be deleted. Then all the other $\mathrm{T}_{2}(\mathrm{~s}, \mathrm{z}) \mathrm{j} j$, and the corresponding $T_{2}(s, z)_{i j}$ and $-V_{2}(s, z)_{i j}$, can be expanded into companion form blocks, see Pace and Barnett (1974b). This will result in the realization
$R_{1}(s, z)=\left[\begin{array}{c:c} & \\ \hdashline I-A(z) & B_{1}(s, z) \\ \hdashline-C(z) & D_{1}(s, z)\end{array}\right]$

Finally, using the diagonal elements of $s I-A(z)$ as pivots, $B_{1}(s, z)$ can be transformed by equivalence to $B(z)$,
giving the state-space realization
$R(s, z)=\left[\begin{array}{c:c} & \\ \hdashline I-A(z) & B(z) \\ \hdashline-C(z) & D(s, z)\end{array}\right]$
such that

$$
G(s, z)=C(z)(s I-A(z))^{-1} B(z)+D(s, z), \quad \text { (3.19) }
$$

as required.

It can be seen that if an observable realization is required, then applying the above process on the transpose of the transfer function matrix will give a realization which when transposed will give the required observable realization.
5.4 Implementation of a two variable realization algorithm Section 5.3 covered the development of an algorithm for the realization of a two variable transfer function matrix. This section is concerned with the implementation of this algorithm in a computer program written in Algol 68.

One of the major components of the algorithm is the greatest common right divisor algorithm. As already mentioned this is very similar to the Smith form algorithm, using Gaussian elimination on the rows only to transform the adjoined matrix

$$
\left[\begin{array}{c}
T(s, z)  \tag{4.1}\\
\hdashline V(s, z)
\end{array}\right]
$$

to the upper triangular form

$$
\left[\begin{array}{c}
D(s, z)  \tag{4.2}\\
\hdashline 0
\end{array}\right]
$$

As with the Smith form algorithm, if equivalence over $R[s, z]$ is not possible then the transformation will continue over $\mathbb{R}[z][s]$, which would involve multiplying rows of the matrix by polynomials in $\mathbb{R}[z]$ to allow the Gaussian elimination to be successful.

However for the greatest common right divisor algorithm
it is the inverse equivalence operations which are of importance. If we consider a series of elementary row operations on the matrix $A(s, z)$ to transform it into the matrix $B(s, z)$ then we have

$$
\begin{equation*}
R_{k} \ldots R_{I} A(s, z)=B(s, z) \tag{4.3}
\end{equation*}
$$

where $R_{i}=R_{i}(s, z)$ which are unimodular over $\mathbb{R}[s, z]$ $(\mathbb{R}[z][s])$. Then

$$
\begin{equation*}
A(s, z)=I \cdot R_{l}^{-1} \ldots R_{k}^{-1} B(s, z) \tag{4.4}
\end{equation*}
$$

which can be considered as a series of column operations, in the correct order, initially operating on the identity matrix. Therefore at the ith stage of the transformation we have

$$
\begin{equation*}
R_{i} R A(s, z)=A^{\prime}(s, z) \tag{4.5}
\end{equation*}
$$

or

$$
\begin{equation*}
A(s, z)=R^{-1} R_{R_{i}}-1 \quad A^{\prime}(s, z) \tag{4.6}
\end{equation*}
$$

and so we must consider the ith inverse operation as a column operation on the matrix $R$. The elementary row operations over $\mathbb{R}[s, z]$ are:

1. Interchange rows $i$ and $j$ of $A(s, z)$.
2. Add a multiple, $p(s, z)$, of row $i$ to row $j$ of $A(s, z)$.
3. Multiply row $i$ of $A(s, z)$ by a constant $k \in \mathbb{R} \neq 0$.

If equivalence is over $\mathbb{R}[z][s]$ then an extra operation is added:
4. Multiply row $i$ of $A(s, z)$ by a polynomial $p(z) \in \mathbb{R}[z] \not \equiv 0$ The corresponding inverse column operations over $\mathbb{R}[s, z]$ $(\mathbb{R}[z][s])$ are:

1. Interchange columns $i$ and $j$ of $R(s, z)$.
2. Subtract a multiple, $p(s, z)$, of column $j$ from column $i$ of $R(s, z)$.
3. Divide column $i$ of $R(s, z)$ by a constant $k \in \mathbb{R} \neq 0$.
4. Divide column $i$ of $R(s, z)$ by a polynomial $p(z) \in \mathbb{R}[z] \not \equiv 0$.

To fully implement these inverse operations a numerator and denominator matrix representation is needed. The denominator matrix is only required if the transformation is over $\mathbb{R}[z][s]$ which means that the inverse equivalence matrix is over $\mathbb{R}(z)[s]$. This representation will make the calculation of the least common denominators easier. It is
important however to ensure that the corresponding numerator and denominator polynomials are relatively prime. This is necessary to ensure that no unnecessary factors are added to the least common denominator, as this would mean that the corresponding column has a common factor after renormalization.

The greatest common right divisor routine can now return the adjoined matrix

$$
\left[\begin{array}{c}
T_{1}(s, z)  \tag{4.7}\\
\hdashline V_{1}(s, z)
\end{array}\right]
$$

where $T_{1}(s, z)$ and $V_{1}(s, z)$ are the required relatively right prime matrices over $\mathbb{R}[s, z]$ (or $\mathbb{R}[z][s]$ ). It can be noted at this point that there is no real loss in having primeness over $\mathbb{R}[z][s]$ since a state-space realization would favour the $s$ variable, and so the realization is over $\mathbb{R}[z][s]$. The inability to find the transformation over $\mathbb{R}[s, z]$ is related to-the problem of zeros, as with the Smith form algorithm. In this case the zeros, if any, of the matrix

$$
\left[\begin{array}{c}
T(s, z)  \tag{4.8}\\
\hdashline-V(s, z)
\end{array}\right]
$$

are the output-decoupling zeros of the system, the presence
of which implies that the system is not observable.

The implementation of the realization algorithm itself now becomes easier with the algorithm being split into the various segments outlined in section 5.3, namely:

1. Finding the least common denominators of the columns of the transfer function matrix to give the initial realization

$$
\begin{equation*}
G(s, z)=V(s, z) T^{-1}(s, z) I_{n}+W(s, z) \tag{4.9}
\end{equation*}
$$

2. The removal of the greatest common right divisor of the matrices $\mathrm{V}(\mathrm{s}, \mathrm{z})$ and $\mathrm{T}(\mathrm{s}, \mathrm{z})$, leaving the relatively right prime matrices $T_{1}(s, z)$ and $V_{1}(s, z)$ and the minimal polynomial realization

$$
\begin{equation*}
G(s, z)=V_{1}(s, z) T_{1}^{-I}(s, z) I_{n}+W(s, z) \tag{4.10}
\end{equation*}
$$

3. When possible the expansion of the minimal polynomial realization into a minimal state-space realization,

$$
\begin{equation*}
G(s, z)=C(z)(s I-A(z))^{-1} B(z)+D(s, z) \tag{4.11}
\end{equation*}
$$

The implementation of the third stage, using elementary
> row and column operations and companion form expansion, follows exactly the steps outlined in section 5.3.

There are a number of general points about the implementation which are important. Throughout the algorithm it is necessary to find the least common denominator of a number of rational functions. This involves large use of the greatest common divisor algorithm of Bose (1976). As previously shown this algorithm is very costly in terms of computing time and stack usage. Therefore it is necessary to implement the greatest common divisor algorithm of Blankinship (1963) which finds the greatest common divisor of one variable polynomials. This can be implemented as a default method to the Bose algorithm whenever single variable polynomial greatest common divisors are required. This has particular significance in the renormalization of the equivalence matrix in the greatest common right divisor algorithm, as the denominators are polynomials in $\mathbb{R}[z]$.

Finally it is useful to check that the realization is correct, that is the polynomial or state-space realization found does correspond to the initial transfer function matrix. This obviously involves inverting a two variable polynomial matrix. As this is meant as a check, it is felt that the best way to evaluate the inverse matrix is to
calculate the determinant and the adjoint matrix.

### 5.5 Results

As already mentioned the algorithm is quite costly in time and stack usage. Also with the high overhead of checking the realization, testing the algorithm was restricted to "smaller" transfer function matrices.

## Example 5.1

Consider the transfer function matrix, split into its proper and polynomial parts

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
z / s^{2} & 1 /(s+z) & 1 /(z+1) \\
1 / s^{2} z & 1 /(s-z) & s /\left(s^{2}+z^{2}\right)
\end{array}\right]} \\
& {\left[\begin{array}{ccc}
s+z & s z & 1 \\
s^{2} & z^{2} & s
\end{array}\right]}
\end{aligned}
$$

The correct polynomial realization was found

$$
\left[\begin{array}{ccc:ccc}
s^{2} z & 0 & 0 & 1 & 0 & 0 \\
0 & s^{2}-z^{2} & 0 & 0 & 1 & 0 \\
0 & 0 & \left(s^{2}+z^{2}\right)(z+1) & 0 & 0 & 1 \\
\hdashline-z^{2} & z-s & -\left(s^{2}+z^{2}\right) & s+z & s z & 1 \\
-1 & -(s+z) & -s(z+1) & s^{2} & z^{2} & s
\end{array}\right]
$$

However it was not possible to find a state-space realization.

## Example 5.2

Consider the transfer function matrix, which is proper

$$
\left[\begin{array}{ccc}
1 /(s+z) & 0 & s /\left(s^{2}-z^{2}\right) \\
0 & (s+z+1) /\left(s^{2}+z^{2}+2\right) & 0 \\
3 /(s-z) & 1 /(s+1) & z /\left(s^{2}+z^{2}\right)
\end{array}\right]
$$

The correct polynomial realization was found,

$$
\left[\begin{array}{ccc:ccc}
s^{2}-z^{2} & 0 & z^{2}(z-s) & 1 & 0 & 0 \\
0 & (s+1)\left(s^{2}+z^{2}+2\right) & 0 & 0 & 1 & 0 \\
0 & 0 & \left(s^{2}+z^{2}\right)(s-z) & 0 & 0 & 1 \\
\hdashline z-s & 0 & s z-\left(s^{2}+z^{2}\right) & 0 & 0 & 0 \\
0 & -(s+1)(s+z+1) & 0 & 0 & 0 & 0 \\
-3(s+z) & -\left(s^{2}+z^{2}+2\right) & z(4 z-s) & 0 & 0 & 0
\end{array}\right]
$$

Also it was possible to find the correct state-space realization,

$$
\left[\begin{array}{cccccccc:ccc}
s & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-z^{2} & s & 0 & 0 & 0 & z^{3} & -z^{2} & 0 & 1 & 0 & 0 \\
0 & 0 & s & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & s & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & z^{2}+2 & z^{2}+2 & s+1 & 0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & s & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & s & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -z^{3} & z^{2} & s-z & 0 & 0 & 1 \\
\hdashline z & -1 & 0 & 0 & 0 & -z^{2} & z & -1 & 0 & 0 & 0 \\
0 & 0 & -(z+1) & -(z+2) & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-3 z & -3 & -(z+2) & 0 & -1 & 4 z^{2} & -z & 0 & 0 & 0 & 0
\end{array}\right]
$$

The order of the state-space realization is 8 .

## Example 5.3

Consider the transfer function matrix, which although it is not proper is not split into proper and polynomial parts,

$$
\left[\begin{array}{cc}
1 /(s-z) & s+2 \\
z+1 & (s+z+1) /\left(s^{2}+z^{2}+2\right) \\
3 /(s+z) & 1 /(s+1)
\end{array}\right]
$$

The correct polynomial realization was found,

$$
\left[\begin{array}{cc:cc}
s^{2}-z^{2} & 0 & 1 & 0 \\
0 & (s+1)\left(s^{2}+z^{2}+2\right) & 0 & 1 \\
\hdashline-(s+z) & 0 & 0 & s+2 \\
0 & -(s+1)(s+z+1) & z+1 & 0 \\
3(z-s) & -\left(s^{2}+z^{2}+2\right) & .0 & 0
\end{array}\right]
$$

Also it was possible to find the correct state-space realization,

$$
\left[\begin{array}{ccccc:cc}
s & -1 & 0 & 0 & 0 & 0 & 0 \\
-z^{2} & s & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & s & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & s & -1 & 0 & 0 \\
0 & 0 & z^{2}+2 & z^{2}+2 & s+1 & 0 & 1 \\
\hdashline-z & -1 & 0 & 0 & 0 & 0 & s+2 \\
0 & 0 & -(z+1) & -(z+2) & -1 & z+1 & 0 \\
3 z & -3 & -\left(z^{2}+2\right) & 0 & -1 & 0 & 0
\end{array}\right]
$$

The order of the state-space realization is 5 .

The algorithm. successfully finds the polynomial and, when possible, the state-space realizations. An added result is that the algorithm will successfully split a transfer function matrix into its proper and polynomial parts, as shown by example 5.3.

## CHAPTER 6

## CONCLUSIONS AND SUGGESTIONS FOR FURTHER WORK

The thesis has extensively investigated the algebraic extensions to the ring $\mathbb{R}[s, z]$ particularly for the $2 \times 2$ two variable polynomial matrix. A number of different approaches have been given to try to resolve the problem of equivalence of a general two variable polynomial matrix with its Smith form over $\mathbb{R}[s, z]$. These approaches have been a direct analysis of the equivalence transformation such that, if possible, a constructive method for attaining the equivalence may be obtained. However this direct approach was not totally successful. A solution to this problem may be found by a deep investigation into abstract algebra and the theory of rings and domains. This may supply necessary and sufficient conditions for the equivalence over $\mathbb{R}[s, z]$ to exist.

As it was not possible to find the required equivalence conditions for a general polynomial matrix over $\mathbb{R}[s, z]$, more specialized matrices were considered. Firstly the extension of the result of Lee and Zak (1981) found that the concepts of a cyclic matrix and a non-derogatory matrix over $\mathbb{R}[s, z]$ are not equivalent. This is a fundamental difference, and again the actual reasons for the difference
between the two concepts over $\mathbb{R}[s, z]$ may be found in the theory of abstract algebra. However the result of Lee and Zak does not provide a better constructive method than the one developed, as it is as difficult to find a cyclic vector.

The second specialization was to consider the Roesser matrix. The approach was to directly consider the equivalence transformation, and to use mathematical induction to extend the result for a $3 \times 3$ Roesser matrix to the general $(n+p+m) \mathbf{x}(n+p+1)$ Roesser matrix. Unfortunately it was not possible to continue the direct algebraic approach in the last stages of the induction without making a special condition on the Smith form of the Roesser matrix. The results show that this specialization is not too strict. The problems encountered in the algebraic investigations were highlighted in the algorithmic development. The algorithms were designed to overcome the problems of the algebraic extensions. The matrices chosen proved a good test of the algorithms accuracy and reliability. Checks within the algorithms proved that the equivalence matrices found, correctly transformed the initial matrix into the particular Smith form.

The Smith-McMillan form and realization algorithms were also shown to be accurate by using checks within the algorithms.

There is however the problem of running time for the algorithms. An immediate problem is that the number of multiplications to multiply two polynomials over $\mathbb{R}[s, z]$ is the square of the multiplications to multiply two polynomials over. $\mathbb{R}[s]$. Also it is necessary to use algorithms such as that of Bose (1976) for calculating the greatest common divisor of two multivariable polynomials. This is far more time consuming than the method of Blankinship (1963). Added to this is the problem of not being able to achieve the equivalence immediately.

There could be no real improvement to the algorithms in this respect without major changes in the strategy of all the algorithms, unless a new constructive method could be found by resolving the algebraic problems.
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## APPENDIX A

## PROGRAM LISTINGS:




```
ipOLY'nEt:Yy:
IDEGIDA:
irODL'rafolFALSE':
iPROC'DF=('FEFI'DEG'D;'PCLV'i):
IC' EIMAS THF OFGREE OF A POLYMOMPAL ic'
IREGIN:1
```



```
!800L' R!H.4TRUE!:
GFORIRIFRCMINY+DZ'EY'-I'TCIOIIHILEIRUIIDOI
    GFGyti
    I+(R)=[,9101|R):J+R=I:
```




```
    'END':
RUN+ITRUEI;
IFOR'LIFROMIDZIBY:-11TO.OINHILEIPINNIDOI
```



```
ici
    D{9]E UPDEr bOUND OF THF F!RST VARIABLE
    D[2]= liDEEP EOUND DF THE SECURD VARIASLE
    D[3]:D[4]= POSITIOH OF THE LEADIHG COEFFICYENT
    D[5]E POSITION OF THE LFADING COEFFICIENT IF RATIOMAL
    D[GjE DEGREE OVEF RTS.7.] OR R[ZITSI
IC!
D&(D1;D2,&,J,LT,(FATIDGII*J))
IENDI:
IOP'E=(1POLY'A)'BCOL':
ICI CHECKS IF A FOLYNOMIALG IS ZERO 'Ci
|BEG{N!
IDEGID:
OF(D,A):
(D[1]=01AKD'D[2]=0!AND''ABS'(D'OF:A)[0.0]<1.08.6)
IENDI;
'ODI%=('POLY'A)'PNLY':
IC! TRIIS THE POLYMOMIAL A IC:
ÍEGINi
ipNLY'R;
IDEGIDIDF(D,A):
BOOL'COL&'TRUE';ROW+ITRUE';
iwhileicolido:
    'bEGI!!
    ifORII'FROMDOITO'DIIJIDNi
```



```
    (D\2)=01COL+1FALSE'):
    (collo(2g1HI!!US19)
    'EROI:
ici talbMES tHE COLHMlis, IC'
ILHILEIRCI:'DOI
    'RESIM!
```



```
        ('ADS'(D'OFIA)[D(I?"d]>9.figmG|ROWGIFALSEI):
```



```
        (R!l!c!9!1F!:|us'1)
        'Eli':
|Ci TRIM&FD THE ROM'S 'C'
```



```
8
IEND':
```



```
IPRJCIRESIH=(IREFITROLVIA,II|TPDGODSY,
icl
    RE-DIIEENSINWS A POLYMOHIAL TO ACEEPT MORE COEFFICIENTS
ic
íEG!Fi
IDEGID:
OF(D,A):
IPOLYIES
DIOFIE+[GIOG,0:DZJIREAL':
iclEARIE:
```



```
A&B
IEND':
IOP'/=('REF'IDOLY'A,'POLY'\Omega)'POLY':
Cl
    QPERATIR FCR TIIE DIVISIOH UF PNO POLYNOMIALOS. A/B DELIVERING A
    quOtIEL:T POLYNOMIAL AMO ALTERRING POLYNOMIAL A to be the remajHder
ici
IBEGI!:I
IINTIDEGÖ,J,R:L:
iREALIGC:
IDEGIDASDE,DQI
DF(DA,A):DF(SF;B):
IROOL'FULG*TRIIE':
iPOLY'QS
|FE! EA
    TORI ES
    'OE: DA[:]<DR[i]
    'ORT DA[f]<DR[6]
    IOR! (RA[1]+DA[5]<DS[1]-DR[5]:ANDIRAT)
iTHEI:'
    'C' NO DIVISION REqUIRED SO SET Q=0 R=A IG'
    'clearig
ielse!.
    DEG+DA[2]-DG[2];
        (DEG<O|DEG+0):
        DG+(DA[1]-0B[1],DEG,0,0,0;0);
        piOFICACO:DR[1],0:DG[2]I'REAL':
        -cíEARToz
        (FATIH&DR[1]:L+DRC5]!H+DH?3]:L&DE[4]):
        'WHILE'RIN!DN'
            IFEGIHI
            'C' MaIt: lOOP to cafRy cut long division ici,
        Aか%A:
        DF(5,A,A):DF(O(2,R):
        (FAT1]+DA[1]:J+DA[5]II+DA[3]:J+DA[41):
        1IF1 EA
            IORI I <H
```

```
            OOR:JくL
            OOR'I-J<H+I.
```



```
            RU1!*'FALSE:
            'ELSE'
            HC+(D'0E'&)ri,NJ/(D'OFIB)[H%W];
```



```
                                    REDII:(G,DO[1],DO{2]*&S{2]-DA[2]+J-L));
```




```
            'FCPIII'FRGM'AITOIDEITJ'DOI.
                    'FOK'JJ'FKOHIOITOIDE[2J'DEI
                    (D'CFIA){II*I-H,JJ+J=LJIf:INUS'
                |C*(P'OF:G)[IT,JJ];
                    ICI SUBTRACTS PHLTIPLE OF & FRO& A ICI
    (PIOF'R)[I~H:JmLJ+IIC
    'G' FOF:SS THF RUNTIENT POLYNONIAL IC'
    'Fi:
    'E:%N'
```

If ${ }^{\prime}$;
A4\%4:
20
IENDI:
IOD'E=(iPOLY!
ICI MULTIFG:ES TWO POLYNOHIALS ANE IC'
IBEGIA
IDEGIDA:DR:
OF(DA; A): DF(DS;
iPOLYIDROD:
ITFI EA'OR'EB
|THEN:
'C' MGNDUCT IS ZERO IE:
'CLEAR! PROD
iELSEI

'CLEARIPROO:
'FORII'FROMIGITOIRAGIJ'DG'
IFOFIJ'FROM'GITO'QSZZJIDOI
'FOR'H'FKOL: OITO'DEETJ:DOI:
PFORILIFROM'OBTOTGBL2j100i
(D'(:F'PROD) II $+H, J+L$ IPLUSI
(D'GF'A) $\{I: J](D I O F I B)[H, L]$
ifl':
XPROD
IFND:

ICI HULTIPLIES A POLYNOIIIAL A EY A COIVSTANT NC ICI
IBEGIBi
POLY'B4A:
I'AEGID: OF(D,A):
FORII'FROMIOITOIDEIJ'DO'

$\%$ 8
IFND!:
IOD't=(IFOLY'A, B) IPOLY:
CO ADDE TWC POLYBOMIALS A+E ICI

```
ibeGil:
IDEGIDA:DI:
DF(DA;A):DF(OS,E):
IING!DFGG,DEG2:
```




```
ipOLY'sijl:
```



```
!CLEAK'SL'!:
```





```
IFORIIFRMMIOIPCIRA[T]IUND
```




```
%suy
IEND':
OODI=E(!POLY'A)'DCLY':
ic' lomadIC fiNUS 'C'
IREGIN:
iPOLY'B;
IDEGID:
DF(D,A);
PIOFIG+[P:D:9]:0:N[2]]IFEAL':
if0.R'IGFGONIOITCINEIJDDE:
```



```
%R
IENDI:
1OP1-E(IGOLV'A,BB)IPOLY':
IC' SUETRACTS TVO POLYHOYIALS A-E IC!
!REGI:1
IDEGIDA:DE:
DF(DA,A):DF(DF,E):
IINPIDEG9ODEGZ:
DEG{+(DA[1]>DR[1]|DA[9!1ORP1!):
DEG2+(DA{2]>DR[2]!DA[?g10R[白)
|OLYIDSFE:
P:OFIDIFF&[O:DEG1,O:DEGZ]IREAL':
ICLEARIDIFFI
IFORIIFROMIOITOTDA[GIIDNI
    GFORIJIFRONIOITOIDAE2J'DO'
    (PIOF!DIFF)(TING+(PIOFIA)[I;J]:
IFORIIFANMICITOIGS[IJIONG
```



```
    (PIOFIOIFF)[I,JgIHIGUSI(PIOFIB)EIAJ);
KB̈FF
IEND':
IODI'PLUSI=(IREFI'POGYIA,'POLY'B):(A*A*B):
```



```
IOP''TI:RESI=('REFIMPOLY'A;'POLY'B):(A*A*E):
```

```
IOD'ITINES'=(IREFIPPOLY'A,'REAL'NC):(A+A*|C):
IOP'CCLEAK'z(IREFIP,J'DOLYMP!?:
ic.' ClENRS & POLVHOHIni watisix IC'
ibEG!i:'
IINTII:GIUPFIPM,NAZIUPR'PIE:
1POLY'zFRGPGLy:
IClEAK'zEROPOLY;
IFORIIITGIMISOI
    EGEIJTTORNINOD
        PHEI,JI+2EROPOLY
IFNDI:
```



```
if! multiflies two polyfinighl matgices igi
I BEGIN:
```



```
[9:49;q&IV2]1POLYIPRDD:ICLEAEIPROD:
IF!NG=H2
iTHER,
    FFORII'TOIHYIDO:
            IFORIJITOIN2IDOI
                                    'FOR'K'TO:11'DO'
                                    PKOD[!.J]IPLUSI(K![!,K]*K?\K,J]).
!F1':
PROD
IENDI;
IPROC'READPOLYMX=('REFI[GIIPOLY'K):
ICI INPUTS A POLYNOHIAL MATFIX IEF
IREGIF:
IGNFIF&{OUPGIK:##ZIUPRIK:
IFQRII:YOIAIDC:
        IFORIJIFAINIDO:
            'gEGIN!
            IGNT!DEG1,DEG2;
            READ((DEG{,DEG2)):
            PIOFIK[I:JJ+[0;NEGq:0:DEG?JIREALI;
            REAO(P!OF'K{I,\!);
            K[{,J]&%K[{,J]
            'C!
            ENSURES THAT THE INDUTTEN POLYNOHIAL IS OF LOWEST FORM
            'C'
            'END!
IENDI:
IPROCINL=('INT:N):('FOR'I'TOIGTDOINEMLINE(STAND SUT)\Y:
IPROCISP=(IIITIN):('FOR.'I'TOIIMDO'SPACE(STAVD OUT));
IPROCIORE=('CHARIC'IINTIG):('GOFIIITGIN'DOJPRINT(C):NL(I));
```

IPROC'BRSI={!STRI!GGS,II::TII):(PRINT(S):OUTF(STAMD JUT,S=2VLS,I))\#

```
```

IPROCIDRII:TROLY=('POLYIA):
IG! |UTOHTS A PGLY:GOMIAL IC'
IBEG!i|:
ifNTIIMOJJ:
IDEGID:DF(D,A):
1800L'gutiolTk!JE';
11+0;JJ+4;
ijuILEIRUAIDOI
' BEGI:1
(JJ)=0{2:|JJ+D[?%;RUP+'FiLSE');

```

```

    (FIOF'A)["II:JJ]):
    (RUlilllmLUS'5;JJPDUS'5;NL(2))
    'EMD':
    NL(1)
iENDI:
IPROCIPRI:TPOLYMX=([,JIPNLY'K):
ICI OUTPUTS A POIYNUMSAL IIATRIX TCI
IBEGINI

```

```

IFOR'I'TOIMIOOI
IEORIJITGINIDD!
!EEG!NI
IFFINOTIEREI,JI
'YHEN'

```

```

                    PRINTPOLY(K[I,Jj).
            'FI'
            'ENDI;
    NL(9);PRC("**,60):NG(1)
IENDI:
IPRDCIMONIC=(IREFI(,JPOLYYK,PRENTIINTIR):
ic!
DIVIDES THE PIVOTAL ROU TO MAKE THE DIVOT MOMIC OYER RES,ZJ
OR RTZg[S]
ic!
ígGini

```

```

{REAGCONSTi
igOOL'RUfictryg';
IOESID:
DF(D,K(R,R]):

```

```

GFORIIITOIMIDOI
PREN[I,RGITIMESTCONST:
IFORIJIFROHIRITOI!ISOI
K[R,JIITIMESI(G.O/CONST)
ici
dIVIOES RCU R to makE pivOG MONIC
ici
IEND1:

```

                                    CHANGE):
'C 1
FINDS TH゙E POLYROッIAL TF LFAST DEGREE IT COLUMN R
AIID MGVES IT TO OOSITION (R, T)
IC!
IBEGI:1.

1DEGID:
ZERDHTTRUE':CHANGE+'EALSE: :
1FOR'I'FROI'R'TOIFIDOI
- BEGINI
'PCLY'AtKEI, EJ;
DF(D:A):
IIFI INOTIEA
'THEFI TERO
 II+I: ZFRG*'FALSEI
'ELSF' E[GTKOG



'FII
'FNDI:
ici
FIRSTLY SEARCHES COLUHIN R FOR THE FIRST NON-ZERO ELEMENT
THEN COHTIUUES FROU THERE TO SEARCH FOR THE HONEZERO ELEMENT
OF LEAST DERREF AT DOSITIGI: (II,RI
IF THERE ARE NO NOU-ZERO ELEIEYTS THE BOOG ZERO WILL REMAIN TRUE ici
IIF! II\#R
ITHE! !
[1:H]ipOLY'A


CHANGEEITRUEI
1Fil
ICI INTERGHANGES ROUS II,R IC:
IENDI:

IPROCIDET=(L,JIPOLY:X)IPOLY':
\(1 \mathrm{c}_{1}\)
FINDS THE OETERHINANT GF A POLYNOHIAL HATRIX BY EXPAHSION ALONG THE
FIRST ROW AND DECURSIOR FOR LOUER UQOER DEYERHINANTS
-
IREGINI
ITYINGIIJPEIY:
POLYIDTRI:
-ClEARIDTRM:
IREAL'SIGH*1:0:
|ifi \(\quad \forall>2\)
ITHEN'
IFORIITOINIDO:
1REGIN:
[1:A-1; 1 : N-1]:pO!Y'SL:
IIF' \(\quad\) I=9
ITHEN: SLGK[2:H.2:NJ
'ELSFI I=N



151:
(INOTIEK:1.IJISTRI'PGHSt(LETAHI*OFT(SL)*SIGN)):
```

                                    SigH+m5GN
                                    1F%U'
                                    H=4
                                    SraMtr[9,1]
    ```

```

                                    iTHEE:
                                    IELSFI
                                    'fI':
                                    %OTRF:
                                    !END:
    iPROC'IN:!ER=(IREFI[,J1DOLY'R):
is,
FINDS THE INNEPSSUARE OF A MATRIZ
ici
'gEGIt'
i|NTIN+IUPB!K:
{9:N-2"!:N-2!'DOLV'INN+K[2:li=9!2:li-9!!
K+INH
IENO:
IPROCISUBRES=(IREFI[GJPCLY'K'TPOLY:A:B):
ig.l
FiNDS the subresubtant of the riggradient hatrgy uSed yn finding the
GREATEST COMMON DIVISOK
ic'
IGEGINI
IDESIDA:DE:OF(DA,A):DF(OB;R):

```

```

[1;N,q:f]IPOLY'SBRStK;
pocyes;
PIOF'S+[0:1:0:01'REAL':

```

```

ifF!(08[1]m!N)>0
ITHEN'
S3RS[DE[T]-NNON]+4:

```

```

                                    SaqS{10:4}+5*SGRS[i+1,NJ)
    |%!:
|FI(DA[1]-NN)>0
ITHEN:
SBRS[DS[1]-NH+1,N]+E:
(COA[1]-NN)>1|FCRIIIFROHIIGOA[I]+NN+2ITOII:IDOi;
SBRS[I,N]*S*S[RS[I-I,N])
if1:
KismRS
IENOI:
|PROCIVAR=('REF'!POLY!A):
icl
gHANGES THE VARIABLES GF A POLYNOHIAL AROUND S TO z: z TO S
C!
ibes!ni
IDEGIDIOF(D,A):
ipOLY'B:
pOF1日\&[0;D[2],0:n[1]]/REAL':
GORILIFROMIOITOIDEIIDDOI
(DIOFIE)[员]+(P'OE'A)PLGI:

```

\section*{A4B}
```

IENO1:

```
(PROCIVARCH=(IREFI[ID'DOLVIK):
Ci:
    Changes the variables ug a polymoitial matrix
'c
i REGIU:

IFOR!IITDMMIOCI
    -ECRIJTGINItOI
        \(\operatorname{VAR}(K[I, J])\)
iEND:
IPROCIGCDI=(IDOLYIAI,59)!POLY:
ici
    FIKDS THE GREATEST CORIOM SIVISOf OE TwO PGLYNOMIALS IN ONE
    VARIABLE USING BLAHKI!SHIPS ALGORITHY
ici
íBESJit

! DEGIDACDG:

    'EEGINI
    DF( \(\hat{A} A, A): O F(D B ; \bar{B}):\)

        EENDI:
(eAlE:A)
IENDI:
IPROCGCD=(IPILYIAq, a1)'POLYI:
ic:
    filios the greatest cohmary nivisor of tuo polynomials using the
    SYLVESTER MATRIX QR BIGRADIEHT
\(i{ }^{\circ}\)
íBEGINi
©POLY:A A A , P FRT:
IDEGIDA:DO, DFAC:DF(DA,A):DF(DG;B):
IINTIOIN+CDA[1]+DA[2]+DB[9\}+Dis\{2]=010


isoob'chafalse!;

IPOLYIFACTOK, BONTENT, CHECK;CORTA, COHTA, DUMMYI
iffieaicriee.
ITHEE:
    'ci geeatest comign ojyisor is zero igi
    cclearifactor
ielse:
    1IF! O!M=2
    'THEN'

        ielfar!gIGRadi
        'el
            QEMOVE CONTEYT \(C F A \in E\) AND FIHO GCD(CONT(A)TCONT(B))
        : C
        'gOCL'ZERCA+ITRLF', ZEROR +ITRUEI:
        'FORIIFRCMIOTEIDAEIJIDO!
            '3EGIN
            PIOF'CHECK + O:0;O:DA:2J]'REALI:
            (PIOFICHECK) (U.) ¢ (PIOFIA) (I;jiCHECK+\%CHECK;
            CI!CT'ECHECKI: 7ERDAICO!:TA CCHECK:ZEROAHFALSET
```

    'ELD':
    'C'
            FINDS GGNTEITT OF A ECOHTA
    'C'
    IFOEIIIERCO:GOTIIORYIJIDOI
'BEGINI
PIIF!GHECK+rO:C;0:0B[2Jg'REALI:
(OTOF'CHEGH) í",\+(PiOFIB){1:];CHECK\&%CHECK;
('EOT'ECHECXI:ZEROLICO!!TS+CHECK:ZEROCHIFALSE'
ICOHTB\&GCO(CONTB,CHECK))
'END';
C'
FINOS CONTE:IT OF E ECONTE
'C'
A*A/CONTA;DF(CA-A);
E*E/CONTE;DF(DG,B);
CO\&TENT\&OCD(CO:YTA,CONTB):
C'
SETS UP THE.FIGRIDIENT MATRIX
'C!
IFORIITTOIDREIJ1NOI
'FOR'J'FROF'OITO'OAEIJIDOI
(DPOF:DUHil.Y+6G:O,DiDAZZJIIREAL';
IFOEILIFRGM!OITGIDA[2J'DOI
(DIOFIOUIMMY{O,L]\&(PIOF!A)[DA[\]=\,L]:

        GIGRAN'tI,I+JJ&%&U!tMY) :
    MFORIIITE'DARTIIDOI
IFOR'JIEROHIOITOIDEEAJIDOI

```

```

        IFOR'L'FFOM'OITOTJR[2}IDOi
                            (D'CF'DUHMYS{0,L}&(DIOFIES[DE{1I-N&L];
    ```

```

IIFI EDET(BIGRAD)
'THEN'
'8EGIN'
'C!
REDUCES THE EIGRADIENT TO FIND THE SUBMRESULTANT
AHD SO THE GEEATEST COHMON DIVISOR
'C'
'bOOLIRUNGITRUE!OERUALGTFALSEII
*WHILEERUNIDOI
'8EGINI
'PCLY:DYRM!
TGFI IUPRIBIGRAO=Z
'THEN'
RUN\&TFALSETiDTRH\&DET(BIGRAD):
(EDTRMIEQUAL*ITRUEIJ
'ELSE'
INNER(BIGRAD):DTRM+NET(BIGRAD):
(NOTIEOTRMIRUNGIFAISEIS
IEII
BENOI:
SUARES(BIGRAC,A"B):
FACTCR\&DET(BICRAD);
(EOUALIFACTOR+A);
'CI RENGVS CONTEIGT OF FACTOR IC'
DF(DFACIFACTORJ:ZEROAFITRUE:;
'FOE'I'FGO!:CITO'DFACIGI'DO'
AREGIF.'
PIOFICHECKF[0:O,0:DFAC[2]]'REAL';
(PIOF!CHECK){O,I+(DIOFIFACTOR)[I,I;

```
```

                    CHFCK+%CHECK:
                    GNOT'ECHECXI:ZEROAICGNTA&CHECKIZEROAGIFALSEI
                                    ICONTA&GCD(CONTA,CHECK))
                    CNCl:
            FACTOR+FACTOK/COLATA
            'ENO!
        'ELSE'
            IC' COLIOR FACTOR IS UNITY IC'
            (PIOF'fAGFOK)(0,01+1.0
            IFII
        'ELSE'
            FACTOR+(OIM=0|AIGCD1(A,B))
        'E!1;
    (DIV=2IFACTORITIMESICOHTENT):
    (ChIVAF(FACTOR)):
    DF(DFAC,FACTCR):
    FACTORITIMES:(1.0/(PIOFTFACTOR)[OFAC[3];DFAC[&]])
    |F':
%FACTOR
IENDI:
iPROC'LCKC=([,]'PCLY'%.'INT'R)'POLY':
Cl
FinOS tHE LEAST COmNDi, HULTIFLE GF a cOLUmN r OF a matrix K
ici
IBEGIN:
IfNPIN+1'GP\&IK;N\&?IUPEIK;
!POLY'LCF;A:
IBOOL'STRTHIFALSE':
igORIIITCINIDOI
GEGIN'
IFEL STRT
'ThEP.!
'IF' 'NCT'EK[IOK
TTHEN'
A+LC:\#*K\!;R9:
LCN+A/GCD(LCH,K{I,RJ):
(INCT'EAIPES("ERROR If CALULATING THE LCM"))
'f!'
'ELSE'
(!NOT'EK[I,RIILCMHK[I;R]:STRT+ITRUEI)
1F!1
'Ekg':
LCM
IENDI;

```

\section*{APPENDIX B}

\section*{PROGRAM LISTINGS}

```

C'
OIVIDES THE PIYOTAL CELUHI TO TAKE THE PIVGT HOHIC OVER R[S.zJ
<f r[zgts]
!c'
i EEGIL,I

```

```

!REAL'CONST:
!BOOL'RULGTTRUE':
IDEGIE:
DF(DOK[FOF];:

```

```

GgOz'giteln'EO'
FOST!I,RJ'TINES'(1.0/COL:ST):
IFOR'IIFRCRIFITOIMINDI

```

```

ic:'
DIVIOES COLUHN R TO HMkE Pivot mOlIc
ici
GEND':

```

```

C'
FIHGS THE DOLYHOMIAL GF LEzST DEGREE Al:D l!OVES it TO POSITION (ROR)
!c'
inEGI:I

```

```

IDEG!E:

```
```

ZFRO+'TRUE';CHAKGF*'FALSE':
IFOK'I'FROR!'EITOIA'OG:
'FORIJ'FEORINITOIN'EO'
'EEGIN'
'FOLY'A+K\I.JJ;
DF(D;A);
IFI MNOTIEN
'FHFF' ZERO

```

```

                    I!+I:JJ+J:ZFRO+IFALSE!
            'ELSF' FAT'ANJIDE{j<NI
            \THEN: DY*D[1]:DG*DE5]:II*IjJJ*J
            IELSFI RATIANDIC[IJ=DI'ANDIDESI<DG
            TTHEN' DG*G[5j:II*I!JJ*j
            'ELSF' INOYIRAT 'AVD' D[3]&D{4]<DG
    ```

```

            IELSFI INOT'RAT 'AND' D[JIND[G]#DG IAKD' D{{]<DI
            ITHEN'. DI+C[19:II+I:JJ*J
            'FI!
            'EKOI;
    'C!
FINSTLY SEAPCHFS THE SUROI:ATRIX FOR THE FIRST KONOZERO ELEMENT
THEN COHTIHUES FRORG THFEE TO SEARCH FOR THF NOHmZERO ELEMENT
OF LEAST OEGREE AT POSITIPIH (II,NJ)
IF THERE ARE NO NGN-ZEKO ELE!PELTS THE BOOG ZERO WILL REMAIN PRUE
ic'
IIFI II\#R
ITHENI
\{:NG'PCLY'A+K[II;J:KEIIFI+KER,J;KIR;J+AI

```

```

    CHAFGE&ITPUE'
    if1':
IC: INTERCHANGES ROWSIII,FI ICI
IF!J」\#K
ITHEF:'

```


```

        CHARGEGITRUE'.
    |F'
!Cl
INTERCHANGES COLUMHS JJ,F
AFD NAS BGVED ELEIENT OF LEAST DEGREE TO POSITION (R,R)
ic!
IEND:
IPROCIGAUSS=(IREFI[,JIPGLYIK,PRE,POST,IINTIR):
ic!
CARRIES OUT ONE FULL STEP OF GAUSSIAN ELIHINATION
ic:
IKEGIli!
IPOLYIDIV\&K[R,R],Q:
IIN+'!:\&1'UPR'K';H*2'[TPE'K,I',J!

```

```

IDEG'D:
I\&R:J4R+i;

```

```

(J=\mp@subsup{R}{}{\prime}}\mathrm{ {ND'I>N:|RUH+IFALSE');
IWHILEIRU!'DO:
GGEGIN'
(J)|J|!+F+q:J\&RY:
IFEIINOTIEK[IOJ]

```
```

    1/FIDEGFR:
    'THEN'
                'VOLYIP7:
            fF(G;PIV):
            PICF'PZC[O:O,O:D{5]J'REAL':
            'FCK'JJ:FEGN!GITOINE5IIDOI
    ```

```

            'gF'I=R
            BTIEEF!
                !FOf:II'TOINIDO"
                    p\capSFEII,NJITIHFSUPZ:
                    !FOR!II'FKOH!R'FOIM'DO!
                                    KIII"JJITII:ESIPZ
                    'C: HULTIPLIES COLURN J BY PZ IC'
            'ElSE!
                    !EnP'JJ'TOMIDOI
                        PEE[I:'JJJITIIIESIPE:
                    IFOK!JJIFROIIR:TOINIDOI
                        K[IIJJIITIIIESIPZ
                        MULTIPLIES ROW I GYPZ: 'CO
    ```
            'F:'
        'FI':
        Q+i!IIJJ/PIV:
        IIFIINITIER
        'THEN'

            TTHEH!
                    IFORIII:TOINIDO:
                        POSFEII,JJIMINUSI,(Q*DOSTEII:RJ):
                    'FOR!IT'FROHIR+MTTOINPDOI
                                KEII:JIIIJINUS(OwKIIIMRI)
                    'C' SUETRACTS Q TIMES COLUHIN R FROM COLUMNJ IC
                'ELSE'
                    'FOK! 」J'TO'AIDO!
                        PRE[ITJJJ'I!!HUS! (Q*PREER, JJJ):
                    ! FOR! jJ'FROII!R-IITO'NIDOI
                        Kfl, JJJI!:I! US: (Q*KlR,JJ)
                    IC: SURTRAETS O TIHES ROW R FROH ROW I ICI
                1F!':
            LSTDEG (K, FRF,ROST,R,ZERO,CHANGFJ;


                        (I=PIJIPLUS:III'PLUS'ij)
    'ELSE'
            HOREM\&IFALSE'; (IERPJPLUSIqIIIDLUSiq)
        'FI:
    'ELSE'
            (IERINIPLUSIAIIIPLUs'91
    'FII!

    (J=R'AHI'I >MI: HOREMIFUN+IFALSEI

                                    DEGEH*'TRUETIRATHITEUE')
    'EHDI:
MONIC(K;P(:ST,E)
IEND:
IPROCIFACCHECK=(IRFFIE, IIPCLYOK,PCSTAIINTARIIREFIIBOOLIFACTORSI
ICI
    CHECKS WHETHER THE DIVET IS A FACTOR OF THE REIAIYING SUBGMATRIX
```

|C
IREGINI

```

```

FACTCK+1PRUEI:
IDOLY'FAC+K{R,RJ;
'FOR'I'FROH'R゙9'THOP'WHILE'FACTORIDN'
IFORIJ'FEOI'IO-1'TO'I'INILE'FSGFORIDOI.
-EEGI:'
POCLY'A*K[!;J]:
'IFI INOT'EA
'7HEM'
BEGING
PPGLYIO\&A/FAC;
IIE: INOTIEA
1FHE!: FACPOR+IFALSET:JJ+J
'FI'
'EHD'
1FII
'END';
IIF! INOTIFACTOR
ITHEII'
'FQRIIITOIMENOI K[I,RJIDLUSIKEI,JJJ:
'FCRIIITOIGINOL OCSTIIORIIFLUSTPOSTEIOJj`
1F1'
IG' IF RENAINDER\#O AND COLJJTOCOLR 'CI
IENDI:
IPROCISHITHFOFM=(IPEFI[,ITDOLY'K,PRE,POST):
iREGIN:
|NTI|\&{'UPEIK:O\&2IUPEIK,ORD\&(MSNIN|MS:S
IROQL'FACTOR,FESTRTHITRUEI,CHANGE;ZERO:
RST: 'FGRIRITGIORO'DQI
'BEGIN'
FACTOR\&!falSEI;
'WHILE'IHOTIFACTOR'DGI
GEGIN!
LSTLEG(F:OPRE,PCST,R,ZERO,CHANGEJ:
(ZE\&NlIGUTOIXIT):
GAUSS(K,PRE,DOST:R):
(RATIAND!RESTKTIRESTRTHFALSE':IGCYOIRST):
FACCHECK(K,POST,R,FACPOR)
'Elio'
'ENDI:
XIT: (RATIPRC("z",37):PRS("FULL DOLYHOMIAL EQUIVALENCE NOT FOUND"I!
PRC("En,37);NL(3))
iEND:
IPROC'DETE({,GIPOLY'K)IPALY':
IC.I
FINDS THE DETERMINANT G:S A POLYNOHIAL MATRIX BY EXPAHSION ALONG THE
FIRST ROW AIGD RECURSIOM FGR LOUER ORDER DETERNINANTS
ic'
imegini
!1HTYMGIIPGOK:
iPOLYIOTRI:
DIOF!DTRH+[0:0,0:O]'REAL':
(PIOFIDTRI!)[0,0]+0.0;
iREALIS:GF+I.N:
|;F! N>2
ithes!.

```
```

        IFCRIITONNDOI
            IEEf;!:!
            {9:F-i;":4-í'poLy'SL:
            ITE!•I=1
            |TEN|
            'ELSFI
                    PHEN:
                            IFLSE:
    ```



```

    1F!';
                                    (INOT'EKG1.ITIINTGIIPLUSI(K{1,IJ*DFT(SL)*SIGN)):
                                    SIGN+mSIGi&
                                    IEND:
    ELSF: N=?
ITHEK: DTRH+K{9,9]
IFLSE! JTRM+K[q,1]*K[2,2]=K[i,Z]*K[2.9]
IFI':
MDTRO:
IENDI:
IPROC'IN!GER=(IREF'[G]'DOLY'K):
IC!
FINDS THE INHER SQUARE OF A MAFRIX
ICI
ingGINI
|AN'A\&IUFBIK;

```

```

K+INR
|END!;

```
```

IDRIC'SUBRES=(IREFIE,IIPOLY'K''POLY'A,B):'

```
IDRIC'SUBRES=(IREFIE,IIPOLY'K''POLY'A,B):'
fc!
    FINDS THE SUBRESULTANT OF THE BIGRADIEHT MATRIX USED IN FINDING fHE
    SREATEST GOMITON DIVISOR
C'
BEGINI
IDES'DA;OE;OF(DA,A):DF(DS;R):
I!NT'N+IUPEIK,NN+(DA[1]+OR[1]-N2:/12;
[1:N,1:NJIPOLY'S8RS+K:
ipoly's:
piOF!S+[D:1,0:01'rEAG':
(PIOFIS)[,0]+(0,0,1.0):
|F! (DE[-1]-NN)>0
ITHEN'
            SBRS[DA[1]-NN,N]&A:
```



```
                        SBRS{I,N!*S*SERS[I+I,NJ)
if1!;
IIEI(DA[I]-NN)>0
iTHEN!.
            SBRS[DS[1]-NLT+1,N]+E;
```



```
                                    S8RS[!,f]*S*SERS[I-1,1:g)
if!';
K+S8%S
IENO!;
IDRJCIVAR=(1FEFIIDOLYIA):
ic!
```

```
    GHANGES THE YARIAELES UF A FCIYIHPIIAL AROLYD S TO 2 & 2 TO S
IC
IBEGiM!
IDES'DIDF(D,A):
IDOLY'E:
PICF'E+[0:D[2]:O:D[1]]1REA!';
IFOR'LIFRONIOITGJD[IJ'NCI
    (PICF'E)!:LJ*(P'OF'A){L.!:
A&8
IENO';
IPROC'VARCH=('REFI{;J'POLYIK):
IC!
    CHANGES THE VAGIABLES GE A PCLYNOHIAL.AATRIX
|C
IREGINI
IIBT'H*GIUPE'K**N&2IUPBIK:
IFORIIIFOIMIDS:
    IFORIJTTEINIDOI
        VAR(KII,JI).
IEND':
IPROCIGCDA=(IPOLY'AT,EI)IROLYI:
ICl
    FINDS THE GREATEST ROMFON OIVISOR OF TWO POLYNUMIALS IN ONE
    VARIABLE USING BLAN<IHSHIPS ALECEITHY
C!
IGEGINI
|POLY:A&A\,E&5%1Q:'
IDEG{DA:EE:
IWHILEI IROYIEA IANDI IHOTIEB IDEI.
    |GEGIN!
    DF(OA,A):OF(DB,E):
    Q&(DA{!]<OB{!]{B/A!A/E)
    IENO1:
(EAIE|A)
IENO!:
IPREC'GCD=('POLYIA1;BI)'PrILYI:
!C!
    FINDS THE GEEATEST COHMOH OIVISOR OF TWO POLYNOMIALS USING THE
    SYLVESTER FATRIX OR GIGEADIENT
ic'
IREG\Ni
IPOLY'A&AT, E&E1:
IDEG!DA:DE,DFAC:DF(DA,A):DF(DQ:E):-
IINTICIM+{DA[{]+DA[2]+DE[1]+DE{2]=010
                                    1:DA[2]+0B[2]=01ARD'DA{1]+DB[1]>017
                        1:CA[{]+OB[9]EO!A&D'DA[2]*DE[21>01312):
'BOOL'CH*IFALSE':
(DIU=3!VAR(A);VAR(A):DF(DA,A):DF(DE,B);CH&ITR|E':DIM=1):
IPOLY!FACTORICGNTENT,CHECK,CONTA,COITTB"OUMHY;
IIF!EAIGR!EB
ITHEN:1
                            'C' GREATEST GO:AMON DIVIECR IS ZERO ICI
                            'CLEAEIFACTOR
'ELSE'
    IIFI DIV:=2
    'THEK!
```



```
ICLEARIFIGRAE:
'C'
    EEMOVECCOTENT CF A & O AHO FIND GCD(COHT(A);CONT(B))
'C'
IgOCL'ZERCA+ITRHEI,TERCF+ITRUEI:
IFCEIIIFRCMIO'TCIEAIIJIED'
    'BEGINI
        DIOF'CHFCK+PO:070:!A:2JJ'REALI;
        (FIOF!CHECK)[O;J+(FIOFIA)[I"];CHECK&%CHECK;
        (IHCTTECHECKI:ZERCAICORTACCHECK:ZEFOAWHFALSE'
                                    1GO!:TA+GCD(CONTA.CHECK))
    'El:O!:
        'C',
            FINRS CONTENT OF A =CJNTA
    'C'
IFGFIIIERCNDG'TGIDEIIJ'DO'
    'bEGIN'
    PIOFICHECK+10:0;0:CBE2gG'REALI;
    (P!OF!(HECK)[O;J4(PIOF!日){I`JiCHECK+%CHECK;'
    (INCT'ECNECKI:ZEROBICONTB+CHECK:ZEFOBWIFALSE'
                                    ICONTE&GCD(COHTE,CHECK))
    'ENO+:
    'C'
            FINES CONTENT OF E =CONTB
    'C'
A+A/CONTA;DF(DA;A):
E&E/CONTE;DF(DG;R):
COLTENTHGCD(CORTA,CONTA):
Cl
    SETS UP THE RIGRADIEHT MATRIX
'c!
FFOPIITO!DBIIJIDOI
    'FOR'JIFREN101TOIDLITIDDI
        (FIOFIOUFIPY+IO&G,O:DAE2IJIREAL')
        IFOEILIFRUMIOITCTDAE2GIDNi
                            (D'OF'DUPMYG [O,L]+(PIOFIA)[DA[1]-J,L]:
        E{GRAD[I,I+J!e%OURMY):
    IFEFIITOMDATIJIDDI
    'FORTJIFRCHIOITCIDECIJIDOI
        {FICF'OURKYY&0:0.0:DE[2JJIREAL';
        IFCRILIFROM'CITOFDE[2]IDOI
                            (F!GF'DUIMY)[O.L]+(DIOFILS[DR[1]-J.LJ:
        EIGRAO[DE[{]+I.J%I+DA[{]+I]+KDUMAYY:
    IF! EDET(EIGFAB)
    'YHEN!
        !gegIN'
        'C'
        REDUCES THE BIGRADIENT TO FIND THE SUBERESULTANT
        AMD SO THE GREATEST COMMON BIVISOR
    'C'
    !gOOL'RUNHITRUEI,EQUALGIFALSEI;
    'WHILE!aUNIDOI
            'EEGIM'
            'FOLYIDTRM:
            'IFI 'UPGIBIGRADEZ
            'THEN!
                FUFH&1FALSETIDTRMODET(BICRAD):
                (EDTRHIEQUAL*'TRUEIj
            'gLSE'
                INHER(EIGRAD);OTRM—DET(EIGRAD):
                ('AgT'entplilRUH!bfalsel)
```

```
                    IEI'
                    'EASI:
                SUROES(EICLAD,A%E):
                FACTOKHDET(AIGKAF:):
                (EOUALIFACTSR&R):
                'C' REHOMF COHTF:'T CF FACTOF ICI
                CF(GFAC.FACTOF):二口斤口A&ITRUEI:
                'FOk!g'FKC!'OITO'DFAC!{!'DO!
                    IPEGI!.
                    D:GF'RHECKW[O:O,G:DFAC[2JJIREAL':
                    (FICFICHECK){A,J世(FIOFIFAGTOR)!I,]:
                    CHECK&NCHECK:
                    (TKOTICCHECKI:ZEROAICONTA&CHECKIZEROA&IFALSEI
                                    ICOHTAGGCO(CONTA,CHECK))
                    'ENG':
                            FACTOR&FACYCR/CORTA
                'E|O'
            'else'.
                IC' CCRHON FACTOF IS UIIITY 'C:
                    (PIOFIFACTOR)EC;CI+1.O
            'FI'
        'FLSE'
            F&CTOR+(DIM=O{A|GCDA(A,D))
        1:E1!;
        CDIF=2|FLCTORITIFESICOHTENT);
        (CH|VAR\FACTOF\):
        DF(BFAC,BACFORD:
        FACTGFITINESI(1.,O/(FINFIFACTCR\IDFAC{3J,BFACL4JJ)
IFI':
XFACTOR
IENO!
IPRDCISSIITK=(IFEFI[,JIFOLY:K):
IC!
    HAIN PKOCEQUKE TO FINO THE SHITH FCRM OF AN INPUTTED POLYNOMIAL
    MATRIX K OF DIHEHSIOPS HWN
ici
irEGIN:
```



```
[1:Y,1:N]'PQLYIK\+K;K?+K,K3+K!
```



```
!1:N,I:EI'POLYIPCST,PGSTI;'CLEARIPOSTY
IDOLY'UEIT:
(DIOFIUNIT)EC,OI+4.0:
IFOR'ITTOIN'OC! PEE[I:IJ&|NIT:
IFOR'IITOIMIDCI PEST[IIIG&UNIT;
PRE{+FRE;PCSTY+POST;
VARCH(KM);
IROJL'RATW'FAI.SEI:
SNIIHHFORT:(K,FFE,POST):
|FF'RAT
ITHEM:
        'BEGIMI
        PRS("PEEMMLLTIPLYING FQLIVALENCE MATRIX"):PRC("mN1,34):
        PRINTPCLYMX(DFE);
    ! PRS(NDEFRRFIINANT(ORE)");PRC("=N,16):
        PRINTP(ILY(DEP(DRE)); POC("+N,GOJ:ML(1):
        PRS("P{IST-IVLLTIPLYI!GG EQUIVALEFCE UATEIX'):PRC("=",35);
        PKIGTPOLVMA(FOST):
        FRS("DETEFMI!ANT(DOST)"):PRC("-*",97):;
        FRIGTPOLY(DET(FOST)S:PRC("+%"602);HL(1):
```

```
    PRS("SHITK fOHM (UER R[z]{S!"):PRC("=n,23):
    FFINTPOLYRX(K):
    FES("PAE * K * P(ST"):PRC("m",!4):
    K3+FEE*KẼ*POST:
    FFINTPCLYMX(K3):
    HL(C):PRC("m",33::FRS("SEAFGI: FOR SPITh FORI OVER R[Z,S]");
    FRC("-", ミ3);HL(2;:
    RAT+'FALSE!;
    SHITFFGRM(FG,FRE1,PEST1):
    \becauseASCH(FRFI):VARCH(FGFT1):VIRCH(K1):
    FFS("PRE-I;ULTIPLYING EQLINALENCE NATRIXF;;PRC("-n:,34);
    FRINTPGLVRX(PFEI):
    PRS("DETTRM!NANT(DRE)N):PRC("-N,16)!
```



```
    PRS("PCSTOFULTIFLYIGG EGUIYALELGCE YATRIX");PRC("m"35):
    PRILTPOCYMN(DCSTG):
    PRS("CETEDRIGANT(EOST)"):PRC(N-N:^7):
    PRIKTEOLY(DET(POST{));PRC("+",60):NL(1);
    igfi RAT
    'THEE'
    PKS("SMITH FOKH OVEF R[SJ[Z]ng;PRC(N=n,23)
    'elSE'
    PRS("CORUECT SMITH FORN GVER R[S,ZJ"):PRC("m:O,30)
    'F!1:
    FRIITPPCLYHX(KI);
    PRS("DRE * K* POSTM):PRC("-n,q4)j
    K3+PRE9*K:?*POSTM:
    FRINTPOLYMS(<<3):
    IFIfAT
    'THEK!
                IFCEIIITOSORD'EOI KEI,II+GCD(KIIOII,KI[I,IJ):
                PRS("CALCULATED SHITH FORM OVER E[S;2jM):PRC(##M,33):
                PRIFTPOL:YMXCK)
    TFII
    'EkO'
ielse'
```



```
    HRI!:TPOLYNX(DDE):
    PRS("DETFRHINANT(SKE)"):PRC("=",96):
    PRIETPOLV(PET(PRF.));PRC("*",6O2:HL(1):
    PRS("PCST-HULTIPLYIFG ECUIVALENCE MATRIXN);PRC("m",35);
    PRII:TPOLVRIX(PGST):
    FRS("DETERNIMANT(PUST)"):PRC{"=";971:
```




```
    PRINTPOLYMX(K)!
    K3+PRE*K2*FOST,
    PRS("PRE* K POSTM);PRC("m",q4.:
    PRIL:TPOLVMX(K3S
IFI'
IEND':
idgOC'&ul:SMITH='VOIDI:
'C'
    RHINS THE SI:JTH FORI: ALGORITHS
     REAOIIGGH THE INITTAL FOLYHEHIAL MATRIX K
ic'
IbEGgR:
inNTMEOH:
ic:
    2EAD IK THE POLYNDMIAL MATFIX K
```

```
IC:
READ((r)!:)):
[1:H,1&&JIPCLY'R:
REAUPCLY:Z(K);
```



```
SO(i\Xi):FRC("SSSSS PM M. i T HHH|H fAA4A"):
```



```
SD(13):PRS("SSSSS N NI!! T H H A Au):
```




```
PRI\TPRLYFX(K):
SNITP(k);
NI.(5):PRC("&",00);FR(.("S",大0)
'FMS':
```


## APPENDIX C

## PROGRAM LISTINGS

```
IPROCIGCD=('POLY:Aq,E1)'P:1Y':
Cl
```



```
    SYLUESTEA :AATRIX OR EIGFASIE!:T
ic!
imEGIHI
iPOLYTA+AT,E+F:9;
IDEGIDA;DR,DF:C:DF(DA;A):CF(DI.; ह):
IfNT'DI!+(UA[1]+DA[2]=0'ffl0E[1]+DE{2]=010
                                    1:OA[2]+DE[2]=0'AI:D'DA[{];DE[9]>O19
                                    1:כA[1]+DE[1j=0'ALO'DA[2]+OA{2]>0ि13!2):
igOOL'ch+'False':
(DIM=3IVAR(A):VAR(B);DF(OA,A):DF(OS,Ej:CH&TTR!IE':DIH={);
```



```
ICLEARIBIGKAD:
IPOLYPFACTOR, EONTENT,CHECK,CCUTA,COMTE, DUMMY:
iffiealorife
TTHEN!
    ICl GREATEST COMIOR DIVISOR IS zERO IC'
    icleafifactor
'ELSE'
    1IFI 01!40
    'THEN'
        |F! DIM=2
        'THEN'
            C'
                REIIUVE CONTENT OF A & E AND FIND GCD(CONT(A).CONT(B):
                    C
                            'E\capOL'7FROL+1TFUEIFZERORHITRUEI:
                    'FOR'IIFKNHIOITOIDAEIJIDCI
                    'agul!:1
                            PIOFICHECK+[O:O,DIDAL?]jIGEAL'&
                            (DIUFICHECK)[O,]+(P'OFIA)PI,I:CHECK+NCHECK:
                            (IHCTIECHFCKIGZERGAICONTAMCHECKIZERDAGIFALSEI
                                    ICONTA&GCD(COHTA,GHECK))
                    'EnDI:
                            C'
                                    FINDS CONTENT OF A =CONTA
                            'c'
                'FOR'IGFROHIDITOIDE[IIIDGI
                        i REGIM:
                            PIOF'GHECK&[O:O.DIDE[2]JIREALI:
                        (FIGFICHECK)(O,IH(DIOFIB)EI,I:CHECK+NCHECK:
                                    (1HOTIECHECKIIZEROBICONTE&CHECKIZEROB&IFALSEI
                                    ICONTBGGCD(CONTB,CHECK)%
                                    'ENCI;
                            'C'
                                    FI:&S CORTENT OF B =COHTB
                            IC!
                            AHA/CONTA;DF(BAIA):
                                \square&B/CONTE;DF(C&;C):
                            CONTENTGGEN(COHTA,CO:TES
            |F!!
            GFDEIIITORDEPGIDOOI
                                    'FOR'J'FRCHIOITD'OAEIJIDOI
                                    CPIGF'gMMAY&[O:0%O:DA[2]J'REAGI:
                                    1FER'LFRO!:VOSTOIDAEZgINOI
                                    (F'OF'D(PMY):O,L}&(DIOFIA)[DA{1J-J,LJ:
                                    3\GKdO[{.I+J]m%DUNMY):'
```







```
                                    B!GFAJ!DE[9]+I,J-I+bA[9]+9}+%[UF!(y);
        'c'
            SETS UF THE EIGRGDIE:T 1:OTEIX
        C'
        'IF' EDFT(EIGRAO)
        'THEA'
            'EEG!お品
            'BOGLTAUN&TTRILE',EOUAL*'FALSEI:
            'WHILEIRUNINOI
                BEGIN!
                -DOLYIDTRII:
                |FI HJPGIEIGRAD=2
                TMEF:
                    RUH&'FALSE':DTRMADET(BIGRAD):
                    (EDTRMIEQUALH'TRUEI;
                'ELSE'
                    INRER(EIGRAD):DTRM&DET(EIGRAD):
                    ('HGTIEGTRMMRUNAGFAI.SEI)
                IFI!:
                'ENDI:
            SURRES(BIGRAD,AOS):
            FACTORCDET(FIGFAOS:
            (ENUAG/FACTOR+G)
            'C'
                    PEDUCES THE EIGPADIENT' TO FIND THE SUBORESULTANT
                    AND SO THE GREATEST COHMON DIVISOR
            'C'
            'EMD'
        'ELSE'
            IC' COMION FACTOR IS UMITY 'C'
            PIOFIFACTGR&IG:O,C:OJIREAL':GDIOFIFACTDRS[0,0J+1.0
    'F!'
        'FLSE'
            FACTOR+(DA[9]+DA(2]=01A18)
        'fi';
        (DIMER|FACTORITIMES'CONPENT):
        (CH|NAR(FACTORJ):
        DF(DFAC,FACTOR):
        HONICIFACTOR
ifi!:
%FACTOR
IENDI:
IPROCISEAFCHCOMB=('I!YTN,R)I,J'IMTI:
ic:
    evaluates all the comginatiofis of Q elements froh a elements
    IN A SET CRDEP STARTIIG WITH (9,2,....'OR)
    AND EIUISHING WITH (N-2+M;N-R+2,.....N(H)
ig
megini
INTINCOI:+1,RFAC+1"CCOUNT+0;DH!RMY:
FFORIIITOIRIOS' (EFASITIHESII:ICOMITIMES'(H-i*I)):
NCOHकHCOMI/IRFAC;
[9:NCON-G!:R]'INTILIST:ICLEARILIST:
[q:RJI!NTCGM:
IFORIIITOIRIDOI COH[JJ+I;
```

List(9:]+COH:

'EEGI:.
'Ifi Coneñen
' YHE::

COMER-COUT:TIPLHS'?



COUST+0
'RLSF'
comrrjiplissi:
1.51!:
LISTEI,jecOM
'END':
LIS
IEND!:

ic.
EINDS the detefminante of all. the $n+1$ Th order hinors by expansiol
ALONG THE EIRST ROU AIU USE CF THE DREVICUSLY CALCULATED
OETERIIINAHTS OF ALI THE $:$ :H ORDER HIHORS
ici
TBEGINi

H+2'liPEIRM,R,CIIIIJJ:
isooltaun:
!T:NIIILTIROW,COL:
ipobyiaj
hrealisiglioigo;
IFORIITOMARIBOI

- EEGIN!
'6'
COHSIDEK THE MIHGR CORFESPONOING TO THE I TH SET
OF RDWS AHO THE $J$ TH SET GF COLUMHS
EXPAND ALONG TIIE FIRST ROW OF THE MINOR USIMA THE
LOLER ORDER RIMORS DEFIRED BY RNOCH,MINN
'c'
'clearla;
S G Gr+1.0:

RUNGTTRLEI:
'FGRIMITOANRIWHILEIFUNIDO:
'C' FINO THF COREESPONSIHG ROW SET ICI

- FOFILTOMN+1!DE!
'BEGY('
CbCN15J.L.
CL=1!COL+CN9 [J. こ: :\#~1!
1:L=N+1|CCLゃC:1[J,9iN]

FUNG19EUF!:
'FER':ITCIMC'UAILE'RUAIDOI
'C' EIHD THE CORRESPOIDING COLUHN SET IC'


SION+OSIGN
'ER:D';

```
1!:%19[1,年]+A
```

    'ERD'
    iEND:
iPROCISAITH=(IREFIf, J'DGLVIR: :
ic ${ }^{\prime}$
MAIE PEOCEDUFE TC FIHG THE OETERMIIAHTAL DIVISGRS OF A
DOLYNOIIAL MATGIX $K$ UF IVMESSIORS H*N
ici
ibegin!

1800L'FAKK+ITRUEI:


(9: Y, 1: Jg'PCLYIK1:'CLEARIK1:
iPOLYIDETFAC, DETFACE;'CLEAR'PFTFAC:
PIOFIDETFACR\&T0:0,0:0] PEEAL': (P'DFIDETFACR][0:0]+1.0:
1 c 1
INITIALIZE RNY:CNY:M:NHY AS IST ORDER HIMORS DF K
ici
MINNG 4 K
RN1+[1:M,1:1]!INT:
IFORIIIYOIMIDOI PNA[I,1]+I:
CNqGITiN.q:IJIINT:
IFORIITOINDDOI CNTCI:1I+I:
IFORIRITOIORDIWHILE'RANKIDD'
EEGINI
'ROOLUNITEIFALSEI,ZEROCTTRUEI
RINNAMIERG:
RN+RHI;CN+CNT:
1FIR\#9
TYHEHI
RHI SEARCHCOME (A;R):
Cin 1 -SEARCHCOME (H, K$)$ :

OTRHCRN,CN,RNG, CNI, IIINH:K,HINHIS
ifil:
ROW+9!UPRIMINNI:
COLCR'UPFIMINN1;
IFORIIITOIROWIWHILEIMNTIURITISOI
'FORIJIGICOL'KHILEDNOTIUATTIDOS
'BEGIN'
'IFI INOTIZERO
'THEN'

(1)UPE'PIUF'DETFAC=OIANDI ZUPEIPIOFIDETFAC=O

HNN(T+TRUEI)
'else'.
(INOTIEHIHAMII"JJIDETFACHIINHIEI,JJ:ZERO+IFALSEI)
'FI'
'END':
'IFI ZERO
'THER'
RANK+! FALSE1:


## 'ElSE'

'if' InOTIMA:
'THEN'
'FORIITTOIROLISOI
'FOR'JITCICOLIDOT

```
            'C' REMÖ%F THE R TH RRUER DETEkHIHANTAL DIVISOR 'C
                    DETFACRITIHES'SETFAC
            1FI':
            MHC:ICIDETFAC;'IUNIIC'DETFACI::
            DEC("-".9);PRS!("DRNER=", K2;DRC("-n"9):
            NL(I):PRS("nETERYIKinNTALC DIVISOR");PRC("En,29);
            PRI:TPOLY(DETFACR);
            #L(E):PRS("IHVARIA!:T POLY:OOMTAL"):ORC("=#,20):
            FRI::TPOLY(OETFAC);PKC(!-",GG);NL(3):
            K{{n.R]4DETFAC
        1.FI'
        'EMDI:
K*Kg
IEND!:
```

```
IPROC'RUNSNITH='VOID':
```

IPROC'RUNSNITH='VOID':
ICl
ICl
RUNS THE SN:ITH EORM ALGORITHM
READIliG IH THE IHITIAG POLVNOMIAL HATEIX K.OF DIMEHSIONS M\&H
`'
GEGON:
iINT!Hal:;
C'!
READ IN THE POLYNGMIAL MATKIX K
Ic!
READ((MOF)):
{!\&M,1:NJIPOLVIK:
REAOPOLYHX(K);
SP(96)!PRS("SSSSS M . M \II PTTTT H .H"):;

```

```

SP(96):PRS("SSSSS M M M ! T HHNHN"\#%:
SP(96)iPRS(" S M M M 1 TM, H
SP(96)IDRS(!SSSSS M. M III T H H"j\vdots:
NL(3);PRC("=n,25):PRS(nIHITIAL POIYEOMIAL NAYRIX"):PRC(NEn,25):
NL(2):PRSI("NO.DF ROWS=",M):
PRSIC"NO CF COLS=NIN%:
PRSI("MAX POSSIBLE RAHK=!!(H<H!\II!)):HL(2):.
PRINTPGLYEX(K):
SMITH(K):
NL゙(5);DRC("S",60)
IENDI:
Ni.(9)
IENDI

```

```

\#;HEADDOLYMX,NL,SP,DRC;OPRS;DRSI;DRINTPOLY,FRIHTPOLYMX,IMONICI,D
IH:ER,SUBRES,VAR,GGD,SEARCHCOMSOJTRH,SIATTH,RUHSMITH
ifgNsHi

```

\section*{APPENDIX D}

\section*{PROGRAM LISTINGS}

MMODE'IDEGE[9:8jIINT':
IDOLY'DUEFY:
1DEGID9:
ibOOL'RAT+'FALSEI;
IDRJCTDF=('REFI'DEGID;'f(GLY'\&):
If. fithos the.degree of a folymomial ici
IREGIN:
IINTIDY\&IUFEIP'OFIA, DZ +ZIUPGIPIOFIAO

PROOL' SUR \& TFUES:
- FOR'R'FRGFID9 + DZ'SY'-9'TC'LG+LZIEHILETRUNIDOI
    -GEGINI
    \(1+(R\rangle=0 \hat{1}+(2|01| R-1.2) ; j+R-1 ;\)
    'WHILE'N<EDZ'ANDISPEL'ANDIRUNIDCI

        'END:
RUK+ITRUEI:
IFOR'LIFRON:LZITCIDZILHIGETRUKIDOI

RUKGITPLEI;
IFOR'LIFRGMICZIBYI-1'TE'LZIWHILEIRUNTDO'

(LTくLBILT*LE):
© C
digje upper round of the first variaable
    D[2]= UPPER BOLND ©F THE SECCND VARIABLE
    D\{3je LONER BOUND of THE FIRST VARIAELE
    O[4]= LOWER BOUNO OF THE SECCHD VARIAELE
    D[5]iDEGJE POSITION OF THE LEAOIMG COEFFICIEHT
    O[7]= POSITION DF THE LEAOING COEFFICIENT IF RATIONAL
    D[8]= RAMGE OF THE PCLYNGYIAL COEFFICIENT IN 2 OF THE
        HIGHEST TERM IH \(S\)
ir.
\(0+\left(01 ; D 2 ; L 1 ; L_{2} ; \mathrm{I}, \mathrm{J} / \mathrm{LT}, L T=L B\right)\)
PEND1;
1OD'E=(100LY1A)'8COL':
IG, CHECKS IF A POLVNCl:IAL IS ZERO ICi...
I BEGIN:
idegidi
\(D F(D, A) i\)

iENDI:
IOPI: =(IPOLYIG)!PCLYI:
IC' TRIES THE POLYNGMIAL A IC!
IREGIN:
! pGLY'BCCAA:
IDFGID:CF(D,C):
IROSLCGL+ITRUEJ, ROW+ITKUEI:
IWILEECOLDC:
    BEGINI
    'FOEIIEPOMINTTODAIIJDOA
        (IACS'(PIOFIC)EI, O[2JI>1.0\&m61GOLHFALSEI)
```

        (D[2]=0|COL+'EALSE'):
        (cOLID[2]IMINUS!4)
    |E|OI:
    (0[ig<C|(COL+1P误):
IWHGEICCLIDC'
BEG!N!
IFCRIIEROMINITODD[I]TDO;
('AES'(DIOFIC)[I,EBLJj>:. OEmGICOL+1FALSEI):
(COLID[4j'PLUS'9):
(D[4]=C|COL+IFALSF')
'gHD':
IC', TRIIMED THE COLUMIIS IC'
IWHILEIROLIDOI
CEGIN!
IFORIJIFROMIN[4]IPOID[2gIDOI
(IAES'(FIOFIC)EE(1;-JJ>9.CROG!ROW*TFALSEI):
(D[9]=0|=OW+1FALSE'):
(ROWID[9]'N!NUSI9)
!END\:
CD[3]<OIROW*1TRUEI):
iWHIGEIEOLIDO'
'BEGIN'
IFORIJIFROMIDEGITTOIDR2JIDOI
(IAFS'(PIOFIC)[D(3j汭\9.OG-GIRDWHIFALSEI);
(ROUIDI3GIPLUSTI):
(D[3]=O|ROW\&!FALSE')
'ENDP:
IC: TRIMMED THE ROWS ICI

```

```

B
'END';
IOP''GLEARI=(IREF'IPOLY'A)\&(ICLEAR'PTOF'A):
IPROCIREDIM=(DEFI!POLY'A:IINT'D2;L2S:
ic'
RE-DIMEHSIONS A POLYNOMIAL TO ACCEPT MORE COEFFICIENTS
|c,
íagGI!'
IDEGID:
DF(B,A):
ipoly'bi
pioflg+i0:DEIj:LZ:D2J'rEAL';
ICLEAR!g;
(D'9F'B)[:O[4]:D[2]J+(P'OF'A):
P!OF!AM[CID[1];L2:D2]'REAL';
A\&B
IENDI:
IOP'/=('REFIIPOLYIA;IPOLYIB)IPOLY':
icl
GPERATUR FOR THE DIVISION of TWO POLYNONIALS A/b DELIVERING A
QLOTIEI:T POLYNOMIAL ANO ALTERRIBG POLYHOMIAL A TO \&E THE REMAINOER
|c
izegin'
IINTILCH,DEG,I,J,H"OL;
IDEALIMC:
IDEG'DA:UR,DG;
OF(DA,A):DF(DR",B):

```
```

imOOL'rllimitale';
ipGLY'O:
|IF' EA
'OR' EB
'GR' DA[9]<DR[1]
'OR' (DA[5]+EA[G]<DS[5]+DO[É] (AIOD' MNOTIRAT)
'OR' <GA[1]+DA[7]<DE[1]+DB[7]'AHD:RAT'AND:DA[8]<DE[8])
ITHEN:.
'C!. HO DIVISION FEqUIEED SO SET GEO RaA IC'
iclEARIG
IFLSEI
LCl!+BA[4;-0B[4];
(LOW>C|LOW*O):
DEG+DA[2]-08[2];
(DEG<01DEG+J):
DOA{DA[1]-UBP1],DEG,0,LON:0;0,0;0):
pIOF1Q+[0:DQ[9],DO[4]:DQ[2]]'REALT;
'cleariQ:
{RATIHGDRI1]:L+OB[7]|HtDG{51:L+DE[G]5%
!WHILEIRU:A'OR'
!BEGIN!
'CI. MAJH LOUP TO CARRY OUT THE LOHG DIVISICN IC:
A\&%A:
DF(BA,A):DF(DQ,Q):
(RATII+DA[{]:J+DA[?]!I+DA[5]:J+DA[6]S:
|F! EA
10R! I< <
IOB! (! +J<H+L!AHD'('NOTIRATIORI'RAT'ANDIDA[8|<DB(8J)))
IOR' <J<L'AND''MOTIRATS
'THEN' RUNGIFALSE'
'ELSE'
MC+(PIOF'A)[!,jJ/((PIOFIB)[H:LJ:
6DA'[2]-J<ID(2]mLIREDIH(A,DB{2]+'j-b,DA[4])!
REDIG\&Q,DQ[2]\&DB{2}PDA{2]+J=L,DQ[4]j):
(J=DA[4)<L-DE[4]'AIHDIRATIREDIH({A,DA[2];DA[4]-L+J):
REO{MSQ:DO[2]:DQ[4]+DE{4]-DA[4}-í+j:
'FOR'IIFFROMIOITOIDB[T]IDOI
IFGRIJJ'FROMIDS{5!190:OS[2g'DOI
(D'CEIA)EII+I-HodJ+JmLgtFINUS!
Mr.*(D+OFiB)[{I,JJ]:
'f' SURTRACTS MULTIPLE OF \& FROM A IC'
(P:OF'Q)[I-H,J-L\+1:C
- 'CJ FORHS THE RUOTIENT POLYNOMIAL, ic!
'FI'
'END:
iFI!:
A秋A!
20
IEND';
iOP!*=(IROLY'AZOSIPOLY':
ifi MULTIPLIES T!O POLYNOMSALS A\#B IC'
IRESIII
IDEGIDATOR;
DF(DA,A);DF(CB;D);
IPOLYIPRCO:
IIF. EAIOR'EE
ithEfy.
'CI PRODUCF IS 2Ë?O . 'GI
'clEARIDgod
iELSE!

```

```

    'clearlphod:
    'FOFII'FPOIIDA[3JITDIDA!{JIDO'
        'FOPIJ'FKOM'SAELG'TOODAERITDO'
                            'FGR'H'F
                                    'gni'l'FAOM'DE[GIITOIDB[z]IDO'
                                    (D'OF'PROD) ({+H,J*LGIPLUSI
                                    (D'CF'A)[:,J]*(DIOFIR)[H,L]
    'fI';
KPROD
IEND':
!OP'*=(IPELY'A''RREALMMC\'DOGY':
IG! NULTIPLIES A PILVNONIAL.A B" A GOHSTANT I:C IC!
IAEGgiv!
IPOLYIB+A:
IDEG'DIOF(D,E):
GFOR:IIFROM'D\3J'TO'D[1JIDN'
GFORIJIFROMID[4]'TGSDE2JIDOI
(PICEIQ)[I,JIITIMESIMC;
%B
IENC::
InD'+a(IPOLY'A"S)IPOLYI:
ICI ADOS TWO POLYNOHIALS A+E ICI
ibEGIN:
IDEG'DA:DE:
DF(DA;A);DF(DB;B);
IINTIDEGYDEEG2:LOWG,LOU2:
DEG!+(DA[1]>DA[1]1DA[1]1DB[1]):
DEG2+(DA{2I>OG(2110A[2;10F{2j);
LOW4-(DA[3]<OB[3;1DA[3]1OB[3]):
LOW2+(DA[4]<DR[4]10A[4]10B[4]):
BPOL'suF:
DIDF'SUMCILOWG:DEGG,LDNZ:DEGZG'REAL';
IclEARISUA:
IFORIIGFROMIDAPSJITOIDA[4JIDOI
'FORIJIFFOMIDA[4]ITEITA[2J'DN'
(PIOF'S|Mj[1.Jj+(P!uF!A)[I;J]:
IFORIIFROMIDE[3]ITOIDG[IGIDOI
IFORIN'FROHIDS[4]ITOIDE[2JTOOT
(PIOF'SUM)[I;J]IDLI!S'(DIOFIB)[I;,J]:
zsuy
i.ENOI:
IOPI= =(DOLYIRS!PQLY':
Ic! MONADIC Mi!us(c)
ibEgINI
!POLY':8;
IDEGIDi.
DF(D,A);
D'OFIB+[D[3]:O[9],D[4]:D[21]'REALL':
IFOR'IGEROMID{3JITODDEII'DOI

```

```

%8
IENDI:
1OP'==(IPCLY'A,B)IFOLY:

```
```

IG' suETRACTS TUO POLYEGMIALS A-B 'C'
iAEGT:I
IDEJTDA:OE;
DF(OA,A):DF(DB;B):
IINT!DEGG;DEGZ;LOMg,LOW2;
DEG{+(DA{1]>DE[1]10A[1110:3{1];:
DEG2+(DA{2]>DE{2}1DA{2.10B[3]):
LOW1+(OA[z]<DL[3]|DA[3]!DE:3]):
LOW2+(DS[4]<DI[4]|DA[4.]|O[4j):
IPOLYIOIFF:
DIOFIDIFF+ILOWI:DEGI,LOK2:DEE2JIREAL?!
iclEARIDIFF:
iFOR!IIFRCMIDAEJJITOIDASIg'DOS
IFORIJIFROMIDA[G]ITCIDA[2J'DOI
(P!OF'DIFF)[I,J]+(PIOF!A)[1吕]:
IFORIIIFRGMIOR{3]ITOIDR[IgIDOI
IFORIJIFROHIDE[4JITOIDBI2JTDO:

```

XDIFF
IENO!;
IOPIIPLUSI=(IREFI(POLYIA, IPOLY'B):(A+A+B) \(;\)
IOP'PMINUSI=(IREFIPPOL'A, IPOLYIB):(A円A-B):
IOP'ITIMES'F(IREFIBPOLY'A;IPOLYIB):(AشA由B):

IOR'ICLEARI=(IREFIT,JIPOLYIPK):
ICI CLEARS A POIYMONIAL MATRIX IC:
inEGIMi
IINTIN+IIUPBIEM,N+2'UFB'PA:
IPOLY!ZEROPOLY!!CLEARIZEROPOLY:
IFOR'IITCIMIDOI
    IFORIJTGIN!DO:
                                    PH:IfJJ + ZERQPOLY
'END:

ic: HULTIPLIES TWO POLYNBHIAL MATRICES Ci:
ínealio


If ह! 19 ant 2
ITHEN:
        IFCRIITGOMIMDO:
                        'FORIJITONZPDO:
                                    IFARIKTOINGIDOV

if: ! ;
PROD
IEND:
```

IPRIC:READPGLVMX=?'REFIP,J'PNLY'K\:
ICI IHPUTS A POLYRONIML MATEIX ICI
BEGIN:

```

```

IFOR'I'TO'M'DNI
IFOR'J'TOINISO'
BEEGIH:
IINT1DEG9,DEG2;
READ((DEG1,DFG2)):
PICEIK[IBJ]\&[O:9EG{OO;DEGFI'REAL';
READ(PIOF'K[T,NJ):
K{!,J〕\&%K{!%」}
C!
ENSURES THKT THE IHPLTTEN DOLYNOHIAL IS OF LOWEST FORM
'C'
IENDI

```
IEND:
IPRDCINLE('INTIN):(FOR'I'TOIH'DOSNEOLINE(STAND OUT)):
IDROCISP=(IGTIN): (FOR:ITOINIDOISPACE(STAND OUT)):
PRROC'PRCE(ICHARIC'I马NT'H): (IFQRII'TOIN'ODIPRINTCCJINL(I))
IPROE'ORS=(ISTRINGIS):(FRqNT(S):NL(9))
IPROC:PRIHTOOLY= (IODLYBA):
ici OUTPUTS A OOLYFOMIAL ICi
IEEGIKI
IINTIIİJJ:
(DEG!DIDF(D, A):
FBOOL'RUR T TFUEI:
II \(\sim D\{4\}\) iJJ \(+C\{4\}+4\);
IGHILEIRUH OCI
            'aEGIN!

            IFI DE3JくO IORIDE4]<0
            'THEN'
                HEGIN:

                    NL(1):SD(5):
                    'FORIGIFROMIIITO'Jj1OOI
                    OUTF(STANO OUF; S3X-2WV6XS, \(i\) ):
            NL(9):
                TFORILIFROMIDE3GITOIDITIDOI
                    OUTF(STAND OUT, FTi:(L, (PIOFi.A) [Lici:JJJ))
                - ENDI
    'ELSE'
    GUTF(STA:AD OUT,SH(QE19-1)(bH(JJwII+1)(-0..3DXEm2WVX))S;

    ifili
    (RUNIII'RLUS'5;JJIPGUS'5;HL\{2) )
    !ELGO:
NL(9)
IENC?:
IPROCIPRINTPOLYIXX(\{,JIFOLY'K):
```

IC' OUTPUTS \& POLYMOMIAL MATPIX 'C'
imEGIG!

```

```

IFORIITCIM'DO'
ggerij'toIHINE'
leggit,
1gFIIF:OTIEK[g.J.
'then'
UNTF(STAl:O OUT;SL"["?SU",n,2SV*)"3,(I,J));

```

```

            IFI'
            'END';
    NL(9):PRC("**,60);\&L(1)
IENO':
IFROCIMONIC=(IFEFI[,JIPCLYIK,ROST;'INTIR):
C!
DIVIDES THF PIVCTAL CELUH!: TG PAKE THE PIVOT MONIC OVER R[S;ZJ
OR R(Z)[S]
``
igeglmi
IINT1P\&GIUPEIK,N+ZIUPGIK,d+0:
IREAG'CONST:
!POLYHHON;AGK{R,RI:
ibOOL'RUNGTTRUE!;
IDEGIO:
DF(D,A):
(RATICONST+(FIOFIR)[D[G],D(7I]:J\&D(7I|COHST+(PIOFIA)[D[5],D[6]J):
DIOFIHOL\&(J>OIT0:O\#-J:OJIREALIICO:O.OIJI'REALI);ICLEARIPIOF'MONj
(FIOF'HON)[C,OJ]+1.O/CONST:HON+KHON:
GFORIITCINIDO:
POSTII;RIITIMESIHON:
IFORII'fROMIRITOINIDOI
K[I;RJITIMESIMON:
ICi
DIVIDES COLUMN R TO MAKE PIVOT MORIC
|C:
IEND::
iPROC'LSTDEGE(IREFIG,g'PCLY'K;PRETPGST,'INT'ROIREF'GOOL'ZERO;CHANGE):
icl
finds the polymomial cf beast degree ahd moves it to position (rir)
ic!
lagemi

```

```

|िEgo:
2ERJ*1TRUE';CKANGE+IFALSE':
IFORIIIFROMIRITOINIDOI
IEGRIJIFROMIEITOIN'DOI
IBEGINI
IPOLY'A+K[I,J]:
OF(D*A):
IIFI INOTIEA
'THEF' zERO
'THEN' D9+f(T]:DGG(RATIDET]ID[5]+D[6]):DR+0[8];
II+I:J\*J:ZENO+IFALSE:
'ELSF'. RATIAKDID[!]<01
'THEN' OTHD[19:DG*D[7]:DR+DE8J;II*!iJJ*J
'ELSF' RATIANEID[!}=DI'ARDID[T]<DG
'THEN' DG*DITI:DR*DERJ:III\&IJJ*J

```
```

                'ELSF' -RAI'ANDID[9]=DI'AL:DID[7]=DGIANOID[8]<DR
                ITHEN' DR+D[8j:II+I:JJ&J
                'ELSF' INOTIFAT 'AIIDI D[SI+D[G]<DG
    ```

```

                IELSE' 'NOTIRAT 'AI:D' D[5]+N[G]=DG IAND: D[1]<DI
                ITMEN! DI+E[IJ:II+I:JJt.j
                |F!
                    IE&D':
    IC:
firstly searches the surmiataix fof the first honezero element THEN CONTIHUES FROR THERE TO SEARCH FOR THE NOHOZERO ELEMENT OF LEAST OEGREE AT POSITIOI: (II,'JJ)
IF THEKE ARE NO NON-ZERO ELEHELTS THE BOOL ZERD WILL REMAIN TRUE ic'
!1F! 1!\#R
ITHEN!

```

```

CHALGEGTTRUEI:

```

```

ifil:
Ci llterchanges rows II:R 'C'
iIfiJJ\#R
ITHEN:

```

```

CHARGETTRUE':

```

```

ifil
ici
IHTERCHANGES COLUMAS JJ.R
Alid has moved elehent of least oegree to position (r,R) ict IENDI:
IPROCIGAUSS=(IREFI[,]IPOLYIK,PRE,POST, IINTIR)!
1 Cl
CARRIES OUT ONE FULL STEP OF GAUSSIAN ELIMYMATION
ict
ígegni
pOLY'DIV+K[R,R],Q"APZ:

```

```

IBODLICHANGE, DEGENGIFALSEI, NOREMEITRUEY, RUNGTTRUEI.
zERG:
idegioj
I $\leftarrow R: d+R$ il
( $j>V \mid I+E+1 ; J+R):$

```

```

IWHILEIRUNIDO:
'REGIHI
(J>EII世R+qiJ+RY;
'IFIINOTIEK[JidJ]
'THEN!
IIFIDEGEN
'THEN'
DF(D,PIV):
PIOFIPZ-50:0, Di4]:D[2JIIREAL':
(PIOF'PZ) [O.J+(PIOFIPIV) [D[9].J:
PZ世\% Z Z
1ffigR
'THEN!
'FOR'IITMINIDOI
positiladjeImesipz:

```
```

            !FOR'II'EKO\IRITOIM'DOI
                        K[II!JJITI!GESIPZ
                            'C' HULTIPLIES COLUMH J BY PZ 'C'
        'ELSE!
                    'FOR'JJ'TrigM100'
                        T&E[I:JJ]:TI!ESIDZ;
                            IFONIJJ'EFONIR:TOIN'DOI
                                K[IOJJJITIHESIPZ
            !C' HULTIPLIES ROW I SV DZ ICI
            'FI'
        'FII:
        O&KII;JI/PIV:
        IIFIINOTIEQ
        "FHEN'
            IFIIER
            'THEN\
                'FOR'II'TGINIDO'
                POST[II,JI.1HINUSI(Q*DOSF[II,RJ):
            IFORIII'FROHIR+1TTOIHIDOI
                        K[\XiE"J]IlIINUS!(O.W[I%NRI)
            IC: SUGTRACTS Q PIMES COLUHII R FROR COLUMN J I
            'ELSE!
                    'FORIJJITGIMIDOI
                DRE{IOJJYIn!|US!(O*PRE[R,JJ]):
            IFOKIJN'FROMIR+FTTOINIDOI
                K[I,jJ]lli!liUS!(Q*K[ROjJI)
            IC! SUBTRACFS Q TIMES ROW R FROM.ROW I ICI
        !FI!:
            LSTDEG(K,FRE,POST,R,ZERO,CHANGE):
            (CHANGEII WR:J+R+IIPIV+KIR,RI:NOREN*ITRUEI
                    ICINOTIEKEIGJ]IINREH*'FALSE'.):
                        (I=R|JIPLUSIGII:PLUS'I)
    'ELSE'
        NOREH&IFALSE';(I#RIJIPLUSIqIIIDLUSI#)
        IFI'
    'EGSE'
            (!=R|N!PLUSIqII'DLUSIq)
    IFII;
    <I=R'ANO'J>P!|J*R;T*K+1)!
    (J=R'ANDII>MI:NOREM|RUNकIFALSEI
                                    II&R;j*R+\:HEREY&ITRUEI.I
                                    DEGENWITRUEIIRATGITRUEIJ
    IENDI:
    MONIC(KGPOST,R)
'END':
IPRJCIFACCHECK=(IREFIG,J'POLYIK,POST,IINTIR,IQEFIIGOOLIFACTOR):
ic!
GHECKS WHETHER PHE PIVOT IS A FACTOR OF THE REIIAIHING SUBGMATRIX
ic'
IBEGIND
IINTIN+IIUPB'X:N\&2IUPBIK,JJ:
FACTOR+ITKUE!,
iPOLY'FAC+K{R,RT]:
IFORIIIFROMIR+1'TDIMIWHILEIFACTORIDOY
IFORIJIFROMIR+TITOIHIWHILEIFACTERTDOI
'GESIN'
1POLY'A+K[J,J];
Iffi 'NOT'ÊA
GHEN'
'bEGIN'

```
```

                    'POLY'Q+A/FAC:
                IIFI 'NOTI:A
                TTHENI FAGTOR*IFALSEV:JJ&J
                    'FI'
                    'EMD'
            'FI'
            'END':
    IIF! INOT'FACTOR
ITHEN:
GFCRIIITOININOI KE\&,RJIPLUSIKII:JJJ:
FCR'I'TOININO' POSTEI,RJ'PLUSTFOSTEI,JJJ
|FI
ICI IF REMAINDER\#U ADDVCOL IS TOCOLR 'CI
IENDI:
IDROC'S:ITHFORM=(IREFI{,IIDULY'K,PRE,POST):
ICI PROCEDURE WHIEH EJHOS THE SIIITR FORM ICI
GEGINI
IINTIM\&1|UPGIX;N\&ZIUPAIK,ORD\&IH\NIN|NS:
IGOOL'FACTOR,RESTETHITPUE',CHANGEFZERO:
RST: IFORIRITOIORNIDSI
GEGIN'
FACTCR\&IFALSE';
WHILEIINOTIFACTORIDOI
IBEGGNi
LSTOEG(KOPRE,POST,R"ZERO,CHANGEJ:
(ZE'ROIIGOTJ'XIT):
GAUSS(K,PRE,DOST,R):
(RATIANDIRESTRTIRESTRT*IFALSE'IGGOTOIRSTS:
FACGHECK(K,FOST,R,FACTOR)
IENDI

```

\section*{'END:}

``` IENDI:
IPROCIOETE GIIPOLY!K):PJLY!:
ici
FINDS THE DETERHINANT TF A POLYNOHIAL MATRIX BY EXPANSION ALONG THE.
FIRST ROW AND RECURSIOA FGR LONER OROER DETERHINANTS
ici
TREGINi
IINTIKGIUPGIK:
IPOLYIOTRA:ICLEARIOTRM:
IREAL'SIGIF1:0:
IEP: \(N>2\)
-THEH:
FFORIITOINIDOI
IREGIN:
[1:N-1:1:N-1!100:YeSL:
IIE: \(I=1\)
THEN: SLWKEZ: URZNJ
IELSF: . \(\quad \boldsymbol{i}=\mathrm{N}\)
```



```
IELSEI SLE:I:Im1〕+KEZiN:1!ImIJ;
```



```
151 \(1^{\prime}\)
```



``` SIGN世OSIGN IEND!
IELSFI
\(N=9\)
```

ITHEN: DTRHEKIT,19

IEI':
YDTRI:
1FHD1:

```
IPROC'INMER=(IREFI[,JIPOLYMK):
Cl
    FINDS the inNER SQUARE OF a !latr!X
1C:
IBEGIN!
IINTINGILPEIR:
```



```
KGINN
IEND!;
```


ici
FINOS THE SUBRESJLTANT of the bigRadiEnt MATRIX USED In finding the
GREATEST COMMON DIVISOR
ic:
IREGINI
IDEGIDA:DE:DF(DA, A):OF(DE: $A):$
IINT'N+IUPBIK;NN+CDA[1]+DR[1]-H21/12:
[IIN:IINJIPOLYISBRStK:
ipolvis:
PIOF!S+10:1.0:014REAL':
(DIOF's) $\mathrm{CO} 0 \mathrm{O}+(0,0.1 .0):$
IIF (OB[4]-NN)>0
ITHENI.
SBRS[DE[\{]-NN:N]+A:


iEI!
IfFi (DA[9]-NN)>0
ithent.

```
SBRS[DE[9]-NN+9;NI&R:
((DA[1]-HE)>{|'FÜR!I'FRONI|=SN{!]+NN+2ITOINIDOI
                        SRRS{!,|!4S*SERS[I-1,Ng)
```

IFI':
KHSBRS
'END:
IPROCIVAR=(TREF'IPULY'A):
C. 1
CHANGES THE VARIABLES DF A POLYNOMIAL AROUND S TO $2 \% 2$ TO S
1c:
ibeglifi
IDEGTDIUF(D,A):
IPOLYIR:
PIOFIB+[D[4]:D[2],0[3]:D[q]]IREAG':
IFORILIFROMIDE3ITTOIDIIINOI

$A \dot{A}$
iEND:
IPROCIVARCH=(IREFI (, g'suty'k) :
IC:

## IENDI:

```
IPROCIGCDI=\IEOLYIA1,B1JIPOLYPG
```

ir.
finds the greatest romign divisor fif two polynohials din one VARIABLE USING BLAHRIHSHIDS ALGORITHM
ici
ibegin!
IPOLYIA A A , B + A 1, R:
DDEG!DA:ODE;
IWHILEI MGOTIEA IANOI MOTIES TDOD.
'REEIN'
$D F(D A, A): D F(D B, 3):$
G+(DA[II<DE(1)IB/A/A/B)
'EHDI:
(EAIBIA)
'ENDI:

PPROC.IGCD=(IPOLY:A1,B1) PPDLYI:
Ic1
FINDS THE GREATESY COILARA DIVISOR OF TWO POLYMOHIALS USING THE
SYLUESTER MATRIX OR E:GRADIEIT
ici
BEGINT
POLYTA\&A9, B+B9;
IDEGIDA:DR, OFAC:OF(DA;A):DF(DB;B):
IINTIDIAHCDA[9]+DA[2]-OE\{1]=0\&\{2]=010
1:DA[?]+DB[2]=0)AI:D'DA[1] $28[1]>019$

iBOOL'CH+IFALSE':

IPOLYIFACTOR, COITENT, GHECK, COHTA, COHTB, DUMMY:
ifflealorieg
ITHEN:
ICi GREATEST GOMHON QIVISOR IS ZERO IC'
-CLIEARIFACTOR
'ELSE!
1.1FI D, IM=2

TTHENI
[1: DA[1]+D5[1]IFI.EX:G1:DAETI+DB[T]IFLEXIJ'POLY'bIGRADI iclearibigrad:
1 Cl
REHOVE CONTE! CH O A A AND FIND GCD(COHT(A);CONT(B))
161
' B'OOL'ZEROA HTRUE', ZERDB+ITRUEI:
-FORIIIFROHIOTOMDACIJIDOI
'BEGIN'
! PIOFTCHECK O O:0:0:DATEJGIREAL!;

(INOT!ECHECK!:ZEROAICONTAHCHECX:ZEROAWIFALSEI 1COLTA世GCD(CONTA, CHECK)).
'E日D':
161

```
        FI!ODGCOHTEUT GF : EOUTA
    'C'
```



```
    '3FG]:'
    FINF!CHFCK&PD:NOC:OB:2IG'REALI;
```



```
    (':OT'ECHEC!1:ZERDLICOI,TE+CHECX:ZEKOE+I.FALSE'
        ICOH:TO*GCD&CONTE, CHECK)%
    'EFD';
    'C!
        FINDS COMTEIT OF E ECONTB
    'C'
A&A/CONTA;DF(DA;A):
E*E/CONTB;DF(DS, ह);
CONTEHT+GCD(COHTA,COHTB):
C!
    SETS UP THE AIGRADIEIV HATRIX
IC!
FFODIITD'DBPIIMOO'
    IFORIJIFRDIIIGTTOIDAEIJIDOI
            (piJFINUI:IY4&O:0,CiDAEZJJIREAL';
            'FORILIFRON'OIPOFBAE2I'DOI
```



```
            EIGRSD[I:I+JI+皿DU!MYY):
'FOEIIITO'NAFIJ!DO:
    'FOR'JIFRGIIOITO'DAEISIDOI
            (PIOFIGURTIY#EO:O,OIDRE2JJIREAL';
            'FOE'LIFKGM'OITOTDREZJIDOI
```



```
            BIGRAD[DE[1]+I.j-1+DA[1]+19世KDUMAY):
IIFI EDET(BIGRAD)
ITHEN'
    'BEGGH:
    'C1
        REEUCES THE BIGRAOIENT TO FIND THE SUGmRESULTANT
        AHC SO THE GREATEST COHMON OIVISOR
    'C'
    'BOQL'RUM*ITRIIE',EQUALAIFALSE\;
    TWHILE!RUNIDO!
            BEGIN'
            IPOLYTDTKH%
            |IFI UPGIEIGPAD=2
                'FHEN'
                    RUH&TFALSET;DTRH&DEP(BIGRAOS:
                        (EDTRHIEQUAL&ITRUEIG
            'FLSE:
                                    INHER(BIGRADI:OTRM+DET(EIGRAD):
                                    "'INUT'EDTRAI|RUH*TFA'CSEI)
                    IEII
                'FNDI:
    SURRES(BICRAD,A"EJ:!
    FACTOR&DEF(BIGRAD):
    (EQUALIFACTOR+A);
    'CI REMOVE CONTEIIT OF FACTOR ICI
    DFPDFAC:FACTORS;ZEROAGITRUEI:
    FOR'I'FRO!!OITOIDFACEIGIOOI
            IBEGT:I!
            DIOFICHECK*[O:O, D:DFAC[2]JIREAL';
            (PIOF:CHECK)(G,J世(D'OFIFACTOR)[I,I:
            CHECK&%CHECK:
            ('NOTIECHECKI:ZERCAICONTA&CHECKIZEROA&'FALSEI
                ICONTA&GCD(COHTA,CHECK))
```

```
                                    'ENC';
                FACTOR&EACTOR/COHTA
                'END'
            'ElSE!
                Ir' COMAON fACTOR IS UNITY 'C'
                                    (DIOFIEACTOK)EO;O;W!.O
                        'FI'
        'elSE'
        FACTOR+(DIA=0!A!GCOQ(A,B))
    1FI!:
    (DIME2IFACTORITIMFSICOHTE!T):
    (EH|VAR(FACTOR)):
    DF(DFAC,FACTOR::
    FACTUQITIMESI(1.J/(FFOFIFACTORJEDFAC[3];DFAC[4d])
IPROCISMITHF(IREFI[',]!DOLYIK):
    MAIN PROCEDURE TO FIND THE SMITH FORM OF A POLYNOHIAL
    MATRIX K OF DIMEHSIONS I:*N
```



```
[T:Y,\eta:#J IPOLY:KQ+K,K2+K,K3+K:
{1:M,{:NJIPOLYIPRE;PPRE1:IGLEARIPRE:
[q̈:N:q:MJIPOLYIFOST,POSTM:ICLEARIPOSTj
GOLYYUNIT:
(DIOFIUNIT)[0,0]+1:0:
IFORIIIPOIMIDOI PRE[I.I]+UNIT:
IFORIIITONIDON POSTEI,II&UNIT:
PREIAPRE;POSTY&POST:
VARCH(K{):
IBOOL'RATMFALLSEI;
SMITHFORLI(K;PRE,POST):
|f| RAT
'gEGIN!
PRS("PPREMULTIPLYING ERUIVALENCE MATRIXN):PRC("PN:O34):
PRINTPOLYMX(DGE):;
PRS("DETERNIMANT(DRE)"):PRC("-n;q6):
PRINTPOLY(DET(FRE))-;PRC(N+",60):NL(9):;
PRS("POST-NULTIPLYIHG EQUIVALETHE MATRIX");PRC("N",35):
PRIHTPOLYMX(DOST):
PRS{"DETERH!NANT(COST2");PRG("m";97):%
PRIMTPOLY(DET(PDST)):DRC("+##GO2:NL(9):
PRS("SIITH FORH OVER R(こ)[S]"):PRC("=n,23);
FRI!TPOLYNX(K):
PRS("PRE * K * POST"):PRC("m",142:
K3*PFE*K2*POST:
PRIHTPGLVMX(KZ);
NL(4):PRC("-";34):PRSP"SEARGH FOR SHITH FORRG OVER R(S)IZI"):
FRC("-n,34);NL(2):
RATHIFALSE':
SMITHFOR!I(KI,FRE1,POSTM);
VARCH(SREY):VARCH(PCST!):VARCH(KY):
PRS("PRE=HULTIPLYING FRUIVALENCE MATRIX"J:PRC("P",34):
RRI:TPOLYMK(PREG):
PRS("DETERMINANT(PRE)");DRC("?n,96):
PRIHTPOLF(DET(PRE1)):PRC("+W";60):HL(1);
```

ifil:
\%FACTDR
IENDI:
ic:
ict
IBEGINI
ITHEN:

PRS（＂POST－HULTIPLYIT：G EGUIVALEPCE VATRIX＂）：PRC（＂－＂，35）：
FRI！
FRS（＂DETERNTHAHT（DOST）＂）：PRC（＂ァn．17）
PRINTPOLY（DET（POST1））：PAC（＂+ ＂，60）：NL（1）i
＇IFI RAT
－THEN：
PRS（＂SMITH FORM DVER R（S）（7！＂）PPEC（＂ニn，23）
＇ELSE＇

1511：
PRINTPOLVMX（KI）：
PRS（＂PRE＊$K$＊PGST＂）：PRC（＂m＂，14）：
K3世PKE1＊K2＊POST9：
PRINTPGLYMX（K3）；
PFORIITGIORDIWHILEIRATIDOI
DEGIHI
＇C＇
PEMHORMALIZES BCTH SIITTA FORHS OVER R（Z）ESI \＆R（S）EZ！
TO SHITH EORIIS OUER REZJESS \＆R［SJ［Z］AHD TAKES THE GICD OF THEH TO GIVE THE SMITH FORH OVER R［S，Z］
＇${ }^{\prime}$
－poly＇a，B：
INTIL9，L2，LA2＋0\％LB2＋0：
＇FORIJITOMDDOI
IBEGIN！
L2＋2ILWE！PIOFIERE［I＂～J］！
LY＋＇LWBIPIGF！FREq\｛i：jJj
（L2sLAZ1LA2＊LZ）： （L！くLB21（B2～Li） ＇EnD＇：
LA1＇PLUSILAZ：LAZ +0 ：
LET：PLUS＇L82：LE2＋0：
－FODIJITOINIDOI
＇BEGIN＇

$(L 2<L A Z \mid L A Z+L 2)$ ）
（L1＜LE？ 16 R2＋L1）
＇E！D＇：
LAGIDLUSILAZ：LSAIPLUSILEZJ


$A \not A \notin K[I ; I] ;$
B46世K1［：＂：1；
$K[!; 1]+T C D(A ; B)$
＇EFD＇：
IIFIGAT
＇THEN＇

PRIMTPOLYMX（K）
＇EI＇
IENDI
PRSS＂PRE＝AULTIPLYING EQUIVALENCE MATRIX＂j：PRCS＂のn，34）： PRIITPOLYMX（DRE）：

FRINTPOLY（DET（PRE））：PRC（＂＋＂，60：： $1 \mathrm{~L}(9):$
PRS（＂POSTMMLTIPLVING ENUIVALENCE HATRIXİ）：PRC（＂－n．35）：
PRINTPGLYMX（DOST）：

PRINTPOLV（DET（POST））：DRC（n＋n：602INL（1）：

PRIHTPOLVMX（K）：

```
        K3世PEE#K2*POSTI
        PRS("PRE * K * POSTM):PRC("m",Gん):
        PRIHTPOLYMX(K3)
ifi'
IEND':
IDROC'RUNSMITHE'VC.ID':
IC'
    RUHS THE SMITH FORM ALGORITHM
    READING IN THE POLYNOHIAL FIATRIX K OF DIMENSIONS M*N
\primec'
IBEGIN:
iintIMEM:
C!
    READ IN THE POLYNOMIAL MATRIX K
ic!
READ((M"M)):
[す:M,1:NJIPOLYIK:
READPOLYF:X(K):
SD(13)iDRS(NSSSSS M M II! TTTTT H HEBB&#j:
SP(93)ifRS(#S MM MM I T H H.E BMi):
SP(93)IFRS("SSSSS M M.M 1 T HHPHH EBBBMj:
SP(13)jurS(M S M M I T H. HB Ei`):
SD({Z)IDRS("SSSSS M. M III T H H HEB8日j:
NL(3):PRC("-n,20):PRS("TOLERANCE SETa1.06-6")!PRC(N-N,%20);
NL(2):PRC("=n,37):PRS("!MITIAL PCLYI:OHIAL MATRIX OVER R[S;Z]N):DRC&"E",
PR{NTPOLYHX(K):
SMITH(Kj;
NL'(5):PRC("En,60):PRC("S",60)
IEND!:
NLं（9）
IEND：
```



``` READPOLYHX，HL，SP，PRG，PRS，PRIMTPOLY，RRIMTPOLYMX；HONIC，LSTDEG，GAUSS：．
FACCHECK，SMITHFORM：DET，I！HER，SUERES，VAR，VARCHIGCD，SHITH，RUNSAITH iginishi
```


## APPENDIX E

## PROGRAM LISTINGS

```
PROC'SIMC=IVOIDI:
Cl
    PRCCEOURE TO PRODUCE THE SHITH-MCHILLAN FORM OF A KATIONAL
    MATRIX INPLYTED AS TWO DOLYHOHIIAL HATKICES NLHI & DEM
    THE LFAST COPMON DENOHINATOR IIILL EE FOUND ANO THEN RUM
    REFOHI:ED ACCORDINGLY
C'
BEGIP!i
INTIKON:
Cl
    INPUT THE THO POLHOMIAL MATRICES NUM & DEN OF SIZE M*N
C:
EAD((M,N)):
I;H,1:NJIPOGYINUH:OEN:
EADPOLYMX(AUH):READPOLYHX(DEN):
```





```
RINTPOLYIXXDFN):
POLYILCM,CH,A:
BOOL'STRT+IFALSE':
C' EVALUATES THE LEAST COP:MON IIULTIDLE OF THE ELEMENTS OF OEN IE'
FORIIETOIMIDOI
    FORIJIFOINIDOT
            FEGINI
            IIFISTRT
            ITHEN'
                CH*LCM*DEN[I,JI%
                LCM&EH/GCD(LCI:-DEN{I;'IS):
                    (INOTISCHIPRC("*N;24):PRS(NERROR IT, CALCUGATING LCMNS:
                                    PRG(14*",24)5
            'ELSE'
                LCH+DEN{I:JJ:STRTGITRUE!
            'FI'
            'ENO':
C'FORH THE NEW NUMERATOR HATRIX . EI
FORIIITOIMISO:
    IFORIJITOINIDQI
            IBEGINI
            CH-HUM[:BJ]*LCM:
            NUM[I;JJ&CH/DER[I:JJ;
            CINOT!ECHIPRC("*N,GO%:
                                    PRS("ERROR IN. EVALUATING HEW NUMERATOR MATRIXNSI
                                    PRC("!ツ.40))
            'ENDI:
```




```
L(3):PRC("-O",53):DRS("SEAFCH TO FIHD THE SFITTH FCRM OF THE NUMERATOR MA
RC("^N-53);NL(2):
MITH(NUH:J:
L(G);P只("S!!ITH-MCMILLAN FOR1:");PRC("#*,90);
ATHIFALSEI:
CLEARIDEN:
FOR'IITOI(N<NININ)'DOI
    'BEGIN!
```

A+LCI:
CHaGCD(H:HM[I, II,LCI:):

DEIVII, Ij+A/CH
'ENE:

(S("DEROU:IMATORN):PAC("=",1!):PRINTPGLYHX(DEH):
(5):DFC("Nin,60)

ENDI:
(29)
©NOI
?EEP'STHC
:INISHi

## APPENDIX F

## PROGRAM LISTINGS

```
IPROCIGAUSS=(IREFIG,J'PGLYIR,PRENTDRED;'IMT'RS:
ic:
    GARRIES GUT ONE FULL STEP OF GAUSSIAN ELIHINATION WITH PARTIAL PIVOA
ici
igEGIN:
IPOLYIEIVAK[F,R],Q#PZ,PZ;:
```



```
IROOL!CHALGE,DEGE!:+'FALSEI,NCREMFITRUEI,RUNHITGUEI,ZERO;
```



```
I +R+9:
(I>MIRLN+IFALSF'):
|G' THE FCRWARD ELIMINATIOL: IC'
MONIC(K;PFEI:,D):
GIHILEIFUS.16OI
    I EGGI:'
    IEFIDRCTIEK[{";R.]
    'THEN'
        IIfICEGEN
        'THEN'
            DF(D,FIV);DF(OIOK[I,FJ):
            P!CFIFZ+[4:0,O:O\2J]:REALI:
            PIGFTPZ1+[0:0,0:DI[2]IIREALI:
            (PIOF'PZ)[O.J&&P'OFIFIV)[D(QI.I;PZ&PZ;
```



```
            PZ1+GCD(PZ;PZ9):
            PZ+FZ/PZ1:
            IFCFIJJITCIMIDO!
                            (OMOT'EPREN[JJ,IJIPREDIJJ:IIITIMESIPZ):
                    IFOR\JJIFROU!RITOIRDDOI
                        K[Y/JJJITIMESTDZ
                    'GI MULTIFLIES ROW: BYPZ ICI
            1FI!!
            Q*KEI,RI/PIV:
            'IFIIGCTIEQ
            'THEN'
                IFORIJJTTCIMIDOS
                        lifirat
                        'THEN''
                                    PPOLYIFR&PREGOJJ:RIOFFI*DRED{JJ,IJ,G+GCOCFROFI:
                                    FR+FR/G;
                                    FI+FI/G;
                                    PREQ[JJ,RI:TIMESIFIG
                                    PRER:[JJ,RI*PFEN[JJ,R\*FI*O.KPREN[JJ,I]#FR
                                    'ELSE'
                                    PRE|[JJ,RJIPLUSI(Q*PREN(JJ,!J)
                            'F1!!
                            'FORIJJIFROMIR+1'TOIRTDOI
                            K[T,JJ]IFIRUS'(O#K[R,Jन])!
                    'C' SUETRACTS Q TINES ROW R FROM ROW I 'CI
                    LSTCOLDEG(K,PPEEN,PRED;R,ZERO,CHANGES:
                    (CHANGEIIHR+I:HDNIC(K;FRENGR):DIV&K_R,RI;NOREMGITRUEI
                    I('NOTIEK[IGRIITOREM*'FALSEI)IGIRLUST1)
            'else'
                    NOREFH'FALSE':I'PLUSI.f
            IFI!.
        'ELSE!
            IDRLUSI9
        'F!!!
        (I>MI:NOREHIPUA&IFALSE'II*R+I:VOREM&ITRLEI;DEGEH&ITRUE':RAT+ITRUE
```


# LSTCCLDEG（K，PEER，PRED，R，EERO，CHANGEJ： （CHARCE！FQNIC（K，FREIGK）：FIVGK（R，RJ）） 

！ELDI：
149：

DF（D，FIV）：
DIOF！PZW［日：CO：O［5］I＇FFAL：
IFOR＇JJIFFCSIGITC＇DESJITC＇
（F！CF＇PZ）［0，JJ］（E＇CF＇Fiv） 0 ［9］，JJ］：
ICI THE EACK ELIJJEATICA EI
IWHILEIALNIECI
IBEGIJ：I
OF（DI．K［I；A］）：
IFIINGTIEKIE＂BJIAREIDIEGIDEDEG］
－THEN！
IIFIGAT
＇THEN＇
＇FOR＇JJITESM＇OO＇
（INCTIEPRENIJJ．IJIDREDIJJ＇IJTTIHESIPZ）：
GRENJJTGINIEO：
K［I，JJI＇PIMESIDZ
＇C＇HULTIPLIES REW I RYPZ ICi
1FI！
G\＆KEI：RJ／DIV：
IIFIINCTIEG
＇THFN！
FFOR＇JJITCIMIDO： IF＇FAT
ITHEN：
IEOLVIFRAPRED［JJ，RJ，FI\＆FRED［JJ，：J，G＋GCD（FR：FI）
FRTFR1Gj
$F I+F I / G \%$
PREOEJJIRJITIMESIFII
PAEN［JJ，RJTPRFN［JJORJ＊FI＊O由PRENEJJIIJ由FR
1ELSE＇
PREF［JJ，R］IPLUSI（ORPKEN［JJ！〕］）
＇fi＇；
＇FOR＇JJBFCM＇F－ITOITIDO＇

＇C＇SUETRACTS Q TIHES ROW R GROM ROW I＇ICI
DF（OI，K［I．，E］）：

I＇PLUS＇1
＇ELSE！
NORETGIFALSE＇；＇PLUSIT
1FII
＇ELSE＇
IPLUSI9
ifilif
 ＇ENOI
IENDI：

ici
MAIN PFGCEOURE TE FINO THE GCRD OF TWO INDUTTED POIYNOMIAL
YATEICES GIE ADJOIRTED IK $K$ OF DIMENSIONS MWH
ict
íEGIM，



```
ipOLY'u&gT:
(DIOF'URIT)[0,0]+9.0;
ifer'j!TGM!DA!
    BEEGI#!
    FRERTITI?&UNTT:
    GORIJITEORIDE'
        PEEA[!jJj+UN!T
    'END':
igOOL'CHAFGE,ZERO,PESTRTHTGLE';
RST: 'FORIRITOIGFOIDEI
    IGEGIN:
    LSTCOLCEG(R,FREN;DFEDSR,zERC;CHALGGJ:
    'IFI!CGTIZERO
    'THES'
        GAUSS(K,PREN,PFERIRJY
        (FATIAND'RESTETIGESTRTHIFALSEIJIGCTIIRST:
    'EII
    'ENDI:
(RATIFRC(Nan,37);ERS("FULL PGLYNOIIAL EGUIVALENCE NOT FOUNON);PRC("z",I
    N(-(3))i
PRS("EULIVALE!CE YATRIX"):FFC(r=n-1E);NL(2);
|IF! RAT
ITHEN!
    GFORIITTOATIDOD
        -FGOIJTTOIHIDC:
                            IEEGIN!
                            C!
                            MAKE TFE ELEMENTS DE PGEN. AND PRED RELATIVELY PRI
                    'C'
```



```
                    TDEG!D;DF(D,PKED[I:JJSj
                    !REALIMC&{PIOFIPRED[I,J])[O[1]:O[5]!;
                    FACITIMESIMC:
                    FREC[!:J]+PRED[I;J]/FAC;
                    PREN[!;J.J +RREFI[I:J]/FAC
                    'ENDI:
    RAT+IFALSE':
    IFORIR!TOIOROIDOI
        'BEGgN!
        'POLY'LCMGLCMC(PREDOR),A:
        MORIITOIMIDOI
                            'bEGIN'
                            'ci RE-NORHALIZES PREN 'ci
                    A+LCM:
                    PREN[J;RIITIMES'(A/PFED[I.gR)
                    'END!;
            MFCRIJ!TOTORD'DOI
                    IBEGIN!
                    'C' REMNCRMAIIZES GCRD IEI
                    A+K[F,J];
                    K{R;J}&A/LCM!
                    CIMCT!EAIFOS("REmHGRI'ALIZATION HOT COMPLETE");PRC("mi,2S
                                    N(でこ)
                    'END?
            'ENDI:
    FRS("AFTEF RE-NORMALIZATICMP):FRC("ONO, 22j:NL(2)
iFI';
PRINTPOLYNX(PREN:
DRC("=".29):FFS("GPEATEST CONICCN RIGHT DIVISOR"):PRC("=",29);PRINTPOLYA
PRS(TPRE * GCFD"):PFC("-M!{10):FR!:TFOLYMX((FREN*K));
PAEN
IENDI:
```

```
IPROC'AGJ=(L,IIPCLYIK)P,JIDOLY':
IC! FIHDS TEE ADJCINT.EF A I:ATRIX K(S,Z) ICI
iREGIF.
IINTINGIUPGIK:
{1:#,q!:]1POLYIKq;
```



```
IFEAL'SIG!+4:C:
IFORIIITEINDON
    'FCRIJTTOIN'DO'
        IEEGINI
                SIGL+(ICDC'(I+{)I=A`:C19:C):
                IC!
                    FORM THE (N-1)TK ORDER HINOR CGRRESPONDING TO ELEMENT (I;
                'C'
```






```
                Kq[J:IJ&DET(MIN)*SIGN
                        'ENO:!
```

$K$
IENDI:
IPROCIREALIZESIREFIIJIFELYTTFN:TFO,GSTIJPOLY':
ict
THE REALIZATION ALGORITHM UHICH OPERATES ON A RATIONAL TRANSFER EUNE
MATRIX HHICH IS INPUTTED II: TUC FARTS THE PROPER PART AS A NUMERAT
AND A DENCMENATOK MATEIX TRHITRD AHD THE POLYNOHIAL PART $W$ AND $C$
THE RIKINAL REALIZATIEN (PGLYMOMIAL OR STATEESPACE)
ici
igEGINi

IPOLY'LCR:A, URIT, OTRM,CH:
IDEGID:
[1:प, 1:KJIPCLY!V:'CLEAR'V;

AROSL'STATESFACEGTRUEI:
ici
FCRM THE FIRST PART OF THE REALIZATION V: (IT MVERSES
ic
IFORIJITOINIDOI
TgEGIN:
LCH:LCMC(TFD,J5:
T(J.JJ) LCN:
EEORIITCBMDO:

'END:
DRS("INITIAL REALIZATIOR"):PFC("m", 19) INL(2)
PRS("VN):FRC("=",1);PRINTPOLVIX(V))


TV̈[i:N:]+T:TV[K+9:M+N;j+V:
$i c^{1}$
REROVES THE GCRD OF $T$ AFIO $V$
ici


T世TVPIT:N", $: M \mathrm{M}:$
V\&TVP[N+1:H+N. $1: N$ ):



```
RZ[!+1:N:+i,N+9:2-NG+W:
(PIOEIUNIT)[C,OJ+1.C:
PFOR'JITCINIDOI
        'REGIN'
        FI[J;N+J]+UNIT:
        IEGRIIITGIFIPOO
            FZ{N+!,j}+=V「{,j]
        'END.;
DRS("FOLYKOFIAL REALIZAT!ON"Z:PRC("天";22)!PRINTFOLYMX(RZ);
ic'
    CHECK IF ALL THE DIAGCPAL ELEMENTS OF T ARE MONIC OVER R{Zj[Sj
    Alit SC SEE IF STATE-SPACE REALIZATION IS POSSIBLE
ic
fORIJ'TOTM'WHILEISTATESFACEIDOI
    (DF(A,FZ[J,JJ);(DP5]#0ISTATESPACEGIFALSEI`);
|fFt MNOTIStATESEACE
ITHEN'.
    CTRF&DET(T):
    TFR+V*ADJ(T):
    clEARITFD:
    GFERIIITOIMIDO?
        GFCRIJITOINIDO!
                        ISEGINI
                CHODTEM:
                A+GCD(CH,TFM[!?J]):
                TFE[!,J]+TEN[!EJJ/A:
                TFD[I,J]+CH/A
                    'END';
    PRS("CORRESPCNDING TRANSFER FUNCTION MATRIX|)&PRC("Rn:338):
    FRS("EL&ERATOR");DFC("En":92;PRIATPOLYMX(TFN):
    FRS("GENOMIHATOR");PRC(Nz';11):PR!NTPOLYNX(TFD);
    PRC("=n,36);PRS("STATE=SPACE REALIZATION NOT POSSIELEN);PRC(Nz", 36
iglSE'
    'C!
    - SUGTRACT MULTIPLES OF ROWS CF RZ SUCH THAT ÁLL ELEMENTS IN THE
        CClURAS OF.-T ANO -V HAVE DEGREE LOWER THAN THAT, OF THE
        CORRESDONDING OIAGONRİ ELEMEÁT OFT
    C'
    'pOLY's:
    IECRIJ.TORNIDOS
        IFORIIITOIM+N'DOD
                        IBEGINI
                    'IF'. I#J
                    'THEN!
                    -IF' INCTEERZIIOJJ
                        ITHENI
                                    IFOLY'Q4RZ[I.J]/RZ[J%.J];
                                    IFORILIFROHTS+11.TO'2*NT.OU1
```



```
                    IFI'
                    IFI'
                        'EMD':
    Cl
        NCU REMOVE ROWS AND COLUHISS FOR WHICH THE CORRESPONDING DIAGONA
        ELEMENT IN T IS GONSTANT
    C!
    II+1:NN+0:
    'WHILE' II<ENONN IDO'
            IEEGINI
        DF(0;%2[i!,IIj):
```

```
            IIFI: D[1]=0IANDID[2]=0
            'THEN'
```







```
                        'CI DELETES ROL II AND COLUMN I! ICI
                    NNTPLLSII;
                    RZ+RZ1
            'ELSE'
            II!plus:9
            |F!
            'END':
Cl
            DIMENSIONS ARE NON
            T=(H-NN)*(N-NN)
            U=(L-NN)*N
            V = M(H-NN)
            W = M*N
            THE FINAL ORDER OF THE STATE SPACE REALIZATION IS
            A= ORDOORD
            B = ORD*N
            C = M&ORD
            D = M*N
            NOW INCREASE THE DIMENSIONS OF T,UOV AND FORM TISIOA(Z) BY
            COMPANION FORH EXPANSION OF THE DIAGONAL ELEMENTS OF T
ICI
PRS(MMCOIFIED POLYNOMIAL REALIZATIONN);PRC,(#=!,\1)IPRINTPOLYMX(RZ)
[G:N-NIJIINTIDOS;
GFORIIITOSN=NN!DOI
            (OF(D,RZ[I,II):ORDIPLUSIDITI:POSIIGGORD)I-
PRSI("OROER OF REALIZATION=NTORD):PRC("=9:24):NL(2);
POSFIOORD:
[1:ORD+M:1:ORDLN]IPOLY'SSRIICLEARISSRI
'C! sET D(s,z) IC'
```



```
IEORIITFROHIN-NNIGYI-I'TOIGIDOI
    BEGINI
    pIOFIS+[0:1;0:0]IREAL'/(PIOEIS)E;0%*(0.0.1:0);
    'Cl SET B(S;Z) ICl
    SSR{ORD,POSN+1:POSI#N}+RZ{I"N-NN+I:2*N~NN}!
    DF(D:RZ[I;I]);
    'G! SET SIMA(z) EG: 
    GORIJITONDIT11DO:
                    1BEGIN!
            'pOLYIA:
            SSR[ORD-J+1,ORD=J+1]+S;
            PIOF'A+[0:0.0:O[2]IIREAL'g
            (PIOF!A)[O%]*(PIOFIRZ[I:II)[D[j]=\,j;
            SSF[ORD,ORJ=J+GI'PLUST%A
            'END':
    'FORTJITO'D[9]-1'DOi
            SSR[ORD-J,ORJ-j+1]+-URIT:
    ORDIMINUSID[1];
    'gORIIITTOII-11DO'
        !gF' 'NDTIERZEII,I!
            'THEN'
                DF(D,Rz[TI*IJ):
                IEORIJIFROMIOITOTDEIGIDOI
                    'BEGIN!
                    ipOLY'A:
```

DIOFIA＋\｛C：0．O：D\｛2］\} IREAL':

SSR［pOSIIII，חRD＋9＋JJ\＆\％A
－ENDi
＇FI＇；

$$
\text { 'C' SET }=C(Z) \quad C^{\prime}
$$

PFOEIIIFKDMIITOIIIDOI
＇IF＇INOTISRZ［N－NH：II：IJ
＇TAEN！
$D F(D, R Z\{1,=N N+I I \cdot I G):$
IFORIJFKOMIOITCTDETJYOOI
－ GEGIN！$^{\prime}$
IPULYIA：
PIDFIA－［O：OIOIDEZI］IREAL＇：
（D＇CF＇A） $10, J+C P I O F ' R Z E N=1, N+I I, I J I I J I:$
SSR［POSH＋I！；ORD＋i＋J\} $\%$ \％A
IENO
＇FI＇
－ENDI：
－C＇TRANSFORA B（S．Z）TO B（Z）ICI
＇FOR＇J＇FROMIPOSN＋N＇GYI—YITOIPOSA＊1＇DOI
IFOZIIFROMIDOSHIGY：－IITOITIDOI
18EGIN＇
DF（D，53R［1：J］）：
IEI DE1J40
＇YHEN：

EFJAIIITO：POSNकHIDOI
CII\＃I EANDI INOTIESSREII，IISSREIIOJIMINUSI （Q＊SSR［II，IJJ）
＇FI＇
＇EUD＇；
 OTRY世DET（SSR\｛1：POSN，1：PGSNJ）：

SSR［1：POSN，POSH＋9：PロSN＋HIj
＇FORIITVIMI2O＇

＇BEGIN！
－TFiJI，Jj＇TIMESIOI：0：
CHCDTRH：
$A \neq \Pi C D(C H, T F N[I: J]):$
TFH［I，JJ TTFN［IEJJ／A；
TFDEISJI世EH／A
1E：10：


 $k Z \oplus S S$
IF．1：
R2
IENOI：
IPROCSRULIREALIZ＝IVOIDI：
1 CI
AUHS THE REALIZATIDA ALGORITHI！IHPUTTIHG THE TRANSFER FUNCTION MATR IH ITS PRODER ANO POLYNOHIAL PART
IF A SMOLEAN PROPER IS JI：PUTTED AS FALSE AT THE START OF DATA THEI TRANSFER FUNCTION MATYIX IS ASSUHED TO HAVE A HOLYNOMIAL PART

## ict

IBEGINT
ijnt!hän:
IBOJLIDROPER:
READ (PROPER):
ict IS THE TRANSFER EU:GTIO! HATRIX DRODER !G!
RFAD ( $14.1: 2)$ :

READP(:LYMX(TFE);
READPOLYFX(TFD):






(INDTIPROPERIDRSGTRAASFER FUFCTION MATRIX-POLYHOHIAG PART"): pRC(nan, in) \& PRI:TPOLYMX(U))!


Ni: (5): PRC("R゙, 60)
IEND!:

NL゙(9)
IENDI
|XEEPI GALSS,GCRD,REALIZ,RUNREALIZ
IEINISH:

