!

" Pilkington Library

i

Loughborough
<7 University

Author/Filing Title ...... PAssome.

...............................................

Vol.No. ............ Class Mark T

Please note that fines are charged on ALL

overdue items.

y r\?pmmrpaw

0402805968

r,\,-\ﬁ f o
P e TR N w
2 i

LT






A HYBRID REASONING SYSTEM FOR SUPPORTING
THE MODELLING OF ESTUARIES

By
Sara Passone

A Doctoral Thesis

Submitted in partial fulfilment of the requirements for the award of

Doctor of Philosophy of Loughborough University

23 November 2002

© by Sara Passone 2002



iHgingion Library

PRI

=i

Woa g~ W

No. No.;@ 59_6




ABSTRACT

Estuaries are complex natural water systems. Their behaviour depends on many factors, which
are possible to analyse only adopting different study approaches. The physical processes within
estuarics are generally investigated through computer modelling. However, models are not
easily accessible. Their employment is only possible within restricted conditions and
assumptions. Furthermore, in depth knowledge is required to interpret the information related
to different disciplines and sources for the selection of a cotrect modelling approach.
Therefore, the usability of computational estuarine models appears lower than their actual
capability. This thesis describes the application of case-based reasoning methodology to
support the design of estuarine models. The system (CBEM - Case-Based reasoning for
Estuatine Modelling} aims to provide a general user with the necessary guidance for selecting
the model that better matches to his/her goal and the nature of the problem to be solved. The
system is based on the co-operative action of three modules: a case-based reasoning scheme
and a genetic algorithm and a library of numerical estuarine models. These components are
integrated to work as a single tool. The main idea is for the system to leatn and adopt solutions
from past experience for their application in new problems. With respect to the possible
cortelation between the features of the estuary and the physical phenomenon to be modelled,
the case-based module returns a suitable solution from the system’s memory. The selected
model is then adapted by the genetic algorithm component, which estimates a valid set of
model parameters to suit the particular estuatine environment. T'wo case studies were cartied
out to evaluate the system’s feasibility. The case studies of Upper Milford Haven and Tay
estuaries demonstrate the system’s ability to provide the user with a critical and correct
estimation of the available model strategies and the robustness of the designed routine for
adjustment of the model Manning’s friction coefficient. CBEM permits to extend the
application of computet-based numerical estuarine models to a broader class of users through
an effective organisation and discovery of the knowledge necessary for the design of efficient

modelling strafegies.
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To My Parents

There is a tide in the affairs of men,
Which, taken at the flood, leads on to fortune;
Omitted, all the voyage of their life
Is bound in shallows and in miseries.

On such a full sea are now afloat,

And we must take the current when it serves,
Or lose our ventures.

(William Shakespeare: Julius Caesar, Act IV, Scene 3)
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Chapter 1

INTRODUCTION

1.1 Motivation

The physical behaviour of estuarties is intrinsically complex as they are the places whete tiver
and sea waters Interact and mix. In addition, high concentration of human activities in these
areas has resulted in an ever increasing risk of heavy pollution in estuarine systems. Numetical
modelling is considered the most effective tool for studying the complex behaviour of these
natural water systems and for predictive simulations of the effects of man-made ot natural
changes within the estuaries. This s because of the efficiency and increasing ability of
numerical modelling systems to produce realistic and comptehensive results. However,
modelling hydraulic phenomena involves many different skills. In particular, in order to use
these systems correctly it is necessary to have expertise in mathematical representation of the
physical processes involved and numerical solution of the detived models. In addition, a sound
and exhaustive background in the hydrodynamics of natural water systems is usually needed.
The expertise required for the application of numerical schemes in estuary modelling is
relatively extensive and has become a limiting factor that restricts the use of these methods.
Therefore, modelling of estuaries has, to some extent, remained an att rather than an exact

scrence.

There is a necessity to facilitate the application of estuatine models so that they can be
employed by users who have different backgrounds in estuarine science. This can be achieved
by guiding the user through model selection. A computer-based environment nceds to be
developed where models are combined with a library of knowledge to help to identify a
suitable modelling strategy with tespect to the type of problem to be simulated and the user’s
requirements. Modelling packages must be part of a systematic structure where solutions are
provided through a critical reasoning process. This will facilitate the exploitation of the full
potential of estuarine models by reducing time and effort needed in multdisciplinary works of

this natre.

1.2 Overview of the Project

This project aims to investigate means of enhancing the flexibility, cost-effectiveness of




models and making them more accessible to non-specialists. The idea is to provide the user

with the necessary guidance and information for the numetical solution of hydro-
environmental problems by organising the available knowledge of estuarine modelling into an

interactive and dynamic framework,

In order to provide “intelligent support” for model design, in this project a Case-Based
reasoning system for Hstuarine Modelling (CBEM) has been developed. This is based on the
utilisation of the case-based reasoning technique in combination with numerical modelling and
genetic algorithms. Case-based reasoning (CBR) is an artificial intelligence methodology in
which the solution of a new problem is derived from similar situations encountered in the past.
CBEM contains examples of past modelling studies of estuaries. These are codified and
organised in the system memory according to a set of common problem descriptors. When a
new problem 15 given to the system, it is compared with past cases contained in the memory.
After comparison and evaluation, the case-based search engine returns the most effective
modelling scheme available for the solution of the new problem. After finding the best match,
the system then optimises, through a genetic algorithm, the physical parameters in the selected
model to obtain the most approptiate values for the new application. Therefore, after the
parameter adjustment, the user has access to the most suited modelling procedute and physical
patameters for a given problem. The mformation about the new case is also stored in the case-

memory so as to extend its knowledge base.

1.3 Contributions

The prime objective of this research is to develop a computer-based system to support the
design of numerical models for estuaries. The investigation aims to extend the application of
computer-based estuarine models to a broader class of potential users and facilitate the
communication of results to policy-makers concerned with water management schemes. The
novelty of the approach is in combining numerical modelling with artficial intelligence
technologies such as case-based reasoning and genetic algorithm techniques. The knowledge
contained is structured in the system in such a way that it enables the potential users, who may
not have in depth knowledge of modelling, to define the type of problem and the

charactetistics of the estuary and obtain meaningful numerical simulations.

A genetic algorithm is specifically implemented for the automatic adjustment of the Manning’s
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friction coefficient. This coefficient is the most important physical property used for

caltbration and verification of estuary models.

The application of CBEM in two case studies is then carried out to demonstrate CBEM’s
feasibility. In particular, the accessibility of computer programs has increased and they have

become more cost-effective,

1.4 Structure of the Thesis

The thesis is organised into 9 chapters including the introduction, In chapter 2 basic definitions
of estuaries and estuarine modelling technique are reviewed. This includes discussions on the
behaviour of estuaries and the design of tidal models. Chapter 3 defines the newly emerged
field of “hydroinformatics”. This is the area into which computational hydtaulics has evolved

and provides the context for the current research.

Chapters 4 and 5 present the principles of the case-based reasoning methodology and genetic
algorithm theory, respectively. Chapters 6 and 7 give an overview of the developed CBEM.
Chapter 6 illustrates the work-flow and chapter 7 addresses the design and the implementation
issues encountered. In chapter 8 the application of CBEM to the cases of the Upper Milford
Haven and Tay estuaries is given. Concluding remarks and considerations about possible

future work ate provided in chapter 9.




Chapter 2

ESTUARIES AND ESTUARINE MODEL DESIGN

2.1 Introduction

The objective of this chapter is to desctibe the basic characteristics of estuaties and estuarine
behaviour and give an account of the analysis method used to understand and solve real
estuarine problems using numerical modelling techniques. This sets the scene for the research
work presented in this thesis. Section §2.2 introduces estuaries and briefly describes their
behaviour while section §2.3 is concerned with tidal modelling and solution of estuatine

problems using mathematical and numerical techniques.

2.2 Defining an Estuary

Physical, chemical and biological processes should be modelled in a unique way (A.W. Motris,
1983). Estuaries are under the influence of tides, weather, seasonal river flows and climate. All
these aspects control the variation of the water level, salinity, temperature, and sediment load
and, consequently the general behaviour of the water-body. Furthermore, the human activities
that have grown around almost all estuarine areas have had a great impact on the fragile
equilibrium of these water systems. The intensive use of estuatries for transportation, food
production, waste-disposal, flood protection, recreation, and other purposes have dramatically

modified the morphology and the ecosystem of these water courses (M.]. Kennish, 1936).

Although the individual features of each estuary must be taken into account, there are several
recognisable characteristics and behaviours among estuaries which remain similar (R.W.
Fairbridge, 1980). Estuaries are studied from different points of view by investigators from
many disciplines, and estuarine research is in continuous expansion. Oceanographers,
engineers and natural scientists such as biologists and geophysicists, have been studying
estuarine systems for many decades and they have defined them in a variety of ways, with over

40 different definitions of estuaries proposed so far (G.M.E. Perillo, 1995).

This mainly depends on the features of interest studied by a group of experts. For example
estuarine hydrodynamics may be of prime importance ot estuaries may be regarded as reactors

where salt water mixes with fresh water inflow from land drainage. The emphasis might also be
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on the magnitude and direction of tidal currents. In addition, the definition of estuaries may

focus on sedimentation or even on the communities of organisms living in such a complex
chemical environment {(M.]. Kennish, 1986). However, these widely used definitions only
reflect the point of view of a particular discipline and do not have universal applicability. They
are limited to a specific charactetisation of the estuary and its environment with the exclusion

of features that may be of key interest for other disciplines.

Among all the existing definitions, the one given by the Natural Environment Research
Council N.E.R.C,, 1975) is preferred in the present context as it proposes a multidisciplinary
description of estiaries. By covering all the wide range of features that combine to form these
watetcourses, an estuary is defined “..As @ partially enclosed body of water, gpen to saline water frowe
the sea and receiving freshwater from rivers, land run-off and seepage. . . Estuaries are subject 1o a usnally twice~
daily tidal rise and fall and they have mud and sand shoals forming in their shallow basins. Other characteristic
Jeatures of estuaries include the presence of saltmarshes, shelter from waves, water layering and mixing
temperature and salinity gradients, sediments suspension and fransport, high produclivity, high levels and rapid
excchange of nutrients, the presence of plants and animal particnlarly adapted to these conditions, and the presence

of migrants and seasonally flucinating popuiations of animals”.

2.2.1 Classification of Estuaries

To predict the characteristics of any estuary a classification scheme is necessary to provide a
valid and general framework (IKR. Dyer, 1997). However, a general flexible indexing scheme
which can represent all of the fundamental aspects of estuaries and clearly explain the
mechanisms of interaction between physical, chemical and biological subsystems, is not
available (J.G. Wilson, 1988). Instead, thete are several classifications which depending on the
criteria used can be considered (K.R. Dyer, 1997). The bases on which these classifications are
developed are diverse, focusing on specific aspects of the estuarine environment including
geological, physical and chemical factors. The most common classifications are based on
geomophology and physiography, tidal characterisdcs, hydrography (water circulation, mixing
processes and stratification) and sedimentadon (availability, transport and distribution of

sediments) within estuaries.



2.2.1.1 Geomorphological Classification
Estuaries may be classified according to their geomorphology. Although this provides a simple

classification, it is useful for understanding the general characteristics of estuaties. Moreover

this classification provides an insight about mechanisms, focusing in partcular on why and

where they occur, what are the common features and how they affect the estuary processes.

The geomorphological classification is based on Fairbridge’s classification (R.W. Faitbridge,

1980), who extended the topographic classification developed by Pritchard (D.W. Pritchard,

1952). The classification considers factors such as the regional history of the sea level, tectonic

and climatic processes, and freshwater and sediment movements, and takes into account long-

term processes. According to the geomorphological classification six categoties, shown in table

2.1, are identified. The categories are arranged in terms of the relative relief and the degree of

blocking of the estuarine system {figure 2.1).

Table 2.1. Estuaty geomorphological types

TYPE CHARACTERISTICS

Fjord High relief estuary, U shaped valley profile, very low width to depth
ratio (i.e. 10:1), very low sinuosity, rectangular cross section.

Fjard Similar to fjords without the U shape.

Ria Moderate relief estuary, V «cross section, well-defined channel,
moderate width/depth ratio.

Coastal plain | Low relief estuary, branching sinuous valley, funnels shaped plan, large
width/depth ratio, triangular cross section.

Bar built Low relief estuary, L shaped plan, large width/depth ratio.

Complex Estuary with complex origin and physiography such as the large firths
in Scotland.

Estuaties can also be considered under other geomorphological aspects. The physical form of

estuaries may dependent on latitudinal and climatic conditions. Thus, estuaties can also be

categorised  into

namely:

three  latitudinal-climatic  groups  (R.W.  Faitbridge,  1980),

® polar and subpolar zones

® westerly temperate zones




¢ tropical and equatorial zones.
Fjords and fjards are typical at polar and subpolar latitude. A feature of many middle and low
latitude estuaries is the sandy baymouth bar or bartier, which is absent in high latitude estuaries

usually sculpted in hard rock. In some intermediate latitudes (45°-55°N), for instance in
Britain, there is a large amount of morainal debris which is moved by wave action to generate

bars in glacially scoured estuary. The westetly-temperate zone, located approximately around
55°-30°, is geomorphologically charactetised by vegetative cover, apatt from those areas where

there are human settlements, and large amount of sediments. Between 30° N and 30° S the

tropical and equatorial zone is located. Without considering any biological difference, in this

1 Fjord

high relief - shallow sifl

6 Complex

Figure 2.1. Geomorphological classification from the Iistuary Review Classification
(N.C. Davidson et al., 1991)



zone there is a consistent sedimentation, which leads to accumulations (i.e. banks and bars) of

considerable dimension.

2.2.1.2 Classification Based on Tidal Range
This classification scheme is based on the relation between tidal range (the height difference

berween low tide and high tide) and estuary type (J.L. Davies, 1973; M.O. Hayes, 1975). The
tidal range has a considerable effect on the determination of tidal currents, residual current

velocities and rate, amounts and patterns of the movernent of sediments,

Three different types of ddal ranges, as presented in table 2.2, are identified. To enable
comparison between estuaries and minimise the effect of an estuary’s individual morphology

the range of spring tides are measured at the mouth (N.C. Davidson et al., 1991).

2.2.1.3 Classification Based on Circulation
This classification, proposed by Pritchard (D.W. Pritchard, 1967), is based on the mixing

mechanisms that govetn estuarine dynamics (table 2.3). River discharge is mixed with the
seawater by the action of tidal motion and wind stress on the surface, and the river discharge
flowing towards the sea. The tidal processes and other important estuarine features are affected
significantly by salinity (A.W. Mortis, 1983), which is an indicator of mixing and pattern of
water circulation (ICR. Dyer, 1997). Salinity related factors are the hotizontal tidal movement
at the estuary mouth, the outflow of fresh water to the estuary from the river and the geometry
of the estuary (i.e. estuary width and depth). It should be noted that there are differences in the
circulation patterns even for estuaries of the same geomorphological type. Estuarine behaviour
is a function of tiver flow, ddal currents, channel width and depth {figure 2.2). Thus, since all
the factors are time-dependent, types A, B, C and D represent stages of a continuous sequence,

with estuaries changing in type with time.

2.2.1.4 Classification Based on Sedimentation
The sedimentation and the relationship between sedimentation and salt intrusion may depend

on the Cotiolis force and intermittent effects such as wind and the temperature difference
between the river water and seawater, which in some zones may gencrate secondary
circulations. Sedimentological criteria have been used to develop a separate classification
scheme for the estuaries (M.]. Kennish, 1986). According to this classification, estuaties which

are entirely controlled by river transported sediments are called “positive filled”. On the other
8




hand, if the sediments originate from the beaches and the nearshore ocean, they are called

“inverse filled”. Estuaries, characterised by litfle or no change in basin volume due to

sedimentation are defined as *“neutral filled”.

Table 2.2, Classification based on tidal range

TYPE TIDAL ESTUARY TYPE REMARKS
RANGE
microtdal <2m | Dominated by fresh water Presence of wind-driven waves
discharge; Shallow and wide. that produce spits and barrier
islands (typical of bar built
estuaties), Salt-wedge circulation.
mesotidal 2-4m | Dominated by strong tidal ‘The salt-wedge circulation is
currents; Often short and excluded.
wide; Meandering tidal
channel.
macrotidal >4m | Funnel-shape; Strong tidal and | Typical of coastal plain estuaries
tesidual currents can extend far | dominated by the landforms
inland. such as flat and salt marshes.

Table 2.3. Classification based on salinity
TYPE CIRCULATION

A Highly stratified

REMARKS

Two layered stratified estuaties dominated by high siver
flows; Salinity gradient (both longitudinal and vertical); Small
tidal range and width to the depth ratio; Affected by Coriolis

Salt wedge type

force.

B Moderately stratified | Controlled by the action of river and tides; Salinity gradient:

Partially mixed longitudinal, vertical and lateral; Typically shallow and wide.
C Vertically Tidal flow greater than river discharge; Significant salinity
Homogenous gradient in longitudinal and lateral directions; High width to

depth ratio; Affected by Corolis and wind forces.

D Well mixed Dominated by tidal forces; Salinity gradient: longitudinal;

Small the width to the depth ratio,




Tidal level dominant A

D D D D
C C Cc D
B B C D
A A C D
River flow dominant
Width dominant »  Depth dominant

Figure 2.2. Estuary type as function of river flow, tidal force, channel width and depth

2.2.1.5 Quantifed Classifications
The estuary classification can also be carried out by considering different dimensionless

parameters which characterise them considering river and tidal flows, and the magnitude of the

resulting salinity stratification (KR. Dyer, 1997).

As mentioned before the salinity field is controlled by the balance between the advection of
fresh water and the diffusion of the salt due to the turbulence caused by the tidal forces. Thus,
representing the fresh water volume entering the estuary from the river over one tidal cycle as
R, and the volume of water brought into the estuary by the flood tide (i.e. tidal volume) as V,
estuaries can be evaluated by considering the ratio of V to R over the same tidal period T (M.

Tomczak, 1998) (table 2.4),

Alternatively, this definidon can be given using the mean velocity ratio:

@.1)

where #=R/AT with A representing the cross-sectional atea of the flow-channel, and #= root
mean square tidal velocity. If P<107, then the estuaty is considered well-mixed, else, if p<107,

it is said to be stratified (ICR. Dyer, 1997).
10




Table 2.4. Salinity classification with respect to the ratio of R to V

TYPE R/V
Salt-wedge >>1
Highly stratified - Fjords 0.1-1
Slightly stratified 0.005-0.1
Vertically mixed <<0.005

Another number used to classify estuary in terms of salinity stratification is the Estuary
Number’ which is defined as

_PF,

Ne—-T
Oy

2.2)

where 0, is the rate of fresh water inflow, P is the volume of the tidal prism (ie. volume of
water within the estuary between high and low waters), and F, is the densimetric Froude

number which is expressed as

_ Ur

" Jehldo/p)

with 4 representing the water depth and g the difference between the sea water density ¢ and

2.3)

the fresh water density.
When Ne>0.1 the estuary is well mixed, otherwise it is stratified.

A fourth number can also be employed to classify estuary. This was originally defined by Ippen
and Harleman (A.T. Ippen, 1966} and relates the level of stratification in an estuary to the

encrgy lost by a tidal wave entering the flow channel as:

2.4)

where G is the rate of turbulent energy dissipation per unit mass of fluid and ] is the rate of

potential energy gained per unit of mass over the entire length of the estuary (D.M. McDowell
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and B.A. O’Connor, 1977).

G is expressed as:

Pl"sz

X

) pbh(xl _xz) (2.5)

where P, -P,, cortesponds to the rate of energy loss between the two channel cross-sections x;

and x,.
J is given by
hu
J= g % _f
p) L 2.6)

where L is the distance over which the mean velocity #, is estimated.

Another convenient quantified classification is provided by Hansen and Rattray (IKR. Dyer,
1997) who realised the need for more than a single parameter for classifying and comparing
estuaries. They proposed a stratification-circulation diagram (figure 2.3) where an estuary is
identificd by two dimensionless numbers. These afe the ratio of mean surface velocity # against
fresh water velocity # (x/#), called the circulation parameter, and the ratio of mean salinity
difference between surface and bottom AS, and vertically averaged mean salinity 5, AS/ S,

called stratification parameter.

3 :
2 e

Figure 2.3. Stratification-circulation diagram by Hansen and Rattray (M. Tomczak, 1999) 12




In this classification type 1 represents well-mixed estuaries where the flow at all depths is

seaward and diffusion accounts for upstream salt transport. Type 2 indicates a partially mixed
estuary which is characterised by a net reverse flow at bottom and an upstream flux of salt.
Type 3 corresponds to fjords, which are characterised by a differential flow in the two layers.
Type 4 is the salt wedge estuary in which the intense stratification takes place with a very little

interaction between layers. Types 1, 2 and 3 are subdivided into high and low categories

according to the value of the stratification parameter (A5/5,>10"—high, AS/5,<10"—low).

Determination of these parameters requires the measurements of salinity as a function of
depth and surface velocity over one tidal cycle, plus the measurements of river input R over
one tidal cycle and the knowledge of the topography for the determination of the cross-
sectional area A (IC.R. Dyer, 1997).

The main disadvantage of this scheme is that velocity and salinity are calculated for a specific
location along the estuary. Hence, for different points of a particular estuarine basin the state
of stradfication may change (D.A. Jay and ].ID. Smith, 1988). However, it is possible to trace
points on the stratification and circulation diagram corresponding to different cross-sections,
for the same river discharge (figure 2.3). These points may be joined up to form a line (K.F.
Bowden, 1980).

1 10 102U U 13
P F

Figure 2.4. Stratification-circulation diagram showing the contours of the parameters P and F,

(M. Tomczak, 1999)
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In order to use the diagram in a predictive way, the quananes AS/S, and #/u#, are related to
other two parameters which ate the flow ratio P (2.1) and the densimettic Froude Number
(2.3). These two parameters are used to relate AS/S, and #/#; to the forcing mechanisms
{figure 2.4). While the circulation depends entitely on F,, the stratification depends on both

parameter 5.

Other numbers {Fischer, 1972; Scott, 1993) can also be used to classify estuaties according to
the Hansen and Rattray scheme (ICR. Dyer, 1997), confirming that this classification provides
a rather general mean to represent and compare estuaries. For instance, Fischer (1972)
proposed to relate the estuarine circulation to the ‘Estuatine Richardson number’. This
number, which gives the ratio between the potential energy provided by the fresh water inflow

and the mixing force of the tidal currents, is defined as:

_Ap s

Ri 7
0 bu,

e

@.7)

where & is the estuary width,
As the value of i, increases, so does the stratification of the estuary.

The ‘Estuarine Richardson number’, related to the densimettic Froude Number and the flow
ratio (ILF. Bowden, 1980), is dependent mainly on stratification rather than circulation.
Therefore, R/, may be used in combination with F,, for representing the type of circulation and
stratification within an estuary. The two parameters together take into account the influence of

river discharge, tidal current and estuary width and depth on the mixing mechanism.

2.3 Tidal Modelling

Tidal computations and modelling in estuaties procedure consists of a number of steps as:

¢ problem observation and assessment

* analysis of physical phenomena and degree of their relevance in the problem to be solved
* definiton of the modelling strategy and possible numerical schernes

e estimation of the difference between the real behaviour and the model simulation.

14



Three general approaches for modelling can be considered: physical hydraulic models,

analytical models and numerical models. Although the water movement can be reproduced
with some degree of accuracy by physical models, the mixing processes throughout the estuary
can not be scaled and simulated by hydraulic prototypes. Both analytical and numerical models
are used to simulate the observed behaviour of an estuary, in response to a specific known set

of input and particulat conditions.

Mathematical models consist of (I.B. Hinwood and I.G. Wallis, 1975)
* a set of equations that describe water movement and related mechanisms such as mixing

processes and sediment transport

* boundary conditions and empirical pararneters which permit to adjust the model over a

particular estuary.

These models are not as expensive as the physical models and they simulate effects that
physical models cannot satisfactorily represent. Mathematical models are useful for evaluating
the impact of engineering wotks on tidal motion and the quality of tidal water systems (D.M,
McDowell and B.A. O’Connor, 1977). Many different models have been developed to fulfil
different needs. The analytical models, developed in pre-computer days, can still be used for
very simplified problems. However, research has been progressively concentrating on the study

of specific systems by the use of numerical models and analytical schemes.

Mathematical models can be divided into three main categores (D.M. McDowell and B.A.
O’Connor, 1977):

¢ flow models, used to simulate quanttative aspects of the shallow water regimes such as the

water surface elevatons and the flow velocities;

¢ mass transport models, based on the mass continuity principles, which include the
concentration distribution of substances such as salt and reactive and inert pollutants, and
the water quality parameters such as the biochemical oxygen demand (BOD) and its

dissolved oxygen content (DO);

¢ sediment transport models, which are based on the equations of fluld motion and fluid and

sediment movement.
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Any model of an estuary should be based on a sound mathematical formulation and
knowledge of estuarine condittons (Rijkwaterstaat Communications, 1974). Therefore,
considering the complexity of the estuaries the construction of tidal models is not a simple task
and an adequate model representation depends on many different factors. For instance, the
selected model must be defined to include relevant complexity of a given estuary by taking into
account the geometry of the estuary plane, its topography, river inflow at its head, exposure to

the wind and presence of secondary currents.

‘The use and purpose of a model often drive the user’s preference. The choice of a particular
model is affected by not only the charactenistics of the problem, but also the accuracy of their
application and aim of the investigation. Special needs of some users can influence the degree
of the accuracy required and consequently many assumptions and approximations may be
made to obtain the desired balance between accuracy and costs. In order to have a realistic and
sensible investigation the model selection must be done without an overestimation of the
available capability with a careful consideration of the available resources and inevitable
consequences deriving from approximations carded out (J.B. Hinwood and 1.G. Wallis, 1975).
For instance, averaging over one or more spatial dimensions produces a simpler and more
economical model. However, this decision may imply many other assumptions and

approximatons, which must affect the model petrformance.

2.3.1 Hydrodynamical Mode! Eguations
The dynamic balance within an estuary is mathematically described by the equations of motion.
These are also known as momentum and continuity equations and used to mathematically

analyse the flow behaviour of estuaries.

The momentum equation concerns with the forces acting on water flowing through the

Eulerian control volume. In a three-dimensional co-ordinate system, it is given as

pﬂU-= -VP+uVU+G
Dz (2.8)

where p, P and p are, respectively, the fluid density, pressure intensity, dynamic viscosity, while

U and G represent the vectors of velocity and external forces in the x, y and z directions.
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The equation of continuity is derived from the law of conservation of mass and is defined in a

three-dimensional co-ordinate system as ‘

div{pU )= %

In order to be able to desctibe the flow behaviour of an estuary, the equations of motion need

to take into account

¢ the physical characteristics of the estuary
¢ the body forces on the water
* water density variations

e turbulence

Estuaries arc characterised by the rapid variation of the estuatine cross-section over the length
of the channel. Furthermore, estuaries may include geomorphological elements that make the
use of equation (2.8) and (2.9) difficult. These can be floodplain, where the presence of water is
intermittent (V. Nassehi and A. Kafai, 1999), branches, for which supplementary equations
must be necessary (]I Bikangaga and V. Nassehi, 1995) and, bends and meanders, which
determine energy losses that affect the velocity distribution (J.R. Rossiter and G.W. Lennon,

1965).

In addition to the gravity, other body forces can also be significant in estuaries such as (D.M.
McDowell and B.A. O’Connot, 1977)

e wind tangential force

o 2.9)
2.3.1.1 Mode! Characterisation
®  estuaty bed frictional force

e corolis force

The wind force is responsible for additional shear force on the water surface, especially for
estuaries that widen towards the sea. The bed frictional force depends on the type of material
the bed channel is made of. It consists of additional shear force that occurs at the bottom of

the channel. Finally, the Coriolis force, due to the rotation of the Earth, can have a significant
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effect in wide estuary at latitude far from the equator.

Furthermore, density vatiations and turbulence can affect the flow (J.H. Bikangaga, 1993).
Mainly dependent on salinity, density must be mathematically related to the changes in salinity
due to the relative strength of niver flow and tidal flow. In addition, wrbulence can be aken
into account by averaging equations (2.8) and (2.9) over a petiod of time that is long when
compared to turbulent fluctuations, but shorter than the tidal period or any time interval
required for significant changes in the water course hydrograph. As a result, additional normal

and shear stresses is included to embody in the equations turbulence fluctuations.

2.3.2 Dispersion Model Equation

The distribution of dissolved matter into estuaties can be investigated using an appropsiate
continuity of mass equation also known as dispersion equation or convective-diffusion
equation. Suitable for studying salt transport and the dispersion of solute pollutants (i.e.

conservatve and reactive) in estuatics, the equation is defined as

EAT PR ) SRR RN ER Y s
g “ox Y dy oz ox\ "ox " dy

dy

dz

oC dC dC dCc d dCcy d dC| o oC
K, =R (210)
0z
whete C represents the concentration and R the sink/source term. U, U, and U,, and, K, K|
K, indicate, respectively, the turbulent mean velocities and the coefficients of turbulent
diffusion in x, y and z directions. R is null whether (2.10) is used for modelling the estuarine

salt balance and conservative pollutants.

2.3.3 Approxcimation of the Model Equations

In modelling it may be necessary to simplify some aspects and ignore others in order to be able
to undetstand some of the processes occurring in an estuaty. Therefore, equations (2.8}, (2.9)
and (2.10) can be simplified by reducing the relatdve importance of the time or limiting the
description of the problem domain to one ot two-dimensional situations, Therefore, instead of
using the full three-dimensional equations of motion, it may be more practical and realistic to

describe the estuatine hydrodynamics through a simplified model.
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It can be assumed that, since any vertical force component is small compared to the gravity,

the momentum equation in z-direction can be reduced to

1 oP

8
p Oz (2.11)

For instance, in a well-mixed estuary 9p/dz s negligible (D.M. McDowell and B.A.

O’Connot, 1977) and equation (2.11) can be written as

d oh 0
_P_=g[p ;,_8)

ax ax ox (212)
If the density is also uniform then expression (2.12) can be reduced to
9 o
i = 80—
ox ox (2.13)

where h is the depth below the estuary surface.

Furthermore, equations (2.8) and (2.9) may be averaged obtaining a two-dimensional
representadon. For instance, a number of estuaries are wider than deep and a system of two-
dimensional equations averaged on the depth may be suitable to describe the estuarine flow

behaviour. Thus, the equation of continuity becomes

_a_h_l_ a(hUx)+ a(hU}') — 0
ot dx ay (214)

and the momentum equation is given as:

oU oU oU ah T
L4+ L4+ U L4 g—+
ot * ox 7 dy ax pH

~—QU,~W,F, =0 (2.15)

aUy+U aU’+U aU"’+ on +QU, -WF, =0 2.16)
a *ox 7y gayp - @
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where H is the river depth over which the average is carried out, U, and U, are the depth

average velocities in the x and y directions, g is the gravitational acceleration, and 7, and 1,

represent the shear stresses due to the bed friction in the x, y directions.

The wind force is expressed by F,, which is defined as

F, = E‘ﬂt,/WI2 +W}

pPH @.17)

where T, indicates the wind stress, p is the water density, and W, and W, are the components

of the wind velocity in x, y directions, respectively.

The shear stresses 1, and 1, are related to the average velocity as follows:

2
pgn U, 2
Ty :—HE"\IUX +U;

(2.18)
pgn’U
7, =——- UL +U;
H (2.19)
where n is the Manning’s friction coefficient.
In equations (2.15) and (2.16) & is defined as:
Q = 2wsin{p) (2.20)

where @ is the angular velocity of the Earth and @ is the angle of the latitude of the Earth.

A one-dimensional representation may also be enough when it is just required to determine the
variation of the flow over the length of the estuary. The equations of motions are averaged on
the cross-section and may be expressed in form of De St. Venant equations as follows:

0Q ok

ox ot E (2.21)
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+
ox gA ot gAox APHA 2pax

3, 1230, 18[ ]+]QIQn H dp _

(2.22)

where, B, A, Q, and q are, respectively, breadth of water surface, cross-sectional area, cross-
sectonal estuary discharge and fresh water inflow at the estuary head. The spatal and temporal

lengths are denoted by x and t, respectively.

For different estuary types it is also expected that the different terms in equation (2.10) used

for representing the salt balance become less significant and, hence, they can be neglected.

The terms can be reduced according to their respective importance regarding

e the degree of stratificaion present in the flow regime and its change with tide and

freshwater conditions;
o the geometrical charactetistics of the flow system, and

e the temporal and the spatial characterisdcs of the engineering problem itself (D.M.
McDowell and B.A. O’Connor, 1977).

In particular, (2.10) may be averaged (J.H. Bikangaga, 1993):

» vertically obtaining a two-dimensional depth averaged equation

E)£+a(U"C)+a(U”C)=ii(HD BCJ 19 (HD ac)+R;,

of ox oy H ox o Eé} Y dy

(2.23)

where D, and D, are the dispersion coefficient in x and y directions, respectively; and Ry, is the

depth averaged source/sink term;

e transversely obtalning a two-dimensional width averaged equation

(2.24)

ob,C), 2bU.C) , AbU.C)_ a[ aCJ a[ ac) bR,

b D b D
ot ax dz oxt * Fox) 9z\ " ‘oz
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where b, and b, are the storage and current widths, respectively, R, is the soutce/sink term
averaged on the width, and D, and D, are the dispersion coefficients in x and z directions,

respectively;

* over the cross-section, reducing the equation to a one-dimensional scheme

a(Ac)+ a(AUC)__a_(AD gg)sz v

ot ox ox * ox (2.25)

where D, A and U are, respectively, the longitudinal dispersion coefficient, cross-sectional area
and the cross-sectional velocity. The source term, q,, specifies a point discharge while R, is the

cross—sectional averaged source/sink term.

The above approximations can be applied when the magnitude of some terms in equation
(2.10) is so small that they can be neglected from the equation. For instance, the averaged over
the depth equation (2.23) is suitable for wide and shallow estuaries with concentrations
changes likely to be much smaller over the depth than the width of the estuary. It is also used
for vertically mixed estuaties for which this equation gives almost as much information on the
values of the concentration as the three-dimensional version (2.10) (].B. Hinwood and L.G.
Wallis, 1975).

Similarly, a two-dimensional averaged over the width (2.24) may be prescribed for studying the
concentration distribution in narrow and meandering estuatics where transverse concentrations
can be assumed uniform across of the width. Instead, if the estuary is narrow with very small
vertical density gradient, the variation of the concentration may be satisfactorily described

through a one-dimensional model (2.25) (J.B. Hinwood and [.G. Wallis, 1975).

Models can also be tme averaged. Therefore, there are steady state models, tidally averaged
models, and intratidal models. Tidally averaged models are simpler and more economical but
their accuracy is limited, This type of models cannot simulate the concentration distribution
throughout a tidal cycle. In case of steady state models, the concentrations are predicted for
steady inflows and unvarying tidal conditions, especially when the upstream transport is

balanced by downstream advective transport.
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2.3.4 Bonndary Conditions

Boundary conditions at the landward and seaward ends of the estmary are central to models.
They play a significant part in determining the behaviour of the estuary under particular
circumstances. Boundary conditions regard flow, concentratons of salt and, for model
estimating the dispersion of pollutants, the concentration of other dissolved matters in the

estuary.

At the landward end the flow boundary condition can be determined from river gauging
records in case of river flow, If the river flow is null, it can be represented through a complete
reflection of the dde. In additon, at the seaward end, tidal elevations need to be specifted for

the simulated period.

For the salt, while at the estary head the condiion of zero salinity is assumed, the presctiption
for the seaward salt boundary is more complicated. It is problematic to define realistic sea-ward
salinity (J. Woodruff, 2002). This can be estimated by defining empirically the salinity gradient
at the estuary mouth for each specific case. Some authors also choose to describe the salt
concentration at the mouth as a combination of the salinity of the sea and the salinity of the
last patcel of water leaving the estuary. The estuary outflow is assumed to influence the salinity
at seaward open boundary for a certain period of time after which the salinity is essendally of
the sea (P.A. Gillibrand and P.W. Balls, 1998). Finally, the seaward salt boundary condition can
be represented through a constant salinity concentration. Especially, for large macrotidal
systems with a wide cross-section at the mouth, it is more likely that the salinity will remain

constant under most conditons (V. Nassehi and A. Kafai, 1999).

Similarly, in case of pollutants, if the source of pollutant is Jocated at the estuary mouth the
boundary condition may be represented as function of time value at the respective boundary
(Dirichlet type). In addition, for modelling the dispersion of pollutants 2 Neumann boundary
condition can also be employed (J.H. Bikangaga, 1993). This permits to describe the sitwation
at the boundary as either as reflection of solid boundary, or a free movement of the matter

across the boundary without blackflow.
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2.3.5 Model Parameters

Model parameters are the coefficients representing, respectively, thé influence of the bed
friction over the velocity distribution and the diffusion/dispetsion of a particulat substance
transported by the estuarine waters. Their physical meaning is influenced by the assurnptions

and approximations introduced in the model equations.

In the momentum equation (2.8) the shear stress at the bed of the estuary is mainly affected by
the bed morphology, and the type and distribution of the sediments oiaserved in the estuary.
Particularly significant in x and y directions, longitudinal and transversal shear stresses are
expressed as a function of the corresponding velocity component multiplied by an empirical

tactor representng the effects of the estuary bed roughness.

The bed roughness may be described in terms of the Manning’s friction coefficient. The values
of this parameter has been carefully tabulated for representing the river bed friction to the
flow. However, its values in case of estiaries may be slightly different from those adopted for
river channels due to the reversal of the tidal flow which may cause different bed forms (D.M.
McDowell and B.A. O’Connot, 1977). It must also be noted that with the simplification of the
momentum equation, the Manning’s coefficient needs also to incorporate those physical
effects that, because of the approximation, are no longer considered. Thus, it is expected that
the values of Manning’s coefficient in (2.22) are higher than those suggested in case of a two-
dimensional model {(i.e. equations 2.15 and 2.16), as they represent not only the bed friction to
the flow but also additional shear stress which counts for losses due to bends of the channel,
changes in the estuarine cross-section and secondary circulations (D.M. McDowell and B.A.

O’Connos, 1977).

For describing the mixing processes in an estuary, equation (2.10) is also expressed in terms of
coefficients of turbulent diffusion. However, in (2.23), (2.24) and (2.25), defined for averaged
values of concentration and velocity, the meaning of these coefficients is altered. D, D, and D,
in equations (2.23), (2.24) and (2.25) are dispersion coefficients which describe the transport of
any substance due to both turbulent diffusion and the velocity vatiations within the estuary
section. This also means that, as equation (2.10) is approximated and averaged over one or two
dimensions, the resuldng dispetsion coefficients are uniquely related to the velocity structure
and, therefore, must be determined for each flow situation encountered. The values of these
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parameters may be obtained using analytical relationships, field data combined with governing

equations or semi-empirical £ ormulas (J.R. West and T.W. Broyd, 1979).

2.3.6 Numerical Models

Numerical simulations, among the other types of models, are considered the most effective
tool for studying estuaries. They provide vety accurate simulatons with minimum time
consumed (G. Thompson, 1993), revealing important aspects of estuatine environmental
dynamics, which may not be evident from field measurements and analytical evaluations (J.R.
French and N. ] Clifford, 2000). Furthermore, their use for investigating the hydrodynamics,
the sediments movement and the mixing processes can be employed to explore different

possible conditions.

However, there are different shortcomings in numerical models for estuaties. They are
normally developed for particular situations costing a lot of time and money. As other applied
sciences, numerical modelling requires substantial mathematical background to formulate and
program the computational models, which few estuarine scientists have (P. Dyke, 1996).
Furthermore, some of the computational programs are developed by scientists for personal
use, making it difficult for other users to access them. Thus, although computational estuarine
programs are useful udlites, their usability is usually low (H.J. Van Zuylen, 1994). Finally, the
link between estuarine modelling and other aspects of the estuarine science is not widely
tepresented in the model development and in the evaluation of the model results. It is generally
required to have a very deep knowledge in order to interpret these complex systems from

different points of view and to identfy the correct modelling approach for a specific problem.
Numerical methods generally employed for numerically simulating the estuary behaviour are:
» Methods of characteristics

¢ Finite difference

¢ Finite element

¢ Spectral method

e Finite volume

» Diffuse approximation.
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The detailed analysis of each of these methods is beyond the scope of this research work and

will not provided here,

2.4 Conclusions

Estuaries’ behaviour depends on many factors, which are possible to analyse only adopting
different study approaches. The physical processes within estuaries ate generally simulated
through computer modelling. In order to provide support for model design, an intelligent
modeling environment should be implemented, Such a system has been developed and is
called Case-Based Reasoning System for Estuarine Modelling (CBEM). The system is the

subject of this thesis.
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Chapter 3

HYDROINFORMATICS

This chapter aims to give an overview of hydroinformatics. This is a new paradigm in
hydroscience and engineering which aims to bind advanced information technologies and the
classic computational hydraulics. Hydroinformatics is also the discipline in whose area the

research work presented in this thesis can be included.

3.1 Introduction

CBEM is developed based on the widely accepted idea that the traditional computational
hydraulics is no longer sufficient to cope with the complex water related problems that afflict
the world’s fumure (M.B. Abbott, 1991). Computational hydraulics developed as an engineering
tool with its main focus on the technical and scientific aspects of a problem, to provide
answers in relatively shost times to water systems related problems (M.B. Abbott et al,, 2001).
Following this approach, numerical modelling for water engineering and environmental
problems has become very sophisticated. Characterised by a great mathematical and
computational complexity, modelling systems are now powerful software packages with user-
friendly front-ends and a menu of facilities to support pre-processing and post-processing
operations (IK.W. Chau and W. Chen, 2001). However, although modem model design has
resulted in increasing the number of users, there is still a great deal of problems, old and new,

that these computer devices cannot solve.

3.2 Old Problems

The increase in accessibility of numerical models has not diminished the necessity of the
expertise required to use them. For instance, selecting a suitable model to solve a practical
problem remains a very difficult task for which the user needs to have detailed knowledge
about the applicatdon and possible limitations of the available models. Furthermore, during any
phase of the modelling process, the user needs to use his/her expertise in order to achieve the
modeling objectives. Hence, thorough exploitation of a model relies on the ability of its user to

evaluate and interpret simulation outputs. In case of unrealistic predictions the user must be
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able to detect where and why a mistake has been made. Although the current generation of
models are very sophisticated and characterised by a great rate of automation, there is still a
number of tasks such as the model calibration that cannot be completely automated because it
requites the uset’s experience and judgment. Far from being perfect, these computer tools still
lack the ability to evaluate the uncertainty which is usually present in natural water processes.
In short, they cannot have and utilise the type of knowledge that only through experiencing a

great number of situations is acquired (U. Cortes et al., 2001).

3.3 New Problems

In addition to the problem described in the previous section it is increasingly evident that the
scope and scale of water related problems requite the involvement of a large number of
various experts with different backgrounds. The solution of a problem does not simply rely on
the correct estimation of possible scenarios, but needs to be integrated in a wider context so
that it will be acceptable from different aspects. Thus, communication during all the phases of
the solution process is important. Only through an efficient communication an acceptable final
solution can be obtained. However, in order for the communication to be successful, it must
be supported by methodologies that allow the parties involved to agree on the available
information on which actions and decisions can be based. However, the current models only
responds to main modelling requirements of effectiveness, precision and low cost. Therefore,
furure models need to be implemented with a user-oriented approach, where the modellers are
not the final users of the results but, instead, those who need to base their decisions on the
simulation are the consumers. Model must not only provide technically sound solutions but it

should also support the decision-making process (J.A. Cunge and M. Etlich, 1999).

Numerical models for water resources also need to be considered as a part of a more complex
knowledge management system. Modelling software must be integrated with other tools that
enable gathering a wide range of information and extending the model’s predictive capacity
(M.B. Abbott et al,, 2001). There is a consensus that an effective solution for problems such as
emergency management and risk prevention can only be achieved by having various parts of
the system dynamically related with ability to exchange information to find the most suitable

solutions.
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3.4 A New Paradigm

Thus, within the described context there are two streams of development which can determine
the future of the computational hydraulics. The first consists of moving towards the
implementaton of flexible model systems that will guide and help a broadet range of usets.
These models must be able to assess the uncertainty arising in various phases of the modelling
process, and feasibility assessment of the predicted scenarios. They will not only udlise the
methods of computational hydraulics but will be able to behave as “intelligent agents” capable

of reasoning about the problem and its context (J.A. Cunge and M. Exlich, 1999).

The second stream Is that the modelling software must be considered as a component of more
extended knowledge management systems, where data are collected, transformed, explained
and communicated. Thus, other information tools need to be developed which, integrated as
parts of the same units, co-operate in solving problems. The co-ordination of different
knowledge facilities, each supervising a particular task, permits shating expertise, working in
parallel and profiting from muld-faceted knowledge bases and different soutces of informaton

(U. Cortes, 2001).

The need of combining computational hydraulics and advanced information and
communication technologies has given rise to a new discipline called hydroinformatics (M.B.
Abbott, 1991). As a way forward for managing, planning and protecting hydro-environment,
hydroinformatics aims to brings together many activities in the water engineering research and

practice in an innovative way with the help of computer—based technologies.

3.5 Current Developments of Hydroinformatics
In order to build effective decision support systems for integrated water resource management,

hydroinformatics research has been directed to four main directions:
¢  data capture, storage, processing and analysis

* real-ime diagnosts and prediction

® uncertainty and risk management.

*  open modelling
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Raw data, which are today abundant, are regarded to be source of “tacit” knowledge which

needs to be exploited and investigated (U. Cortes et al,, 2001). Large amounts of data can be
treated by using several techniques borrowed from various areas of computational intelligence
such as machine learning, data mining and knowledge discovery in databases. These data-
driven methods (e.g. cluster analysis, evolutionary programming, artificial neural networks) are
employed to reduce the complexity of available data, find new cotrelations and extract new
patterns with the possibility to extend the understanding of the physical processes and the laws
that gove;n the natural phenomena (D.P. Solomatine, 2002).

Real time control is also an important jssue. It is fundamental for problems related to
emergencies (e.g. flood forecasting, pollutant discharges, management of water network
systems) where the teaction needs to be rapid. This means that not only data, models, set of
hypotheses and management plans need to be available on the site, but they also need to be
dynamically linked so that the entire information system can be immediately updated in
response to changes. This permits a greater level of efficiency and awareness throughout
emetgency situations. However, an effective real time control needs also to include the ability
to estimate the uncertainty related to the emergency and mainly sound decisions as it evolves

(J.A. Cunge and M. Exlich, 1999).

Uncertainty handling represents one of the fundamental challenging in hydroinformatics. It
can be in vatious forms. It can arise from the variability of natural phenomena, or the type of
information which needs to be evaluated. This can be in the form of incomplete and imprecise
measurements, approximations .(i.e model outputs), or even the partcular linguistic patterns
vsually used by experts (J.W. Hall, 2002). For this purpose, the classic probabilistic theory is
combined with alternative methods, generally developed in the field of artificial intelligence,
which are more approprate for those types of uncertain information that cannot be

represented in a conventional probabilistic formats.

Another new approach to modelling has now been proposed in order to enable water
management systems to understand various impacts of a selected management policy.
Research is orientated to create an open modelling framework where any set of models can be
integrated and interchanged (P.J.A. Gijsbers et al,, 2002; D. Harvey et al, 2002). This is
expected to result In a new generation of models characterised by flexibility so that any
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decision suppott system can utilise different types of models in specific problems. In future,

models, consisting of software components that can be dynamically integrated or substituted

when they are no longer needed, will be developed.

3.6 Conclusions

Hydroinformatics is a relatively new discipline that combines computational hydraulics and
communication and information technologies to develop powerful computer-based decision
making tools for planning, management and protection of the water environment. It aims to
improve communication among those groups of professionals who participate in devising
water resources management schemes. This is achieved by creating effective computer based
working environments where team work is facilitated and enhanced. Hydroinformatics
includes methods of data capture, stotage, and processing, advanced modelling, optimisation

and uncertainty estimation.
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Chapter 4

CASE-BASED REASONING

4.1 Inttoduction

As sﬁown in chapter 3, the integration of computational hydraulics and information
technologies has the potential to create advanced computer systems for assisting in planning,
managing and monitoring the water environment. Different Al-hybrids that offer the user
suppott at different operational levels of the decision making process have been proposed. In
particular, some attempts to interface and integrate artificial intelligence technologies with
sophisticated mathematical tools such as simuladon programs have been carried out (K.W.

Chau and W. Chen, 2001). The benefits of this combined approach are considered to be

€Normous.

In this research project the Case-Based Reasoning (CBR) methodology is utilized to provide a
flexible computer environment for the design of estuarine models with a significant reduction
of the effort needed in a multidisciplinary work of this nature. CBR offers a way of building an
intelligent modelling environment where available knowledge about estuaries and estuarine
nurmerical models can be stored and reused. In particular, the system aims to offer a non-expert
user in modelling the necessary guidance for selecting a model that matches his goal and the

nature of the problem to be solved.

The layout of this chapter is as follows: §4.2 presents the artificial intelligence framework
employed in our wotk, the case-based reasoning method; in §4.3 the choice of this technique
for supporting estuarine modelling is discussed; §4.4 describes the mode of operating a case-
based reasoning system; §4.5, 4.6 and 4.7 illustrate the sub-units that form the case-based

reasoning process: case description, case retrieval and case adaptation.

4.2 Case-Based Reasoning Definition
Case-based reasoning (CBR) is a knowledge-based technique. It provides a problem solving

framework in which the user benefits from the knowledge of previous experiences. The
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solution of a new problem is dertved from similar situations encountered in the past. Imitating
the problem solving approach usually adopted by humans, CBR systems otganise available
experiences in terms of knowledge units (cases), which tepresent a classification of the past
events according to a set of common problem descriptors (J. Kolodner, 1993). As a soludon
for a similar problem is retrieved from the CBR memory, it is then revised and adapted to the
current problem. The new case and its solution then become part of the system and available
for future applications. At each iteration, the efficiency and competence of a CBR system

improve with the number of cases stored in its memory.

4.3 Motivation

To explain why this problem solving method is preferable for supporting the design of
estuarine models, it is useful to compare it with the expert system methodology, another
technique generally employed in the construction of hydro-environmental decision support
systems. It is argued that CBR is a more complete and flexible knowledge based technique
because of its versatility. Other artificial intelligence technologies, included rules, can also be

implemented in a CBR environment to assist and carry out CBR tasks.

4.3.1 Case-Based Reasoning or Expert System?
The use of knowledge-based technologies to provide assistance in model design has a twofold
scope (A. Héuslein and B. Page, 1991}:

1. to provide the modeller with addigonal knowledge and

2. to process the available information adequately and cost-effectvely.
The first scope can be adequately realised by employing expert system technology. In expert
system applications the knowledge, elicited from experts, is encoded in rules, consistent pieces
of information organised according to a hierarchical logic (K.W. Chau and W.W. Yang, 1994).
On the other hand, the use of rule-based reasoning is not sufficient when flexibility and
adaptability are important priorities. Despite the number of rules that can be implemented, the
system’s answer is limited to the predetermined scenarios included into the system. The
addition of any rule may require careful revision of the entire system’ s logic (A. Holt and G.L.
Benwell, 1999). Any change to the expert system structure results in a number of knowledge
refinements and distillatons, often due to the contentious natute of a subject and non-
agreement among expetts on 2 common set of final rules. During this process some rules are

changed, others are removed and new ones are proposed. Therefore, it is understandable that
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the expert system approach is inadecuate and not cost-effective when the complexity of the
problem domain increases and involves different areas of expertise. CBR overcomes some of
the problems encountered in rule-based systems, such as knowledge analysis and organization,
system maintenance, and the ability for a system to respond in a real and practical context (L.
Watson and F. Marir, 1994).

4.3.2 The Advantages of Using CBR

The implementation of a CBR system consists of identifying an essenttal indexing scheme by
which the cases are described. When what is to be stored of an experienced event is
established, the knowledge extraction consists of describing the case features of past problems
accotding to the pre-defined scheme, This permits the description of cases to be partially filled.
‘Therefore, by assuming the past as precedence, CBR is able to provide a plausible explanation

for the solution of a new situation even when the problem is not fully understood.

In the CBR process the reasoning and learning phases are completely integrated. When a
problem has been solved, the new information is incorporated in the system’s memory with an
automatic and incremental improvement of its knowledge content. By accumulating new
experience into the memory, the size of the case-base increases and the CBR system becomes

more useful.

CBR can also be used in combination with other technologies such as expert system, genetic
algorithms, neural networks and statistics to exploit the full potential of the CBR methodology.
For instance, these techniques have been successtfully applied to establish the simulanty of a
new situation with past experience (F. Azuaje et al,, 2000) and to adapt the retrieved solution to

the need of the current problem (D.P. Finn and P. Cunnigham, 1998).

4.3.3 CBR jor Estuarine Modelling

The logic of the CBR solving procedure is particularly appropriate to a complicated discipline
such as estuarine modelling. This is mainly due to the vatiety of expertises required. The study
of any estuarine phenomenon via numerical modelling relies on an example-by-example based
knowledge. Purely theoretical approach in estuarine modelling is not possible and the effort

should often be supported by practical experience.

34



In order to provide “intelligent support” for model design, the complexity of estuaries and the
actual interaction of many problem factors must be estimated through the codification of
previous studies and correct assessment of numerous assumptions for different cases and
problems. In general, the modelling process starts from determining the possible cortelation
between the physical features of an estuary and the physical phenomena to be simulated. Based
on a set of attributes representing the estuary and models' characteristics, the modeller
formulates the necessary hypotheses, which are used as bases of the simulation strategy.
Therefore, the combination of CBR technology and simulation softwate programs can result in
a very powerful system that will reduce the time required for the necessary field measurements

and estimating studies.

4.4 The CBR process

A case is defined as a “problem situation” (A. Aamodt and E. Plaza, 1994). Therefore, cases
represent unique knowledge related to specific situations. A case may be pteviously
experienced and thus stored in the CBR system’s library to be used for solving future
problems; ot it may be new and not yet classified and needs to be included in the CBR system.
It can be kept as a concrete experience o clustered with others with which it shares similar
features. Cases can also be represented as single knowledge units or the information
incorporated in each of them can be split and distributed in the different subunits of the

system’s knowledge structure.

A case can be divided into three major parts (J. Kolodner, 1993):
s the state of the problem

¢ the proposed solution

® the outcomes from the applicatioﬁ of the solution.

A past problem and its solution can provide useful information to solve new cases. In addition,
the outcomes, if included in the case representation, can be used to evaluate the performance

of the proposed solution when applied to the current situation.

The CBR process is cyclical and includes the following four steps {B.C. Jeng and T.P. Liang,
1995):
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s definition of the problem state and the domain configuration

® sclection and retrieval of past cases similar to a new considered event
e revision of the proposed solution if necessary

* storage of the new solution as a part of a new case.

In order to create a system that is capable of searching for similar cases, it 1s necessary to
identify the key features that provide a standard scheme for storing all possible cases in the
system memory. This step of CBR is called case description. The chosen case indices are then
used to expedite the search process during the phase called case retrieval for calculating case
similarides and finding the best match. The search engine is an intelligent component, which
allows complete or partial matches according to established prescriptions. However, because
every case is likely to be unique, it is necessary to adjust the old solution retrieved by the system
in otder to apply it to the new situaton. The CBR term for employing the retrieved experience
is case adaptation. At the end of the problem solving process the current problem and the

adopted solution are stored as a new case.

4.5 Case Description

- A very important component of the CBR process is case description. Cases are described, then
retained in the system’s library, and recalled when a new problem needs to be solved. The
desctiption of a case consists of finding a suitable and manageable structure to represent the
case content. The memory of a CBR system must be organised according to an indexing
scheme that permits the retrieval process to be effective and time efficient. A case must be
defined in terms of those attributes that are relevant to the domain. Indices should be chosen
by following the concepts of functionality and availability of the information to use for

representing a case (J. Kolodner, 1993).

Therefore, by using an appropriate dormnain-specific vocabulary, the indices need to be:
¢ inherent to the specific goal that needs to be achieved by the reasoner
» abstract enough to make the case generally applicable
* concrete to be recognisable and directly referable to a practical context

* sufficienty predictive to anticipate the solution and outcomes of the case.
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For instance, as seen in chapter 2, in case of estuarine modelling the problem representation

can count on several definitions and classifications, especially for describing the physical
behaviour of estuaries. However, the information is often duplicated and the possible
telationships among many of the estuarine features are not clearly expressed. Furthermore,
some of this information can be obtained only after specific and often expensive investigations
which include field measurements and laboratory expetiments. The indexing scheme must be
derived from the available sets of definitions and classifications to give adequate description of
an estuarine problem that needs to be modelled. Indices can be expressed numerically or
qualitatively. Qualitative features can be either discrete concepts expressed as class hierarchies
(object symbols) or adjectives representing qualitatve values (P.W.H. Chung and R. Inder,

1992).

Based on the set of propertes (specificity, abstractness, concreteness, predictability) previously
mentioned, the indices should be drawn from the case features and customized in a way that is
understandable and applicable. The level of detail in the case descrption should only include
those features that enable the reasoning process and the access to the cases whenever it is
necessaty. Possible telationships between indices should also be established. Two features may
be related (e.g. the average width and depth of an estuary) and their composition may offer
more precision and accuracy in the description of a case and in the retrieval process than the
single indices (J. Kolodner, 1993). The capturing of a relationship between indices requires the

knowledge to link a descriptor to another in the form of functions.

Indexing can be done automatically or manually (I. Watson and F. Marir, 1994). However,
despite the possible use of automated indexing programs, it is believed (J. Kolodner, 1993) that

for practical CBR applications it is mote useful to design the description scheme manually.

4.6 Case Retrieval
Case tetteval is the step of CBR in which the system identifies and returns the cases stored in
the library that can help to achieve the goal or to perform the task associated with the new
problem situation. Since it is generally not possible to have a perfect match between the new
case and the old ones, the retrieval process is expected to find in the library cases that are the
most similar ones. Therefore, it is more appropriate to define the retrieval task as a fuzzy or
similarity matching process.
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The retrieval task consists of compating each of the cases contained in the CBR library with

the new situation along the indices provided in the case description and calculating the
cotresponding degtee of match. With respect to the degrees of match for all the specified
dimensions 2 set of past cases is selected (matching). At this point a2 more comprehensive
evaluation of the similarity with the new case is performed by taking into account the
importance of each descriptot. Based on these considerations, the selected cases are ranked in

order (ranking).

To determine the similarity between cases it is essential to take into account the context of the
match. Among the indices available in the case description only a set of dimensions must be
chosen that bear upon the problem proposed in the input case and the soludon to be found.
Degrees of televance are also given to the selected indices, as the importance of each
dimension on the similarity assessment is different with respect to the type of investigation

undertaken and the purpose for which the retrieved cases will be used.

4.6.1 Matching and Ranking Procedures
There are three common methods for cartying out the matching and ranking procedures: the
heuristic method, the neatest neighbour matching and the mixed approach that combines the

first two {J. Kolodner, 1993).

The heurisdc method uses rules to search the case-memory. In a heuristc scheme each
difference between an input and a stored case is associated with one or mote rules (evidence
rules). The old cases that pass the test of the evidence rules are returned to the user. The
heuristic method helps to work out the degree of similarity when there is not a perfect
correspondence between the features used for representing the new case, and those used for
describing the stored cases. For example, the heuristic method is used when two cases need to
be compared but they are included in different contexts or the level of representation is mote
abstract in one case or more detailed in the other. The heuristic rules ate also very important
when the value of a feature is missing either in the stored case or in the new one and the direct
comparison along that index is not possible. The heutistic approach is also used to express
preference. Some cases may be preferred over others if certain features along which the degree

of sitnilarity is calculated, assume particular values (salient-feature preference) or if they address
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in a particularly successful way the scope of the reasoning goal that guides the retrieval process

(goal-directed preference).

In the nearest neighbour matching for each chosen dimension in the input case the
corresponding feature in each past case is found with respect to a numetic evaluation function.
The two values are compared to each other and the degree of similarity is calculated. The
resulting value is then multiplied by 2 coefficient representing the grade of relevance of that
feature to the new problem. When the weighted similarity for each dimension is determined,
the scores are summed to provide an overall similarity measure for the past case and the new

one. The case with highest score is retrieved as the best match.

The aggregate match score of a past case with respect to the new problem situation 1s

expressed as:

N
S Wy (sl £5)
match aggregate score = 41— 4.1)
3 Wy
K=t

where Wy represents the importance of the index K and SIM is the degree of similarity

between the values of K for the input case (F',) and the retrieved case (F")), respectively.

The matching between cases can also be cartied out through a combined approach that mixes
numeric and heuristic criteria. For instance, cases can be selected on the basis of exclusion
(heusistic criterion), before applying the nearest neighbour matching scheme. When the
exclusion is adopted, cases are not retrieved if there are unacceptable mismatches between
cases along some important case features. Furthermore, it also mixes the matching procedure
in which the nearest neighbour matching employs different sets of importance values for
different reasoning goals. Therefore, the numeric matching criterion is more sensitive to not

only the problem context but also the specific type of problem represented in the new case.

The neatest neighbour matching is a very simple and straightforward procedure. However, it is
not charactetised by the articulated reasoning process that supports the heuristic approach. It

also true that the heutistic method does not provide a definite procedure to establish the best

39



match among the retrieved case. It is believed (J. Kolodner, 1993; I.1D. Xu, 1994) that for the

implementation of a computer CBR system a mixed approach is preferred.

4.6.2 The Degree of Similarity — Fugzy Matching

Once it is established which feature cotresponds to each other and along which indices the
cases should be compared then the degtee of similarity should be calculated. However, since
different kinds of data (numerc, classes of objects and qualitative attributes) can commonly be
found in case descriptions, it is essential to have a common framework for computing the
degtee of similarity. Fuzzy matching (B.C. Jeng and T.P. Liang, 1995) based on fuzzy set theoty
and fuzzy logic, permits the calcutadon for each index, relevant to the retrieval process, of the
degree of similarity SIM between the cotresponding values F for the input case and F* for an
old case. The use of fuzzy matching gives the possibility to manipulate all types of data
(numetic parameters and qualitative attributes) and computing similarity scores on a

normalized scale between O (minitmum similatity) and 1 (maximum similarity).

4.6.2.1 Numerical Values
In case of numercal data the degree of similarity SIM(F|, F") is calculated using evaluation
functions based on the possible expression used for the characteristic functions in fuzzy set

theory (P.W.H. Chung and R. Inder, 1992).

For instance, a linear approximation could be used for computing SIM:

{_ER
smle!, FR)= ma){o. 1- JfTFl

(4.2)

A more complex function could be applied to avoid the shatp cut-off point and to concentrate

the emphasis on the near misses.

-1

;A
s:M(F’,_FR)= 1+(F Fg l] (4.3)

Both functions are charactetized by the fact that the value of SIM decreases as the distance

between F' and F* becomes greater.
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There is not ctiterion that can help to choose between these two functions or any other

proposed. Only an expert can decide which function is most appropriate for calculating the
degree of similarity along each feature and, perhaps, modify existing functions or propose new

ones,

4.6.2.2 Symbolic Values
There are two types of symbols: qualitative descriptors, which are adjectives describing
qualitative values (e.g.: low, average, high) and object symbols, which are labels for classes of

objects (e.g.: microtidal, mesotidal, macrotidal).

In fuzzy matching the degtee of similatity between two qualitative values is measured by their
positions in a discrete scale. For example, the scale may be: very low, low, moderate, high, very
high. The distance between adjacent categories is 1, e.g. low and very low and the total distance

between very low and very high is 4.

‘The similarity between two adjectives defining the values of a feature for the input case and the

old case, respectively, can then be expressed as:

: ( / R!
s/ M{F’, FH)= 1- distancelF’, F (4,4)

Total distance

It is mote difficult to establish the appropriate similarity function for object symbols. Itis up to
the expert, or in gencral the systern’s designer, to define the possible symbols to associate with
a specific index and organize them in a classification scheme. The similarity function must be,
then, defined by giving each pair of symbols a weighted distance that takes into account the
possible relationship between the two classes, and their charactetisation. General methods

based on the distance between two nodes exist but they are not always applicable.

4.7 Case Adaptation

Once the best match has been retrieved from the system’s library, its solution needs to be
made applicable to the new problem. The CBR term for the flexible use of the rettieved
experience is case adaptation. The case adaptation process is responsible for modifying and

amending the old case accordingly to the new situation requirements. The adaptation may
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involve the whole case structure or just parts of it without the need to change the entire

scheme. Some parts of the soludon may be substituted, others deleted or transformed.

Substitution consists of replacing some components of the old case with others that better suit
the new problem. These components may be objects or parameter values that have to be
modified. By comparing the contexts of the new and old cases and identifying the differences
between them, it is possible to establish which components of the old solution need to be
changed and where to search for the necessary information. For instance, it may be necessary
to substitute the objects of the old solution with others that have the same functional role. It
may also be required to modify the values of the solution parameters to guarantee correct and
realistic output for the new case. However, sometimes the information is not directly available
from the new problem context, and the necessary new data need to be found by using
specialised adjustment heuristics, as in the case of parameters, or querying the system’s

metmory or other libraries that may contain useful alternatives.

Transformation methods use heuristics to replace, delete or add components to an old case.
Some items may have to be transformed as they violate the constraints and limits imposed by
the new case and no alternatives are available. The heuristic rules resolve the possible conflicts
guided by the weighted importance of the different components in the old case. Rules can be
of general purpose (commonsense transformation) ot based on the causal explanation of the

role played by each component in the old solution scheme (model-guided repair).

If the adaptation heuristics is domain-specific then the adaptation technique is said to be
special-purpose. The adaptation is addressed by the particular information gathered from the
old case and its possible performance in case of its application to the new case. This technique
is important when particular structure modifications, such as the insertion of a new element in
the scheme, are required. The special-purpose adaptation is applied when the old solution,
directly tested on the new case, has failed and consequently needs to be repaired. Based on the
type of failure registered specific rules are activated to appropriately change the old solution

and eliminate the cause of failure.

Because many parts of a case might need to be changed, the case adaptation would result in a

combination of different techniques for substitution and transformation. Therefore, for large
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and complex cases, the problem must be decomposed and each part treated and adapted

separately. However, this does not guarantee that once put together again, the modified parts

will work properly as there may be unresolved conflicts between the parts.

After the selected adaptadon strategy has been applied and the old case has been appropriately
updated to meet the new problem requirements, the modified retrieved case is ready to be

used.

At the end of the problem solving process the knowledge contained in the library is refined

and incremented. The CBR system becomes more useful (case retention).

4.8 Conclusions

This chapter discusses the benefits of using the Case-Based Reasoning methodology to create
deciston support systems for complex and dynamic tasks involving mulodisciplinary
approaches such as the design of numerical models for estuaries. CBR systems utilize the
knowledge from solving past problems to solve similar cases. In contrast with the expert
system technology, used for similar kind of applications, the CBR technology does not only
automate the reasoning and implement domain-specific knowledge, but also permits the

system to increase and advance its knowledge base with use.
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Chapter 5

GENETIC ALGORITHMS

5.1 Introduction

Case adaptation is a key phase in the CBR process. Once it has been established which parts of
the selected case need to be changed, an appropriate adaptation strategy must be identified. Its
choice depends on the application domain and, thus, its implementation needs to reflect the
specific knowledge involved. The selection of a suitable adaptation method is guided by the
kinds of items to be substituted within the old solution and the roles played by them in the
problem definition.

For numerical models, case adaptation is essentially based on adjusting parameters where the
values in the old solution are changed with respect to differences between specifications of the
new and old cases. The input and model parameters are updated to ensute that the model
accurately simulates the real behaviour of the new case’s estuaty. In patticular, while the new
input data are directly derived from the new case’s specification, the values of the model

parameters need to be identified and substituted into the model datafile.

In this project genetic algorithm theory is applied to the adaptation of the model parameters.
Based on the mechanics of natural selection and genetics, genetic algorithm technology can be
used to find the optimal parameter values to suit the particular environmental conditions of the
new cstuarine domain to being studied. In this chapter the basis of genetic algotithm theoty

and its application to case adaptation are desctibed.

The chapter is organised as follows: §5.2 discusses the motivation behind the use of the genetic
algorithm technique for case adaptation; §5.3 presents previous wotk in which the genetic
algorithms have been used to evaluate parameters, in particular for hydrologic systems; in §5.4

the genetic algoriﬂ1m methodology is illustrated.

5.2 Motivation
For adapting a numerical model to new situations, it requires:

1) discretising the new problem domain into a computational grid
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2) updating the input data (e.g. hydrographic data and boundaty and initial conditions)

3) modifying the model parameters (e.g. bed friction and dispersion coefficients).

The domain discretisadon can be obtained by using approprate pre-processor software
programs that subdivide the domain into a mesh according to the requirements of the selected
numerical method. There are many commercially available software (e.g. GEOSTAR)which

after the insertion of the geographical boundaries of the domains generate the required grid.

The input data are derived from existing field measurements and navigation charts that provide
all the information related to the characteristics of the specific estuary and the particular
problem that requires solution (D.M. McDowell and B.A. O’Connor, 1977).

Due to inevitable uncertainties in the measurement of complex hydrodynamical parameters,
these are usually found by specific optimisation techniques. Unlike the hydrographic data, the
identification of appropriate model parameter values is a matter of continuous debate. This is
because such coefficients serve in effect to match the model prediction with the existing
systemn’s behaviour (M.B. Beck, 1991). Therefore, the model parameters must be optimised to
reproduce the essential features of a watercourse. The selection of their values is affected by
physical phenomena characterising the specific water system considered, and scale-effects due
to approximations introduced during the model development. Although it is important to take
into account the physical meaning of model parameters, their calibration in exact agreement
with the nature is not possible (M.B. Abbott et al., 2001). Thus, because their best values
cannot be obtained by ditect field measurements, special techniques, based on the
minimisation of the difference between simulated values and the observed data, need to be
employed. This process is commonly called model calibration. A calibrated model is verified in
a further step in which the optimised parameters are used without alteration in conjunction

with a new set of boundaty conditions, and the model and expected results are compared.

In the present CBR system a genctic algorithm is used to identify appropriate values for the
Manning’s coefficlent. As mentioned in chapter 2, this parameter is utilised to represent the
bed resistance to the flow of water in the hydraulic equation of motion. For numerical models
where the problem domain is discretised into elements (up to several hundreds), the resistance

to the flow is exptressed by associating to each section a specific value of the Manning’s

1 Geostar is a COSMOS product that offers parametric and automatic meshing of complex 2D/3Ddomains
{(www.cosmosm.com).
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coefficient. Thus, calibrating the Manning’s coefficient in 2 numerical hydrodynamic mode] of

an estuary means to find the set of Manning’s coefficient values that gives realistic simulations.
It must be noted that because of the interdependency of the Manning’s coefficient values on
each other, just changing a Manning’s coefficient value for one section of the domain may

result in the alteration of the entire model performance and the quality of the output.

5.2.1 The Traditional Optimisation Methods
Model calibrations have been traditionally carried out either manually or using numerical
optimisation programs. Both manual and computer-based parameter adjustments require an

experienced modeller to conduct the task.

The manual parameter assessment essentially relies on the modeller’s expetience and his/her
personal judgment. The modeller must estimates how the error is distributed between the
simulated predictions and the corresponding field measurements for different sections of the
computational grid. He/she must be able to identify the locations along the estuatine channel
that, due to the specific physical features of those sections {e.g. a junction) and the level of
accuracy required in the simulation, need to be carefully checked, during the calibration
process. It is hence not surprsing that in large problem domains calibration based on the trial
and error method is usually a tedious process which requires the modeller to have considerable
expertence. The manual optimisation is very subjective. Different modellets will probably
produce different sets of values (R.H. McCuen and W.M. Snyder, 1986).

The computer-based optimisation programs use mathematical procedures that minimise the
difference between the simulated results and the observed data. The most common criteria are
based on least square procedures which depend on the maximum absolute etror or bias (A.M.
Wasantha Lal, 1995). The mathematical formulation of such minimising expressions is called
objective function. The methodologies used for estimating the patameter values may be
different. Mathematical algorithms based on the Gauss-Newton, the minimax or the Kalman
filter techniques are commonly used to find optimum parameters (A.M. Lal Wasantha, 1995).
Non linear problems are generally optimised by using non-linear programming techniques such

as sequential quadratic programming (R. Ramesh et al., 2000).

The scope of these automatic procedures is to speed up the search, with minimum

involvement of a modeller, for a set of parameters that bring the numerical results as close as
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possible to the experimental data. However, these calibration techniques are of limited

applicability because of the

¢ strong dependency on the initial guess
¢ practical impossibility of searching the entire parameter space
¢ tendency to converge toward local optimal solutions.

Furthermore, these calibration procedures are not completely automatic. Their rate of
convergence closely depends on a modeller’s decision and the selection of the specific
optimisation factors. Information such as the initial set of values for the patameters, the step
size used in exploring the parameter space and the value of the gradient for non-linear

optimisation methods must be all selected with extreme care.

5.2.2 The Advantage of Using Genetic Algorithms

Previovsly described calibration methods are insufficiently robust and lack efficiency. Many
practical parameter spaces, such as the domain of possible sets of Manning’s coefficients in
hydrodynamic models, are too large to be investigated either manually or even using computer
based numerical algorithms (D.E. Goldberg, 1989). These methods, which tend to give local
and subjective solutions, have a limited capacity to provide the real best solution for an
optimisation problem. In contrast to these optimisation methods genetic algotithms have the
characteristics of being sirnple, quick and highly efficient in locating the global optimum values

in the calibration process.

The genetic algorithm technique is a stochastic global search which is based on the analogy

with biclogical evolution.

An initial population of solutions, randomly distributed in the search space, is defined as the
starting point of a search. The population evolves in a number of generations by eliminating
the unfit individuals and generating new solutions by combining those that have provided a
good petformance. Occasionally the individuals in the population are randomly modified in an

attempt to produce new improvements by chance.

The main advantage of using a genetic algorithm is due to the way it searches the solution
space. First, the search is simultancously conducted for a populadon of points equally
probable, rather than point by point. Second, the evolution of succeeding generations is

randomly guided by probabilistic transition rules, instead of using deterministic mathematical
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methods that do not allow a free movement within the search space. Third, despite a random

search, 2 genetic algorithm uses the information related to the individuals in the previous
generation to obtain new seatch points with possible improvement of the algorithm’s
performance (LD. Davis, 1991). Fourth, genetic algorithms do not need additional
informadon (e.g. step size, a gradient for the step progress and initial guessed values) to work
properly. They are blind. Useful information about search space is simply utilised to narrow
down the search space. Furthermore, genetic algorithms can also be easily implemented in
parallel mode with a great advantage in terms of precision and speed especially when a genetic
algorithm is used in conjunction with numercal models characterised by high computational

time (B.H.V. poping etal, 1998).

These characteristics make genetic algorithms more robust and flexible than other search
procedures. Many applications, especially in the area of water resource modelling, have shown
the usefulness of this approach even in situations involving highly complex multiple patameter

dormains,

5.3 Applications of Genetic Algorithms to Water Resources

The genetic algorithm approach, developed by Holland and co-workers at the University of
Michigan in the sevendes {J.H. Holland, 1973), has been successfully used in many engineering
applications. However, only recently it has been applied to model hydro-environmental
problems, demonstrating that it is superior to the classical optimisation methods (P. Reed et al,

2001),

These applications are mainly focused on the calibration of the parameters related to rainfall-
runoff models in forecasting of the tiver flow (Q.]. Wang, 1991; Q.]. Wang, 1997). The genetic
algorithms limit the uncertainty related to these parameters and their mutual relationships.
Several groundwater applications ate also reported. In particular, genetic algorithms have been
implemented for groundwater management problems to reduce the uncertainty related to the
hydrodynamics of aquifer systems (D.C. McKinney and M.D. Lin, 1994; K. Lakshmi Prasad
and AK. Rastogi, 2001; M.M. Aral et al,, 2001). In these applications a genetic algorithm is
coupled with the working equations that, transformed using finite element or finite difference
methods, permit the objective function calculation (ie. the difference between the predicted
values of the unknown and the corresponding observed data). Optimisation by genetic

algorithms has also been demonstrated to be straightforward and to provide reliable parameter
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estimation even when the field measurements are sparse and approximate (I, Lakshmi Prasad

and A.K. Rastogi, 2001). It has also been demonstrated that the optimisatdon by genetic
algorithms can be used for a single goal ot multiple goals, obtaining more than one compatible
solution for a given problem. Muldple conflicting objectives problems have been solved by
genetic algorithms, e.g. treatment of contaminant waters (B.J. Ritzel et al, 1994) and

groundwater monitoring (V.M. Johnson and L.L. Rogers, 1995).

5.4 The Fundamentals of Genetic Algorithms
Genetic algorithms perform the search process in four stages (I Shin and I. Han, 1999)

{figure 5.1):

Create Initial Population

v

—— Calculate Fitness

Continue
Evolution?

Select Surviving Individuals

v

Apply Crossover
Apply Mutation
v _ ‘

Fix New Population |

Figure 5.1. Steps of a genetic algorithm
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¢ Initialisation
s Selecton

* (Crossover

s  Mutation.

In the initialisation stage a population of possible solutions is chosen randomly in the search
space. The solutions might be related to a single parameter value or a combination of variables
that need to be simultaneously optimised. To have a degree of correspondence with biological
evolution, the solutions are represented in a predefined mathematical expression, which
cotresponds in biology to the transcription of bioclogical information in the form of genes.
Borrowing the terminology from biology, the representation is called gemotype and the
cotresponding parameter variable is called phenotype. The genetic structures corresponding to
the symbolic representation of the true parameter values ate called chromosomes. Chromosomes
are made up of unites, gezes. In case of binary encoding, the genes correspond to the bits of the
strings. The possible values of the units are called alleles: in the binary representation the only

permitted values are “0” and “1” (figure 5.2).

ALLELE

/

ololoi1l1l1/Tlolo | cHROMOSOME

N\

Figure 5.2. Chromosome representation using the binary representation

GENE

Starting from the initial population, each chromosome is evaluated according to a user-defined
objective function {also known as fitness function), The goal of the fitness function is to
estimate the performance of the chromosome as a possible solution. Based on their fitness,
chromosomes are selected through a stochastic process. The chromosomes with high fitness

are chosen to propagate and be replicated in the next generation.

Imitating the classical Darwinian evolution theory, genetic operators such as crossover and

mutation are used to form new chromosomes. Through a probabilistic mechanism, individuals
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in the population are chosen based on their performance to create new offspring individuals.

Some chromosomes are created by swapping cotresponding parts of their symbolic
representation (crossover). The new solutions are supposed to inherit the good features of
their parents and extend the search in areas of the solution space not yet explored. After the
crossover operation the mutation operation is often performed. Inspired by what happens in
nature when the genetic material is transferred between generations, the mutation operator
slightly modifies the genetc structure at the level of the symbolic representation. A parent
chromosome is randomly chosen, mutated and replaced by the new version. The genetic

algorithm guarantees that all chromosomes have a chance to be picked for mutadon.

The selection, crossover and mutation steps are repeated for each generation until the
termination criterion is sadsfied. Deciding on the termination criteron of 2 GA run is non-
trivial. This is because it is rather difficult to decide on the required performance. Different
criteria can be adopted for this purpose. A time-control criterion can be chosen by imposing a
limit on the run time. The genetdc algorithm can also end when a specified number of
generations is reached or a threshold distance between the simulated results and measured

values is achieved.

5.4.1 Population Representation and Initialisation

The genetic algorithm population is represented by a number of individuals, which can be
anything between 30 and 100. Smaller sizes {i.e. 10 individuals) can be employed with limited
selecton and reproduction capacity if the execution time is a practical constraint to the success
of the search. The binary representation is the most commonly used genotype, encoding the
individuals in bit strings (figure 5.2). In the standard binary coding, each candidate solution is a
stting of binary digits of chosen length. In partcular, for solutions that represent a
combination of parameters, each variable is transformed into a binaty string and these strings
are then concatenated to form a single sttlng The length of cach string depends on the
required precision. For instance, if the domain of the parameter is 5 digits and the required
precision is 2 places after the decimal point, the range of the domain should be divided into

5x10%qual size ranges. This means that each chromosome is 9 bits long:
256 = 2°% < 5x10% <27 =512 (5.1

Alternative encoding procedures are also employed: for instance, integer and real-valued

representations. Integer encoding is claimed to provide a convenient and natural way of
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mapping the phenotype into the genotype, especially for the subset selectdon problems (P.].
ppiag p typ genotyp P ¥y |2

Fleming and AM.8, Zalzala, 1997). In this case the chromosome is represented by a number of
integers each of which refers to a specific variable. In real-valued encoding the genotype and
phenotype are the same and less memory are required. Furthermore, the precision of this
representation is claimed to be superior to that of binaty code, which relies on the chosen

length of the chromosome (P.J. Fleming and A.M.S. Zalzala, 1997).

After having decided the genotype form, the population‘of the genetic algorithm must be
initialised. The initialisaion of the population is carried out by randomly creating each
chromosome. Fot instance, in the case of binaty representaton with a populaton of N
individuals, each having L bits, NxL bits each with a value O or 1, are randomly computed and

distributed in groups of L bits to each chromosome.

5.4.2 Selection and Fitness Function

The fitness functon is used to estmate the performance of the chromosomes. Based on this
calculation the chromosomes are then selected to be included in the next generation. The
definition of the fitness function must be based on a cortect understanding of the type of field
measurements available. A fitness function is dependent on the problem and it must satisfy a
set of chosen constraints associated with the optimisation (j.e. economic, technical conditions).
More generally 2 fitness function is either a minimisation or maximisation measurement (i.e.
maximum water demand, minimum cost, minimum discrepancy between observed and
simulated points).

Each chromosome is decoded into the cotresponding phenotypical value to calculate the
fitness function. For instance, in order to evaluate the performance of a model parameter’s
value generated by the genetic algorithm, the fitness function can be calculated by measuring
the deviation between the results obtained from the model run with that specific parameter’s

value and the corresponding observed data.

One obvious possibility is to exptess this difference as (V. Babovic et al., 1994):
N NG

otn)={ 35 -rf ] o<1 52)
=

denoting by @fx), N, Fand P, the fitness value of the chromosome / the number of sample
points, the simulated and observed vatue of a chosen model variable (i.e. velocity, water surface
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elevation) for the sample point 7, respectively. In this expression, weights can also be included

to give emphasis to the fact that the deviation is not well distributed among the N samples.

1/2
¢(Xf)=[§wf|’:f"’f|2} f=1.M (5.3)
f=

As it is evident from the above mathematical expressions, a fitness function is defined to be

non-negative. There is usually the preference to express the fitness on a normalised scale and

to maximise the fitness (V. Babovic and M.B. Abbott, 1997):

o' {x)=1- 2 (54)

Max|p( x;
i=1.M #(x;)

o' (x)= ?afﬂ (5.5)

According to their fitness the chromosomes are chosen with respect to a predefined selection
mechanism to form a new population. Many selection techniques are based on the roulette
wheel mechanism that consists of selecting the chromosomes in a probabilistic way based on
the measure of their fitness (P.J. Fleming and AM.S. Zalzala, 1997). The sum of the fitness

values over all the individuals in the current population is calculated.
M

Fror = Z1¢(xf) (5.6)
i=

A random number # in the range [0, 1] is then generated,

For each chromosome the selecton probability and cumulative probability are calculated

respectively as:

qK=§:p, with k=1,M (5.8

i=1

If #<g, then the first chromosome is selected, otherwise the chromosome 7 in the population
for which ¢,,<#=<g, The mechanism is operated M times, i.e. the total number of chromosomes

(Tables 5.1 and 5.2).
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Table 5.1. Roulette wheel mechanism

chromosome | p(x) P; q;
1 10 0.106383 0.106383
2 18 0.191489 | 0.297872
3 4 (0.042553 (0.340425
4 11 0.117021 0.457446
5 17 0.180851 0.638297
6 5 0.053192 | 0.691489
7 8 0.085106 | 0.776595
8 13 0.138298 | 0.914893
9 2 0.021277 0.936170
10 6 0.063830 1

Table 5.2. Roulette wheel selection

n Chromosome
chosen
0.601431 5
0.322071 3
0.876501 8
0.184235 2
0.661015 6
0.285423 2
0.965284 10
0.543265 5
0.087523 1
0.485613 5

To make sure that the firtest candidates are selected, this classical sampling technique is
coupled with a number of possible extensions such as the elitist selection, expected-value and
crowding approaches (D.E. Goldberg, 1989). The elitist approach chooses one or more fittest
individuals and directly include them in the next generation. In the expected-value approach,
the probability of each chromosome of being selected is propottional to its fitness. In the
crowding approach, old individuals, albeit still considered fit to be selected, are substituted with
offspring chromosomes that most closely resembled the older elements in the genotypical
representation.‘ This modification ensures a certain grade of diversity to the population through
the generations, avoiding the dominance of some chromosomes over other individuals.
Notced that while the first two approaches improve the genetic algorithm’s performance for
single-objective functions, the last one is preferably applied to multi-objectve optimisations
(D.E. Goldberg, 1989).
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5.4.3 Crossover and Mutation

The crossover operator combines segments from different individuals. Crossover produces
new Individuals which are made up of parts from both parents’ genetic material. The simple
way to determine the crossover point is to choose a random cut-point. An integer k is
randomly chosen from the range [1,L-1], where L is the chromosome length. The offspring
chromosomes are generated by merging the first k bits segment of one parent with the k+1 to
L bits from another parent (figure 5.3a). Thuis is the simplest crossover scheme called single-

point crossover.

Other possible schemes are mult-point crossover and uniform crossover. For multi-point
crossover, m crossover positions k={1,2,... -1} are chosen at random with no duplicates and
sorted in ascending order. The bits included between two adjacent crossover points are
exchanged between the parents to generate two new chromosomes (figure 5.3b). The mult-
point crossover responds to the fact that in some cases the good performance of a
chromosome is not due to the information contained in adjacent substrings, but may be

distributed in different parts of the chromosome.

Uniform crossover generalises the multi-point crossover operation by making every gene 2
potential crossover point. It combines bits sampled uniformly from the two parents as
illustrated in figure 5.3¢c. A crossover mask, of the same length as a chromosomme, is created at
random. The offspring chromosomes are produced by taking from one parent the bits that
corresponds to the digits of the mask equal to 1, and from the other the bits that correspond to

the digits of the mask equal to 0.

The crossover opetator is only applied to a group of chromosomes. It is applied with

probability P, based on which parents are randomly selected from the population for breeding.

After the application of crossover, the mutation of chromosome is performed. The mutation
operation introduces new qualities in the population and enables a genetic algorithm to

consider unexplored areas of the search space. With a probability P_, some individuals are

selected from the populatdon and small random changes are made to the chromosomes. For
instance, with binary encoding, mutation causes a randomly chosen bit of a chromosome to
change its value either from 1 to 0 or from 0 to 1 (figure 5.3d). With non-binary encoding,
mutation may slightly vary the value of a gene or substitute it with a new value randomly

picked from an allowed range. The mutation probability P, is generally between 0.001 and 0.1
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in the case of binary encoding, This probability might be higher in the case of real-coded
chromosomes, increasing the possibility of exploting the search space more effectively without

affecting the level of convergence (Z. Michalewicz, 1994).
Parents Offspring

Chromosome 1

Chromosome 2

Cross Point a} Single-Point Crossover

Chromosome 1

Tt —

Chromosome 2 10100001

b) Multi-Point Crossover

Crossover Mask

Chromosome 1 ,\0011001100 i

Chromosome 2 | 101000011 / \“ 101000011

¢) Uniform Crossover

000112100 g oooﬂ%loo

d) Mutation

Figure 5.3. Genetic operators: a) Single-Point Crossover, b) Multi-Point Crossover, ¢)
Uniform Crossover and d) Mutation
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5.4.4 The Use of Specific Knowledge

One of the most important characteristics of genetic algorithms is theit ability to perform a

blind search. The informadon about the specific problem is generally limited to the
consttuction of fitness function. However, when additional sources of problem-specific
knowledge are avatlable, it is appropriate to incorporate them to form a hybridised genetic
algorithm structure. The combinaton of problem-specific information and genetic algorithms
increases the accuracy of the search and the capacity to identify the best solution (J.].
Grefenstette, 1987). Problem-specific knowledge can be implemented in any phase of the
genetic algorithm scheme. For instance, heuristic rules can be utilised to initialise the
population. Several populations can be generated and the best performing chromosomes can
be chosen among them to represent the actual initial population (D. E. Goldberg, 1989). The
initial populaton can also be seeded with particular chromosomes that speed up the search
toward the best solution, with particular care in avoiding any premature convergence (S.J.
Louis and J. Johnson, 1997). These specific chromosomes from previous seatches, which yeld
useful information about the search space can be injected into the initial population reducing
the time taken to find the appropsate solution. For this purpose genetic algorithms may be
combined with case-based reasoning principles, based on the idea that sirnilar problems have

similar solutions {C.L. Ramsey and J.J. Grefenstette, 1993)

For many specific problems it may also be feasible to define the genetic operatots (Le.
crossover and mutation) based on the characterdstics of the considered search space. The
encoding scheme for hybridised genetic algorithms generally uses real or integer representation.
The familiar genetic operators must be adapted to the problem domain. The crossover and
mutation operators developed employing problem-specific knowledge can be more useful than
the original versions, which can create non realisuc offspring chromosomes that are

meaningless in terms of the problem domain (D.E. Goldberg, 1989).

5.5 Conclusions

Case adaptation is the most difficult phase in the case-based reasoning methodology. An
adaptation strategy must be chosen with respect to the specific problem domain, the
knowledge represented in the system and the reasoning task to be supported. In CBEM case
adaptation is based on the genetic algorithm approach, since the adaptation is focused on

model parameter adjustment. A genctic algorithm is employed to find an appropriate set of
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Manning’s coefficients for a new case. Superior to traditional optimisation techniques, the

genetic algorithm method permits the finding of the global optimum quickly and efficiently. It

also allows the incorporation of domain-specific knowledge to enhance its performance.
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Chapter 6

CASE-BASED REASONING SYSTEM FOR ESTUARINE MODELLING

6.1 Introduction

This chapter outlines CBEM, a Case-Based Reasoning System for Estuarine Modelling
(CBEM). CBEM is an intelligent computational environment for supporting estuatine model
design. By organising the available knowledge on existing numetical models for estuaties and
their applications the user is provided with necessary guidance to solve numetically hydro-
environmental problems for estuaries. The system is developed using the case-based reasoning
methodology, employed in conjunction with numerical modelling theory and genetic

algorithms.

The system has three main software components: a case-based module where the case
description and the case retrieval take place, a genetic algorithm module, responsible for the
case adaptation and a library of numerical simuladon models, which contains the computer
codes of the numerical models described in the case-based module and called by the genetic
algorithm during the adaptation phase. Based on the features of the estuary under investigation
and the physical phenomenon to be modelled, the case-based module retrieves a suitable
solution among the past cases contained in the system’s memory. The selected model is then
returned from the model library and specifically adapted by the genetic algorithm unit, which

estimates a valid set of model parameters to suit the new estuatine physical conditions.

The layout of this chapter is as follows: in §6.2 the general architecture is illustrated; §6.3, 6.4
and 6.5 outline the system’s main components: the case-based module, the genetic algorithm

module and the model library.

6.2 General Architecture
The Case-Based Reasoning system for Estuarine Modelling (CBEM) operates through the co-
operative action of its three main components: a case-based module, a genetic algorithm

module and a library of numerical models (figure 6.1). These modules are activated to perform
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USER

New eituarine
probilem to be
modelied (1)

specific tasks of the case-based problem solving process. The case-based (CB) module allows
the user to describe new and past cases (case description). It is also responsible for the retreval

process (case retrieval).

Estuary description and purpose
of the investivation (2)

< Relevant eases (3}

Selected case (1)

Revised model sith calibrated Manning’s
cotfficient (9)

Selected mode! seheme (3)

Calibrated Manning's Manning's coefficient
coefficient (8) calibration (6)

MODEL CODE

Fitness function calesilation (7)

ADAPTATION COMPONENT

Figure 6.1, Structure of the CBEM systemn
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In CBEM a case is divided into two parts: the estuary, which is the object of the investigation,

and the related models, each of which is employed to simulate a specific physical phenomenon
for that estuary. The estuary description contains indices reptesenting the features of the
estuary domain, while the model description includes information about the model
characteristics and the estuarine problem simulated. This distinction is due to several practical
reasons. The same estuary may have been studied and modelled for different purposes, or a
specific estuarine process may have been repeatedly simulated for the same estuary but using
different model strategies to satisfy different quality requirements of the results and the specific
putpose of the sitmulation (figure 6.2). The separated desctptions for estuaries and models
permit the idendfication of the different aspects that characterise a model strategy, which is
constructed taking into account the assumptions on the physical and hydrographic behaviour
of an estuary, and specific conditions on the problem definition (e.g. cost-effectiveness and
accuracy). This distinction also makes the case representation more accessible and readable to
the user, who has to supply the necessary information. Furthermore, it facilitates and speeds up
the retrieval process. Dividing the cases into parts enables the search mechanism to identify
easily similarity between parts of the cases and make rapid conclusions about the cases
themselves (J. Kolodner, 1993). The retrieval mechanism computes the similarity with respect

to both the estuary and model descriptions.

As the user decides to investigate a problem using CBEM, he/she enters the feature values of
the estuary to be modelled in the estuary desctiption scheme. He/she then defines the type of
problem and the purpose of the investigation. At this point the retrieval process begins.
Initially the search engine selects from the system’s case-base (figure 6.2) only those cases for
which the current problem has been previously modelled. A similatity rating for each of the
past cases is established based on the values of the indices contained in the estuary’s

description.

In addition, the past cases are ranked with respect to their performance expressed in terms of
accuracy, simulation time consumed and purpose for which they were employed. At the end of
the retrieval process, the user is presented with a list of past cases graded with respect to the
estuary description as well as the problem definition. The user is responsible for the final

selection based on personal judgment.
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Once the model scheme is chosen, it is selected from the model library, which contains the

computet codes of the models described in the case-base unit, and it is given to the genetic
algotithm module (GA) to be adapted, ie. the case adaptation phase of the case-based
reasoning process. The genetic algorithm {GA) module is activated to optimise the parameters
of the sclected model to suit the new application. The required parameter optimisation is
cartied out by combining the classical evolutionary theory with problem-specific information.
The GA module incorporates knowledge from the practice of estuarine model calibration by
using modified genetic operators. Furthermore, the present scheme benefits from the co-
opetation with the CB module by including in the initial population the parameter values from
the most similar cases. As it will be llustrated later, the use of knowledge augmented operators
and case-based initalisation improves the search performance. It finds a better set of
parameters for the new problem and requires less time than the classical genetic approach. The
CBEM procedure terminates and returns to the user a model scheme retreved among the past
cases as the best match, and a new set of parameters that provides satisfactory performance.

The model can now be applied to simulate different scenartos.

The description and the retrieval phases are implemented using ACCESS (R. Smith and D.
Sussmar, 1997), while the genetic algorithm in the GA module is programmed in FORTRAN.
ACCESS provides a form-like interface with each case described by a set of fields and their
values. A database is built where cases are stored. Different forms are provided for viewing and

searching for the estuary and model descriptions, and the results from the retdeval process.

The use of FORTRAN for the genetic algorithm permits to link directly the genetic algorithm
program and the code of the numerical models, which is alsa written in FORTRAN. Thus, the
simulated results are made autoratically available to the GA module for calculating the fitness

of the chromosomes at each generation without any interruption.

6.3 Case-Based Module
6.3.1 Case Description

In the following sections the schemes for describing estuaties and models are llustrated.

6.3.1.1 Estuary Description

In CBEM the organisation and representation of estuaries is assessed on the basis of the
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existing estuarine classifications previously presented in chapter 2. However, the information

contained in these classifications cannot be used ditectly but needs to be carefully combined.
“This is because each of these classifications is not complete. They focus on specific aspects of
the estuatine environment and they do not take into account the possible interdependence
between different aspects of an estuary. They also overdap in terms of information and estuary
characterisation. Therefore, the present estuary description is designed to systematically
organise the information scattered through these classifications into formal and meaningful
indices, suitable for the case-based reasoning process. For this reason, only the classifications
for estuarine geomorphology, physiography, tidal characteristics and hydrography (water
circulation, mixing process and stratification) have been considered. Instead, canonical
parameters for estuary classification (e.g. stratification parameter, circulation parameter,
densimetric Froude number and estuarine Richardson number) have not been included in the
estuary description as this type of data is not always available and inexperienced users in

estuarine hydrodynamics may misuse them (FCR. Dyer, 1997).

Following the case-based reasoning approach, illustrated in chapter 4, the present estuary
description scheme does not intend to provide a detailed review of the complex physical,
chemical and biological processes that take place in estuaties. Instead, it aims to represent the
estuary domain through indices that are generally understandable and applicable, making
existing relationships between features explicit. For this purpose, the inventories of British and
Ametican estuardes (AL Buck and N.C. Davidson, 1997; NOAA teport, 1985) have been
useful inspiring information sources in determining a well-defined description scheme. These
inventories offer a reasoned estuary representation, which includes only key estuarine features

that are of interest and significant from the perspective of estuaty management.

Some of the indices in the estuary description are defined using qualitatve values in order to
facilitate the indexing and the retrieval process, while other are mumeric data. In addition, there
ate other features that are object symbols defined according to the description provided by the

estuary’s classification schemes.

After initially describing in which country the estuary is located and its latitude, the description

is then organised in terms of physical and hydrographic characteristics. These represent the
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major dimensions of an estuarine system, which play an important role in detetmining the

dynamics of an estuary and its behaviour (figure 6.3).

The physical characteristics are

geomorphological type —~ Derived from the geomorphological classification drawn by
Fairbridge (R.W. ini.rbridge, 1980). 'The proposed classification consists of six types:

Jord, flard, ria, complex, coastal plain and bar built.

tidal range - According to the classification by tides, the tidal range is a choice between

microtidal, microtidal-mesotidal, mesotidal-macrotidal and macrotidal
estuarine total area

intertidal area

maximum channel bank area

maximum, minimum and average widths

average depth

average width to average depth ratio — Three classes are used to qualitatively define the

ratio of the average width to average depth. These are /&, woderate, high and very high.
channel length
valley length

grade of estuary meandering — The sinuosity of the estuary channel is classified as

relatively straight, meandering and exdremely meandering,

bed shape - The bed shape can be cither flat or sloping bed.

The hydrographic characteristics are:

freshwater inflow
tidal volume

salinity stratification — Based on the salinity disttibution and flow characteristics within
an estuary, the estuary can be defined as sa/f wedge, partially mixed, vertically mixed and well
mixed,
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. limit of salt instrusion

. average longitudinal velocity

. tidal period
The Coriolis and wind forces are also included in the description of the estuary physics.
Although they are external factors, they can significantly affect the mechanism of mixing within
estuaries especially under particular physical conditions (P. Dyke, 1996). Therefore, their effects
are represented in the model equations with specific mathematical terms. Through a

diensional analysis approach, the corresponding magnitude of the wind and Coriolis forces

for each case 1s established with respect to the dominant friction stress. Based on the

wnne

Figure 6.3. Estuary description

dimensional analysis’s outcome, the system suggests either to take into account or discard their
effects in the modelling procedute. The user can then decide to follow the system’s advice or

to proceed against its suggestion.
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In the estuary description special consideration is given to the presence of inlets. These, which
are evaluated separately from the main estuary description (figure. 6.4), may influence the
dynamics and mixing process within an estuary. Their contribution to the estuatine motion of
water and mass continuity must be represented differently in the model equations if classified
as either branches ot tributaries (J. Bikangaga and V. Nassehi, 1995). Additional mathematical
relationships may be necessaty to represent the flow conditions at the junction of branching

estuaries.

'The description unit evaluates the nature of any inlet by comparing it with the estuary’s main
channel over the average depth, width and velocity dimensions. At this point the user is still
able to ignore the response from the system’s dimensional analysis and change the computer’s

recommendatio.

2] frmMaintinfets -

Figure 6.4, Inlet description

6.3.1.2 Mode! Description

The proposed scheme for model desctiption (figure 6.5) was designed based on the
‘Classification of the models of tidal waters’ by Hinwood and Wallis (J.B. Hinwood and 1.G.
Wallis, 1975) and ‘Guidelines of the use of computational models in coastal and estuarial
studies’ by Lawson and Gunn (J. Lawson and L..J. Gunn, 1996).
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Figure 6.5. Model Description

The model is described as:

. dimension - The model dimension can be classified as 7-D, 7-D network (ie for

branching estuaries), 2-D averaged on depth, 2-D averaged on width and 3-D.

. numetical technique - The listed numerical techniques are characteristics, finite difference,

Jonite element, finite volume, spectral method and diffuse approximation method,

o model assumptions - The model assumptions are the presence of wind and Coriolis

forces, the bed slope and branching effect.

. dispersion coefficient - The dispersion coefficient is classified as either
Thatcher/Halerman, if it is calculated using the Thatcher-Halerman formula (Thatcher
and Halerman, 1972), or salinity interpolation, if it is determined from the model
equations using the salinity measurements obtained through field surveys as known

variables,
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. Manning’s coefficient - The Manning’s coefficient can be frictionkess, constant, linear or

varying.

. ptoblem - The problem is represented as: safnily distribution, salt intrusion, sediments, flood-
ronting ot poliutant distribution. If the pollutant distribution option is chosen then the user
is offered the possibility to specify if the pollutant is conservative or reactive, as the
model equation for the concentration is expressed differendy in these two

circumstances (see chapter 2).

Considerations related to the model strategy are also included. Thus, some qualitative attributes
are included in the model description to measure the model’s performance. These features are
essential for the retrieval purposes as they are used to estimate the approptateness of a model
when the user’s requirements for efficiency and accuracy ate taken into account, For instance, 2
model may provide a sufficently cotrect simulation procedure but may be inappropriate
according to the aim of the investigation as far as the time requited or the accuracy are

concerned. These indices are:

® accuracy - The accuracy is a choice between overall, moderate and high.

e time required for the simulation — The time necessary for running the model code can

be defined as low, moderate and high.

e simulation purpose - The simulation purpose is also included, which expresses the aim

of the investigation as managensent tool, water guality ot research.

6.3.2 Case Retrieval
The CB module is also designed to carry out the retrieval process and select from the system’s
library the model that is most likely to fulfil the user’s needs.

6.3.2.7 Model Selection

After entering the new case according to the estuary description scheme, the user clicks on the
button APPLY MODEL (figure 6.3} to activate the retrieval process. At this point a new
screen, the model selection screen, is opened, where the user can specify the context of the
new case. With the purpose of increasing the retrieval efficiency the type of problem to be
simulated and the purpose of the undergoing investigation must be given to restrict the search

to those portions of the case-base that are likely to provide useful cases. The indices for the
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pwpose and the problem definition are defined using the same classes employed for the

homonymous indices within the model desctiption.

The model selection screen also contains the model approximations. These are selected
conforming to what was previously declared in the estuary description about the presence of
inlets, the bed shape and the inclusion of wind and Coriolis forces. In the model selection

screen the user can change the previous choice and define different governing assumptions.

Furthermore, a lower-bound limit for the degree of similarity (i.e. match aggregate score) must

SR il “‘235.5%5 : b

Figure 6.6. Model selection

also be indicated. In the model selection screen this is called cut-off. Only cases with similarity
greater than or equal to the cut-off value will be retrieved. The value of the cut-off must be

between 0 and 1 as the grade of similarity is calculated on a normalised scale (see chapter 4).

Once the indices of the model selection screen have been chosen, the retrieval process can be
activated. The degree of similarity is computed using the nearest neighbour matching

procedure, which evaluates the similarity in two stages, based on both the estuary description
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and the problem characteristics. The similarity rating between a new and a past case is initially

defined based on the values of the physical and hydrographic characteristics contained in their
estuary descriptions. A second score is then calculated with respect to the type of investigation

to be conducted, the accuracy and simulation time required.

The similarity is measured using a fuzzy approach if the attributes are described on a
quantitative scale (i.e. ratio of the total area to the intertidal area). Alternatively, if the
descriptors are expressed qualitatively (ie. the degree of meandering, the model purpose), the
matching criterion consists of computing the distance between the two symbols. A more

detailed account of the matching process is provided in chapter 7.

The nearest neighbour matching is also combined with the heuristic criteria of exclusion and
preference expressed with respect to the model dimension. It must be noted that the model
dimension, which depends on the type of problem as well as the estuary’s physics, needs to be
chosen so that the physical phenomenon under invesu'gatién is well-represented without
underestimating or oversizing the problem domain. Cases are not retrieved from the case-base
if the dimension of the related models is inappropriate for the type of problem considered
(criterion of exclusion). Some cases are also preferred over others if their model dimension as
evaluated by the system is more suited to simulate the current problem (criterion of

preference).

Furthermore, the retrieval procedure implemented in the present scheme uses different sets of
matching and importance criterda according to the type of estuatine phenomenon to be
modelled. The CBEM employs different sets of importance values Wy, for problems such as

salinity distribution and salt intrusion.

To illustrate the retrieval process implemented in CBEM the specific problem of salinity

distribution investigated for management purpose is here considered.

6.3.2.2 Similar Estuaries
In the retrieval process the similarity based on the values of the features of the estuary

description is computed first. The similarity of the new case’s estuary is estimated as follows:
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1. select a set of 5 features F from the estuary description: the ratic of the average width

to the average depth (a), the geomorphological estuary type (b), the tidal range (c), the
meandeting rate (d), the rato of the total area to the intertidal area (e), the ratio of
maximum bank channel atea to the intertidal area (f) and the ratio of the channel

length to the average depth (g).
2. assign the degree of relevance W= 1 to {a), 0.75 to (b) and (e}, 0.5 to (¢}, (d) {f) and (g).

3. determine the similatity values 8 = sim F. F.5), with sim as similarity function and, I

and R referring to the input and retrieved cases, respectively.

B matchestuaty .- - - - . . 3 E : !EIE
. . R

k=1
5 .
LWy
k=1

4. normalize the match aggregate score =

For each retrieved estuary (figure 6.7) CBEM gives the value of the similarity rating and the
number of model previously employed for the specific estuary to simulate the considered
estuarine problem (i.e. salinity distribution). The user is then required to select, based on the

similarity rating, the retrieved estuaries for further examination in the second phase of the
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retrieval process. This computes the similarity of the case with respect to the context of the

problem and the model’s characteristics.

6.3.2.3 Similar Models

The retrieval process continues with the computation of the adequacy of each retrieved model.
This is evaluated through a pre-determined set of match values that rank the accuracy,
simulation time consumed and purpose of the model based on the investigation aim of the
new problem (ie. management purpose). The procedure for calculating the likelihood of each

model to fulfil the user’s requirements is described below.

1 i

e wginl
{Hi ; S

s
il

Figure 6.8. Similarity rating with respect to the model charactedstics
1. exclude case-models with respect to the model dimension.

2. select the following features from the model desctipton: purpose (h), accuracy (i),

simulation time (j).

3. apply a set of pre-determined rules to establish the functional role M, of each feature

with respect to the purpose of the current investigation.
4. assign a grade of relevance P=0.75 to (h) and 0.5 to (i) and (j).

5. apply the criterion of preference with respect to the model dimension. If a model is

“preferred”, assign the value 1 to the match value M, and to the grade of relevance P.
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6. normalise the match aggregate score N
L B

k=1

preference is valid, otherwise N is equal to 3.

CBEM returns to the user the chosen models, described by the value of their similarity,
accuracy, dimension and the similarity of the related estuary (figure 6.8). Based on the
information provided, the user, aware of the degree of similarity estimated for both the estuary

and the model is responsible for the final selection of the model.

6.4 Genetic Algorithm Module
CBEM’s adaptation phase focuses on generating a new set of Manning’s coefficients. The
input values of these model parameters are adapted to suit the physics of the estuary to be
simulated and give a realistic simulation of the estwarine hydrodynamics. This module is
developed by combining the classical evolutionary with problem-specific information in the
form of heuristic rules and case-based reasoning principles. The classical genetic operations of
initalisation, selection, crossover and mutation are modified to incorporate practical
information about the estuarine model calibration. This implementation narrows down the
search toward areas of the search space that are more likely to contain the best set of

parameters. A considerable reducdon of the necessary computational time is then obtained.

Since the detailed description of the genetic algorithm will be given in chapter 7, here the
design of the genetic algorithm and the logic behind it are presented.

MANNING’S COEFFICIENT SERIES
Element m nz m %1 ns

Manning’s number 0.020 | 0.020 | 0.021 | 0.034 | 0.021

CHROMOSOME REPRESENTATION
Genes n m " ns

with N equal to 4 if the criterion of

Allele 20 20 21 M 21

Figure 6.9. Example of a set of Manning’s coefficients and representation of the

corresponding chromosome
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In the genetic algorithm an initial population of sets of Manning’s coefficients is generated.
Their genotypical representation is given using the decimal base {figure 6.9). This chromosome
representation provides the necessary coneépondence between the sets of Manning’s
coefficients and the chromosomes. Therefore, as the Manning’s coefficients differ from one
value to another only in the last two digits, the chromosomes are expressed as integers
corresponding to the second and third decimal places of Manning’s numbers. This
representation is more practical since, to preserve the accuracy of modelling, the number of
elements in a discretised domain is usually high. Thetefore, with 2 high number of Manning’s
coefficients the use of integers for the genes significantly facilitates the passage to and from the
phenotypical representation and the transformation by genetic operators. The transformation
of a chromosome into the corresponding set of Manning’s coefficients is required anytime that

the fitness function needs to be calculated.

The fitness function, as mentioned in § 5.4.2, can be computed by estimating the discrepancy p
between the water surface elevations (H,) measured at different locations within the estuary,
and their corresponding simulated values (H,). Each sampling station j is characterised by a set
of experimental data cotresponding to the water surface elevations observed at different time
levels, indicated by n. Denoting the total number of sampling stations by J and the total
number of samples, collected at each station during a tidal period, by N, the series of all
measured watet sutface elevations can be represented as H,={(h,),, i=1,...,J; n=1,.. ,N} and

the set of all simulated values as HL.={(h), j=1,...,]; a=1,..., N}.

Hence, the discrepancy between H  and H, is given as:

N 1/2
p(H;,Hm){i Z((br)j. -(bm)ﬁ-)z] 6.1)

F=1n=1
The fitness of each chromosome is calculated as the reciprocal of p:

o=t ©2)
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In order to find which chromosome gives a minimum for equation (6.1), water surface

elevations for all chromosomes in each generation must be simulated. Hence, h at each station
j for the time levels n is calculated. For this purpose each set of Manning’s coefficients,
corresponding to a specific chromosome, needs to be included in the model input data
required. The model is run for a number of tidal cycles until the convergence is achieved. The
simulated results are then written to an output datafile which is given to the genetic algorithm

for calculating the fitness of the chromosome (figure 6.10).
Thetefore, the genetic algorithm consists of several steps.

Step 1. Read the datafile containing the values of the parameters for the genetic algorithm: M
for the size of the population, R for the number of generations, P, and Py, for the probability

of crossover and mutation, H_ for the set of obsetved water surface elevations.
Step 2. Generate M chromosomes employing the integer representation as discussed

Step 3. Transform the chromosomes into the corresponding sets of Manning’s coefficients

(genotype to phenotype transformation).

Step 4. Include the set I of Manning’s coefficients into the model input datafile
Step 5. Call and run the model program

Step 6. Compute the simulated water surface elevations Hy

Step 7. Calculate the fitness function ¢

Step 8. Transform the sets of Manning’s coefficients into the corresponding chromosomes

(phenotype to genotype transformation).
Step 9. Select surviving individuals

Step 10. Apply crossover

Step 11. Apply mutation
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The steps are repeated for the number of generations R, while the steps 4-7 are also repeated

for each chromosome in the population.

6.5 Model Library

The model library contains the FORTRAN codes of the models described in the CB module.
The model library is the form of subtoutines so that the appropriate model can be called
automatically by the GA module and the simulated results used for calculating the fitness

functons.

6.6 Conclusions

The system ptesented consists of three modules: a case-based module, a genetic algorithm
module and a library of numerical model codes. Through the case-based module a model
strategy is defined by consideting the similarity of the new situation to the past cases with
tespect to the physical behaviour of the estuary and the specific problem to be modelled. The
CB module also handles and evaluates the available knowledge on existing models and their
applications accordingly to the principles of the case description and retrieval. Once an
apptroptiate model procedure is selected, the genetic algorithm module adjusts the model
Manning’s coefficients to suit the new case. The genetic algorithm is directdy linked to the
computer code of the selected model contained in the model library. By testing different sets of
parametets according to the genetic algorithm theory, the genetic algorithm provides a robust
and efficient methodology for optimising the Manning’s coefficients with a considerable

teduction in computational time.
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Figure 6.10. Structure of the implemented genetic algorithm
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Chapter 7

SYSTEM DESIGN

7.1 Introduction
This chapter highlights the design issues encountered during the development of CBEM. It
describes how the knowledge related to estuaries and models is specifically structured within

the system defining the case desctiption, retrieval and adaptation.

The knowledge base implemented derives from the direct expetience of varicus ‘experts (e.g
experts in estuarine modelling, geomorphology and oceanography). An extensive literature
search was also made. Literature accounts, maps and papers describing the physics of estuarics,
modelling procedures of estuarine processes with particular reference to estuaries in Britain
(A.L. Buck and N.C Davidson, 1997), North America (NOAA, 1985), South Africa (J.A.G.
Cooper, 2001) and Malaysia (Z.Z. Ibrahim et al, 1997), wete considered. The available
literature provided the necessary base for discussion with the experts. Interviewing the expetts
helped extending the information gathered from the litetature search and including ‘best
practice’ guidelines, which may not be published yet. Also assumptions and hypotheses, on

which existing models are based, were studied and integrated in the knowledge system.

‘The knowledge is organized in the CB module in the form of “IF... THEN... ELSE” rules to
estimate feature values and quantfy the similarity between cases. In the GA module domain-
specific knowledge from the practice of estuarine model calibraton is used to modify the

classical genetic operators into a new set of operators that behave differently.

The layout of this chapter is as follows: §7.2 looks at the characterisation of the description
component; §7.3 covers the retrieval mechanisms; and in §7.4 the design of the genetic
algorithm for the adjustment of the set of Manning’s coefficients employed in 2 model is

descrbed.
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7.2 Case Description

In the case description some indices have been constructed in such a way that their values is
suggested by the system as the estuary description gradually progresses. These indices ate: the
average width to average depth ratio, the degree of meandeting, the salinity stratification, the
Coriolis and wind forces (figure 6.3) and the nature of the inlets (figure 6.4). The

characterisation of these indices is given below.

7.2.1 The Average Width to the Average Depth Ratio

The average width and average depth are indicated in the estuary description as numbers.
However, their ratio is expressed qualitatively. A qualitative measurement for this index makes
it easier to relate the average width to the average depth rado to other dimensions of the case

description with a consequent increase of the rettieval process flexibility.

Using fuzzy set theory (E. Cox, 1994), four membership functions are constructed to convert
the numerical value of the average width to the average depth ratio into a categorical scale
expressed as low, moderate, high and very high. The four membership functions were
implemented by tral and error, using a number of British estuaties to adjust the input

parameters of each functon.

The four membership functions are given as follows:

if ratio £ 10 THEN mygy, =1 ELSE "jow™

[ratia—lO_Dl]O'S

if ratio<100 THEN mmodemff[”[ 70

-1
,ratio—] 00! Jz}

ELSE, Mmoderate = l:l"'( 60

60

571

2 -1
_l irau‘o - 4001
Myery high =11+ 100 , if ratio 2400 THEN very high =1

where rafio indicates the numerical value of ratio of the average width to the average depth.
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Figure 7.1. The membership functions used to express qualitatively the average width to the

average depth ratio

Through this indexing the average width to the average depth ratio is classified over the classes
of low, moderate, high and very high with different membership grades. The class with the
highest membership value is displayed on the case description screen. Fot instance, if the
estuary is represented by (low/0.44, moderate/0.97, high/0.23, very high/0.21) the ratio is
defined in the case description as moderate. However, if two classes are assigned with the same
maximum value {(e.g. low/0.64, moderate/0.64, high/0.15, very high/0.09), or the absolute
difference between the first and the second highest values is less or equal to 0.1 {e.g. low/0.65,
moderate/0.60, high/0.15, very high/0.09) then the index is defined as low/moderate,
moderate/high or high/very high, depending on the two classes that share the same ot similar
maximum values. In figure 7.1, the “sensitive regions” indicate those areas of the graph where

the difference between the values of two neighbour functions is less or equal to 0.1.

The user can also select the qualitative ratio of the average width to the average depth. With
the selection of one of these classes, the user automatically determines the value of all four
membership functions. For instance, by choosing “low” he/she assigns the membership value
1 to the class “low”, and gives 0 to the other three classes. The memberships grades associated

to each class if the user selects the qualitative value of the ratio are shown in table 7.1.
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Table 7.1. Membership grades automatically assigned when the user selects the qualitative ratio
of the average width to the average depth

USER SELECTION MEMBERSHIP VALUE
LOW | MODERATE | HIGH | VERY HIGH
LOW 1 0 0 0
LOW/MODERATE | 0.5 0.5 0 0
MODERATE 1 0 0 0
MODERATE/HIGH |0 0.5 0.5 0
HIGH 0 0 1 0
HIGH/VERY HIGH |0 g 0.5 0.5
VERY HIGH 0 0 0 1

"The user’s decision always overrides the calculated values based on the membership functions.

7.2.2 The Grade of Meandering
The grade of meandering of an estuary is definable in a similar way to tivers (D. Rosgen, 1996),
as the ratio of the channel length to the length of the valley within which the water stream is

located.

Again, in this systetn, the degree of meandering is expressed qualitatively transforming the ratio
of the channel length to the valley length.

'The conversion to a categorical scale is provided by the following membership functions:

-1
2
if prop <13 THEN Mpelatively straight =1 ELSE Myelatively straight = lil +[J%_113|] ]

—0.5
2
prop — 1.6
Mypeandering = l:l + [!*_IJ ‘

0.1

-2
2
prop—1.9 .
Mextremely meandering = |:1+{l 01 ] ] » if prOle 9 THEN Meyiremely meandering =1

where prop is the numerical value of the ratio of the channel length to the valley length.
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As for the ratio of the average width to the average depth, the membership functions for the

grade of meandering were determined by trial and error, using a set of British estuaries to

calibrate the functions.

Grade of meandering

0.9
0.8
—+relatively meandering

o 0.7 —»—meandering
% 06 | —#—extremely meandering
3 Z I sensitive region
qE, 0.5 - ===
E

© © o o
—_ M o FY
:

|

1.2 1.4 1.6 1.8 2
Ratio of channel length to valley length

ry

Figure 7.2. The membership functions used to express qualitatively the degtee of meandering

The category with the highest membership value is assigned to the grade of meandering in the
case description. For instance, if for an estuary the grade of meandeting is classified as
(telatively straight/0.96, meandering/0.34, extremely meandering/0.0008), this is represented
in the case description as “relatively straight”. It is also possible that either there are two
membership functions having the same maximum value (eg telatively straight/0.46,
meandeting/0.46, extremely meandering/0.002) or the absolute difference between the first
and the second highest maximum is less or equal to 0.1 (eg telatively straight/0.5,
meandering/0.42, extremely meandering/0.002). In these two cascs, the grade of meandering
in the case description is defined as relatively straight/meandeting or meandering/extremely
meandering. In the case description the qualitative value of the grade of meandering can also
be selected by the user. By doing that, the value of all three membership functions is

automatically given as shown in table 7.2.

7.2.3 Estimation of the Salinity Stratification

By using the estuary classifications, given in chapter 2, it is possible to relate the salinity
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Table 7.2. Membership grades automatically assigned when the user selects the grade of

meandering
USER SELECTION MEMBERSHIP VALUE
RELATIVELY | MEANDERING | EXTREMELY
STRAIGHT MEANDERING
RELATIVELY STRIGHT 1 0 0
REALITIVELY 05 05 0
STRAIGHT/MEANDERING
MEANDERING 1 0 3
MEANDERING/EXTREMELY | 0 05 05
| MEANDERING
EXTREMELY MEANDERING |0 0 1

stratification to the tidal range and the average width to the average depth ratio. Thus, the

following rules are included in the system’s knowledge base:

1. IF the estwary is macrotidal THEN

IF the width-depth ratio is “low or moderate or low/moderate” THEN salinity is “well

wiixed” BLSE salinily is “vertically mixed”

2. IF ke estnary is mesotidalf macrotidal THEN

IF the width-depth ratio is “low or modsrate or low/ moderate” THEN salinity is “partially

mixed” BLSE salinity is “vertically mixed”

3. IR 2he estnary is microtidalf mesotidal THEN

YK the width/ depth ratio is “low or moderate or low/ moderate” THEN salinity i “partially

wixed” BELSE safinity is “vertically mised”

4, IF the estuary is microtidal THEN

IF the width{ depth ratio is “low or moderate or low/moderate” THEN salinity is “Salt

wedge” ELSE salinty is “partially mixed”
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7.2.4 Coriolis and Wind Forces

Although the dimensional analysis can only be taken as a general guide, it forms an essential
element in eliminating the unnecessary terms in the equation of motion used in the estuary
model. In the case description module, specific conditions based on the dimensional analysis

are implemented to provide an estimate of the magnitude of the wind and Coriolis forces.

The Coriolis effect is expressed as:

_ 2Uwsin(g)

E. |

where U is the average estuarine velocity, g is the gravity acceleration, (@ is the angular velocity

of the Earth and @ is the angle of the latitude of the Earth. The angular velocity of the Earth is
approximately 7.29x10” rads per second.

‘The wind force is represented as a function of the wind stress:

s

pgH | (7.2
where T, indicates the wind stress, P is the water density and H is the average estuarine depth.

The wind stress T, is expressed as:

2
ts = cppaU2 (3)

where ¢y, is a dimensionless drag coefficient equal to 0.00015, p, is the density of the air equal
to 1.2kg/m’, and U, is the wind velocity.

The friction term is estimated as:

_ n*u?
B =173 (7.4)
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where n is the Manning’s coefficient (see chapter 2), assumed for the purpose of the

dimensional analysis, equal to 0.02 s>,

The system suggests to the vser to include the effects of the Coriolis and the wind forces only
if the terms calculated using expressions (7.1) and (7.2), respectively, give values that are more

than 10% of the friction term evaluated according to (7.4).

In addition to the dimensional analysis, the following rules are also included to evaluate the

importance of the Cotiolis force:

IF the average width fo the average depeh ratio is “Jow” THEN the Coriolis force must be excluded.

IF the average width o the average depth ratio is “high or very bigh or bigh/ very bigh” AND the latitude is in
the range betwween 50 and 60 degree AND the tidal range is not “macrotidal” THEN the Coriolis force nnst
be inclded.

The rules override the dimensional analysis.

7.2.5 Inlets

The system also suggests to the user if the described inlets into the main channel are classifiable
as trbutaries ot branches. The nature of a inlet is decided by the system accotding to the

following rule:

IF the ratio of the inlet’s average velocsty to the average estuarine velocity is greater or eqnal o 0.7 AND the
ratia of the average inlet’s depth fo the estuarine average depth is greater or equal to 0.1 THEN the inkt is a
branch ELSE it is a tributary.

7.3 Case Retrieval

The retrieval process is structured to provide the user with two similaity scores that quantfy
the similarity between cases with respect to the features contained in the estuary descriptions
and characteristcs of the models previously used. Thus, the case retrieval consists of two
different frameworks, each of which estimates the corresponding similatity score through a

specific data retrieval scheme.

86




7.3.F Similar Estuaries

The first similarity score is calculated by compating cases along a certain number of indices
used in the estuary descripion. The system employs different sets of indices according to the

type of problem considered (i.e. sediments, salimty distribution and etc.).

In CBEM, which is currently designed to advise the user over the problems of salinity
disttibution and salt intrusion, only two sets of featutes from the estuary description are
considered. In case of salinity distribution the features used for calculating the estuary similarity
score are: the ratio of the average width to the average depth, geomorphological type, tidal
range, ratio of the intertidal area to the total area, ratio of the maximum channel bank area to
the intertidal area, grade of meandeting and tatio of the channel length to the average depth.
For the salt intrusion problem, the first similarity rating is calculated using indices such as the
average width to the average depth ratio, geomotphological type, tidal range and the ratio of
the channel length to the average depth.

According to the procedure for calculating the first similasity score illusttated in chapter 6, each
feature within both sets is associated with a specific importance value that defines the feature’s
relevance for the assessment of the similarity between cases (see chapter 4). The degree of
relevance of each feature mainly depends on the type of the problem. For instance, the average
width to the depth ratio, which is used to compute the similarity in case of both salinity
distribution and salt intrusion, has a different degree of relevance with respect to these two

problems.

The degrees of relevance associated with the salinity distribution and salt intrusion problems

are given in table 7.3 and 7.4, respectively.

7.3.1.1 First Similarity Score
The indices employed for computing the first similarity score are of different kinds. The ratios
of the intertidal area to the total area, the maximum bank channel to the intertidal area and the

channel length to the average depth are numerical. Instead, the geomorphological type and
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SALINITY DISTRIBUTION: FEATURES

DG. OF RELEVANCE

ratio of average width to average depth 1
geomorphological type 0.75
tidal range 0.75
grade of meandeting 0.5
ratio of intertidal area to the total area 0.5
ratio of max. bank channel atea to intertidal area 0.5
ratio channel length to average depth 0.5

SALT INTRUSION: FEATURES DG. OF RELEVANCE
ratio of avr. width to avr. depth 1
geomorphological type 1

tidal range 1

ratio channel length to average depth 0.5

Table 7.3. Degrees of relevance for the features from the estuary description utilised to
calculate the first similarity score with respect to the salinity distzibution problem

Table 7.4. Degrees of relevance for the features from the estuary description utilised to
calculate the first similarity score with respect to the salt intrusion problem

tidal range are defined as classes of objects and, the degree of meandering and the average
width to the average depth ratio are tepresented on a qualitative scale. The degree of similarity
along each of these indices is differently calculated according to their kinds (chapter 4).
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For those indices that are represented by numerical values, the similatity is measured using the
simifarity function (4.3}. For instance, the similarity with respect to the ratio of the intertidal

area to the total area is given as:

1
—itratio® :
- 5)

itratio

l. 1
Hratio
stMfitratiotratio® )= 1+

with #fratio indicating the ratio of the intertidal area to the total area and I and R referring to the

input and the retrieved case, respectively.

Equivalent functions are also defined for the ratio of the maximum bank channel to the

intertidal area and the ratio of the channel length to the average depth.

Fot the qualitative indices such as the average width to the average depth ratio and grade of
meandering, the similarity measure is based on “the geometric model distance” (T.W. Liao et
al, 1998), which computes the degtee of similarity as function of the multiple class

membetships previously defined using fuzzy sets.

For instance, if the multiple membership values of the éwerage width to the average depth ratio
for a new case [ and a past case R are represented as [(low/ a,, moderats/ a, bigh/a, very high/ 3,)

and R{low/ b,, moderate] by, bight b;, very bigh/ b,), the degree of similarity is estimated as follows:

4
I R k§1|ak~&kl
SIM[F F ]:1-—-—4—-—— 7.6)

Similarly, if the multiple membership values for the degree of meandeting is represented for a
new case [ and a past case R as Ifrelatively straight/ a,, meandering/ a, extremely meandering/ a,) and
Rirelatively straight/b,, meandering/ b,, extremely meandering/b,), the similarity function for the grade

of meandering is given as:

3
X Jax-bi|
S[M(FI,FR)=1—k;13—— 7.7)
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Differently from the previous two types of indices considered, the degree of similarity along |

object symbols such as geomorphological type and tidal range cannot be computed employing
any standard function. As mentioned in chapter 4, it is up to the system’s designer to establish
the similarity between classes of object.s. Except for the event when two cases are represented
by the same value and the associated similarity is cleatly 1, in any other situation it is necessary

to assign to each pair of values a pre-determined similarity value.

In case of the geomorphological type, the degree of similarity between its values is obtained by

grouping the geomorphological classes in three categoties:

1. Fjord, Fjard, Ria
2. Coastal Plain, Complex
3. Bar Built

Given such a claséiﬁcation, the similarity between two geomorphological types is defined as

follows:
IF two cases are represented by the same geomorphological type THEN Sirn(FI ,FR )= 1

IF two cases are represented by geomorphological types in the same category (ie. ria and ffard) THEN

sim{e!,F® )= 0.8

IE two cases are represented by geomorphological types in adjacent categories (i.e. ria and costal plainy complex
and bar bil) THEN Sim{F F* )= 0.4

IE two cases are represented by geomorphological types in not-adjacent categories (ie. ria and bar buill)
THEN Sim{f,F® )= 0.2

In case of the tidal range, the degree of similarity between its values is determined by arranging
them in the following order (microtidal, microtidal-mesotidal, mesotidal-mactotidal,

macrotidal), and establishing the following rules:

IF tiwg cases are represented by the same tidal range value THEN Sim(FI,FR )= 1
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IF two cases are represented by adjacent tidal range values THEN Sim(FI,FR )= 0.7

IF two cases are represented by tidal range values separated by one vale THEN Sim(FI,FR ): 0.3

IF two cases are represented by tidal range values separated by two values THEN Sim(FI,FR )—- 0.1

7.3.2 Similar Models

The cases retrieved from the system’s memory with respect to the estuary similarity score are
further ranked with respect to their model’s characteristics. A second similarity score is
calculated based on the values of indices such as simulation purpose, time required for the
computation and accuracy. During this stage of the retrieval process the cases are also filtered
with respect to the criterda of exclusion and preference, formulated with respect to the model

dimension.

7.3.2.1 Criterion of Exclusion

Exclusion is applied to whittle down from the retrieved cases whose model dimension is
considered inappropriate for modelling the new case. It is implemented through different sets
of rules based on the type of problem considered. The rules for exclusion in case of salinity

distribution and salt intrusion are given below.

IF the estuary bas inlets AND at least one of them is a “branch” THEN eliminate 1-D models
ELSE eéliminate 1-D network models

IF the problem: to investigate is salinity distribution THEN

e 3

IF the estuary is a “ford, “ria” OR “Fard” THEN
eliminate all 3-D AND 2-D moving boundary nrodels
IF (the width/ depth ratio is “bigh” OR “very high” OR “high/ very high”) THEN elininate 2-D

average on width models

)

IF the estuary is a “eoastal plain” OR “complexe” THEN
IF (the salinity is “well mixed” OR “vertically mixed”) OR (salinity is “partially mixed” AND
width/ depth ratio is “very bigh”) THEN eliminate all 3-D models

91




IF (the width] depth ratio is “bigh” OR “Sery high” OR “bigh/very high”) THEN eliminate all

2-D aéemge on width models
IF (salinity is “partially mixed” OR “Salt wedge”) AND (the width/ depth ratio is “low” OR
“moderate” OR *“low/ moderate”) THEN eliminate all 2-D average on depth models

3. XF zhe estuary is bar built THEN
IF (the salinity is “salt wedge” OR “partially mixed”) AND (the widih/ depth ratio is “very high”)
THEN climinate from the selection 3-D models

o IF the problem to investigate is sait intrusion VHHEN eliminate all 3-D and 2-D moving bonndary models

7.3.2.2 Second Similarity Score

The application of the criterion of exclusion is followed by the computation of the second
similarity score formulated with respect to the indices of accuracy, simulation time consumed
and model purpose contained in the model description. A degree of match is assigned to each
value of these indices, defined with respect to the purpose of the new investigation specified in
model selection screen {chapter 6). These match values estimate the capacity of each retrieved
model to addtess the goal of the new investigation in terms of model purpose, accuracy and
simulation time consumed. The degrees of match are presented below in three tables: the first
one (table 7.5) is constructed for calculating the similarity between the values of the model
purpose associated with the new and past case, while table 7.6 and 7.7 quantfy the
correspondence between the model purpose of the new case and the dimensions of simulation

time consumed and accuracy, respectively.

A degree of relevance is also assigned to each of these three matches to take into account their
importance (table 7.8). Finally, it must be noted that the second similarity score is calculated
without making any difference with respect to the type of ptoblem considered (i.e. salinity

distribution, salt intrusion).

7.3.2.3 Criterion of Preference
As mentioned in chapter 6, during the computation of the second similatity score the criterion
of preference is also employed. Preference is expressed for those cases whose model

dimension is more suitable for the new case. The critetion of preference is treated as an extra
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Table 7.5. Degrees of match with respect to the index of simulation purpose

SIMULATION PURPOSE (PAST CASE)

SIMULATION MANAGEMENT |WATER RESEARCH
PURPOSE TOOL QUALITY
(NEW CASE) [MANAGEMENT 1 0.8 0.7
TOOL
WATER 0.5 1 0.8
QUALITY
RESEARCH 0.1 0.5 1

Table 7.6. Degrees of match for the index of simulation time consumed with respect to the
simulation purpose of the new investigation

SIMULATION
PURPOSE
(NEW CASE)

SIMULATION TIME CONSUMED (PAST CASE)
LOW MODERATE |HIGH
MANAGEMENT TOOL 1 0.5 0.2
WATER QUALITY 1 0.7 0.4
RESEARCH 1 0.3 0.6

Table 7.7. Degrees of match for the index of accuracy with respect to the simulation purpose
of the new investigation

ACCURACY (PAST CASE)

SIMULATION OVERALI, |[MODERATE |HIGH
PURPOSE MANAGEMENT TOOL 0.5 0.8 1
(NEW CASE) - [WATER QUALITY 0.4 0.7 1
RESEARCH 02 0.6 1

Table 7.8. Set of degrees of relevance used to weight the importancé of model purpose,
simulation time requited and accuracy in the computation of the second similarity score

DEGREE OF
FEATURES RELEVANCE
Model purpose 0.75
Simulation time consumed 0.5
Accuracy 05
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feature. For those cases for which preference is satisfied, the second similarity score is

computed with respect to four indices instead of three (chapter 6). Preference is used in the

numerical function (4.1) with a match value and a degree of relevance both equal to 1.

In case of salinity disttibution the following rules are employed to filter cases with respect to

the criterion of preference:

1. IF (the estuary has inkets and at least one is a “branch”) IF (salinity is” vertically miixed” OR “well
mixed”) AND (the width/ depth ratio is “low” OR “moderate” OR “Yow/moderate”) THEN 7-D
network nodels are preferred

2. IF (the estuary has inlets and at least one is a “branch”} AND (the salindty linit is beyond the junction)
AND (ihe investigative purpose is “research” OR “water quality”) THEN 2-D moving boundary
models are preferred

3. IF the estuary is a “ford” THEN

IF the sabinity is “partially mixed” AND (the width/ depth ratio is “low” OR “moderate” OR
o/ vwoderate ") THEN 2-D average on widih models are preferred

IF the salinity is “partially mixed” AND (the width/ depth ratio is “high” OR “%ery high” OR
“bigh/ very bigh”) THEN 2-D average on depth models are preferred

IF the salinity s “well mised” THEN 1-D models and 1-D nelwork models are preferred

4. IF the estuary s a “ria” OR “fard” THEN

IF the salinity is “partially mised” IF (the width/depth ratio is “low” OR ‘“moderate” OR
“boswf moderate”) THEN 2-D average on width models are preferred ELSE IF (the width/ depth
ratio 15 “high” OR “wery high” OR “bigh/ very bigh”) THEN 2-D average on depth models are
preferred
IF the salinity is “well misced” THEN 1-D models and 1-D network models are preferred
IF the salinity is “vertically mixed” AND (the width/ depth ratio is “tow” OR “moderate” OR
“Yow[ moderate”) THEN 1-D models and 1-D network models are preferred

5. IR the estuary is a “coastal plain” OR “Complexe” THEN
IF (the salinity is “partially mixed” OR “Salt wedge™) AND (the width/ depth ratio is “high” OR

“very high” OR “bigh/ very high”) THEN 2-D average on depth models are preferred
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IF (the salinity is “partially mixed” OR “salt wedge”) AND (the width/ depth ratio is “low” OR
“maderate” OR “low/ moderate”) THEN 2-D average on width models are preferred

IF (the salinity is “partially mixed” OR “salt wedge”) AND (the width/ depth ratio is “bigh” OR
“very high” OR “high/very high”) AND (the intertidal areaftotal area is greater than 0.6)
THEN 2-D wmoving boundary models are preferred

IF the salinity is “well mixced” THEN 1-D models and 1-D network models are preferred

XF the salinity is “vertically mised” AND (the width{ depth ratio is “low” OR “moderate” OR
Yow/ moderate”) THEN 1-D and 1-D network models are preferred ELSE 2-D average on depth

models are preferred
6. IF the estuary is bar built THEN
IF (the salinity is “salt wedge” OR “partially mixed”) THEN
IF the width/ depth ratio is “very high” THEN 2-D average on depth models are preferred
ELSE 3-D models are preferred.

In case of the salt intrusion problem preference is expressed according to the following set of

rules:

7. AF (the estuary is a “ford”, “fard” OR “wa”} THEN 1-D models and 1-D network models are
preferred
8. IF (the estuary is “tomplexs” OR “toastal plain”} THEN

1F (the width/depth ratio is “low” OR “moderate” OR “Yow/ moderate”) THEN 1-D models
and 1-D network are preferred ELSE 2-D average models on depth are preferred

9. IF the estuary is “bar built” THEN 2-D averuge on depth miodels are preferred

7.4 Case Adaptation

The GA module performs the case adaptation by optimising the set of Manning’s coefficients
for the models through a genetic algorithim, which is hybridised with knowledge related to the
estuarine model calibration. The proposed GA has been demonstrétcd to be more efficient
than the classical genetic algorithm formulation. In the tests conducted using the classical
genetic algorithm, realistic results were produced for a limited range of the Manning’s

coefficient (0.015-0.030). Figure 7.3 shows simulated water sutface elevations for the location
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of Easthook on the Upper Milford Haven estuary, South-Wales'. These are generated carrying

out the model optimisation by either the classical genetic algorithm or manual calibration. As it
is evident, the simulated values, obtained using a classical genetic algorithm, are less accurate

than those obtained through a manual calibration

The hybridisation of the classical genetic algorithm formulation with specific knowledge of
estuarine model calibration offers a genetic based optimisation method able to provide
accurate and realistic simulation results with a consistent teduction of the discrepancy between
the obsetved and the model values. The hybridisation consists of modifying versions of the
classical genetic operations of initialisation, selection, crossover and mutation. These are
designed to incorporate specific knowledge related to estuaries and the calibration of estuarine
models, addressing the search towards zones of the search space that more likely contained

suitable solutions.

7.4.1 Initilisation of the Population

Although the classical genetic algorithm generates the chromosomes randomly, this is not a
feasible choice as the Manning’s coefficient remains the same, or vaties very little, for adjacent
elements in a discretised domain. The reason is that the bed resistance depends on the physical
.conditions of the estuarine locations and, reaches with similar physical characteristics are
expected to have similar values for the Manning's coefficient. Thetefore, using randomly
generated coefficients thete is the danger of obtaining unrealistic simulations. In order to have
chromosomes that represent the existing estuarine flow resistance more closely, the present
GA scheme uses three different modes for initialising the populatdon of chromosomes: the
division of the chromosome in segments each of which has the same allele value (zonation
option); the arrangement of the values of the genes in descending order (scaling option); and
the inclusion, in the initial population, of chromosomes, of sets of Manning’s coefficients

inhetited from similar cases (use of case information).

Thus, the initial population consists of 90% of chromosomes generated using the zonation and

scaling options and 10% of individuals obtained from the selected cases. The use of case

t The estuary will be described in detail in Chapter 8 as it is one of the two study cases employed for testing the system and
demonstrating the system’s feasibility, The water elevations were observed during the spring tide on the 25t of April 1979
The simulation results showed in this chapter are obtained by using a one-dimensional Taylor-Galerkin finite clement model.
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Figure 7.3. Simulations of water surface elevations at Easthook, Upper Milford Haven estuary,
UK, employing a manual calibration and a classical genetic algorithm optimisation schemes

information is limited to 10% to avoid premature convergence and ensure the necessary

population diversity.

7.4.1.1 Zonation

The initial population is based on the estuary divided into zones of influence each having a
specific physical behaviour. This is due to the fact that the resistance to the flow changes with
respect to the varation of the estuarine physical characteristics. Therefore, it is expected
adjacent elements to have similar values for the Manning’s coefficient. The division of the
estuary is reflected in each chromosome by partiioning it into a number of segments
corresponding to the estuarine zones. Based on this chromosome’s structure the genes in the

same segment are initially assigned with the same value, which is randomly generated.

Figure 7.4 shows a chromosome corresponding to a set of Manning’s coefficients for an
estuary domain discretised into 28 elements. The zonation option is applied through the
division in 3 zones imposed over the clement-based domain discretisaion. The zonation is

catried out from the estuary’s head (zone A) towards the estuary mouth (zone C).

97




7.4.1.2 Scaling

The observation that the flow resistance generally decreases towards the estuary mouth is also

taken into account during the initialisation. Based on this evidence, the GA program sorts the
alleles of chromosomes in descending order, with lower values for genes that correspond to
elements of the domain allocated towards the estuary mouth (scaling option). In the example
ptovided in figure 7.4, the values of the genes gradually decrease from zone A towards zone C,

which include the estuary’s head and mouth, respectively.

Manning’s coefficients: randomly generated numbers

35 |35 |28 (28 |28 |28 |28 (28 [ 28 [28 |21 |21

i >}<—
Zone A (1-10) Zone B (11-18) Zone C (19-28)

Figure 7.4. Example of chromosome initialised using the zonation and scaling options

7.4.1.3 Use of Case Information

The last feature implemented for generating the initial population consists of seeding the
cluster with appropriate Manning’s coefficient series selected from the system’s case-base.
Based on the principle that similar problems should have similar solutions (S.]. Louis and J.
Johnson, 1997), estuaries that do not significantly differ from one another should have similar
sets of Manning’s coefficients. The sets are preventively adapted to suit the discretisation

scheme employed for the estuary under investigation.

7.4.2 GA Operators
The GA operators of selection, crossover and mutation are also designed to incorporate
concepts from the theory of estuatine calibration for the purpose of Manning’s coefficient

optimisation.

7.4.2.1 Selection Mechanisn
Starting from the initial population the subsequent generations are formed by selecting the
chromosomes according to their fitness. The fitness of the chromosomes is calculated with
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respect to the function (6.1), which consists of quantifying the discrepancy between the

simulated results obtained using a specific sequence and the corresponding field measurements.

The selection procedure implemented consists of

* keeping 10% of the best chromosomes (ie. with highest fimess values) in the next

generation (i.e. elitist approach)

¢ and having the other 90% of the next generation randomly reproduced according to
their fitness values (i.e. roulette wheel) and then transformed by crossover and

mutation in order to introduce diversity in the population.
The application of the elitist logic stops the search to converge too quickly.

7.4.2.2 Crossover of Estnary’s Zones
The present scheme also contains different forms of the more common random mutation and

crossover. The crossover and the mutation operators ate devised to guide the search towards

35| 3|3 28|28|28)28|28|2] 20

Before |< Zone A " Zone B e Zone C

After

Figure 7.5, Chromosomes before and after the crossover operation

chromosomes with a real physical meaning for estuarine calibtation. Therefote, the traditional
genetic operators are modified according to the previously made observations of adjacent
genes representing adjacent elements and chromosome’s segments corresponding to specific
estuary’s zones. The crossover operator swaps between chromosomes segments which
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cotrespond to specific estuary’s zones. The number of cut-points in a chromosome is

randomly chosen each time the crossover operator is applied (figure 7.5).

7.4.2.3 Mutation of Adjacent Genes
The mutation operator implemented here is based on the concept that close elements are
generally characterised by similar Manning’s coefficients. Thus, the chromosomes are mutated

by changing the value of a tandomly chosen gene and its closest neighbours (figure 7.6).

v

35)35] 35 281281201} 20

Before

Zone A Zone B Zone C

Afier | 35| 35 28 {20 | 20

F 11

Figure 7.6. Chromosome before and after the mutation operation

7.4.3 The Advantage of Using a Hybridised Genetéc Algorithm

The water elevation profiles at Easthook station on the Upper Milford Haven estuary (figure
7.9} obtained through the calibration of the model by the hybridised genetic algorithm are here
presented to demonstrate the validity of the designed scheme. It is evident that the simulation

improves when the modified versions of initialisation, crossovet and mutation are considered.

The different combinations of options are given in table 7.9 and the tesults of the different

alternatives are shown in figure 7.7.

‘The use of zonation and scaling options and the mutaton of adjacent genes generates sets of
Manning’s coefficients that gradually reduce the discrepancy between the ‘simulated results and
the observed data (figures 7.7a, 7.7b and 7.7c). Furthermore, the employment of the crossover
of estuary’s zones (figure 7.7d) reduces the computational time required for the generation of
an optimum set of Manning’s coefficients. Figure 7.7d proposes the simulated water surface

elevations with and without the modified crossover operator (Le. crossover of estuary’s zones).
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Table 7.9. The four combinations of GA options utilised to illustrate the advantages given by
the hybridised genetic algorithm for estuarine calibration over the classical genetic algorithm
scheme

GRAPH | ZONATION | SCALING CROSSOVER MUTATION
a v classical classical
b v 4 classical classical
c v v classical mutation of adjacent genes
d v v crossover of zones | mutation of adjacent genes

The two profiles ovetlap, as the set of Manning’s coefficient adopted in both simulations is
identical. However, the combination of options d} employs 1 less run than c) to generate the
expected set of Manning’s coefficients with a considerable saving on the computational time

{~approximately one hour).

7.5 Conclusions
This chapter desctibes the inside of CBEM and in particular how the case description, retrieval
and adaptation atre structurally implemented. The knowledge is organised to provide a

specialised system able to carefully evaluate the informaton given by the user. Different sets of

rules are employed by the CB and GA modiles, constructed with respect to the principles of

the case-based reasoning process and the genetic algorithm theory.
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Figure 7.7. a), b) ¢) and d) Simulations of water surface elevations at Easthook, Upper
Milford Haven estuary, UK, obtained for different option combinations (table 7.9)

included in the hybridised genetic algorithm optitnisation scheme
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Chapter 8

CASE STUDIES

8.1 Introduction _

This chapter aims to run through 2 case studies to show CBEM at wotk. The system is
employed for finding an approprdate model to simulate the salt intrusion in the Upper Milford
Haven estuary, in Wales, and the Tay estuary, in Scotland. The following discussion has a
twofold scope: proving the system’s ability to provide the user with a critical and correct
estimation of the available model strategies and the robustness of the designed genetic
algorithm.

The case-base of CBEM curtendy contains 12 studies about fives estuaries: Conwy, Fal, Upper
Milford Haven, Tay and Tees (table 8.1). Each estuary is associated with a number of models
for simulating different problems (i.c. salt intrusion, salinity distribution, pollutant distribution

and flood routing) for different investigative putposes.

The layout of this chapter is as follows: the specific problem is described in detail in §8.2 while
the model employed is illustrated in §8.3. The two cases are given in sections §8.4 and §8.5
respectively, presenting the system’s output for phases of case description, retrieval and

adaptation.

8.2 Salt Intrusion
CBEM is employed to search for an appropriate model to investigate the axial salinity

distribution (i.e. salt intrusion) of the Upper Milford Haven and Tay estuaries.

8.2.1 Problem Description

Salinity is probably the most impottant vatiable that characterises the estuarine environment.
Studying salinity and its transport along an estuary channel helps to understand the
mechanisms governing the estuarine water circulation and the mixing processes (IKCR. Dyer,
1997). Not only salinity affects the hydrodynamics and the sediment movement within an

estuary, but also it is responsible for the life of the estuarine organisms (i.e. fauna and flora).
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Any vatiation in salt concentration can cause substantial changes of the ecosystem. Finally, as

the physical behaviours of salt and most polluting solutes are expected to be similar, modelling

salt intrusion provides an insight into the transport of pollutants within the estuary from the

sea or the near coast (J.H. Bikangaga, 1993).

The penettation of salt into an estuary is due to the mixing of the fresh water from river
discharge and sea water by the tidal action. The overall flow regime is mainly affected by the

topography and geometry of the estuary and the magnitude of parameteres such as rver flow,

tidal amplitude and wind force.

Table 8.1, Cases curr

‘(5’?’ B -

A (FAL salt 1d finite low water quality moderate
jintrusion  Inetwork  jelement '

B (CONWY sait 1d finite low management jmoderate
intrusion difference tool

C {TEES salt 2-davrg  [finite moderate [water quality |high
intrusion jon width  ielement |

D ITEES salt 1-d finite jlow Imanagement |high
intrusion difference tool

E |(TAY salt 2-d moving Jfinite high research high
intrusion element

F [TAY |salt 2-davrg Ifinite high managerment jmoderate
intrusion Jon depth  jelement tool

G ICONWY salinity 2-davrg [finite Imoderate [water quality high
distributionjon depth  lelement

H [TEES salinity 1-d finite low management joverall

_ distribution element jtool

I JFAL salinty  [-davrg (finite high research  |high
Idistributionjon depth  jelement

J GFAL salinity 2-davrg [finite low management imoderate
distributionjon depth  {difference ool

K [UP.MILFORDlpollutant [2-d avrg Jspectral  high water quality {high

HAVEN distributionjon depth  Jmethod
L JUP.MILFORDiflood 2-davrg [finite high research high
HAVEN frouting  jon depth ielement

Salt intrusion means the determination of the axial salinity profile within the estuary at some
specific moments during the tidal period. For instance, salt intrusion is generally determined
during high and low water at the estuaty mouth. As previously mentioned (chapter 2), the salt

concentrations along any directon in an estuary are dependent on the estuary’s




hydrodynamical behaviour. The techniques generally employed to estimate saline penetration

can be analytical, numerical or based on laboratory expetiments.

Numerical models for simulating estuarine salt intrusion consist of solving, numerically, the
equations for continuity and momentum of water and mass continuity of salt. This solution
gives the variation of salt concentration between the mouth and the head of an estuary under
different scenarios. Based on their specifications, numerical models provide predictions with
different degree of accuracy and cost-effectiveness. The selection of a specific solution scheme
must be based on the complexity of the estarine hydrodynamics and geometry and the

precision required from the model results.

8.2.2 Search Query Model

The seatch quety is identical for the two estuaries used in this project. Addressed using the
model selection scteen (chapter G), it consists of selecting “salt intrusion” as the problem and
“management tool” as the putpose of the investigaton. The cut-off value is 0.5 for both

applications.

8.3 Numerical Model for Simulating Salt Intrusion

The same model is selected from those retrieved by CBEM for simulating the salt intrusion in
the Upper Milford Haven and Tay estuaries. This helps to show the ability of the developed
system to estitnate cotrectly which model is more suitable for simulating in a given estuary a
specific estuarine phenomenon. Moteovet, it permits to demonstrate the effectiveness of the
genetic algorithm routine implemented to support the parameter calibration in the retrieved

models.

Developed by J.H. Bikangaga (J.H. Bikangaga, 1993) the model is a one-dimensional Taylor-
Galerkin finite element numerical scheme for simulating estuarine salt intrusion. ‘The model
was employed by its author to simulate the hydrodynamics of estuaries such as Upper Milford
Haven, Tay, Tees and Fal estuaty.
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8.3.7 Mode! Description
The hydrodynamics and the salinity distribution are represented in this model by one-

dimensional shallow water and convection-dispersion equations, respectively. These ate

expressed as the following equations of continuity (8.1) and motion of water (8.2),

00 . oh
=+ B—=
ax+ ot .
(8.1)
oh, 1930, 10(g") ldor’ o7sm_ ds_,
dx gAdt gAox{ A ) A*HY? 2000+1.58 ox
(8.2)

where, B, A, h, Q, H, S and q are, respectively, breadth of water surface, cross-sectional area,
water surface clevation with respect to a datum, cross-sectional estuary discharge, hydraulic
depth, salinity concentration and fres.h water inflow at the estuary head. The spatial and
temporal lengths are denoted by x and t, respectively, whereas, g and n represent the

gravitational constant and the Manning’s friction coefficient, respectively.

The convection-dispersion equation for salt transport is expressed as,

aas) 9 3 sy .
Jhull, St S Eai - AD — = .
o +ax(AUS) ax(A ”ax) 0 (8.3)

where, U and D, are depth averaged velocity and dispersion coefficient, respectively.

In case of a branching systern, the conservation of mass and momentum at 2 junction cannot

be represented by equations (8.1) to (8.3) and, instead, the following equations should be used.

For continuity of water,

f:Q, 4 S (8.4)

= A, —
=1 at

107




fot water sutface elevation,

2 2 2
b+ i'ﬁ-[g) =k, +ﬁ(9-) = =h, +9£(-Q—] (85)

A A

26\ A, 2g "

u 2g
where O represents the energy coefficient related to the surface area of the junction,

and for conservation of mass, assuming complete mixing at the junction

o(h,S,)
ot

2.(08), =4 (8.6)

where, A, by §; are the junction area and elevation and concentration at the junction,

respectively.

When the juncton surface area is small, as assumed by Bikangaga and Nassehi (1995), the

above equations are simplified for the momentum transfer and the mass continuity to,

respectively,
hy=h,=..=h, 8.7
S, =8,=..=8, (8.8)

wherte, M represents the number of branches at the junction .

The described equations are discretised using the Taylor-Galerkin finite element method. This
scheme has an inhetent ability to cope with complex geomorphology and boundary conditions
in natural water systemns. The detailed detivation of the working equations of this model has

been presented elsewhere (J.H. Bikangaga and V. Nassehi, 1995) and is not repeated here.

8.3.2 Input Data

The model is defined by giving a set of input data such as elemental and hydrographic data,
boundaty and initial conditions, Manning’s and dispersion coefficients and the time step. The
elemental data consists of the elements of the discretised domain and the nodal coordinates of

the elements’ vertices. The hydrographic data required are the time-dependent values of the
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cross-sectional area A, hydraulic depth H and water sutface breadth B, at each node along the

estuary domain.

The fresh water flow upstream and the water surface elevations at the estuary mouth need to
be specified as boundary conditions. The salinity variation at the mouth and zero salinities at
tidal limits must also supplied. Set of arbitrary values must also be given for h, Q and S as

initial conditions to start the solution algotithm,

In the simulation of the salinity distribution in both estuaries, while the sets of Manning’s
friction coefficients are obtained through the designed genetic algorithm scheme, the
dispersion coefficient is assumed to be already known. In case of the Upper Milford Haven
estuary the dispersion coefficient is estimated according to the empifical expression proposed

by Thatcher and Harleman (1972) as,
D, = 64Kln(—(j~)ﬂj’6 (8.9)

where K, is an empirical coefficient that depends on the estuary type.

The semi-empirical expression (8.9) is found to be suitable for the Upper Milford Haven.
However, the results provided by using it for the Tay estuary are very inaccurate. Thetefore,
for the Tay estuary, the variation of the dispersion coefficient along the estuary channel is
computed through the interpolation of the measured salt concentration values collected during
a spring and neap tide (V. Nassehi and D.J.A. Williams, 1986).

8.3.3 Mode! Output

'The output data consists of the tidal variations at specific nodal points of

¢ Water surface elevations
e Discharges
s Water surface breadths

®  Axial salinity profiles at different times
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8.4 Upper Milford Haven Estuary
8.4.1 Introduction

Milford Haven is a “ria” type estuary system (A.L. Buck and A.C. Davidson, 1997) located in
the south-western region of Wales, UK. It consists of the Daucleddau river which branches at
Picton Point into the Western and the Eastern Cleddau rivers. In this study the upper part of

the estuary northwards Carr Jetty, the Upper Milford Haven estuary (figure 8.1), is examined.

Eastern

Western Cleddau

Cleddau

Easthook

. Daucleddau

i Port Lion

Figure 8.1. The Upper Milford Haven Estuary, Wales, UK

The estuary has been presented in many studies focusing on its physical behaviour and the risk
assessment of a potential contamination of its waters (A. Nelson-Smith, 1965; V. Nassehi and
D.J.A. Williams, 1986; P. McLaren and D.I. Little 1987; ].H. Bikangaga and V. Nassehi, 1995;
S. Passone et al. 2002).

The estuary is a natrow hranched tidal Waterway and the ratio of the width of the estuary to its
depth is moderate and almost constant, contributing with 110 km of shoreline. Furthermore,
as pointed out by Nassehi and Williams (1986), the difference between the salinity levels at the

surface and the bottotn is negligible (~ 0.3%). Hence, the estuary is considered to be a well
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Flgute 82 Descﬁpﬁéﬁ;f the Uppe:r Milford Haven estuary, Wales, UK
mixed system as far as the salinity is concerned. The Upper Milford Haven estuary is also
macrotidal and the tidal dynamics dominates the estuarine flow. Any secondary effect induced
by fresh water discharge and, the wind and Coriolis forces can be neglected. These conditions
support the notion that the cross-sectional salinity distribution within the Upper Milford
Haven is uniform. This also allows the representation of the longitudinal mixing by one-

dimensional computational scheme.

The hydrodynamics of the Upper Milford Haven is significantly influenced by branching of the
main channel at Picton Point to the Eastern and Westemn Cleddau. For example, the
geomorphology of the estuary affects the phase difference between tidal waves propagating in
the Eastern and Western Cleddau rivers. Phase differences between the main channel and the

branches are also observed. However, as the Upper Milford Haven is a typically short British
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branching estuary, the phase lag between the Western and Eastern Cleddau and the
Daucleddan channel is limited to approximately one hour at most for a low neap tide.
Nevertheless, these phase differences may significantly influence the longitudinal water density

distribution and consequently the salt transport along the branches.

8.4.2 Case Description

In order to identify a model within the CBEM’s case-base that is suitable to simulate the salt
intrusion in the Upper Milford Haven estuary, the user must provide CBEM with the
necessary information to guide the retrieval process. The user specifies the physical and
hydrological characteristics of the Upper Milford Haven estuary through the case description
form (figure 8.2). Once satisfied with the definition of the new case, the user clicks the button
APPLY MODEL that opens the model selection screen.

L k

manageméent tool

Figure 8.3, Problem statement

8.4.3 Case Retrieval
As the problem to be investigated (Le. salt intrusion) for the Upper Milford Haven estuary is
specified through the model selection screen (figure 8.3), CBEM is ready to start the retrieval

process.
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In the first half of the retrieval process the estuary description of each past case is compared to
the description of the Upper Milford Haven estuary given by the user. CBEM then returns a
list of 4 estuaries that have initial similarity scores greater than 0.5 (figure 8.4).

&4 matchestuaty I

Figure 8.4, Set of cases retrieved from the system’s case-base ranked with respect to their
similarity to the Upper Milford Haven estuary

At this point the user is asked to select those cases that he/she would like to see through the
second phase of the retrieval process. For the purpose of the present discussion, all four
retrieved estuaries are admitted. The second half of the process consists in the computation of
the second similarity score that quantifies the appropriateness of each retrieved model with
respect to the specified purpose of the investigation (le. “management tool”). Furthermore,
the retrieval process uses the critera of exclusion and preference to eliminate or prefer the
cases whose model dimension is considered inadequate or very adequate, respectively, for the

simulation of the salt intrusion problem.

At the end of the retrieval process the selected case are classified with respect to both the first

and second similarity scores {figure 8.5). However, only 3 cases of the initially retrieved 6 are in
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this list. Cases B), D) and E) (table 8.1) are withdrawn from the set. In particular, these cases

are eliminated because of the principle of exclusion, which tells,

1. “If the estuary has inlets and at least one of the inlets is a “branch” then eliminate all 1-D

models”.

2. “In case the problem is salt intrusion all 3-D and 2-ID moving boundary models must be

not considered”.

Furthermore, preference is expressed for the 1-D network model.

| 62 setrievedmodels

As evident from figure 8.5, case A) (i.e. “FAL, 1-D network, estuary sim. = 0.886, model sim.
= (.882”) has the highest first and second similarity score. The Fal estuary is, among those

estuaries in the system’s memory, the most similar to the Upper Milford Haven in terms of
physical and hydrological characteristics (mote information about the Fal estuary can be found
in Appendix A, which contains the description of the cases included in CBEM case-base). The
model dimension, 1-D network matches quite well the geometry and the geomorphology of
Upper Milford Haven. Furthermore, as evident from table 8.1, its model charactetistics (i.e.
“low” simulation time, “moderate” accuracy and “water quality” investigation putpose) make
case A) to be selected for providing the model that more approptiately situlates the

longitudinal salt transport into the Upper Milford Haven estuary.
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The selected model is the one-dimensional Taylor-Galerkin finite element scheme for

branching estuaries previously described in section §8.3.

8.4.4 Case Adaptation — Genetic Algorithm Oplimisation

The adaptation of the selected model is provided by the GA module, which finds an
appropriate set of Manning’s coefficients to represent the frictional resistance of the Upper
Milford Haven channel to the flow. The calibration of the model is cartied out by using the
field measurements collected during the spting tide of the 25® April 1979. Finally, the
calibration provided by the GA module is validated by employing the model to simulate the
salt intrusion duting the neap tide of the 2™ May 1979, while the set of Manning’s coefficients

utilised is the one previously selected by the genetic algorithtn routine.

The effectiveness of the developed procedure is illustrated through the compatison of the
water sutface elevations and salinity profiles simulated for these spring and neap tides using the
genetic algotithm based calibration, and the results obtained under the same circumstances by

J.H. Bikangaga (J.H. Bikangaga, 1993), who manually calibrated the model.

8.4.4.1 Application of the Model to the Upper Milford Haven Estuary

'The estuary domain is discretised into 28 linear one-dimensional finite elements (figure 8.6).
The nodes coincide with the sampling stations considered in the 1977 sutvey of the estuary by
Nassehi (V. Nassehi, 1981).

Finite element locations and sizes are the same as those utilised by J.H. Bikangaga in his
modelling study of the estuary (J.H. Bikangaga, 1993).

The necessary hydrographic data are obtained from the mentioned survey. These are tabulated
for all stations, at intetval of 0.2 m from low water with respect to a datum O.D. Newlyn. The
" fresh water elevations and measured salinities at Carr Jetty and the water discharge and zeto
salinities at the tidal limits observed during the spring tide of 25% April 1979 are used as
boundary conditions. In equation (8.9) used for calculating the dispersion coefficient K, is

assumed to be equal to 700.

Fresh water inflow on the 25% Aptl 1979 was 5.75 m’/s and 5.15 m*/s for Western Cleddau

and Eastern Cleddau rivers, respectively.
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CarrJatly

Figure 8.6. Finite element discretisation of the Upper Milford Haven estuary (a Manning’s
coefficient is assigned to each element in the domain)

It must be noticed that in order to have an acceptable compatison between the model
~ performances obtained using the manual and GA based calibrations, both model applications
should be specified under identical conditions, This means that except for the set of Manning’s
friction coefficients, the input data employed in the model calibrated by GA routine, is the
same as those utilised by J.F. Bikangaga for modelling the salt intrusion in the Upper Milford
Haven estuary (J.H. Bikangaga, 1993).

8.4.4.2 Fitness Funclion Definition
The calculation of the fitness function is based on the minimisation of the discrepancy
between the water surface elevations simulated by the model and observed at Easthook and
Picton Point stations during the tide of 25" April 1979 (figure 8.6). These locations are selected

because the model is very sensitive to the hydrodynamic conditions at these two stations. Thus,

the fitness function (6.1) is then expressed for the Upper Milford Haven case as
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(8.10)

where the total number of samples, collected at each station duting the tidal petiod, is equal to

10.

8.4.4.3 Manning’s Friction Coefficient Calibration
‘The model calibration operated by the designed genetic algorithm scheme (§7.4) is executed
with the population set to 30 individuals and the rate of crossover and mutation equal to 0.5

and 0.01, respectively. The GA based calibration is carried out for 15 generations. The estuary

is divided into three main zones cotresponding to the two branches (i.e. Western Cleddau and

Eastern Cleddau rivers) and the main channel (the Decleddau reach) (figure 8.6). Based on this

pattition of the estuaty, the chromosome population is initialised using the zonation and the
scaling options. These chromosomes are then transformed by the modified mutation and
crossover operators. Only one set of Manning's coefficients from the case-library is included in
the initial population. This is the set of parameters employed for this particular model to

simulate the salt intrusion in the Fal estuary.

The set of Manning’s coefficlents selected by the genetic algotithm scheme after 15
generations is presented in table 8.2, which also contains the set of values for the parameter
obtained by Bikangaga (J.H. Bikangaga, 1993) through the manual calibration of the model
'The values of both sets are well within the expected range for an estuary modelled by using a

one-dimensional scheme.

The simulated water surface elevations, generated using the set of Manning's coefficients
selected by the GA module, are presented for the stations of Pott Lion, Picton Point and
Easthook in figure 8.7. The simulations at these locations show that the tidal wave has a
regular shape within the main channel becoming gradually distorted as it propagates upstream
from the junction into the branches. This is consistent with the geomorphological
characteristics of the Upper Milford Haven estuaty. The obsetved and simulated water surface
elevations, obtained by the manual optimisation of the model, at the described locations are

also shown in figure 8.7. The comparison between the observed data and the simulated water
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Table 8.2. Manning’s friction coefficients for the Upper Milford Haven estuaty

lement| - GA Calibrationi -] Manual Calibration!
1 0.04 0.02
2 0.022 0.02
3 0.022 0.02
4 0,017 .02
5 0.017 0.02
6 0.017 0.02
7 0.017 0.02
8 0.013 0.02
9 0.012 0.02
10 0.013 0.02
1 0.013 0.02
12 0013 0.02
13 0.013 0.02
14 0.013 0.02
15 0.013 0.02
16 0.013 0.02
17 0.013 0.02
i8 0.013 0.02
19 0.013 Q.02
20 0,013 0.02
21 0.013 0.018
22 0.013 0.018
23 0.013 0.018
24 0.013 0.018
25 0.013 0.018
26 0.013 0.018
27 0.013 0.018
28 0.013 0.018

surface elevations for the manual and the GA based calibrations shows that the mode] using
the GA module yields a better performance. The superiotity of the GA based calibration over
the trial and error optimisation is also demonstrated by consideting the time necessary to carry
out these two processes. In general, manual calibration of a model requires two weeks to one
month (wotking time) while the GA based calibration takes 10 hours of CPU time on a shared

SUN workstation (i.e.sun-cc211),

Furthermore, results for the salt intrusion (figure 8.8) also confitm the imptovement for the
model accuracy obtained through the GA based calibration. Although the dispersion
coefficients are identical for both applications, the salinity profile modelled using the set of
Manning’s coefficient selected by the GA module is in better agreement with the measured

values than the axial salt distribution given by the model manually calibrated.
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However, figure 8.8 also shows that the longitudinal salinity distribution has an unexpected

peak in correspondence with the juncton. This anomaly may be due to the fact that there is a
time lag of approximately one hour between the observed and simulated low water at the
junction {figure 8.7), which can explain the sudden variation of the predicted salt concentration

between the main channel and the Western Cleddau branch.

8.4.4.4 Model Validation - Neap Tide

The appropriateness of the set of parameters provided by the GA routine is verified using the
same set to sitnulate the salt intrusion in the Upper Milford Haven estuary under different
conditions. For this putpose, the validation is conducted for the neap tide of 2™ May 1979.
The results obtained for the water susface elevations (figure 8.9) and the longitudinal salinity
profile (figure 8.10) during this tide confirm the suitability of the set of values given by the
genetic algorithm and, consequently, the validity of the developed GA based optimisation

procedure,

Furthermore, it must be noted that as for the simulation of the salt intrusion duting the spring
tide, the model outputs for the axial salinity distribution during the neap tide are also affected
by the dispersion coefficient, which is identical for both the manually calibrated model and the
model optimised through the genetic algorithm scheme.
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Figure 8.7. Simulation of the water surface elevations at a) Port Lion, b) Picton Point and
¢) Easthook during the spring tide of 25" April 1979
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Figure 8.8, Salinity profiles - a) Daucleddau and Western Cleddau, and b) Daucleddan and
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Easthook (28.2 km from the estuary mouth)
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Figure 8.9. Simulation of the water surface elevations at a) Port Lion, b} Picton Point and

c) Basthook during the neap tide of 2™ May 1979
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Figure 8.10, Salinity profiles - a) Daucleddau and Western Cleddau, and b} Daucleddau and

Eastern Cleddau during the neap tide of 2™ May 1979
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8.5 Tay Estuary

The second case study is about the Tay estuary in Scotland, UK.

|
|
8.5.1 Introduction
The Tay estuary in Scotland, UK, consists of the rivers Tay and Eam. It has the highest |
freshwater discharge of any British estuary (figure 8.11), which consequently affects the mixing ‘
between fresh and salt water over a significant length. The estuary is 54 km long and the front

of salt intrusion extends for 45 km while the limit of tidal moton is neat Perth, 50 km from

the estuary mouth.

Broughty Farry

......

{5 (noRTH SEA)
;

Xochyra

Hewburgh
River Earn

Figure 8.11, The Tay Estuary, Scotland, UK

The estuary is mesotidal-macrotidal with variation of the tidal range between 2.8 and 4.7 m.
Hydrodynamically influenced by its geomorphology, the Tay estuary is classified as “lompilex”
(A.L. Buck and A.C. Davidson, 1997). The flow channel geometry in Tay has resulted from the
combined effects of glaciations, river erosion and sea-level changes. Hence, the Tay Estuary is
quite meandering and characterised by 165 km of shoreline. The dominant flow channel on its
southemn side is deep and narrow having several sand point-bars, The floodplain on the
northern side is wide, shallow and includes a number of sand over-banks. The width and depth
of the estuary are not regular. From the entrance of the estuary at Buddon Ness, which is 1.9

km wide at low water, the width of the estuary increases exponentially inland to a maximum of

3 km at Dundee. At high water, the width of the estuary reaches a maximum of 5 km at
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Birkhill (22.5 km from the estuary mouth) with an exponential decrease from this point

towards the estuary head.

Because of its typical flow behaviour and morphology, the Tay estuary has been the subject of
many hydrological and statistical analyses in the last four decades (e.g., ]. McManus, 1968; A.T.
Bullet et al. 1972; D.J.A. Willlams and J.R. West, 1973; J.A. Chadton and W. McNicoll, 1975;
R.A. Pontin and J.A. Reid, 1975; V. Nasschi and D.J.A. Williams, 1987; V. Nassehi and A.
Kafai, 1999; S. Passone et al,, 2001).

Fle - £t “Yiow

Ihe-[mlar

Figure 8.12. Description of the Tay estuary, Scotland, UK

Considerable variation in the quantity and the velocity of water have been observed in the flow
channel along the estuaty. During the propagation of the tidal wave the phase lag can reach a
maximum of 3 and 1.5 hours at low and high water, respectively. The propagation of the tidal

wave is accompanied by the deformation in its shape, which increases with the phase lag. The
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irregular geometry of the estuary also affects the mixing and salt transport along the channel.
While the differences in sutface and bottom salinity throughout the estuary are relatvely small
(3g/kg), salinity disttibutions, measured at different locations, show significant asymmetries (V.
Nassehi and A, Kafai, 1999},

8.5.2 Case Description :
The user describes the Tay estuaty through the case description form (figure 8.12) and clicks,
once the necessary information are given, on the button APPLY MODEL which automatically

opens the model selection screen.

8.5.3 Case Retrieval

Through the model selecion screen (figure 8.13) the user specifies the problem ic. salt
intrusion) he/she wants to examine, defining the investigation purpose as “management tool”.
CBEM is now ready to launch the retrieval process. Initially, this provides the user with a list of

4 estuaries which have a first similarity score greater than the given cut-off value of 0.5 (figure

frmselectioncriter

:

Figure 8.13, Problem statement




8.14). Only 3 estuaries are selected, excluding from the second part of the retrieval the Tay

estuary.

i J 4 b
R

Figure 8.,14. Set of cases retrieved from the system’s case-base ranked with respect to their
similarity to the Tay estuary

During the second phase of the retrieval scheme each selected case is ranked with respect to
the appropriateness of its corresponding model using the second similarity score. The criteria
of exclusion and preference, formulated with respect to the model dimension, are also

employed.

After the second retrieval phase, only 2 of the selected 4 cases are returned to the user (figure
8.15). Cases B) and D) (table 8.1.) are withdrawn from the set by the principle of exclusion that
tells “If the estuaty has inlets and at least one of the inlets is 2 “branch” then eliminate all 1-D

models”.

Figure 8.15 shows that the FFal estuary is not considered by the CBEM to be quite similar to
the Tay estuary by assigning to it a first similarity score that is just above the cut-off value of
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Figure 8.15. Cases retrieved after the second phase of the tettieval process

0.5. This is also evident from the second similarity score that is not as high as the score for the

Upper Milford Haven estuary given in section §8.4.

The suggestion given through the retrieval process can be explained by considering that the Fal
and Tay estuaries are generally regarded to be very different from each other in terms of
physical and hydrological charactetistics (see Appendix A). In particular, because of the width
and irregular cross-section of the Tay estuary the use of a depth average 2-D model may be
preferable to describe the salt transport into this watercourse (D.M. McDowell and B.A.
O’Connor, 1977).

Nevertheless, the 1-D model network for the Fal estuary fulfils the minimum requirement
needed for investigating the salt intrusion with the putpose as “management tool”. The aim is
to have a simulation characterised by the lowest possible computational time together with an
acceptable level of accuracy. Thus, the 1-D model network can be considered sufficient for
giving a rough simulaton of the longitudinal salt distrdbution into a branching watercoutse

such as the Tay estuaty.

‘Therefore, this model is selected and given to the adaptation component to be adjusted by the
GA module.
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8.5.4 Case Adaptation — Genetic Algorithm Optimisation

The GA module is activated to determine the set of Manning’s friction coefficients that are
apptoptiate regarding the partdcular hydrodynamics and geomorphological characteristics of
the Tay estuary. The calibration of the model is carried out using the field measurements
obtained during the spring tide of 12" June 1972. Once calibrated, the model is validated.
While the set of parameters given by the GA module remained invariant, the model is utilised

to simulate the salt intrusion during the neap tide of 20” June 1972

The water surface elevation and salt concentrations observed during these spring and neap
tides, are compared to those which are either simulated using the genetic algorithm based
calibration or obtained by J.H. Bikangaga (J.H. Bikangaga, 1993) through the manual
calibration of the model. The comparison confirms again that the GA routine can very
effectively calibrate estuarine models under realistc situations with a significant reduction in

the time normally required for optimising a numerical model.

8.5.4.1 Application of the Model to the Tay Estuary

The application of the 1-D network model to the Tay estuary is based on considering the
estuary as a netwotk of three one-dimensional channels with their junction located at the
confluence of the tivers Tay and Earn. The estuary is discretised into 16 linear elements (figure
8.16) with nodes coinciding with the sampling stations on the channel for the 1972 survey
(A'T. Buller et al, 1972). These stations are located at Broughty Ferry, Newport, Flisk,
Newburgh and Inchyra. Hydrographic data are obtained from the mentioned survey, which are
tabulated at intervals of 0.15 m from the low water with respect to a datum at Dundee
Harbour. Data for nodes not coinciding with the sampling stations are obtained through

interpolation,

The model boundary conditions are chosen to be water surface elevations at Buddon Ness,
where the estuary mouth is assumed to be located, and fresh water flows of 229 m’/s and 31

m’/s for the rivers Tay and Earn, respectively.

It must be noted that in order to have an acceptable comparison between the model

petformances obtained using the manual and GA based calibrations, both model applications
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should be specified under identical conditions. This means that except for the set of Manning’s
friction coefficients, the input data employed in the model calibrated by GA routine, is the
same as that utilised by |.H. Bikangaga for modelling the salt intrusion in the Tay estuary (J.H.
Bikangaga, 1993).

RIVER: EARN

Figure 8.16. Discretisation of the Tay estuary (a Manning’s coefficient is assigned to each element
in the domain}

8.5.4.2 Fitness Function Definition

The calculation of the fitness function is based on the minimisation of the discrepancy
between the water surface elevations simulated by the model and observed at Inchyra and
Newburgh during the tide of 12* June 1972 (figure 8.16). These locations are selected because
the propagation of a tidal wave towards the estuary head is accompanied by significant

deformation of its shape at these two stations.

The fitness function (6.1) is defined for the Tay estuary as follows:

2 13

p(H,,Hm){zz((hs);—(h,,,);)z} 11

j=1 n=l
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where the total number of samples, collected at cach station during the tidal period is equal to

13.

8.5.4.3 Manning’s Friction Coefftcient Calibration

The model calibration by the GA routine is executed with a population of 30 individual and
the rate of crossover and mutation equal to 0.5 and 0.01, respectively. The genetic algorithm
has been run for 15 generations. The estuaty is divided in two zones. The first zone
cortesponds to the area of the estuary between elements 1 and 10, while the second zone
corresponds to the part of the channel from element 11 towards the estuary mouth. Based on
this partition of the estuary the chromosome population is initialised using the zonation and
scaling options. These chromosomes are then transformed by the modified mutation and
crossover operators. Only one set lof Manning’s coefficients from the case-library is included in
the inittal population, which is the set of parameters employed in the simulation of salt

intrusion into the Fal estuary using the 1-D model network.

The set of Manning’s coefficients selected by the genetic algorithm after 15 generations is
presented in table 8.3, which also contains the set of parameters manually obtained by
Bikangaga (].H. Bikangaga, 1993). It must be noticed that both sets are within expected range

for an estuary modelled using a one-dimensional scheme.

The simulated water surface elevations, generated using the set of Manning’s coefficients
selected by the GA routine, are presented for the stations of Newport, Flisk, Newburgh and
Inchyra in figures 8.17 and 8.18.

The simulation shows that the tidal wave propagates with a progressive deformation of its
shape towards the estuary’s head (i.e. Inchyra). The compatison between the observed data and
the simulated water surface elevations for the manual and the GA based calibrations shows
that the model optimised by the GA routine yields a better performance. In particular, while
the two sets generate similar water elevations at Newport, the GA based calibration is able to
cope with the deformation of the tidal wave, which takes place between the extensive
floodplain and the estuary head. There are only small discrepancies between the observed and
simulated water surface elevations, obtained using the GA based calibration at Flisk,

Newburgh and Inchyra.
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Table 8.3, Manning’s friction coefficients for the Tay estuary

element || GA calibration; | manual calibration |
1 0.014 0.02
2 0.014 0.02
3 0.013 0.018
4 0.013 0.018
5 0.013 0.016
6 0.013 0.016
7 0.013 0.022
8 0.013 0.022
9 0016 0021
10 0.013 0.023
11 0013 0.023
12 0.013 0.023
13 0.013 0.023
14 0.022 0,023
15 0.022 0.021
16 0022 0021

The simulation of the longitudinal salt transport into the Tay estuary for the spring tide of 12°
June 1972 does not provide any evidence for the improvement of results obtained by the GA
optimisation. Both simulations obtained using the GA based and the tanual calibrations, yield
very similar values for the salt concentration (figure 8.19). This can be explained by the fact
that salt intrusion beyond a certain point is so small that it cannot be detected. Furthermore,
for locations towards the estuary mouth such as Newport, where significant salt concentrations
are observed, the simulated water sutface elevations obtained from the GA based calibration
and the manual optimisation are very similar. Thus, no comparison between the model
performances given by two sets of Manning’s coefficients is possible over the simulation of the

salt intrusion during the spring tide of 12% June 1972,

8.5.4.4 Model Validation — Neap Tide

Once calibrated, the model needs to be validated under a different condition. For this purpose,
the set of Manning’s coefficients genetated by the GA routine is utilised to simulate the water
surface elevations and salt intrusion in the Tay estuary during the neap tide of the 20™ June
1972

The simulated water surface elevations for this neap tide (figures 8.20 and 8.21) confirm the
effectiveness and validity of the GA based calibration.
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However, any comparison between the model performances given by the two sets of
Manning’s coefficients is not possible for the simulation of the salt intrusion duting this neap
tide (figure 8.22). As already discussed for the spring tide, significant salt concentrations are
observed only in that part of the estuary where water sutface elevations have the same values

regardless the calibration technique used.

8.6 Conclusions

Practical applications of the CBEM have been illustrated in this chapter. The cases of the
Upper Milford Haven and Tay estuaries are used to demonstrate the details of the mechanism
implemented in the system. They show that the system is able to guide the user towards the
most suitable model for a new case with a correct estimation of the model adequacy for the

type of problem considered and characteristics of the estuaty to be investigated.

The effectiveness of the implemented adaptation is also demonstrated. The results obtained
for the two case studies indicate the feasibility and the effectiveness of the GA based
calibration under realistic conditions. The comparison with the simulations given by a manually
calibrated model shows that the hybridisation of the classical genetic algorithm theory with
problem specific information can provide a superior optimisation process with a significant

reduction in time normally required for the implementation of a numerical modelling scheme.
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Chapter 9

CONCLUSIONS AND FUTURE WORK

This chapter outlines the conclusions that can be drawn from the thesis and prospective work

that may be undertaken to advance the developed system.

9.1 Conclusions

In this research a case-based reasoning system for estuarine modelling (CBEM) has been
developed. The system consists of three modules: a case-based module, a genetic algorithm
module and a library of numerical codes. These modules are activated to perform specific tasks
of the case-based reasoning methodology. These components are integrated to work as a single
tool. The main idea is for the system to accumulate past expetience, change and adapt it to
solve new problems. The current prototype is equipped with examples of past solutions
recorded according to the features of specific estuaties and the models employed. The system’s
ability extends beyond simple retrieval of similar cases. It provides the user with direct
information regarding the modification of previous schemes according to a given new
problem. The implemented genetic algorithm, hybridised with specific knowledge of estuarine
model calibration, is used for adjusting the values of the Manning’s friction coefficient for the

selected model to suit particular estuarine environments.

‘Two case studies have been cartied out. These are the simulation of tidal dynamics in the
Upper Milford Haven and Tay estuaries located in Wales and Scotland, respectively. In
particular, the specific problem of salt intrusion for a management tool purpose has been

studied.

This wotk shows that CBEM provides a convenient and effective approach to suppott the
modelling of estuardes. The system is able to provide the user with a ctitical and accurate
evaluation of the suitability of the model strategies contained in its memory for a new case.
Although the indexing scheme for the estuary description is limited to the physical and
hydrological features of estuaties, nevertheless it has been demonstrated to provide a
satisfactory set of indices for estimating the similarity between estuaries. The system is also able
to distinguish between the constraints and requirements related to the estuary’s physical

characteristcs as well as those regarding the specific problem to be simulated. Thus, through
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the comparison with past cases the user is able to understand how the selection of a modelling
strategy Is affected by the specific estuary’s physical and hydrological characteristics, and the

model requirements for accuracy, investigation purpose and simulation time consumed.

Furthermore, the system’s inference engine implements different types of knowledge to drive
the model selection. For instance, during case desctdption the user is helped in assessing the
relevance of the wind and the Coriclis forces and the nature of the estuarine inlets. He/she is
also guided during the phase of the estuary desctiption during which the system suggests
possible values for other featutes as the description progresses. The reasoning mechanism of
the rettieval component also combines the computation of the similarity based on the model
adequacy with the heuristic criteria of exclusion and preference expressed with respect to the

model ditmension.

The various knowledge related to the practice of estuarine modelling implemented in the
description and retrieval components, is organised in CBEM using the rule-based approach
and the fuzzy set theory. CBR demonstrates its ability to provide a good framework for
integrating different reasoning techniques to overcome the intrinsic complexity of defining a

modelling procedure.

CBR is also combined with genetic algorithm theory used in case adaptation for catrying out
the automatic adjustment of the Manning’s friction coefficient. The implemented GA
optimisation, characterised by the incorporation of domain knowledge to guide the search,
shows to be a potentially useful technique for adaptation. Not only the GA can very effectively
calibrate estuarine models under realistic situations, but it also allows a significant reduction in

the time normally required for the validation of a numerical model by other means.

9.2 Future Work

Although ’CBEM as currently implemented is able to support estuarine model design for
realistic problems such as salinity distribution and salt intrusion, the system needs to be further
developed. Its performance is limited by the number of cases contained in the system’s library.
1t is also programmed to deal with only two types of problems (i.e. salinity distributon and salt

intrusion). No interface cutrently exists between the CB and the GA modules. Furthermore,
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the inference engine is not provided with any form of reasoning mechanism to guide the user

during all phases of the modelling,

In order to make CBEM a complete working system, the inclusion of more cases should be
considered for ensuring the necessaty variability within the case-base. Furthermore, CB and
GA modules should be interfaced to permit the automatic communicaton between the

modules.

Other improvements should be carred out to refine and extend the system’s reasoning

mechanistm.

1. The adaptation component needs to be improved so that it is able to adjust multi-model
parameters. In particular, through the implementation of a multi-objective genetic
algorithm parameter adjustment should provide the calibration of both Manning’s friction

and dispersion coefficients.

2. A better description of the existing models should also be given. For this purpose, it is
suggested that some aspects of the model characterisation (e.g. numerical method, time
step, accuracy) should be described in more detail. This will provide the user with a more
precise estmation of the overall model’s adequacy. Thus, in the logic of model
composition, this will allow the retrieval mechanism to identify among the Past cases
those containing important information {e.g. set of specific assumptions, routines and

data) that should be used to form a model strategy for the new case.

3. It would be useful to extend CBEM to support the interpretation of simulation results
and, in particular, risk and reliability of the predicted future scenatios using the case-based
reasoning approach. The system could be provided with a critical background and

uncertainty analysts to help the user to design specific policies for estuarine management.

4. New procedutes should also be implemented to suppott the modelling of other types of
problems such as pollutant dispersion, flood routing and sediments movements within

estuaries,
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Another potential useful avenue for research is to extend the approach implemented in CBEM
by creating a new computer tool that focuses on the management of the estuarine watet

quality. It should be able to

¢ control resources and process information in real time;

¢ analyse data, discover trends in a pre-modelling phase and automatically formulate
assutnptons;

¢  handle uncertainty,

¢ facilitate the communication among vatious levels of the decision-making process.

The idea consists of developing a real-time control system that is able to monitor the water
quality and plan appropriate actions to take. The system could be based on a temporal
reasoning framework, which helps to integrate the existing computer tools (model programs,
GIS, data claborations), identify the interrelationships between various states of the estuarine
water—body and generate, through a realistic time representation, possible management plans.
The temporal representation of various processes and events intends to establish the level of
interaction on the time scale between the observed phenomena and the action to take for
improving the estuarine water quality. This will allow the captute of knowledge in the form of
trend discovery, identification of occurred changes and event charactetisation. The evaluation
of temporal knowledge (observed data, previous experience, events, tasks to be performed,
time constraints) is also inextricably linked to other kinds of knowledge, such as knowledge
about causality and process decomposition. By identifying processes and functions and their
causal relationships, it is possible to represent the estuarine water quality problems in detail
with a global view that takes into account the work flow from the ofigin of the problem to the

selection of the final solution.

The adoption of such approach requires unifying the temporal reasoning framework with the
ability of the system to deal with uncertainty related to past and future events, in terms of
incompleteness, fuzziness of the available information and the limitations of the computer
tools. This means that throughout the entire process different kinds of uncertainty, tisk and
teliability of vardous phases (data, imposed conditions, missing information, model

approximation, predicted scenarios) are evaluated and quantified. The real-time knowledge
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based system for estuarine water quality should be able to characterise the environmental

conditions and allocate the technical resources for tailoring the response according to the
cxisting requirements and constraints. By making the communication among the managets and
other professionals during the decision making process continuous and transparent, the impact
of several dedision strategies will be estimated. They can then be refined and, eventually, turn

into a complete solution.
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APPENDIX A

CBEM CASES

The appendix contains the estuary description of the past cases in CBEM case-base used for

the case studies presented in chapter 8.

The estuaties are: Tees (figure A.1), Fal (figure A.2), and Conwy (figure A.3).

Bl fimMaintestuary

St

e

e
=

Figure A.1. Description of the Tees estuary, UK
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Figure A.3. Description of the Conwy estuaty, U
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APPENDIX B

CB MODULE - CODE
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Option Compare Database

Option Explicit

Private Sub cbomeandering AfterUpdate{}

If Me!chomeandering = "relatively straight* Then

Me!Text227.value
Me!Text231l.value
Me!Text233.value
End If

1f Me!cbomeandering = "meandering” Then

Me!Text227.value
Me!Text23l.value
Me ! Text233 . value
End If

If Melchomeandering = "extremely meandering" Then
0

Me ! Text227.value
Me!Text231.value
Me!Text233.value
End If

If Melcbomeandering = "relatively straight/meandering® Then

Me!Text227.value
Me!Text231l.value
Me!Text233.value
End IE

If Me!cbhomeandering = 'meandering/extremely meandering” Then

Ma!Text22?.value
MeiTextz31.value
Me!TextZ33.value
End If

End Sub

Private Sub choqualitative_AfterUpdate()

Call gualitative

If Melcboqualitat

MelText219.value

Me!Text221.value

Me!Text223.value

Ma!Text225.value
P
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End If

If Melcbogualitative
Me!Text219 . value
Me!Text221.value
Me!Text223.value
Me!Text225.value
End If

If Melchboqualitative
MelText2l9.value
Me!Text221.value
MetText223.value
MefText225.value
End If

If Melchbogualitative
MelTextZl%.value
Me!Text22l.value
Me !l Text223 .value
MelText2Z5.value
End If

If Me!chogqualitative
Me ! Text219.value
Me!Text221.value
Me!Text223.value
Me!Text225.value
End If

If Me!choqualitative
Me!Textl9.value
Me!Textz2l,value
Me ! Text223 . value
MalText225,valus
End If

If Me!choqualitative
Me!Text218 . value
Me!Text221.value
MelText223.value
Me!Text225 ,wvalue
End If
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"mederate* Then

"high" Then

"very high" Then

"low/moderate” Then

“moderate/high® Then

"high/very high" Then

Private Sub cbotidal_range_Change(}




Dim msg As String

Dim flow As String

Dim strmsg As String
Dim title As String
flow = Me.chotidal_range

Select Case flow
Case "macrotidal"
Meltxtcomwents.value = "prevalence of mud flats and salt marshes"
gtrmeg = "Prevalence of mud flats and salt marshes typical of
coastal plain estuaries." __

& "Check the estuary geomorphological type.*

title = "suggestion”
MsgBox strmsyg, vpOKOnly, title
Case *mesctidal/macrotidal”

Me!txtcomments,value = "generally meandering channel®
strmsg = "Generally meandering channel. Check the meandeirng wvalue.®
title = *"suggestion®

MagBox strmsyg, vbOROnly, title

Case "microtidal/mesotidal”

Me!txtcomments.value = "generally meandering channel”

strmsg = "Generally meandering chamnel. Check the meandeirng value."
title = "suggestion®

MsgBox strmsg, vhOKOnly, title

Case “microtidal”

Me!txtcomments.value = "presence of spits and barrier islands"

msg = Meltxtocomments.value

SLImsy = “Presence of spits and barrier islands. Ceontrol the wind
force and the width and depth values"

title = "suggestion®

MsgBox strivsg, vhOKOnly, title

msg = msg And "control the wind drive force and the dimensions
End Select

End Sub

Private Sub chkcoriclis_Click()
'calculus of coriolis force magnitudo with respect to
‘the averaged velocity and the averaged depth

Dim strinput As Variant, strmsy As String
Cim vardepth As Variant, varcorielis As Variant,
Single

Dim intlatitvde As Integer

Dim sngstresshottom As Single, n As Single
Dim dischargevelocity As Single

Dim msg As String

Const omega = 0.000073

Const density = 1025

Const pigreco = 3.141%

Const gravityacceleration = 10

Const chezycoefficient = 50

sngvelocity As

—
w
o

If (Me!chkcoriolis = True And Meitxtvelocity.value = 0) Then
msg = "the velocity must be ingserted
MsgBox msg
Me!txtvelocity. SetFocus
Me!chkcoriolis = False

End If

If (Meichkeorielis = True And Me!txtvelocity.value <> Q) Then
sngvelocity = Meftxtvelocity
intlatitude = Me!txtlatitude

varcoriolis = sngvelocity * strinput * 2 * omega *
Sin{intlatitude * pigreco / 18D)

dischargevelocity = Me!txtvelocity

sngstressbottom = (density * gravityacceleration) /

chezycoefficient ~ 2
sngstressbottom = sngstressbottom * dischargevelocity ~ 2

1T ({varcoriclis / sngstressbottom) <= 0.1} Then
strmsg = "the coriglis effect can be neglected"
MsgBox strmsg
txtvelocity.SetFocus
¥e'!chkcoriolls = False

Else
txtvelocity.Setfocus
Me!chkcoriolis = True

Engd If

End If

End Sub

Private Sub chkinlets_Click()
If Melchkinlets = True Then Me!Txtnumberinlets.Visible = True
If Me!chkinlets = False Then Me!Txtrnumberinlets.Visible = False

End Sub

Private Sub chkmodel BeforeUpdate(Cancel As Integer)
chikmodel,value = False
End sSub

Private Sub chkwind Click()

‘calculus of wind velocity W magnitudo with respect to the averaged
longitudinal wvelocity

‘the value is calculated with respect to
‘surface shear stress due to wind
coefficient)* (wind velocity)~2

‘and bottom shear stress= (water density*gravity acceleration) {water
velaocity)"2

={alr density*friction

1f Me!chkwind = False Then
Me!txtwindvelecity . Visible = False
Exit Sub




End If

Dim windavelocity As Single

Dim dischargevelocity As Single

Dim n As Single

Dim m As Single

Dim msg As String

Const. densityair = 1.25

Const densitywater = 1025

Const frictioncoefficient 0.001

Ceonst gravityacgeleration = 10

Const chezycoefficient = 50

Dim strinput As Variant, strmsg As String

If {Me!chkwind = True And Mel!txtvelocity.value = 0) Then
msg = "the velocity must be inserted "
MsgBox msg
Me!txtvelocity.SetFocus
Me!chkwind = False

End If
If (Me!chkwind = True And Me!txtvelocity.value <> O} Then
st¥msg = "inser't the value of wind velocity"
strinput = InputBox{prompt:=strmsg, title:;="information")
dischargevelocity = Meltxtvelocity
m = [(((densitywater * gravityacceleration) / ({(densityair ~*
frictionceefficient)) ~ 0.5) / chezycoefficient
m = m * dischargevelocity

If {(strinput / m) <= 0.1} Then
msg = "the wind effect can be neglected"
MsgBox msg
txtvelocity.setFocus
Me!txtwindvelocity.Visible = False
Me!chkwind = False

Else
nmsg = "the wind effect must be included"
MsgBox Msy

Me!txtwindvelocity.Visible = True
Me!txtwindvelocity.value = strinput
End If

End If
End Sub

Private Sub cmdFirst_Click()
On Error GoTo Err_cmdFirst_Click

DoCmd.GeToRecord , , acFirst

Bxit_cmdFirst_Click:

—_
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<

Exit Sub

Err_cmdFirst_Click:
MsgBox Err.Description
Resume Exit_cmdFirst_Click

End Sub
Private Sub cmdPrev_Click{()
On Error GoTo Err_cmdPrev_Click

DoCmd,GoToRecord , , acPrevious

Exit_cmdPrev_Click:
Exit Sub

Err_cmdPrev_Click:
MsgBox Err.Description
Resume Exit_cmdPrev_Click

End sub
Private Sub cmdMext_Click()
On Error GoTo Err_cmdNext Click

DoCmd. GoToRecord , , acNext

Exit_cmdNext_Click:
Exit Sub

Err_cmdNext_Click:
MsgBox Err.Description
Resume Exit_cmdNext_Click

End Sub
Private Sub cmdLast_Click()
On Errer GoTo Err_cmdLast_Click

DoCmd. GoTcRecord , , aclast

Exit_cmdLast_Click:
Exit Sub

Err_cmdlast_Click:
MsgBox Err.Description
Resume Exit_cmdlast_Click

End Sub




Private Sub Form_Close(}
Dim db As Database
Dim rec As Recordset

Set db = CurrentDb() .
Set rec = db.OpenRecordset{"estuary", dbCpenDynaset)
If rec.Restartable = True Then

rec,Requery
Else

MsgBox "MNQ"
End If
End Sub

Private Sub Form_Current()
Dim recClone As Reccrdset
Dim intnewrecord As Integer, n As Integer
Dim msg As String
Set recClone = Me.RecordsetClone()
intnewrecord = IsNull(Me.id)
If intnewreccord Then
cmdFirst.Enabled = True

cmdNext.Enabled = False
cmdPrev. Enabled = True
cmdLast . Enabled = True

Cmdnew. Enabled = Falge
Me!chkinlets = False
MelTxtnumberinlets.Visible = False
Me!chkwind = False
Me!txtwindvelocity.Vigible = False
n = recClone.RecordCount
Me!IDl.value = n + 1
Exit Sub

End If

Cmdnew.Enabled = True

If recClene.RecordCount =  Then
cmdFirst.Enabled = False

cmdNext .Enabled = False
cmdPrev.Enabled = False
cmdLast.Enabled = False

Else
recClone.Bockmark = Me.Bookmark
recClone.MovePrevious
cndFirst.Enabled = Not (recClone.BOF)
cmdPrev. Enabled = Not {recClorne.BOF}
recClonea. Movellext

recClone. MoveNext
cmdlast.Enabled = Not (recClone.EQF)
cmdNext .Enabled = Not (recClone.EQF)
recClone.MovePrevious

End If

recClone.Close

If Me!chkinlets = False Then Me!Txtnumberinlets.Visible = False
If Mel!chkinlets = True Then Me!Txtnumberiniets.Visible = True
If (Me!Txtnumberinlets.value = 0) Then
Me!Txtnumberinlets. Visible = False
Me!chkinlets = False
Else
Me.Txtnumberinlets.Visible = True
End If
If Me!chkwind = False Then Me!txtwindvelocity.Visible = False
If Me!chkwind = True Then Me!txtwindvelocity.Visible = True
If (Me!txtwindvelocity.value = 0) Then
Me!txtwindvelocity.Visible = False
Melchkwind = False
Elge
Meltxtwindvelocity. Visible = True
End If

End Sub

Private Sub Form_GCotFocus ()

Dim reciestuary As Recordset
Dim db As Database

Set db = CurrentDb{}
Set reciestuary = db.OpenRecordset {"estuary")

reciestuary.MoveFirst

Do
reciestuary.Edit
reciestuary!chkmodel = "g"
reciestuary.Update
reciestuary.MoveNext

Loop Until reciestuary.EOF

End Sub

Private Sub Form_Load()



Dim reciestuary As Recordset
Dim db As Database

Set db = CurrentDb()
Set reciestuary = db.OpenRecordset (“estuary")

reciestuary.MoveFirst

Do
reciestuary.Edit
reciestuary!chkmodel = g
reciestuary.Update
reciestuary, MoveNext

Leop Until reciestuary.,EOF

End Sub

Private Sub Feorm_Open{Cancel As Integer)
Pim db As Database
Dim rec As Recordset

Set db = CurrentDb()
Set rec = db.OpenRecordset{"estuary", dbOpenDynaset)
If rec.Restartable = True Then

rec.Requery
Else

MsgBox "NO“
End If

Dim reciestuary As Recordset

Set db = CurrentDb()
Set reciestuary = db.OpenRecordset{"estuary")

reciestuary.MoveFirst

Do
reciestuary.Edit
reciestuaryf{chkmodel = *0*
reciestuary.Update
reciestuary.MoveNext

Loop Until reciestuary.ECF

End Sub

Private Sub Form_Resize(}
Dim reciestuary As Recordset
pDim db As Database

Set db = Currentbb()
Set recilestuary = db.OpenRecordset{"estuary")

reciestuary.MoveFirst

Do
reciestuary.Edit
reciestuary!chkmodel = *g*
reciestuary.Update
reciestuary.MoveNext

Loop Until reciestuary.EOF

End Sub

Private Sub Form_Unload{Cancel As Integer)

If Not IsNull(Me.OpenArgs) Then Forms (Me.OpenhArgs).Visible
End Sub

Private Sub txtaveragedepth_afterUpdate{)
Call depth

Call qualitative
End Sub

Private Sub txtaveragedepth Change{)

Call depth
Call qualitatiwve
End Sub

Private Sub txtaveragewidth_Change()
Call depth
End Sub

Private Sub txtfreshwater_ AfterUpdate()
Call freshtidal
End Sub
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Private Suly Txtnumberinlets_AfterUpdatef)
Dim stDocName  AS String
Dim stLinkCriteria As String

stDocName = "frmMaintinlets*

stLinkCriteria = "[estuary]=" & ““*“ & Me!{txtnamel & "*”»
DoCmd. OpenForm stDocMName, , , stLinkCriteria

End Sub

Private Sub models_Click(}

{n Error GoTo Err_models_Click

Dim stDocName As String
Dim stLinkCriteria As String

stDocName = *frmMaintModels*
stLinkCriteria = "{estuaryl=" & “’" & Me!l [txtname] & *°*
DoCnd. OpenForm stDocName, , , stLinkCriteria

Exit_models_Click:
Exit Sub

Err_models_Click:
MsgBox Err.Description
Resume Exit_models_Click

End Sub
Private Sub Cmdnew_Click{}
On Error GoTo Err_Cmdnew_Click

DoCmd.GoToRecord , , acNewRec

Exit_Cmdnew Click:
Exit Sub

Err_Cmdnew_Click:
MsgBox Err.Description
Resume Exit_Cmdnew Click

End Sub

Private Sub cmdinlets_Click(}
On Error GoTo Err_cmdinlets_Click

£at

Dim stDocName As String
Dim stLinkCriteria As String

stDocName = “frmMaintinlets”

sthinkCriteria = "[estuary]=" & "'" & Me![txtname] & "**
DoCmd.OpenForm stDocName, , , stLinkCriteria

Exit_cmdinlets_Click:
Exit Sub

Err_cmdinlets _Click:
MsgBox Erir.Description
Resume Exit_cmdinlets_Click

End Sub

Private Sub txttidalperiod_AfterUpdate{)
Call freshtidal
End Sub

Private Sub txttidalvolume AfterUpdate()
Call freshtidal
End Sub

Private Sub txtvalley_ length_AfterUpdate()
Call meandering
End Sub

Private Sub txtvallev_length Change!()
Call meandering
End Sub

Private Sub txtvalley_ length_Exit{Cancel As Integer)
Call meandering
End Sub

Private Sub txtvelocity AfterUpdatel()
Dim msg As String
If (Me!txtvelocity.value = (} Then
msg = "impossibkle to calculate the wind effect without the
velocity value*
MsgBox msg
txtvelocity. SetFocus
Else
Me!chkwind.value = True




Call windii
End If

gnd Sub

Private Subk txtwindvelocity Change(}

‘if you change the velocity the system is able to recalculated the
value of the

'effect of the wind and if it has to be considered

Call windii

End Sub

Public Sub windii()

Dim windvelocity As Single

Dim dischargevelocity As Single
Dim n As Single

Dim m As Single

Dim msg As String

Const densityair = 1.25

Const densitywater = 102%

Const frictioncoefficient = 0.001
Const gravityacceleration = 10
Const chezycoefficient = 50

Dim strinput As Variant, strmsg As String

strmsg = “"insert the value of wind velocity"

strinput = InputBox(prompt:=strmsg, title:="information")

dischargevelocity = Me!txtvelocity

m = [(([densitywater * gravityacceleration) /
frictioncoefficient)) ~ 0.5) / chezycoefficient

m = m * dischargevelocity

(densitysir *

If ((strinput / m) <= 0.1) Then
msg = “the wind effect can be neglected"
MsgBox msg
txtvelocity. SetFocus
Me!txtwindvelocity.Visible = False
Me!chkwind = False

Else
msg = “the wind effect must be included*
MsgBox msg

Me!txtwindvelocity.Visible = True
Me!txtwindvelocity.value = strinput

End If

End Sub

Private Sub togFilter_ Click(}
Dim frm As String
Dim strname As Form

inlets = Me!Txtrnumberinlets
If togFilter Then
DoCmd.Minimize
DoCmd . Opentorm
{Me . name)
If Me.FilterOn = True Then
togFilter.Caption = "Model Applied®
Else
togFilter = False
End T
Else
Me.FilterCn = False
togFilter.Caption = "Apply Model..."
End If

"frmselectionCriteria”, . P , .

End Sub

Public Sub qualitativel)
Dim wide As String
pim flow As String
Dim salinity As String
Dim latitude As Integer

flow = Me.cbotidal_range
Select Case flow
Case "macrotidal"

If (Me!cbogualitative.value = “low") Or (Me!cboqualitative.value
"moderate") Then
Me!cbosalinity.value = "well mixed"
Else
Melcbosalinity.value = "vertically mixed"
End If

Case "mesctidal/macrotidal®
If (Me!cbogqualitative.value =
"moderate") Then

"low"} Or (Me!cbhoqualitative.wvalue

Melcbosalinity.value = "partially mixed"
Else

Melcbosalinity.value = "vertically mixed"
End If

Case "microtidal/mesotidal®

If (cbequalitative.value = “low") Or (Melchboqualitative.value
"moderate”} Then
Melcbosalinity.value = "partially mixed*

achialog,
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Else
Me!cbosalinity.value = “vertically mixed"
End If
Case "microtidal"
1f (cbogualitative.value = "low") Then Me!cbosalinity.value =
"salt wedge"
If (Mel!cbogualitative.valus = "moderate") Then
Malchogalinity.value = “salt weadge®
Else
Melcbosalinity.value = ‘*partially mixed*
End If
Me.Requery
End Select

chosalinity. SetFocus
'determination of the ceorieclis force
‘through the value of the width /depth ratio and the latitude

wide = Me!cbhogualitative
latitude = Me!txtlatitude
If ((wide = "high" Or wide = ‘"very high") &nd ({latitude < 60 And
latitude > 50} And {flow <> “"macrotidal™}) Then
Me.chkcoriclis.value = True
End If
End Sub

Public Sub depthi)

Dim width As Variant

Dim depth As Variant

Dim max As Variant

Dim i As Inteder

Dim 3 hs Integer

Dim ratio{l To 5) As Variant
Dim def(l To 7) As String
Dim rat As Variant

width = Meltxtaveragewidth
depth = Me!txtaveragedepth

def(1) = "low"

def(2} = "moderate"
def(3) = "high"

defi4) = "“very high"
def(5) = “low/moderate"
def({6) = "moderate/high"
def (7} = "high/very high

rat = width / depth
ratio(l}) =1 / (1 + {Abs{rat - 10) / 90) ~ 2}

If rat <= 100 Then

—

o}
o

ratio(2) =1 / {1 + (Absirat - 100) / 70} ~ 0.5}
Else

ratio(2) =1 / (1 + {(abs(rat - 100) / &0} ~ 2)
End If

ratio(3l) 17 (1 + (Abs(rat -~ 220) / 60} ™ 2)

ratio(4) =1 / (1 + (Abs{rat - 400} / 100} ~ 2}
Me!Text21%,value = ratio{l)

MeiText221,value = ratio{2)
MelText223.value = ratio(3)
Me!Text225.value = ratio(4}

If ((rat < 10) Or (rat = 10)} Then
Me!cbogualitative.value = "low"
Me!Text2l9.value = 1

ElseIf (rat > 400) Then
Me!cbogualitative.value = "very high"
Me!Text225.value = 1
Else

max = ratio{l)
Me!chbogqualitative.value = def(l)
MsgBox Metlchoqualitative

For j = 2 To 4
If ratie(j) > max Then
max = ratio{j)
MsgBox max
Me!cboqualitative.value = def(j)
M=gBox Me!choqualitative
ElgeIf ratio(}) = max Then
j 2

If 3 = Then Melcheoqualitative.value
def (5)

If 3 = 3 Then Me!cboqualitative.value
def (6}

If j = 4 Then Me!cbogualitative.value
def (7)

MagBox Melcboqualitative
End If
Next

BEnd If
End Sub

Public Sub meandering()

Dim channel As Variant
Dim valley As Variant

Dim i As Integer

Dim j As Integer

Dim prop{l To 3) As Variant
pim defi(l To &) As String
Dim propr As Variant

i



Dim max As Variant fresh = Me!txtfreshwater
tidal = Me!txttidalvolume

channel = Me!txtChannel period = Me!ltxttidalperiod

valley = Me!txtvalley_length If ((tidal <> 0) And {fresh <> 0} and (period <> 0}) Then

defi({l} = "relatively straight" rv = (fresh * period) / tidal

defi(2) = "meandering* If (rv > 1) Then Me!chosalinity.value = "salt wedge"

defi(3) = "extremely meandering" If ({(rv < 1) Or (rv = 1)) And {(xv > 0.1)) Then

defi{4) = "relatively straight/meandering" Melchosalinity.value = “partially mixed®

defi(5) = "meandering/extremely meandering" strmsg = "fresh water discharge and tidal voume typical of a fjord
estuary.Check the geomorphological type”

propr = channel / valliey title = "suggestion*

prop{lyl = 1 / (1 {{propr - 1.3} / 0.1} ~ 2} MsgBox strmsg, vbOKOnly, title

prop(2) =1 / (1 ({propr - 1.6}/ 0.1} ~ 2) ~ 0.5 End If

prop{3} =1 / (1 {{propr - 1.9) /7 0.1) ~ 2) ~ 2 If {(rv <= 0.1) And (xv > 0.005)) Then Me!cbosalinity.value =

nann++ 4+

Me!TextZ27.value prop(l) "partially mixed®
Me!Text231l.value = prop(2) If (xrv < 0.005) Then
Me!Text233.value = prop(3} If {Me!chbogualitative = "high" Or Me!cboqualitative = ‘very high")
max = prop{l) Then
chomeandering.value = defi{l) Mel!cbosalinity.value = “vertically mixed*
End If
For j = 2 To 3 End If
If prop(j) > max Then End If
Me!chomeandering.value = defi(j} End Sub
Elself prop(j) = max Then
If j = 2 Then Me!cboqualitative.,value =
defi{d)
If j = 3 fThen Mel!cbogualitative.value =
defi(5)
End If

Next
Option Compare Database

If propr < 1.3 Then

chomeandering.value = defi(l) Option Explicit
Me!Text227.value = 1
End If Private Sub average_velocity BeforeUpdate(Cancel As Integer)
If propr > 1.9 Then Dim strFormiame Az Form
cbomeandering.value = defi(3) Dim strvelocity As Variant
Me!Text233.value = 2 Dim n As Variant
End If
End Sub Set strFormName = Forms!frmmaintestuary

strvelocity = strFormName.txtvelocity
n = Me.velocity
n = strvelocity / n

Public Sub freshtidal(} If (n »>= 5) Then

Dim fresh As Variant Me!cbonatureinlet = “branch”
Dim tidal Bs Variant Else

Dim rv As Variant Me!cbonatureintet = "tributary*
Dim strmsg As String End If

Dim title As String
Dim period As Variant

End Sub

991




Private Sub Form_Load()

Dim db As Database
Dim rec As Recordset
Dim reci As Recordset
Dim rex As Recordset
Dim strFormName As Form

Dim counter As Integer
Dim strname As Variant
Dim straname As String
Dim strmainame As String
Dim strmsg As String
Dim n As Integer
Dim m As Integer

Set strFormName = Forms!frmmaintestuary
n = strFormiame.Txtnumberinlets
strname = Forms!frmmaintestuary!txtname
Set db = CurrentDbi)
Set rec = db.OpenRecordset{"Inlets"}
Set rex = db.OpenRecordset ("Inlets*, dbOpenDynaset}
m=0
Set reci = db.OpenReccrdset ("Inlets", dbOpenSnapshot}
straname = "[Estuary ]= ‘" & strname & ‘"
If Not IsMNull(n) Then

reci.FindFirst straname

Do While reci.NoMatch = False

m=m+ 1
reci.FindNext straname
Loop
If (n < m) Then
m=m-n

For counter = 1 To m
If rex.NoMatch = False Then
rex.FindLast straname
rex.Delete
rex.MovePrevious

End If
rex.Requery
Next
Else
If IsEmpty(straname) = True Then
counter = 0
rec.Edit

Do While counter < n
counter = counter + 1
rec.AddNew
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rec{"ID1l"} = counter
rec{"estuary"} = strname
rec.Update

Loop
rec.Bookmark = rec.LastModified

Else
reci.FindFirst straname
Do While reci.NoMatch = False
counter = counter + 1
reci.FindNext straname
Loop
Do While counter < n
counter = gounter + 1
rec, AddNew
rec("IDl"*) = counter
rec("estuary") = strname
rec.Update
Loop
End If
BEnd If
End If
Me.Requery
End Sub
Private Sub average_depth_Change()
Dim strFormName As Form
Dim strvelocity Az Variant
Dim n As Variant

Set strFormName = Forms!frmmaintestuary
strvelocity = strFormName.txtvelocity
n = Me.velocity
n = strvelocity /

n
If (n >= 10) Then
Me!chonatureinlet = "branch*
Else
Mefcbonatureinlet = "tributary”
End If
End Sub
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Retrieval Component

Estuary Similarity

Option Compare Database
Option Explicit

Private Sub choproblem_Change ()}
Dim strwhere As String
strwhere = Me!choproblem
Select Case strwhere
Case "pellutant distribution”
Me!cbopollutantnature.vVisible = True
Ernd Select
End Sub

Public Sub selectestuary(intrelqual() Aas String, relquali() As

Variant, simivalue As String, value As Integer, strsgl as String)

Dim db As Database

Dim rec As Recordset

Dim rex As Recordset

Dim recproblem As String

Dim recpollutant As String

Dim recestuary As String

Dim interecords As Integer

Dim strproblem As String

Dim counter As Integer

Dim method As String

Dim dimestuary As String

Dim strpurpose As String

Dim strSQLA As String

Dim inrel() As Variant

Dim n As Integer

Dim c¢ut As Variant

If Not IsNull{Me.cboproklem) Then

strproblem = Me,cboproblem

txtproblem = strproblem
strpurpose = Me.chopurpose
txtpurpose = strpurpose
estu = Me,estuary

End If

Set db = CurrentDb{)

[N
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Set rec = db.0OpenRecordset ("models")
interecords = rec.RecordCount
numbrec = interecords

rec.MoveFirst
ReDim intrelqual(l To interecords)
ReDim relguali{l To interecords)
Rebim inrel(l To interecords)
'comparigon among models which simulate the undergoing problem
value =
*evaluation of different problems and cases for which the stored
models have been applied
Select Case strproblem

Case “salinity distribution”, “pollutant distribution*

‘the pollution distribution in case of conservative isg
considered a similar case to salinity distribution

For counter = 1 To interecords

inrel{counter) = 0

recprokblem = rec("problem")

If recproblem = *pollutant  distribution" Then
recpollutant = rec('pollutant")

If (recproblem = "pollutant distribution” And
recpollutant = "conservative") or {(recproblem = "salinity

distribution®} Then
recestuary = rec("estuary")
value = vaiue + 1
intrelqual {value) = recestuary

End If
rec.MoveNext
Next

Case "salt intrusion"
For counter = 1 To interecords

recproblem = rec{"problem"}

If {(recproblem = “salt intrusion®) Then
recestuary = rec("estuary")
value = value + 1
intrelqual (value} = recestuary

End If

rec. MoveNext

Next
End Select




totvalue = value Dim sha As Single
rec.Cloge Dim recsha As Single
‘comparison among the estuaries associated to the selected models Lim criterion As String
Dim rectid As Integer
selectestuaryrype intrelgual, relquali, simivalue, value Dim estutype As String
cut = Me.cut_off Dim rectype As String
strsgl = “ratio > ' & cut Dim n As Variant
Dim m As Integer
ctestuary_ Exit: Dim inrell) As Integer
Exit Sub Dim mz As Integer
Dim mea As Integer
selectestuary Err: Dim recmea As Variant
MsgRox Frry.Description Dim st As Integer
Dim sd As Integer
Dim max As Single
End Sub Dim le As Variant
Public Sub selectestuarytype(intrelqual{) As String, relquali() As Dim mx As Variant
Yariant, simivalue As String, value as Integer) Dim mn As Variant
‘the routine is used to evaluted the similarity between the estuary Dim streriteri As String
underconsideration and the estuaries stored Dim rexratio As Variant
‘ in the system’s library Dim strsgl As String
Dim db As Database Dim totalarea As Variant
Dim reci As Recordset Dim intertidalarea As Variant
Dim rex As Recordset Dim i As Integer
Dim rec As Recordset Dim J As Integer
Dim widthdepth as vVariant Dim ratic(l To 6) As Variant
Dim id Az Integer Dim rat Ag Variant
Dim recid As Integer Dim qualitative As String
Dim counter As Integer : Dim maxbank As Variant
Dim intreceords As Integer Dim ratmaxhank As Variant
Din relcuale(} As Variant Dim recratmazkbank As Variant
Dim relquall) As Variant Dim recnome As String
Dim strform As Form Dim com As Variant
Dim strname As String Dim total As Variant
Dim rechame As String Dim rati{l To 4) As Variant
Dim strqualitative As String Dim recrati{l To 4) As Variant
Dim recwidthdepth As Stxing Dim mearati{l To 3) As Variant
Dim rectotalarea As Variant Dim recmearati{l To 3) As Variant
Dim strwhere As String
Dim recintertidalarea As Variant Dim sumrat As Variant
Dim ratarea As Single Set db = CurrentDbi{)
Dim recratarea as Single et reci = db.OpenRecordset{'estuary*)
Dim meandering As String Set rec = db.OpenRecordset {"estuary")}
Dim recmeandering As String Set strform = Forms!fromaintestuary
Dim tidalrange As String ReDim inrel(l To vaiue)
Dim rectidalrange As String
Dim tid As Integer ‘qualification of the estuary under consideration
Dim channel As Single widthdepth = strform!chaqualitative
Dim avrdepth as Single totalarea = strform!txttotal
Dim recavrdepth As Single intertidalarea = strform!txtintertidal
Dim recchannel As Single ratarea = intertidalarea / totalarea




channel = striorm!txtChannel
avrdepth = strform!txtaveragedepth
sha = {channel) / avrdepth
neandering = striorm!chomeandering
maxPank = strform!txtbankarea

rati{l) = strform!Text219
rati(2) = strform!Text22l
rati{3) = strform!Text223

rati{4) = strform!Text225
mearati(l) = strform!Text227
mearatl(2) = strform!Text23l
mearati(3} = strform!Text233
Dim recmaxbank As Variant
Dim recratmaxbank As Variant
total = 0
Select Case widthdepth

Case “low"

sd = 1

Case "moderate?
sd = 2

Case "high"

sd = 3

Case "very high®
sd =5

End Select

estutype = strform!chbogeomorphological
Select Case estutype

Case "fiord", "fijard", "ria"
ma = 1
Case "coastal plain“, *complex”
ma = 2
Caze "bar built"
ma = 3
End gelect

Select Case meandering
Case "relatively straight”
nea = 1
Case “meandering”
mea = 2
Case "extremely meandering”
mea = 3
Ind Select
tidalrange = strform!chotidal_range
Select Case tidalrange
Case "microtidal”

tid = 1
Case "microtidal/mesotidal*
tid = 2
Case “mesotidal/macrotidal”
tid = 3

Case "macrotidal®
tid = 4
End Select
id = strform!IDl
intrecords = reci.RecordCount
ReDim relquali(l To value)
reci.MoveFirst
ReDim relquale(l To wvalue)
ReDim relqual{l To value}
For i = 1 Ta value
relquale{i} = intrelqual{i)
relgual (i) = intrelqual (i)
Next

For i = 1 To value

If (relquale{i) <> “0") Then
inrel{i) = 12
n=13i+1

If (n > value) Then
Exit For

Else
For j = n To value

If relquale(di) = velquale(i} Then

reloguale(i) = "0
inrel(i} = inrel(i} + 1
End If
Next
Eng If
End If
Next

Select Case txtproblem
Case 'salinity distribution®
For n = 1 To value

total = 0 '

If relqualei{n) = “0" Then
relgualii{n} = 0
Else
reci.Index = “name"
reci.Seek "=", relquale(n)

recnome = reci{“name*)
MsgBOX recnome

recwidthdepth = reci{"widthdeptratic")
rectype = reci{"geomorpholegical type")

recchannel = reci("channel length")
recavrdepth = reci{"average depth®)
recreandering = reci("meandering")
rectotalarea = reci{"total area"}

recintertidalarea = reci("intertidal area")



rectidalrange = reci{"tidal range*}
recratarea = recintertidalarea / rectotalarea
recsha = (recchannel) / recavrdepth

recmaxbank = recii{*max channel bank area*)
recrati(l) = reci("ratiol")
recrati{2) = reci{"ratio2")
recrati{3) = reci('ratiold")

recrati{4) = reci("ratiod")

recmearati{l) reci{"mearatl")
recmearati(2) reci("mearat2")
recmearati(3) reci("mearat3®)

Honon

sumrat = (1 - ((Abs(recrati{l) - rati{l)) + Bbs{recrati(2)
- rati(2)) + aAbs(recrati(3} - rati(3}) + Rbs(recrati{4) - rati{a}))
/am)
ratio{l) = sumrat
MsgBox sumrat
total = total + 1
relquali(n) = ratio(l) * 1
If (estutype = rectype) Then
ratio(2} =1
Else
Select Case rectype
Case “fjord*, *“fjard*, "ria"
m=1
Case "coastal plain", "complex"
m= 2
Case “bar built®
m=3
End Select
If {Abs(ma - m) = 0) Then ratio(2) = 0.8
If (Abs(ma - m) = 1) Then ratio(2) = 0.4
If (Abs(ma - wm) = 2) Then ratio(2) = 0.1
End 1f
total = total + 0.75
relguali{n) = relquali{n) + ratio(2) * 0.75
ratio(3) = (1 + (Abs{ratarea - recratarea) / (ratarea) =~ 0.5)
~ 2y ~ -1

relquali{n) = relquali(n) + ratio(3) * 0.5
total = total + 0.5
If (maxbank <> 0} Then
ratmaxbank = maxbank / intertidalarea
If {(recmaxbank <> 0) Then
recratmaxbank = recmaxbank / recintertidalares
ratio(3) = (1 + (Abs(ratmaxbank - recratmaxkenk) /
(ratmaxbank) ~ 0.5} ~ 2) ~ -1
relguali{n) = relquali(n) + ratio(3) * 0.5
total = togal + 0.5
End If

End If

sumrat =
Abs (recmearati(2)
3N

ratic{d)

{1

- { {Abs (recmearati (1} -  mearati(l)}
- mearati(2)) + Abs(recmearati(l) - mearati{3)))

sumrat

total = total + 0.5

relgquali(n)

relquali{n) + ratio{4) * 0.5

Select Case rectidalrange
Case "microtidal"

rectid = 1
Cage "microtidal/mesotidal®
rectid = 2
Cage 'mesotidal/macrotidal®
rectid = 3
Case "macrotidal"
rectid = 4
End Select
rat = 1 - {(Absg(tid - rectid) / 3)
If rat = 1 Then com = 1
If rat = 2 / 3 Then com = 0.666
If rat =1 / 3 Then com = 0,33
If rat = 0 Then com = 0

ratio(5) =

com

totral = total + .75

relquali(n)

ratic(6} = (1
total = total
rel¢guali{n) =
reiquali{n) =
End Tf
Next
reci.Close

relcuali(n} + ratio{B’) * .75

+ {Abs(sha - recsha} 7 (sha} ~ 0.5) ~ 2) » -1

+ 0

-5

relqualii{n} + ratic{(s) * 0.5
relgquali{n) / total

Case "salt intrusion®

n=2a

For n = 1 To value

relquali(n} = 0
Next

For n = 1 To value

If relguale(n} =
relguali(n} = 0

Else

Dim
Dim
Dim
Dim
Dim

rec.,
rec,

“0" Then

recmaxmin as Variant
recmax As Variant
recmin As Variant
reclength As Variant
maria As Variant
Index = "name*

Seek "=', relquale(n}

recname = rec("name")

+

/



| MsgBoxX recname

| recwidthdepth = rec('widthdeptratic")

‘ rectype = rec{"geomorphological type*)
rectidalrange = rec("tidal range"}

‘ reclength = rec{”’channel length")

‘ recavrdepth = rec("average depth")
recsha = reglength / recavrdepth

\ recrati(l} = rec{'ratiol")

‘ recrati(2) = rec({*ratio2v)

‘ recrati(3) = rec{"ratio3")

recrati{4) rec{"ratiod"}
sumrat = {1 - [{({Abs{recrati(l) - rati(l)}
kbs (recrati{2) - rati(2)) +  Abs(recrati(3) - rati(3})

Abs({recrati(4) - rati{4)}) / 4})
ratio{l) = sumrat
MsgBox sumrat

relgquali(n) = ratio(l)
If (estutype = rectype) Then
ratie(2) =1
Blse
Select Case rectype
Cage "fjord", "fjard", "ria"
m =1
Case "coastal plain", "complex"
m=2
Case "bar buiit®
m= 3
End Select
rat = Abs(ma - m}
If ma = m Then ratio{2) = 0.8
If (rat = 1} Then ratio(2) = 0.4
If {rat = 2) Then ratio(2) = 0.2
End If

ratic{2) = ratio(2) * 1
relquali(n}l = relguali{n) + ratic{(2)
Select Case rectidalrange
Case "microtidal®
rectid = 1
Case "microtidal/mesctidal”

rectid = 2
Case “mesotidal /macrotidal®
rectid = 3
Case “macrotidal”
rectid = 4
End Select
rat = 1 - (Abs(tid - rectid) / 3}
If rat = 1 Then ratio(3) =1
If rat = 2 / 3 Then ratio(3) = 0.666
If rat = 1 / 3 Then ratio{3) = 0.33
If rat = 0 Then ratio{3} =0

+
+

relquali(n} = relquali(n} + ratio(3) * 1
5 , ratio(4} = (1 + (Rbs{sha - recsha) / (sha) ~ 0.5)
relquali(n) = relguali(n) + ratioc(4} * 0.5
relquali{n) = relguali(n) / 3.5
End If
Next
rec.Close
End Select

Set rex = db.OpenRecordset(“estuary”, dbCpenDynaset)

If rex.Updatable = True Then
For counter = 1 To value
If {({relquali(counter}) > 0} And (inrel{counter) > 0)) Then
rex,FindFirst "name = " & "'* & relquale(counter]) & "‘"
Do Wnile rex.NoMatch = Falge
n = rex{"ratio")
rex,Edit

rex{*ratio®) = relquali({counter)

rex("modnumber*) = inrel{counter)
rex.Update
o rex,FindNext *name = * & *’'" & intreiqual{counter)
Loop
End If
Next
rex.Close

Set db = Nothing

End If
n=790
max = 0
For m = 1 To value
If reiquali{m) > max Then
max = relquali(m)
n=m
End If
Next

simivalue = relquale(n)

~
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strMessage = lngRecords & " record(s)matched the criteria "
selection intrelqual, relquali, simivalue, value
selectestuarytype Exit: DoCmd. CpenForm  "matchestuary*, P , . . )
Exit sub {Me.Opendrgs}

DoCmd . Maximize
selectestuarytype_Err:
MsgBox Err.Description Set frm = Forms!matchestuary
Resume selectestuarytype EXit
frm.Filter = strasql

End Sub frm_Filteron = True

Private Sub cmdCancel_cClick(} Dolmd.Close acForm, Me.name
Forms (Me.OpenArgs) .Visikle = True

DoCmd.Close acForm, Me.name End Select

End Sub End If

Private Sub cmdOK_Click(} End Sub

Dim strsgl As String
Dim simivalue As String
Dim sensor As Integer

Dim message As String Private Sul Form _Current ()
Dim dimestuary As String
Dim intrelqual() As String Dim strform As Form
Dim relguali{) As Variant Dim strname As String
Dim value As Integer Dim strbranch As String
Dim gdf As QueryDef Dim inlet As Integer
Dim lngRecords As Long Dim strwind As Variant
Dm streriteria As String Dim @b As Database
Dim strMessage As String Dim rec Ag Recordset
Dim jintResponse As Integer Dim streriteria As String
Dim frm As Form Dim counter As Integer
Dim frma As Form
If IsNull{cboproblem) Then Set db = CurrentDb{}

MsgBox "you must enter the problem descriptor®, vbExclamation

Exit Sub Set strform = Forms!frmmaintestuary
End If strname = strform!txtname
If IsNull(cut_off) Then Set rec = db.CpenRecordset (*inlets", dbOpenDynaset)
MsgBox ‘“you wmwust enter a value for the cut off parameter", rec.,MoveFirst
vbExclamation counter = 0

Exit Sub inlet = strformiTxtnumberinlets
End If 1f inlet > 0 Then

streriteria = *[Estuaryl = '" & strname & /"
selectestuary intrelqual, relquali, simivalue, value, strsgl rec.FindFirst strcriteria
Do While rec.NoMatch = False
1f makeatablel (vRecordcount:=ingRecords, wvmethod:="Da0") Then strbranch = rec!natureinlet
If strbranch = "branch* Then

Select Case lngRecords counter = 1

Case 0 Me!branching = True

MsgBoxX *no records matched the criteria you specified", _ End If
vbExclamation, "no matches found® rec¢.Findlext strecriteria

Case Else Loop




End If

If strformtchkcoriclis = True Then Me!coriclis = True
If strform!chkwind = True Then Me!wind = True
If strform!chboked = "sloping bed" Then Me!slope = True

If TsNull (Me.Openadrgs) Then
MsgBox “This form must ke opened from within another form",
vbCritical, "Cannot Open Form"
DoCmd.Close acForm, (Me.name)
End If
End Sub

Public Function makeatablel (Optional vTableName = "similarity®, _
Opticonal vRecordcount,
Optional vtimetaken, _
Optional wvmethod = "Dac"} _

Az Boolean

Dim strSQLA As String

Dim lngTime As Long

Dim intFromPcs As Integer
Dim qgdf As QueryDef

Dim db As Database

Dim f1d As Field

Dim £1dl As Field

Dim tbl As TableDef

Dim idx As Index

Select Case vmethod
Case "DAO"
Set db = CurrentDb()

CurrentDb.TableDefs.Delete vTableName
Set tbl = db.CreateTableDef (vTableName)

Set fld = tbl.CreateField("name", dbText)
fld.OrdinalPosition = 1
f1d.Size = 50
fld.Required = True
tbl.Fields.Append fld
db.TableDefs.Append tbl
RefreshDatabaseWindow

'Now add the data
strSQLA = "INSERT INTO [* & vTableName & "]1SELECT
name FROM [estuary]l"

‘And run the insert query to add the data
Set gdf = CurrentDb.CreateQueryDef (")
qdf.SQL = strSQLA
qgdf, Execute

‘Return the number of records in the table if needed
If Not IsMissing(vRecordcount) Then
vRecordcount = gdf.Recordsaffected

'Close the querydef
gdf .Close
RefreshDatabaseWindow
‘indicate the creation of the table was successful
If Not IsMissing{vtimetaken) Then vtimetaken = Now - 1lngTime
makeatablel = True

MsgBox "The “ & tbl.name & * table was successfully created”
End Select
makeatable_Exit:
Exit Function

makeatable_Err:
Select {ase Err,Number
Case 3265
doesn’t exist
Resume Next
Case Else
MsgBox Err.Description
Resume makeatable_Exit
Resume
End Select

"Occurs if the table we are deleting

End Function

Public Sub selection(intrelqual() As String, relquali() As Variant,
simivalue As String, value As Integer)

Dim rec As Recordset

Dim db As Database

Dim counter As Integer

Set db = CurrentDb()
Set rec = db.COpenRecordset ("similarity*, dbOpenDynaset)

Do



rec.Edit

rec.Delete

rec.MoveNext
Loop Until rec.EQF

Set db = Nothing

If rec.Updatable = True Then

For counter = 1 To value
If (relquali{counter) <> 0) Then
rec.AddNew
rec{"nane") = intrelqual {counter)

rec,Update
End If
Next
rec.Close
Set db = Nothing
End If
End Sub

Private Sub Form Unload(Cancel As Integer)
If Me.branching = True Then
txtbranching = 1
Else
txtbranching = 0
End If
MsgBox txtbranching
End Sub

GLl



MODEL SIMILARITY

Cption Compare Database
Option Explicit

Private Sub ¢mdSelect_Click(})
Dim pref As Variant

Dim rec As Recordset

Dim resim As Variant

Dim &b As Database

Set db = Currentbk()

Set rec = db.CpenRecordset("models")
rec.MoveFirst

Do

rec.Edit

resim = rec("simodel")

rec.Update
rec.MoveNext
Loop Until rec.EQF

pref = Me!txtpreference

pref = "estuary = " & "‘'" & Me!txtestuary &
& "'" & txtproblem & "‘" & " AND dimension
Me!txtdimension & "‘" & " AND accuracy

Wi

MsgBox pref

DoCmd.OpenForm "frmmaintmodels", acNormal,

End Sub

Private Sub Form_Load()

DoCmd. Maximize
End Sub

Private Sub Form_Open{Cancel As Integer)
Dim rec As Recordset

Dim db As Database
Dim recaccuracy As String

p—
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& " AND problem

& Meltxtaccuracy &

Dim rectime As String
Dim recpurpose As String
Dim recsim As Single

Dim recproblem As String
Dim recestuary As String
Dim sim{) As Variant

Dim ratio(3) As Variant
Dim n As Integer

Dim total As Single

Dim risim As Variant

Dim criteria As String
Dim io As Integer

ReDim sim{l To totwvalue)
Set db = CurrentDb()

Set rec = db.OpenRecordset{‘models", dbOpenDynaset)
n =20

rec.MoveFirst
For ic = 1 To numbrec
recproklem = rec{“problem”}
If {(recproblem = txtproblem) Then

n=mn+1
sim(n) = €
total = 0

recestuary = rec{"estuary")
MsgBox recestuary

recaccuracy = rec{"accuracy")
rectime = rec{“time"}
recpurpose = rec("purpose®)

If (txtpurpose = "management tool") Then
If recpurpcose = "management tcol® Then ratio{l)
If recpurpese = “water quality" Then ratic(l) =
If recpurpose = "research" Then ratio(l) = 0.5

End If

If {txtpurpose = “water quality") Then
If recpurpose = "management tool" Then ratio(l)
If recpurpose = "water quality" Then ratio{l} =
If recpurpose = "research" Then ratio(l) = 0.8

End If

If (txtpurpcose = "research”) Then

If recpurpose = "management tocl®* Then ratic(l)
If recpurpose = "water quality" Then ratio(l) =

If recpurpose ‘research" Then ratio(l) = 1
End If
sim(n} = ratio{l) * 0.75

MsgBox sim{n)
total = total + 0.75

If (txtpurpose = "management tocl“) Then
If recaccuracy = *high" Then ratio{2) = i

o
=
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1f recaccuracy
If recaccuracy

End If

'moderate* Then ratio(2).= 0.8
"overall* Then ratic(2) = 0.5

If {txtpurpose = "water quality") Then

If recaccuracy
If recaccuracy
If recaccuracy

End If
If (txtpurpese = "
1f recaccuracy
If recaccuracy
If recaccuracy

End If
sim(n) = sim(n)

total = total + 0.5

*high* Then ratic(2) = 1
"moderate" Then ratio{2) = 0.7
*overall" Then ratio{2) = 0.4

regsearch") Then

"high" Then ratio(2) =1
'moderate" Then ratio{2) = 0.6
Yoverall" Then ratio(2} = 0.2

1w

+ ratio{2) * 0.5

If {txtpurpose = "management tool®) Then

If rectime = "]
If rectime = "m
if rectime =

End If

ow" Then ratio(3) =1
cderate® Then ratio(3) = 0.6

*high" Then ratio{3) = 0.2

If (txtpurpose
If rectime
If rectime
If rectime

nmnnun

End If
If (txtpurpose
If rectime
If rectime
If rectime

End I1f
sim{n} = sim(n) +

Hoono

"water quality*} Then
"low" Then ratioc!3} =1

"moderate” Then ratio(3) = 0,7
"high® Then ratio(3) = 0.4
"research"} Then

“low" Then ratio(3) = 1
*moderate" Then ratio{(3) = 0.8

"high" Then ratic(3) = 0.6

ratic(3) * 0.5

total = total + 0.5

rec.Edit
sim(n) = sim(n}

rec("simodel") = sim(n)

rec.Update
End If
rec.MoveNext
Next
rec.Requery

Dim reci As Recordset
Dim branch As Integer

Dim branchnumber As Integer
Dim interecords As Integer

Dim i As Integer
Dim resim As Single

—_
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Dim streriteria As String

Dim streriter As String

Dim inletve As Variant

Dim inletnature As String

Dim strci As String

Dim salimit As Variant

Dim inlet As Recordset

Set db = CurrentDh{()

Dim estutype As String
Dim salinity As String
Dim strform As Form
Dim tidalrange As String
Dim widthdepth As String
Dim totalarea As Single
Dim intertidalarea As Single
Dim meandering As String
Dim purpcose As String
Dim modsim As Single
Dim intotal As Variant
Set strform = Forms!fromaintestuary
Set inlet = db.OpenRecordset{"inlets”, dbOpenDyvnaset)
estutype = strform!chegeomorphological
salinity = strform!cbosalinity
tidalrange = strform!cbotidal_range
widthdepth = strform!choqualitative
totalarea = strform!txttotal
intertidalarea = strform!txtintertidal
meandering = strform!meandering
salimit = strform!txtsalinitylimit

intotal = 0
Set reci = db.COpenRecordset ("retrievedmodels”, dbOpenDynaset)
If txtbranching <> 0 Then
strcriteria = "[estuary)] = * & "'" & estu & "’ "
MsgBox streriteria
inlef.FindFirst stroriteria
Do While inlet.NoMatch = False
inletnature = inlet{"natureinlet")
If (inletnature = ‘“branch") Then intotal
intotal + 1
inlet.FindNext strcriteria
Loop

If intotal >= 1 Then
strcriteria = "[dimension] = *1-D'*"
reci.FindFirst strcriteria
Do While reci.NeMatch = False
reci.Edit
reci.Delete
reci.FindNext strecriteria
Loop



End If
Else

strcriteria = "[dimension] = ‘1-D network’"

reci.FindFirst strcriteria
Do While reci.NoMatch = False
reci.Edit
reci.Delete
reci.FindNext strcriteria
Loop
End If

Select Case txtproblem
Case “"salinity distribution®

If (txtpurpose = "research" Cr txtpurpose = "waterquality"} Then

If£ ((txtbranching <> 0) and (salimit > Q)} Then
streriteria = “[estuaryl=" & "'" & estu & "*"
reci.FindFirst strcriteria
inlet.FindFirst strcriteria

Do While inlet.NoMatch = False
inletve = inlet{"distance")

inletnature = inlet{"natureinlet"}

If (salimit > inletve) And {inletnature = "branch"}) Then

strcriter = "[dimensionl = ‘2-D moving’"

reci.FindFirst strcriter

Do While rec.NoMatch = False
reci.Edit
resim = reci{"simodel")
resim = {resim + 1)
reci("simodel") = resim
total = total + 1

reci.Update
recl.FindNext strcriter
Loop
End If
inlet.FindNext strcriteria
Loop
End If
End If
Select Case estutype
Case "fjord"
streriteria = *[dimension] =
reci.FindFPirst streriteria
Do While reci.NoMatch = False
reci.Bdit
reci.Delete
reci.FindNext strcriteria
Locp
strcriteria = "[dimension} = ‘2-D moving’"
recl.FindFirst strcriteria
Do While reci.NoMatch = False
reci,.Edit
[y
~1
je’s}

f3opem

reci.Delete

reci.FindNext streriteria
Loop

If (salinity = "partially mixed") Or (widthdepth = “low" Or
widthdepth = "moderate"} Then
streriter = "(dimension]l = '2-D avrg on width’"
reci.FindFirst streriter
Do While. reci.NoMatch = False
reci.Edit
resim = reci{"simodel"}
resim = {(resim + 1}
reci (“simodel”) = resim
total = tetal + 1
reci.Update
reci.PindMext strceriter
Loop
End If
If (salinity = 'partially mixed") COr (widthdepth = “high"
Or widthdepth = " very high")} Then
strcriter = “[dimension] = '2-D avrg on depth"
reci.FindFirst streriter
Do while reci.NoMatch = False
reci.Edit
resim = reci{"simodel")
resim = (resim + 1)
reci{"simedel®) = resim
total = tetal + 1
reci.Update

reci.FindNext strcriter-
Loop
End Tf
If ((salinity = *well mixed") And intotal = 0) Then
streriter = " (dimension] = ‘1-D*
reci.FindPirst streriter
Do While reci.NoMatch = False
reci.Edit
resim = reci{“simodel"}
resim = (resim + 1}
reci{“simodel") = resim
total = total + 1
reci.FindNext streriter
Loop
ElseIf (((tidalrange = “macrotidal") Or {salinity =
“;ertically mixed" Or salinity = 'well mixed")) and {intotal >= 1))
Then
strcriteria = "[dimension} = ’1-D network’*
reci.FindFirst strecriteria
Do While reci.NcMatch = False
reci.Edit



resim = reci("“simodel"}

resim = (resim + 1)

reci ("simodel"} = resim
total = total + 1

reci.Update

reci.FindNext strcriteria

Loop
Eng¢ If
Case "ria", "fjard"
streriteria = "[dimension) = *2-D moving‘®

reci.FindFirst strcriteria
Do While reci.NoMatch = False
reci.Edit
reci.Delete

reci.PindNext streriteria
Loop
strcriteria = *[dimension] = ‘3-D-*"
reci.FindFirst strcriteria
Do While reci.NoMatch = False
reci,Edit
reci.Delete

reci.FindNext strcriteria
Loop
If (salinity = "partially mixed"} And (widthdepth = "low" Or
widthdepth = "moderate”} Then
streriter = *[dimension) = ‘2-D avrg on width’"
reci.FindFirst strecriter
Do While reci.NoMatch = False

reci.Edit
resim = reci{"simodel*}
resim = {resim + 1}

reci("simodel") = resim
total = total + 1

reci.Update
reci.FindNext strcriter
Loop
End If
If {salinity = "vertically mixed" Or salinity = "well mixed") And
(widthdepth = "low” Or widthdepth = *"moderate”} Then
streriter = "[dimension] = ‘2-D avrg on depth’*

reci.FindFirst strcriter )
Do While reci.NoMatch = False
reci.Edit
resim = reci("simodel"}
resim = {resim + 1)
total = total + 1
reci("simcdel") = resim
total = total + 1

reci.Update
reci.FindNext strcriter
Loop

End If

If (widthdepth = "high" Or widthdepth = "very high") Then
streriteria = "[dimension] = ‘2-D avrg on width‘*
reci.FindFirst strcriteria
reci.FindFirst strcriteria
Do While reci.NoMatch = False
reci.edit
reci.Delete
reci.FindNext strcriteria
Loop
End If
If (salinity = “wvertically mixed" Or salinity = ‘well
mixed") And (widthdepth = "low" Or widthdepth = "moderate®) Then
If intotal »= 1 Then
strcriter = "[dimension] = *1-D network’"
reci.FindrFirst strcriter
Do While reci.NoMatch = False
reci.Edit
resim = reci(“simodel")
resim = (resim + 1)
total = total + 1
reci{"simodel") = resim
total = total + 1
reci . Update
reci.FindNext streriter
Locp
Else
streriter = "[dimension]) = /1-D'"
reci.FindFirst strcriter
Do While reci.NoMatch = False
reci.Edit
resim = reci("simodel")
resim = {resim + 1)
reci{"simodel") = resim
total = total + 1
reci.Update
reci.FindNext streriter
Loop

End If

End If
Case "coastal plain", “complex®
If (salinity = "well mixed" Or salinity = "vertically mixed") Or
(salinity = "partially mixed" And widthdepth = "very high"} Then
streriteria = "{dimension] = *‘3-D'"
reci.FindFirst streriteria




Do While reci.NoMatch = False
reci.E3Qit
reci.Delete
recl.FindNext strcriteria

Loop

End If
Tf (salinity = "salt wedge" Cr salinity = "partially mixed")
Then

If (widthdepth = "high" Or widthdepth = "very high")
Then
strcriteria = “[dimension) = ’2-D avrg on width’®
recl.FindFirst strecriteria
Do While reci.NoMatch = False
reci . Edit
reci.Delete
reci.FindNext strcriteria
Loop
strcriter = "[dimension] = "2-D avrg on depth’"
reci.FindFirst streriter
Do While reci.NcMatch = False
reci,EQit
resim = reci("simodel"}
resim = (resim + 1}
reci("simodel*) = resim

reci.Update
reci.FindNext strcriter
Loop
End If
If (widthdepth = "low" Or widthdepth = "moderate"} ‘Then
streriteria = "[dimensicn] = ‘2-D avrg on depth**
raci.FindFirst strcriteria
Do While reci.NoMatch = False
reci.Edit
reci.Delete
reci.FindNext strcriteria
Loop
streriter = “[dimension) = '2-D avrg on width'"
reci.Findrirst streriter
Do While reci.NoMatch = False
reci.Edit
resim = reci{"simodel")
reci("simodel") = (resim + 1)

reci.Update
reci.FindNext strcriter
Loap
End If
End If

If {({intertidalarea / totalarea) > 0.6) Then
strcriter = “[dimension] = “2-D moving’"

reci.FindFirst strcriter
Do While reci,NoMatch = False
reci.Edit
regsim = reci(*simodel")
resim = (resim + 1)
reci ("simodel") = resim
reci.Update
reci.FindNext strcriter
Loop
End If
If {intotal = 0) Then
If (salinity = ‘'vertically mixed" Or salinity = ‘"well
mixed") Then .
If widthdepth = “low" Then
strcriteria = "[dimension] = '1-D’"
reci.FindFirst strecriteria
Do While reci.MoMatch = False

reci.Edit
resim = reci{"simodel”)
resim = (resim + 1)

reci{"simcdel") = resim

reci.Update

reci.FindNext strcriteria
Loop
Else

strcriteria = "[dimension] = '2-D avrg on depth’"

recl.FindFirst streriteria
Do While reci.NoMatch = False

reci.Edit
resim = reci{“simodel"}
resim = {(resim + 1)

reci("simodel®) = resim
reci.Update
reci.FindNext streriteria

Loop
End If
End If
End If

If (intotal »= 1) Then
If (salinity = “vertically mixed" Or salinity = "well mixed") And
(widthdepth = "low" Or widthdepth = "moderate”} Then

streriter = "[dimension] = '1-D network’"

reci.FindFirst streriter
Do While reci.MoMatch = False
reci.Edit
regsim = reci("simodel"}
resim = (resim + 1}
total = total + I
reci("simodel") = resim

reci . Update
reci.FindNext strcriter



Loop

End If
End If

Case “bar built"

If (salinity = ‘’salt wedge" Or salinity =
"partially mixed*) Then
: If {widthdepth = “high*” Or
widthdepth = “wvery high*) Then
strcriter = “{dimension] = '2-D

avrg on depth’"
reci.FindFirst strecriter
Do wWhile reci.NoMatch

W

4

u

3

False
reci.Edit
resim
reci{"simodel") .
resim = (resim
1)
reci("simodel")
resim
reci.Update
reci.FindNext
stroriter
Loop
Else
streriter = "[dimension] =
D
reci.FindFirst streriter
Do wWhile reci.NoMatch
False
reci.Edit
resim
raci (*simodel™)
resim = {(resim + 1}
reci{"simodel")
resim
reci.Update
reci.FindNext
streriter
Locp
End If
End If
End Select X ) )
streriter = *[problemj='salinity distribution’"
reci.FindFirst strecriter
Do While reci.NoMatch
False
reci.Edit
resim
reci{"simodel")
—
jo’s)

fuiy

resim = resim /
2.75

resim =
Round{resim, 3)

reci(“*simodel"} =
resim

reci.Update

reci.FindNext
strcriter

Loop

Case "salt intrusion"
streriteria = "([dimension] =
reci.FindFirst streriteria
Do While reci.NoMatch = False
reci.Edit
reci.Delete
recl.FindNext strcriteria
Leop
Select Case estutype

‘2-D moving*"

Case "fjord", *fjard*, *ria"
If (intotal = Q) Then
streriteria = “"[dimension] =
reci.FindFirst strcriteria
Do While reci.NoMatch = False
reci.Edit
resim = reci("simocdel*)
resim {resim + 1)
total = total + 1
reci{"simodel"} = resim
reci.Update
reci.PindNext streriteria
Loop

f1_p*w
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Else
streriter = *[dimension] = "1-D network'"
reci.FindFirst strcriter
Do While reci.NeMatch = False
reci.Edit
resim = reci("simedel®)
resim = (resim + 1)
total = total + 1
reci("simodel") = resim
reci.Update
reci.FindNext strcriter
Loop
End If
Case "coastal plain*, “complex*
If (widthdepth = “low" Or widthdepth = "moderate")
Then



If {intotal = 0} Then

stycriteria = “[dimension] = *1-D'"

reci.FindFirst streriteria

Do While recil.NoMatch = False
reci.Bdit
resim = reci("simodel")
tatal total + 1
resim = (resim + 1)
reci ("simodel") = resim
reci.Update
reci.FindNext streriteria

Loop

Else

L |

streriteria = "[dimension] = ‘1-D network’®
reci.FindFirst stycritexia
Do While reci.NeMatch = False

reci.BAdit
resim = reci{“simodel"}
resim = {resim + 1)

total = total + 1
reci{"simodel") = resim
reci. Update
reci.FindNext strcriteria

|
|
|
|
| gnd If
|
|
|
|

Laop
End If
If (widthdepth = "high" Or widthdepth = "very high")
Then
streriteria = *{dimension) = '2-D avrg on depth’*
reci.FindFirst stroriteria
Do While reci.NoMatch = False
reci.Bdit
resim = reci{*simodel")
resim = (resim + 1)
total = total + 1
reci("simodel™) = resim
reci.Update
reci.FindNext strcriteria
Loop
End If
Case "bar built"
strecriteria = “{dimension) = ‘2-D avrg on depth’"
reci.FindFirst streriteria
Do While reci.MoMatch = False
reci.Edit
resim = reci{"simodel")
resim = (resim + 1)
total = total + 1
reci{“simodel") = resim
reci.Update
[y
¢

reci.FindNext stroriteria

reci.FindFirst streriter

Do While reci.NeMatch

Loop
End Select
strcriter = "[problem)=‘salt intrusion’"
Falge
r
reci{"simodel”)
1.75
resim
stroriter
Loop
End Select
rec.Requery
rec.Close

reci.MoveFirst

reci.Edig
yecl.Update
resim = reci("simodel"}

reci.MoveNext
Loop Until reci.EQF
End Sub

reci.Bdit
esim

resim = resim

reci{"simodel")

reci.Update
reci.FindNext
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program data

integer ista,ibrach,isava,isavl,juncr, ibcup,
1 ibedn, iflux, ibrahd, izone

double precision tidper,tcon,aK2,testv,deltat

real Qflow, Qflowb

character*60 dfnaml, hydfnm, dfnam%, dfnam7, fnam2, namedata
character*60 dfnam8

parameter (mlchr=1000,mpsiz=500,msize=5000,mgample=3000}
integer lchrom, popsize,irun,ttime{msample}

real random(mpsiz,michr),randx

integer seed,ncycle

integer nstat, npoint{msample),stat(msample}, run
integer numele(500),crogstri, inods (msample}, isca, bran{10)
real randx,tstep,cycle,nstep,pecross,pmut

real low, high

character*60 dname(30)*20, title, sname
character*60 fname
character*60 name{30},dfnam3, dfnamd, dfnams

open(unit=45, file="data’, form='formatted’,status="new’}
print*,’is the river/estuary branching? 0...no, 1l...yes’
read*, ibrach

write{d45,*) ibrach

print*

print*, ‘ig gimulation starting from’

print*,’low water.,.enter 0,other...enter 1°

read*, ista

write(45,*) ista

print*
print*, 'is the geometrical data available for all branches?’
print*,‘0.... no, l....yes’

read*, ibrahd

write(45,*) ibrahd

print*, ‘enter name of input element datafile’
print*

read*, dfnaml

write(45,*} dfnaml

print*

print*, ‘enter name ©of hydrografic datafile’
read*, hydfnm

write(45,*} hydfnm

pring*

print*, ‘enter constant landward discharge boundary data’
print*, ‘enter main channel discharge{cu.m/s}’
print*

read*, Qflow

write (45, ") GElow

print*

if (ibrach.eq.i} then
print*, ‘enter branch channel discharge {cu.m/s)’
print*
read*, Qflowb
write(45,*) Qflowb
“ .fprint*
end i
print*, 'enter duration of the tidal cycle{secs)’
print*
read*, tidper
write(45,*) tidper
print*
print*,’ enter the name of the elevation boundary datafile’
read*, dfnam?
write(45,*) dfnam?
print*
print*, ‘are salinity changes significant along the river?’
print*, ‘enter 0 for no,l for yes’
print*
read*, isava
write{d45,*} isava
print*
pr@nt:,’enter salinity boundary datafile’
print
read*, dfnam7
write(45,*) dfnam?
print*
print*,’is salinity data available...0 o simulated...l1?’
read*, isavl
write{45,*} isavi
if (isavl.eqg.Q] then
print*, enter the salinity datafile name’
read*, dfnams
aKz2=0
t.con=0
juncr=0
ibcup=5
1flux=5
ibcdn=5
elseif (isavl.eqg.l1l) then
dfnam8="'mamma’
if (ibrach.eq.l) then
print*, ’enter the junction relationship for the salt!
print*, ‘simulation’
print*, ‘enter:;’

pr%nt*, "i... unsteady state’
pr;nt*, '2... steady state’
print*, ‘3,.. common node’
print*, ‘4... three equal nodes’
print*
read*, juncr

endif



print*
print*, ‘enter if upstream boundary is specified as:’
print*
print*, Q... Neumann condition, 1... Dirichlet conditien’
read*, ibcup
print*
ibcdn =1
ifiux =5
if{ibcup.eq.0}) then
ielem=0
if{ielem.eq.0) then
print*, flux at the boundary is it:”’
print*, ’0...enter 0,constant...l’
read*, iflux
print*
endif
endit
print*, ‘enter value of ceoefficient in dispersion relation:’
print*,* D=64.K1.n{Q/A)**(5/6)+K2(ds/dx) "
print*, ‘K1 and K2, respectively’
print* .
read*, tcon, akK2
endif
write{45,*) dfnam8
write(45,*} juncr
write(45,*) ibcup
write(45,*) ibcdn
write(45,*} iflux
write(45,*) tcon
write{45,*) akK2
print*
print*, ‘enter the name of your cutput convergence datafile’ .
read*, dfnam2 .
write{45,*) dfnam2
print*

print*, ‘enter time gtep’
print*

read*, deltat

write(45,*) deltat

print*

print*, ‘enter no. of tidal cycles’
print*

read*, novcle

write(45,*) ncycle

princ*

print*, ‘enter tolerance level’
read*, testv

write{d5,*) restv

print*

into!

10

20

print*, ‘enter the number of elements the domain is divided

read*, nelem
write{45,*) nelem
print¥

if(ibrach.eg.l} then
print*, ‘enter the number of element for each branch’
print*, ° starting from left clockwise’
do 10 1=1,3
read*, bran(i)
write(45, *) bran(i}
continue
else
do 20 i=1,3
bran{i)=0
write(45,*} bran{i)
continue
endif
pring*
print*, ‘enter the population size’
read*, popsize
write{d45,*) popsize
print*
print*, "enter the number of GA runs’
read*, irun
write(45,*} irun

print*

print*, ‘enter a positive integer seed number*
read*, seed

write (45, *) seed

print*

print*, ‘enter the probability of crossover’
read*, pcross

write{45,*) pcross

print*

print*,’enter the probability of mutation’
read*, pmut

write{45,*}) pmut

print*

print*, ‘do you want to mutate adjacent chromosomes’
print*, ‘enter 1...ves, 0...no’

read*, mutad

write(45,*) mutad

print*

print*, ‘do you want to cross all the egtuary branches’
print*, 'enter 1...yes,0...00"

read*,crosstyi

write (45, *) crosstri

Qfnamd is the name file used for storing the possible
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combination due to the probability of crossover

print*

print*, ‘enter the name of the datafile for storing the-’
print*, '‘chromosomes selected as new population’

read*, dfnam4d

write{45,*) dfnamd

print*

print*, ‘enter the lower limit and upper iimit for’
print*, ‘the Marming*s coefficient’

read*, low

read*, high

low=1000*1ow

high=1000*high

write(45,*) low

write(45,*) high

print*

print*, rwould yvou like to generate the Marming*s series’
print*, ‘randomly or with the zonation...enter 1 or 0°
read*, ima

write{d45,*) ima

if (ima.eg.0} then
print*
print*, ‘enter the number of zones in which you would’
print*, like to divide the estuary (zonation)’
read*,izone
write(45,*) igzone
print*, ‘enter the node/upperlimit of each zone’
print*, ‘starting from the estuary source’
do 150 ij=1,izone
read*, inods(ij)
write{45,*) inods(ij)
continue
print*
print*, ‘would you like to scale the coefficient'
print*,'yes 1, no O’
read*, isca
write(45,*) isca

else

izone=0

inods{1}=0

isca=5

endif

if(ima.eg.1) isca=9

dfnam3 is the datafile containing the manning’s
ccefficient series from estuaries evaluated as similar

print*

<
C
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<

print*, ‘do you want to include previously used mannings-
print*,’ coefficient series...yes 1,no 0’
read*, imani
write(45,*) imani
print*
if (imani.eq.l)then
print*, ‘enter the name of the datafile containing mannings’
print*, ‘coefficient series that you would like to use’
read*, dfnam3
write(45,*) dfnam3
endif

print*

print*, ‘enter the name of the fitness function datafiler
read*, fname

write({45,*) fname

print*

print*, ‘enter the name of the file for storing the’
print*, ‘Manning*s series’

read*, dfnam5

write{45,*} dfnam5

print*

print#, 'enter the name of the experimental datafile’
read*, title

write(45,*) title

stop

end

this program reads the necessary input information for

starting the program



C and initialise the program by generating the necessary
chromosomes
o) according to the input information. Some of the chromosomes

are generated

noaocononnaoooaooeoNNooaocooaNaaonNanan

from the cases retreived by tha CBEM system.

GA wvariables

popsize= population size

lchrem= chromosome length

irun= number of runs

maxgen= maximum number of generation

pcrosss crossover probability

prmut= mutation probability

rando= array of number generated through a random process
oldpop=natrices of the population before the mutation and

rossover

newpcp=matrices of the populaticn after the mutation and

rossover

tstep=time step used in the simulation

cycle=duration of the tidal cycle

nstep=number of time step in which the tidal cycle is divided
hsim= array of the simulated water elevations

mea(k,2)= water elevation field data

mea{k,l)=timeistants when the water elevations were sampled
nstat= number cof stations at which the field data were sampled
sname= nama of the station

npoint{i)= number of sample for each station i

parameter (mlchr=1000,mpsiz=500,msize=5000, msample=3000}
integer lchrom, popsize,irun,ttime (msample),lzone

real random{mpsiz,mlchr}, randx

integer seed, irandx, counter,ista,ibrach,isava,ncycle
integer nstat, npoint{msample),stat (msample), run
integer numele(500),timeh, time, crosstri, inods (msample)
integer ibrahd, juncr, ibcup, ibedn, iflux, isavl

real randx,tstep,cycle,nstep,pcross,pmut

real high,low,coeff,coeffl,coeffl, coefl

double precision mea(msample,2),ob{mpsiz), obi(mpsiz)
double precision sumfit,objfunl,mano{mlchr}

double precision sim{3000, 100}, ,mannsi (michr,mpsiz)

double precisicn hmea(msample) ,mann(michr,mpsiz)

double precision imann{mlchr),ahsim{3000,100}

double precision hsim{2000,30,50,50),newnann{mlchr, mpsiz)
double precision tidper,deltat,tcen,ak2, testv

c
character*50 dname{30)*20,title,dfnaml, sname
character*60 dfnam2,dfnam9d, dfnam7, hydfnm, fname
character*60 name{30},dfnam3,dfnamd, dfnans5, dfnams

c

c

open{unit=145, file="dataestuary7’, form='formatted’, status='old’)
rewind(145)
read (145, *), ibrach
read(145,*),1ista
read {145, *) , ibrahd
read {145, *) ,dfnaml
read {145, *), hydfnm
read (145, *},Qflow
read (145, *),Qflowb
read{145,*), tidper
read (145, *}, dfnam9
read (145, *), isava
read {145, *}, dfnam?
read (145, *}, isavl
read (145, *) , dfnans
read{145, *}, juncr
read (145, *), ibcup
read{145, *), ibcdn
read(145,*),iflux
read (145, *), tcon
read{145, *), aK2
read (145, *),dfnam2
read (145, *),deltat
read({145, *},ncycle
read(145, *}, testv
read{145,*) ,nelem

c
read(145, *) ,popsize
read (145, *), irun
lchrom=nelem
c
read(1l4s,*), seed
read (145, *), pcross
read{145,*), pmut
read{l145, *} mutad
read (145, *) ,crosstri
c
Ie] dfnam4 is the name file used for storing the possible
o] combination due to the probability of crossover
c
read{145,*), dfnamd
(o}
c

read (145, *), low
read{145,*},high



read (145, *},izone
do 1008 ij=1,izone
read(145,*),inods (i)
1008 continue
read (145, *), ima
read {145, *), imani

if {imani.eq.l}then
read (145, *) ,dfnam3
open(unit=119, file=dfnam3, form=‘formatted’, status='0ld’}
read{119, *) , numes
de 1011 i=1,numes
read{119, *} ,numele (i)
do 1012 j=1,numele(i}
read (119,*),mannsi(j,i)
101z continue
1011 continue
do 1013 i=1,numes
if (numele(i).eq.lchrom) then
do 1014 i=1,lchrom
mann(i,i}=mannsif{j,i)
1014 continue
1=0
elge if {numeleli)}.lt,lchrom) then
coefl=1chrom/numele{i)
ncoeff=int {lchrom/numele(i))
coef£3=0
do 1015 k=1,numele(i)
coeff=coeff*k-coeff3
1016 1=1+1
if (l.le.coeff) then
mann{l, i}=mannsi{k, i}
coeff2=coeff-1
goto 1016
elge
mann{l, i) =mannsi{k, i) *coeff2+mannsi(k+1l, i) *{1-coeff2)
coeffi=l-coeff2
goto 1015
endif
if {l.eqg.lchrom) goto 1013
1015 continue
else if (numele{i).gt.lchrom) then
coefl=nunele (i) /Ichrem
nceceff=int (lchrom/numele(i})
coeff2=coeff-ncoeff
rest=0
summa=0
do 1017 k=1, lchrom
coeff=coefl*k
mannik, i}=rest
1018 1=i+1
if (l.le.coeff} then

881

1017
1013
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1010

mann(k,i}= mann{k,i)+mannsi{l,i}
summa=summna+1
goto 1018

else
mann (k, i) =mann{k, i} +coeff2*mannsi(l,i)
summa=summa+coeff2
rest={l-coeff2)*mannsi(l, i)

endif
mann{k, i)=mann(k, i) /summa
continue
endif
continue
end if

if (rumes.ge.l) then
numsta=numes+1
elsa
numsta=1
endif

dfnam2 is the convergence output file that is open in
order to be treated as an old obiect in the simulation
open(unit=20,file=dfnam2, form="formatted’, status='new’)
write{220,*) 'start’

close(unit=220)

fname is the file used for storing the values of the
fitness function calculated for all elements in the GA a
population for different runs

read (145, *), fname
openfunit=141, file=fname, form="formatted’, status='new')
rewind (141)

read (145, *) ,dfnams
open(unit=162,file=dfnams, form="formatted’, status='"new’)
rewind{162}

read experimental data for a datafile containing sampling
elevations from different stations

read(145,*), title

call readdata(title,deltat,name, ttime,
hmea, nstat, npoint, msample, stat)

if (ima.eg.l) then
do 1000 counter=nu