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Abstract— This paper presents a shared-control algorithm for
fully actuated, linear, mechanical systems. It is assumed that
the position of the mechanical system is constrained by a set of
linear inequalities. These model convex and with the addition of
”logical variables” non-convex feasible sets. The shared-control
action is implemented using an hysteresis-based switching strat-
egy. Formal properties of the algorithm are established using
a partial Lyapunov analysis. Simulation results on simple case
studies illustrate the effectiveness of the proposed algorithm.

I. INTRODUCTION

Shared-control refers to the ability of sharing the control
action between a human operator and a feedback controller.
The human operator takes overall responsibility of the oper-
ation of the system, while the feedback controller operates
only in case of emergency or if the system evolves toward
critical conditions. Shared-control is therefore of significant
importance in modern applications, since partially humanly
operated systems are widely used. Typical applications of
shared-control can be found in vehicle design [1], surgery
training systems [3] and mobility assistance [4].

We consider an abstract version of the shared-control prob-
lem with the objective to derive quantifiable properties of
an underlying system in which two controllers, a human-in-
the-loop and a feedback control, are operating. The shared-
closed-loop system has to operate safely at all time and this,
in the present context, is characterized by the fact that only
certain areas of the state space are admissible. Safe operation
is therefore described as a collision avoidance problem, in
which the obstacles are given by regions of the state space
which cannot be visited by the state of the closed-loop
system.

A popular method to solve the obstacle avoidance problem
is the so-called Virtual Force Field (VFF) method [5]. This
method relies on the introduction of a potential field, which
models the environment, and forces the trajectories to evolve
along descent directions. The goal should therefore be a
global minimizer of the potential field. This method is
however not adequate for shared-control. On one hand, it
suffers from well-known shortcomings, such as the exis-
tence of local minimizers and oscillatory descent trajectories
(typically around obstacles or narrow passages [6]). These
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have been partly alleviated by the use of Lyapunov-like
methods [2] [7], together with barrier Lyapunov functions
[8]. In several practical cases, barrier functions, also known
as barrier certificates, could be constructed using semidefinite
programming [13]. On the other hand, the Barrier Lyapunov
Function method prevents the state of the system from
reaching the boundary of the admissible set. However, in
several practical applications, such as shared-autonomous
parking or wheelchair operation, the goal to be reached may
be the boundary of the admissible set: the trajectory has to
reach the boundary while satisfying a ”safety” constraint.

The approach pursued in the paper to solve the obstacle
avoidance problem, which models the abstract shared-control
problem studied, is to observe that the underlying system
controlled by the human-in-loop and by the feedback con-
troller can be regarded as an input redundant system, see for
example [9] and references therein, and that input allocation
can be studied using the techniques developed in [11]. In
particular, in [9], it has been shown that for input-redundant
systems an auxiliary signal can be used to promote or penal-
ize actuators without affecting the response of the system
(in the so-called strongly redundant case) or the steady-
state response (in the so-called weakly redundant case).
An alternative solution to the allocation problem, based
on optimization concepts, has been presented in [10]. The
problem of uniting global and local controllers is similar to
the allocation problem. In [11] this problem has been solved
using the so-called composite controller, which coincides
with a given local controller in a neighbourhood of the origin
and with a globally stabilizing controller elsewhere. Finally,
Lyapunov methods have also been used in [12] to design a
scalar, continuous, function yielding a smooth transition from
the human input to the control input whenever the state of
the system moves out of the safe region.

This paper is organized as follows. In Section II, the problem
under investigation is formalized and a few standing assump-
tions are given. A novel strategy to solve the shared-control
problem is given in Section III, where formal properties
of the closed-loop system are also established. Section IV
contains a few simulation results illustrating the theoretical
developments. Finally, Section V contains some concluding
remarks and suggestions for future research.

Since in the paper an abstract version of the shared-control
problem is studied, we model the input of the human operator
as either a (possibly time-varying) feedback strategy, or as
an open-loop strategy.
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II. PROBLEM STATEMENT

In this section we formulate the shared-control problem
that is solved in the paper. Note that, for simplicity, the
underlying system to be controlled is a linear, fully-actuated,
mechanical system, although the same ideas can be used for
more general classes of systems.

Consider a linear, fully-actuated, mechanical system the
dynamics of which are described by the equation

Mp̈+Kṗ+ Gp = us, (1)

where p(t) ∈ Rn denotes the generalized position, us(t) ∈
Rn denotes the external forces,M′ =M > 0 is the constant
inertia matrix, K′ = K ≥ 0 models the constant Coulumb
friction forces, and G′ = G describes the potential forces.

Let

us(p, ṗ, t) = [1−k(p, ṗ)]uc(p, ṗ, t)+k(p, ṗ)uh(p, ṗ, t), (2)

where uh describes the human input action, uc represents
the control input and k ∈ [0, 1] quantifies how the control
action is shared. In what follows we use the name h-control
to denote the human input action, the name c-control to
denote the control action, possibly delivered by a feedback
controller, the name s-control to denote the shared-control
action, and the name sharing function to denote the function
k. Furthermore, we use the name h-closed-loop system to
denote the closed-loop system described by the equation

Mp̈(t) +Kṗ(t) + Gp(t) = uh, (3)

and the name s-closed-loop system to denote the closed-loop
system described by equation (1) with us as in equation (2).
Finally, let Ωh (Ωs, resp.) be the Ω-limit set1 of the h-closed-
loop system (s-closed-loop system, resp.).

In what follows, with some minor loss of generality, we
assume that the sets Ωh and Ωs are composed of isolated
equilibria (or periodic trajectories). Note that this assumption
is not unnatural from an application perspective.

Note that systems (1) and (3) share the same state space
X = P×V = Rn×Rn, where P is the set of configurations
and V is the set of velocities of the mechanical system.

Let Pa ⊂ P = Rn be a given, closed, connected, set
of achievable configurations2, with non-zero volume and
uh(p, ṗ, t) be a given h-control. The shared-control problem
can be posed as follows.

Given the system (1) and the set Pa find (if possible)

• a safe set Rs = Pa × Vs ⊂ Pa × V = R;

1Recall that the Ω-limit set is forward invariant.
2Note that the set Pa can be imposed by the user, or by regulatory bodies

and it has a similar definition as the maximal output admissible set given
in [15].

• a c-control uc;
• a sharing function k;

such that the closed-loop system (1)-(2) has the following
properties.

(P1) The set R is forward invariant for the s-closed-loop
system, i.e. for all initial state (p(0), ṗ(0)) ∈ R, the
state (p(t), ṗ(t)) of the s-closed-loop system remains in
R for all t ≥ 0.

(P2) The set Ωs is such that

Ωs =

Ωh if Ωh ⊂ Rs,

ΠRs(Ωh) if Ωh 6⊂ Rs,

where ΠRs(Ωh) denotes the projection (to be defined)
of Ωh into Rs.

The projection of a set S into a closed, connected set T , with
nonzero volume, can be defined as follows. Let s be a point
in S. The projection of s into T , denoted ΠT (s) is given by

ΠT (s) =

{
s if s ∈ T ,
arg min dist(s, T ) if s 6∈ T ,

where dist(s, T ) denotes the distance (i.e. Euclidean norm)
between the point s and the set T . Then the projection of S
into T is the set

ΠT (S) = {p ∈ T | p = ΠT (s), ∀s ∈ S}.

In what follows we assume that the set ΠRs
(Ωh) has the

same ”structure” of Ωh, i.e. if Ωh is a singleton then
ΠRs

(Ωh) is a singleton (if Ωh is a closed curve then
ΠRs

(Ωh) is a closed curve).

III. DESIGN OF THE S-CONTROL

In this section we provide a solution to the problem stated
in Section II for the case in which the set Pa is defined by
means of a set of linear inequalities and Ωh is a singleton.

To begin with, consider a state-space representation of sys-
tem (1) given by the equations{

ṗ = v,
v̇ =M−1(−Kv − Gp+ us),

(4)

and assume that the region Pa is defined as

Pa = {p ∈ Rn | Sp+ T ≤ 0}, (5)

where S = [sT1 , s
T
2 , . . . , s

T
m]T ∈ Rm×n and T =

[t1, t2, . . . , tm]T ∈ Rm.

In addition, the equation describing the region Pa are such
that the following assumption holds.



Assumption 1: S and T in (5) are such that

rank(

 sr1
...
srl

) < rank(

 sr1 tr1
...

...
srl trl

)

for all l ∈ [n+ 1,m], where r1, r2, . . . , rl ∈ {1, 2, . . . ,m}.

This assumption is needed to rule out degenerate situations,
as discussed in the following statements.

Lemma 1: Consider the m constraints (5). Assume Assump-
tion 1 holds. If the set of points satisfying the inequalities
(5) is non-empty then it has non-zero volume.

Lemma 2: Consider the m constraints (5). Assume Assump-
tion 1 holds. Then for any specific v, no more than n
constraints are active3.

We conclude this section noting that, in the rest of the paper,
we implicitly assume that Assumption 1 holds and that Pa

is not empty.

A. Design of the c-control

In this section we design the c-control under the assumption
that m = n. This is without loss of generality if m < n, since
in this case it is always possible to add auxiliary constraints,
described for example by equations of the form

pi − pi ≤ 0, or − pi + pi ≤ 0,

for some i, where pi is the ith element of the vector p and
pi (pi, resp.) is a sufficiently large (small, resp.) constant, to
make m = n.

If m > n, then the c-control is designed on the basis of
only n constraints. This implies that there are Nc c-controls
where the ith c-controller uic is designed for the ith group
of n active constraints. In general,

Nc ≤
(
m

n

)
.

Consider the ith set of n active constraints, described by the
inequality

Sip+ T i ≤ 0

and define the new partial coordinates

xi = Sip+ T i.

Relative to such ith group of n active constraints, the admis-
sible set R can be partitioned into three subsets Ri

s, Ri
h and

3For each velocity v ∈ Rn, the jth constraint is active if

∃k > 0 : sj(kv) + tj = 0.

Ri
d defined by equations (6) in the next page, where4 X i

a =
SiPa + T i, and b2 > b1 > 0. Note that, by construction,
Ri

s ∪ Ri
t ∪ Ri

d = X i
a × Rn for all i ∈ {1, 2, . . . , Nc}. In

addition, since Ri
d and Rj

d relate to different v, by taking
Lemma 2 into consideration, we conclude that the condition

Ri
d ∩R

j
d = ∅

holds, for all i 6= j. Recall that for each subset Ri
d one

c-control is designed. The fact that the sets Ri
d are disjoint

implies that there is no ambiguity on which c-control is active
at any given time instant.

Using the partial coordinates xi, the system with the ith

c-control, together with the associated constraints, can be
rewritten as

ẋi = Siṗ = Siv,

v̇ = M−1(−Kv − G(Si)−1(xi − T i) + uic),

xi ≤ 0.

(7)

Let zi = (zi1, z
i
2, . . . , z

i
n)T , with

zij = log
xij + εij
xirj + εirj

, (8)

for all j ∈ {1, . . . , n}, where the constant xirj describes the
desired behaviour of the state xij , and

εij =

0 if xij < 0,

< 0 otherwise,
εirj =

0 if xirj < 0,

< 0 otherwise.

Differentiating the variables zi and vyields

żi = diag−1((xir1 + εir1)ez
i
1 , . . . , (xirn + εirn)ez

i
n)Siv,

v̇ = M−1[−Kv − G(Si)−1((xir + εir)ez
i − εi − T i)]

+M−1uic,
(9)

where we have used the notation

(xir+εir)ez
i

−εi = [(xir1+εir1)ez
i
1−εi1; . . . ; (xirn+εirn)ez

i
n−εin].

Let vi∗ = (vi∗1 , . . . , v
i∗
n )T be the solution of the equations

sijv
i∗ = −zij(xirj + εirj ), (10)

for all j ∈ {1, 2, . . . , n}, where the vectors sij are such that
Si = [si1

T
, si2

T
, . . . , sin

T
]T . Note that there always exists a

solution to (10) since Si is full rank.

Finally, consider the Lyapunov function

Li(zi, v) =
1

2
[zi

T
zi + (v − vi∗)T (v − vi∗)] (11)

4 The notation SP+T , with S ∈ Rn×n, T ∈ Rn, and P ∈ Rn denotes
the set defined as

{x ∈ Rn | x = Sy + T , y ∈ P}.



Ri
s =

{
(xi, ẋi) ∈ X i

a × Rn : ẋij ≤
1

xij + b2
− 1

b2
if xij ≥ −b2 for all j ∈ {1, 2, . . . , n}

}

Ri
h =


(xi, ẋi) ∈ X i

a × Rn : ∃j ∈ {1, 2, . . . , n} such that ẋij >
1

xij + b2
− 1

b2
and xij ≥ −b2

and ẋik <
1

xik + b1
− 1

b1
if xik ≥ −b1 for all k ∈ {1, 2, . . . , n}

 (6)

Ri
d =


(xi, ẋi) ∈ X i

a × Rn : ∃j ∈ {1, 2, . . . , n} such that ẋij ≥
1

xij + b1
− 1

b1
and − b1 ≤ xij < 0

or ∃j ∈ {1, 2, . . . , n} such that ẋij >
1

xij + b1
− 1

b1
and xij = 0

or ∀j ∈ {1, 2, . . . , n} such that xij = ẋij = 0



and select uic such that L̇i < 0 for all zi 6= 0 and v 6= vi∗.
One such selection is given by

uic = M[v̇i∗ −
n∑

j=1

zije
−zi

j

xirj + εirj
sij

T − α(v − vi∗)]

+Kv + GSi−1[(xir + εir)ez
i − εi − T ],

(12)

where α > 0 and

vi∗ = −Si−1diag(zi1, . . . , z
i
n)[xir1 + εir1 , . . . , x

i
rn + εirn ]T .

B. Shared Control Algorithm

To design an s-control for the system (4) with constraints (5),
recall that it is possible to define Nc groups of n constraints.
To each group it is possible to associate one (and only one)
c-controller. According to the definitions of Ri

s, Ri
h and Ri

d,
given in Subsection III-A, let

Rd = R1
d ∪R2

d ∪ · · · ∪ R
Nc

d ,

Rh = R1
h ∪R2

h ∪ · · · ∪ R
Nc

h ,

Rs = R1
s ∪R2

s ∪ · · · ∪ RNc
s .

Note that by the definitions of Ri
s and Ri

d, Ri
s ∩ Ri

d =
{(xi, ẋi) |xi = ẋi = 0}.

Lemma 3: Consider the c-closed-loop system with the i-th
c-control and α sufficiently large. The following statements
hold.

(1) Suppose xir = 0. Then the point (xi, ẋi) = Ri
s∩Ri

d

is an equilibrium of the c-closed-loop system.
(2) Suppose xir 6= 0. Then the trajectory of

the c-closed-loop system with the initial state
(xi(0), ẋi(0)) = (0, 0) remains in R and enters
Ri

s.

Note that the c-control (12) and the set division Ri
d, Ri

h and
Ri

s are given in terms of the variables (xi, ẋi). However, as
remarked in Section III-A, there are several possible selec-
tions for the variable x. As a result, one has to translate them
in the (p, v) variables. This can be achieved as following.

Consider the regions Ri
s, Ri

h, and Ri
d. Each one of these

regions is associated, in a unique way, to a partion of the
matrices S and T , namely Si and T i. By Lemma 2 all
matrices Si are invertible. Hence, it is possible to pull back
the above sets in the space Pa × Rn using the relations5

R̃i
s = Sexi

(
Ri

s − T ex
i

)
,

R̃i
h = Sexi

(
Ri

h − T ex
i

)
,

R̃i
d = Sexi

(
Ri

d − T ex
i

)
,

where Sexi = blockdiag(Si−1,Si−1) and T ex
i =

col(T i, 0n). Note that the sets R̃i
s, R̃i

h, and R̃i
d have

the following properties, which are inherited by properties
of the sets Ri

s, Ri
h, and Ri

d,

- R̃i
s ∪ R̃i

h ∪ R̃i
d = R for all i ∈ {1, 2, . . . , Nc};

- R̃i
d ∩ R̃

j
d = ∅ for all i, j ∈ {1, 2, . . . , Nc} and i 6= j;

- R̃i
s ∩ R̃i

d = {(p, v)|Sip+ Ti = 0, v = 0};
- R̃d = R̃1

d ∪ · · · ∪ R̃
Nc

d , R̃h = R̃1
h ∪ · · · ∪ R̃

Nc

h , R̃s =
R̃1

s ∪ · · · ∪ R̃Nc
s .

On the basis of these sets, the sharing functions ki(p, v) are
defined as

ki(p, v) =


1, (p, v) ∈ R̃i

s and (p, v) 6∈ R̃i
d,

li(p, v), (p, v) ∈ R̃i
h,

0, (p, v) ∈ R̃i
d,

(13)
where

li(p.v) =

{
1, if (p, v) enters R̃i

h from R̃i
s,

0, if (p, v) enters R̃i
h from R̃i

d.

The c-controller is then given by the equation

uic = M[v̇i∗ −
n∑

j=1

log
sijp+ tij

sijp
i
r + tij + εirj
sijp+ tij

sij
T

] +Kv

−αM(v − vi∗) + Gp,
(14)

5Recall the notation in Footnote 4. In addition, the notation col(v, w)
denotes a column vector obtained stacking the vectors v and w one above
the other.



where α > 0,

vi∗ = −Si−1


(si1pr + ti1 + εir1)log

si1p+ ti1
si1pr + ti1 + εir1

...

(sinpr + tin + εirn)log
sinp+ tin

sinpr + tin + εirn

 ,

and pr describes the desired behaviour of p.

Finally, the expression of the s-control in the (p, v) coordi-
nates is

us(p, v) =
Nc

min
i=1

ki(p, v) uh +

Nc∑
i=1

[(1− ki(p, v))uic(p, v)].

(15)

Note that ki is either 0 or 1 for all i ∈ {1, 2, . . . , Nc}
according to its definition given in (13). Therefore,

Nc

min
i=1

ki

has only two values, 1 or 0. In addition, by Lemma 2, at any
time instant no more than one c-control can be active: there
is at most one i such that ki = 1.

Lemma 4: Consider the system (4) in closed loop with the s-
controller (15). Let (p(t), v(t)) be a trajectory of the system.
Assume (p(0), v(0)) ∈ R̃s. Suppose there exists t > 0 such
that (p(t), v(t)) /∈ R̃. Then there exists a positive ¯̄t < t such
that (p(¯̄t), v(¯̄t)) ∈ R̃d.

We are now ready to state the main result of the paper.

Theorem 1: Consider the system (4), the shared-control law
(13), (14) and (15). Assume p(0) ∈ Pa. Assume that
the point (p, 0) ∈ R̃s is a globally asymptotically stable
equilibrium for the h-closed-loop system. Then there exist
α > 0 and b2 > b1 > 0 such that the s-closed-loop system
has the following properties.

(1) p(t) stays in Pa for all t ≥ 0.
(2) lim

t→∞
p(t) = p.

(3) For all t ≥ 0 such that (p(t), v(t)) ∈ R̃s \ R̃d, us(t) =
uh(t).

IV. SIMULATION RESULTS

In this section we discuss two simple case studies to illustrate
the theoretical results. In the first one, a one degree-of-
freedom mechanical system with two inequality constraints
in the position is considered, whereas the second example
illustrates how the theory developed can be applied to
mechanical systems subject to a set of constraints which is
more general than those identified by the inequality (5).

−1 −0.5 0 0.5 1
−5

0

5

p

v

R̃1
h

R̃2
h

R̃1
d

R̃s

R̃2
d

Fig. 1. Set Division (b1 = 0.5, b2 = 1)

A. A One Degree-of-Freedom System with Bounded Position

Consider a fully actuated, one degree-of-freedom, mechani-
cal system described by the equations

ṗ = v,
v̇ = −2p− 0.5v + u.

(16)

Assume that p has to track a desired trajectory pd, subject
to the constraints p − 1 ≤ 0 and −p − 1 ≤ 0. The set
R̃s, R̃h and R̃d for this example, with b1 = 0.5 and b2 =
1, are depicted in Figure 1, which illustrates the properties
discussed in Section III-B, namely R̃1

d ∩ R̃2
d = ∅, R =

R̃d ∪ R̃h ∪ R̃s, R̃1
d ∩ R̃1

s = {(p, v) = (−1, 0)}, R̃2
d ∩ R̃2

s =
{(p, v) = (1, 0)}.

Assume that pd is defined by the equations

pd(t) =

 −1, 0 ≤ t < 10,
0, 10 < t ≤ 20,
1, 20 < t.

(17)

Simulation results are displayed in Figure 2, which shows
that the c-controller is active (i.e. k = 0) only if p is close to
the boundary and the velocity in the direction of the boundary
is above a certain value. In the first 10s, k = 0 when u1c is
active, while in the last 10s, k = 0 when u2c is active. If p
is far away from the boundary, as the case for t ∈ [10, 20],
none of the c-controllers is active and k = 1 in this period.

B. A Two Degree-of-Freedoms System with a Concave Pa

Consider a fully actuated, linear, mechanical system with
two-degree-of freedoms described by the equations

ṗ1 = v1,
ṗ2 = v2,
v̇1 = −p1 − 0.5p2 − v1 − 0.3v2 + u1,
v̇2 = −0.4p1 − 2p2 − 0.3v1 + 0.5v2 + u2.

(18)

Assume that the feasible region Pa is defined by the condi-
tions {

p2 ≥ 0 if p1 ≥ 0,
p1 ≤ 0 if p2 ≤ 0,

(19)
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Fig. 2. Time histories of the variables p (top) for the h-closed-loop system
(red, dashed) and for the s-closed-loop system (blue, solid). Time history
of k (middle). Time history of switching times (bottom).

which yield a concave region. Using a variation of the
construction in Section III, we have performed simulations
with a shared control. Note that p = (0; 0) is at a ”corner”
of the admissible set. The simulation results are displayed in
Figure 3 and shows that the trajectory of th shared closed-
loop system reaches the desired equilibrium without exiting
the admissible set.
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Fig. 3. Trajectories for the system (18): h-control (red, dashed) and s-
control (blue, solid).

V. CONCLUSION

We have developed a solution to a simple, abstract, shared
control problem for a class of fully actuated linear me-
chanical systems. The shared control relies on the use of
a hysteresis nonlinearity, which unites the h-controller and
the c-controller and on the definition of safe and dangerous
regions of operation. Theoretical properties of the closed-
loop system with the shared control are derived in the case
in which the h-controller is designed for regulation. The

theory is illustrated by two simple examples, the second
of which highlights the applicability of the proposed ideas
to a more general class of problems. Future work will be
devoted to establishing properties of the s-closed-loop system
in tracking problems and to design s-controllers for classes
of nonlinear systems.
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