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Abstract —As a virtual sensor, disturbance observer pro-
vides an alternative approach to reconstruct lumped distur-
bances (including external disturbances and system uncer-
tainties) based upon system states/outputs measured by phys-
ical sensors. Not surprisingly, measurement errors bring ad-
verse effects on the control performance and even the stability
of the closed-loop system. Toward this end, this paper in-
vestigates the problem of disturbance observer based control
for a class of disturbed uncertain nonlinear systems in the
presence of unknown output measurement errors. Instead of
inheriting from the estimation-error-driven structure of Luen-
berger type observer, the proposed disturbance observer only
explicitly uses the control input. It has been proved that the
proposed method endows the closed-loop system with strong
robustness against output measurement errors and system
uncertainties. With rigorous analysis under the semiglobal
stability criterion, the guideline of gain choice based upon the
proposed structure is provided. To better demonstrate feature
and validity of the proposed method, numerical simulation
and comparative experiments of a helicopter model are imple-
mented.

Index Terms —Disturbance rejection, disturbance observer,
output measurement error, robust control, semiglobal stability.

|. INTRODUCTION

[8], motion control systems [9]-[12] and power electronics
[13], [14].

In addition to those successful real-life applications, several
modified DOBC methods have also been developed from
different theoretical aspect§) Integrating Multiple Distur-
bance Modelsinspired by the internal model principle [15],
appropriately utilizing dirent disturbance models, DOBC
methods for nonlinear systems subject to polynomial distur-
bances are proposed in [16], [17] and subject to periodic
disturbances with known and fixed frequencies are proposed in
[18] and with unknown time-varying frequencies are proposed
in [19]. Besides, these DOBC methods have already been
applied in motion control systems to suppress ripples in
torquespeedposition [9], [20]. 2) Faster Convergences and
Higher-Precision: Instead of focusing on disturbance mod-
elling, more advanced convergence properties of disturbance
observer itself is investigated. Inspired by the higher-order
sliding mode method [21], a finite-time disturbance observer
is proposed in [22], [23] for integral chain systems with
bounded disturbances. Furthermore, to solve thcdities
in parameter selection of sliding mode disturbance observer, a
homogeneous disturbance observer is proposed in [24], whose
gain tuning mechanism is similar with that of the classic
linear DOBC method3) Other ImprovementsConsidering

OW to attenuate external disturbances and system uhe restrictions on communication resources in the networked

certainties has always been an attractive subject émvironment, the event-triggered DOBC methods are proposed
both control theory and practical engineering [1]. Targetefdr disturbed systems in [25], [26]. To suppress tike of
at this old but still open issue, disturbance observer bassshsor noise, a modified DOBC method is proposed in [27].
control (DOBC) method, initiatively put forward by Kouheiln [28], adaptive gains of disturbance observer are designed
Ohnishi [2] and independently developed by others [3]-[5{p achieve the linear minimum variance estimation for both
provides an alternative practical solution and has also provemtes and total disturbance. In [29], composite learning based
its effectiveness in plenty of industrial sites, e.g., robots [6]POBC methods are proposed for disturbed uncertain systems.
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In [30], an active disturbance rejection adaptive controller
is proposed for tracking control of nonlinear systems with
parametric uncertainties and uncertain nonlinearities. From the
classic forms to these modified ones, the basic idea of DOBC
methods is the same, i.e., by treating disturbances as system
states, then design an observer for the extended system and
a controller including a compensation part for disturbances.
Besides, to a large extent, the disturbance observer mechanism
is inherited from the Luenberger type observer (see, e.g.,
the classic reducedull-order ones [3], [4], the homogeneous
one [24], the event-triggered ones [25], [26] and references
therein), whose estimation precision directly depends on the
accuracy of system stafesitputs measured by various kinds
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of physical sensors. Robust elevation angle control results of a helicopter model
However, there are many physical factors th&fee the under the conventional proportional-integral-derivative (PID)

measurement accuracy. On one hand, due to improper caiethod, the linear ADRC method and the proposed method

bration of measurement instruments or unpredictable changée provided in Section IV. Finally, Section V concludes this

of environment, measurement errors widely exist in industrigRper.

sensors [31]. Taking potentiometer as an example, which isNotations: Throughout the paper, symbols, N, R*, N*

a three-terminal resistor and is always used in displacem@mdC® denotethe real number set, the natural number set, the

measurement, its precision is easiljeated by environment positive number set, the positive integer number set and the

temperature and its allowable sensitivity error even could 1€t of all continuous functions, respectiveyx € R", |[x|| =

+20% according to dierent grades [32]. On the other handyX"x. BesidesJet N;;; = {i,i +1,---,j}, Vi, j e N andi < j.

even if sensor accuracy is high enough, measurement error

would appear in several special scenarios. For instance, in the Il. PrOBLEM FORMULATION

visual servo problem of aircraft, the coordinate of the target is This paper considers the problem of semiglobal output feed-
acquired by the image from camera, which is directly relateghck stabilization for a class of uncertain nonlinear systems

with the height of aircraft [33]. However, even in the casgiith both external disturbances and output measurement errors
of hover flight control, its height inevitably fluctuates dugn the following form:

to aerodynamic characteristics, leading to the measurement

errors in the position of target. Notably, the adverstea _X‘: X1+ fi(t, X), 1€ Nanog
of measurement errors is quite challenging to be tackled, not Xn = U+ fo(t, x) + d(t) )
only because accurate information of system statgputs Yy =X
is fundamental in the design of DOBC methods, but also -9
L. Ym = 6()y
because only a rough range of this kind of error, rather than an .
exact function to describe this, is available in most industri#fnerex = col(x, -, x,) e R", ue R,y € R, ym € R, d(t) € R,
situations. fi(t,X) e R, i € Ny;, andé(t) € R arethe system state, control

Motivated by the above-mentioned challenging issues,i%{wtv system output, measured output, external disturbance,

new DOBC method is proposed in this paper for a class gystem uncertainties and sensor sensitivity, respectively.

uncertain nonlinear systems with both external disturbances'© Pe€gin with, following assumptions are required.

D G . 9
and output measurement errors. Compared with the previoug‘Ssumption 1:4(t) € C” is unknown, strictly positive and

related results, the main contributions can be summarized nded. ] ) )
the following two aspects. Assumption 2:For each nonlinear functiori(t, x), there

. o o exists aC® functiong; : R — R* suchthat
1) Disturbance rejection considering output measurement

errors. As an inheritance and development of the con- Ifi(t, ) < Gi(y)(Xal + - -+ + IXil), i € Nyop, 2
ventional active disturbance rejection control (ADRC) aggumption 3:The external disturbance can be expressed
method [4], [34]-[36], we present the first attempt o%y the following form:

estimation and attenuation of disturbancesertainties

to deal with the adverseffect caused by output mea- dt) = a + @t + -+ + ant™ " +r(t), me N* (3)

surement errors. To be more specific, inspired by pion ﬁereai € R, i € Ny are unknown constants andt) is a

W(_)rks focusmg on output measurement errors [37], [3§ -th differentiable unknown residual term and there exists a
this problem is solved by reducing the use of th‘éonstanlr_>05uch thar™(t)] < .

measured output and introducing a non-Luenberger typeFollowing explanations are provided for the considered

disturbance observer. I
. e , ..._output measurement error, system uncertainties and external
2) Semiglobal stabilization based bandwidth Spec'f'cadist%rbance 4
tlon._UlngeIr a morel pLE.lCt'C.aI Cosrgrolﬁbjecr;uve, namely, Remark 1:Industrial measurement error can be classified
semrllgg_a glontrod oljepﬂve [39]-1 ],It € propos?%S random error and systematic error whilst the later can also
method is able to deal with more general system nonlifle, o,y givided as zero setting error and scale factor error [31],
earities anq explicitly provides the guideline Of, choosin 2]. Random error often has a Gaussian normal distribution
thbe bandW|dhth i 9f 3.0 th tlthe cl:otntglollerthand d|sturb?r: d is usually handled by Kalman filter in practices. Besides,
_o_s_elrver, (\j'\./.'c IS directly re ? ed to the ra:jnge”s 0 bp%ndom error is also considered in the design of high gain state
|n|t|a_ con itions, ;yst%m ng_n me;mtles and a sz_l_%bserver [43]-[47]. Recalibrating sensor will reduce or even
sen:_smwy errors. besides, 'Stl_” ance rejection abiliyy yinate zero setting error. As for the scale factor error, i.e.,
against |t.s model error |s.quant|t§t|.vely analyzed, bas?ﬁ{ = 0(t)y, it is always generated by unpredictable changes
upon Wh'dCh the stabilization precisions could be furthgp measurement, and hence, is impossible to acquire a precise
Increased. sensor sensitivity functio@(t). For engineers, however, it is
The remainder of this paper is organized as follows. Thstill possible to give a rough range 6éft) based upon their
problem formulation is provided in Section Il. The new DOB@&xperience on sensor qualities or working conditions.
structure with its corresponding gain guideline based upon theRemark 2:Compared with the conventional DOBC methods
semiglobal stabilization analysis is introduced in Section lltonsidering system uncertainties [5], [10], [48], [49], here we
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further extend the results to non-Lipschitz cases, as presentedere
in Assumption 2, which is also much weaker than the linear

growth condition adopted in [38]. The generalized condition €= col(8y. -+, &m) . Ho = col (hl"" ’h””“)

of Assumption 2 is introduced and detailedly explained in [41] F 2 collfy, - i 0. 0 r(m )
for nonlinear control design. In this paper, under a more prac- /e A
tical control objective, namely, semiglobal control objective —hy 1 ... 0

[39]-[41], we will show that Assumption 2 will be fiicient

to solve the robust stabilization problem of uncertain system Aoz

(1) with both external disturbances and output measurement ~Ppima 0 oo 1

errors. -hpsm 0 -~ O

Remark 3: The considered external disturbance (3) is 2) Composite Controller DesignWith the assist of the

regarded as a Taylor series expansion with respect to tig&imates, we design the following composite controller:
[16], [17]. Whenr(t) = 0 andm =1 or 2, disturbance (3)

is a constant or ramp one, which widely exists in motion U= —KnYm—Kn-a%e =+ = Kifo = Ko @)
control systems as load torque [11], [20]. fierent from wherek; = (gogc)ik, i € Nin, £ > 1is a scaling gain whose

the exact disturbance models used in [3], [16], [18], [48}ideline will be made precise in the next subsection &nd
the non-vanishing uncertaintyt) in (3) represents its model 5,6 coeficients of Hurwitz polynomiahg(s) = §+Zin_lr<i§_i.
error, which brings convenience to the quantitative analysis OfLetting %2 X, % 2 %i/(Lole) L i€ Nop and 02 U+

disturbance rejection ability [see Section IlI-B for details]. Rns1)/(Lole)", With % = % + & in mind, a direct calculation

leads to the following system:

I1l. MAIN ResuLts . o

X = lolcAcK + K_Hc(il - &) + 11 (6o + fi(t, X))
Cc

To solve the above-mentioned problem, we firstly present (8)
a new DOBC structure. Secondly, pased upon the prpposed + 1plolkn(1 — O() %0
structure and with rigorous analysis under the semiglobal
stability criterion, the guideline of subtly choosing gains o
both disturbance observer and composite controller is given X = col(Xy, -+, Xn)
step-by-step. A numerical simulation ends this section to show , ~ A,
the validity of the proposed method on disturbance estimation Hc = col|0,—hy, - ’_52—2)
and attenuation. Iy 2 col(1,0,--- ,0), |5 col(0,--- ,0,1)
0 1 Ce 0
A. Composite Control Strategy
1) Disturbance Observer Desigrfzollowing the basic idea Ac = i ) o
) . . . 0 o - 1
of the conventional disturbance observer design, by letting Kk, ok
Xnsi 2 d0-D i € Ny, system (1) is then extended as follows: -1 1
X = X1+ fi(t,X), 1 € Ny B. Semiglobal Stability Analysis
%o = U+ fo(t, X) + Xnsa Theorem1: Under Assumptions 1 to 3, consider the closed-
Xj = Xj+1, J € Nnstinsma (4) loop system, including (1), (5) and (7), with an allowable sen-
Sam = r™(t) sitivity error A such thatd(t) € [1 - A, 1+ A]. The following
+m —

two statements hold:
Ym = O(t)xa. 1) All the trajectory starting from a compact set will be
Different from the conventional one inherited from Luenberger  uniformly bounded.
type, we construct the following disturbance observer for the2) Whenr = 0, the closed-loop system is semiglobally
extended system (4): stable; otherwise, is semiglobally practically stable

Proof. For orderness, we break up the process of proof

% = fii1 — %y, i€ Ny . :

5 oo 1h N into the following three parts.

n = U Xoer = ”).(1 (5) 1) Preliminaries: Since thatA, and A. are both Hurwitz,

Xj = Xjr1 = hjXe, j € Npyainimoa there exist two positive definite matrix@ e RMM>X"+m) gnd
Rnem = —hnem&e Pc € R™" suchthat A] Po+PoA = —lo andAl Pc+PcA: = I,

. where I, € RMMX+m) gnd |, € R™" are identity matrixes.
whereX arethe estimate ok;, hy = £ohi, i € Ninum, £o > 1is@  Thys, construct two Lyapunov functions ¥g(&) £ & Py&
constant parameter which will be specified later apdreco-  anq v (%) £ X"P.% for systems (6) and (8), respectively.
efficients of Hurwitz polynomiahe(s) = s™™+ S7"is™™ . For simplicity, following two propositions are given, whose

Let& = e/(; ", i € Nunim, Wheree = x — %. Noting that proofs are collected in Appendixes B and C, respectively.
X1 = X1 — &, the following estimation error system is obtained:

N " 1The definitions of semiglobal stability and semiglobal practical stability
€= (A0 + toHoXy + F (6) are provided in Appendix A for the convenience of the readers.
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Proposition 1: There exist constants > 0O, i € Ni., such
that

U@l < - (3 - - 206 )] e
©

S
. . r
+ (colo + 20 (y) " 2) ISP + G
[0}

Proposition 2: There exist constants > 0, i € N3.5 and
c* > 0 such that

N . . N fo
Ve(R)| gy < =€ LLelIXI + (Cslo + 229D IKI* + 7 II8IF (10)
where A = Amax(Pe).

Let V(&,%) = Vo(8)+ Vc(X). In view of (9) and (10), we then
have

e 4 - ., C+C
V(e’x)i(G)—(B) < - (ZO —C1 - 2ng2(y)) ”e”Z - €0€C(C - 2 . >
_2ng(y)Ene  2a:9() I +
lo lolc )
(11)

2) Semiglobal Attractivity Analysisfor all initial states
satisfying

col(x1(0),- - - , Xnsm(0), %(0),- - - , Knsm(0)) € T £ [—p, p]2"2™
(12)

3) Local ConvergenceWith Proposition 3 in mind, one
arrives at that (12} col(&(0),X(0)) € Qu = col(&(1), X(t))
€ Qu, t € [0, ). Solving the diferential inequality (16) gives
r? — g %Ct

~ 32 —CsCt
s (IIBIF + I%1%) < V(1) < V(0)e = + T

which leads to|[&(cd)ll, [[X(c0)ll < T/(ce VCE3*™2). Further
more, the following four inferences hold:
(A;) Estimation errorge (co)| < /(Cs VCI™), i € Nynym.
(A;) Estimated statel;(co)| < TS */(cs VC£3™ ), j € Noy,
(As) Outputly(eo)| = e (e0)| < I/(cs VCLH*™ ).
(As) System statep(co)| < [&(co)] + [Xi(e0)l, k € Ny:p.
With (A;) to (A4), one gets that when = 0, all the above-
mentioned variables are asymptotically stable; otherwise, can
be rendered arbitrarily small by choosing a suitably latge
This completes the proof of Theoremm ]
Remark 4: As shown in Fig. 1, the proposed disturbance
observer (5) is diffrent from the most existing ones, i.e., the
nonlinearitiesfi(t, X), i € Ny., andthe measurement output,
arenot explicitly used for the disturbance observer design. The
main reason for not using the estimation error based correction
term in the disturbance observer design, iyg,— 0(t)%Xy, is
that the accurate information of the sensor sensitig{ty is
unavailable.
Remark 5:In practical applications, the allowable sensitiv-
ity error A should be givera priori based upon engineers’

wherep > 0 is a constant that could be arbitrarily large, weyperience and specific working conditions, as mentioned

define the following compact set:

QM é {COI(é].’ T, én+m, )?19 Y 5.‘(l"l)|v(é’)?) S M} (13)
where M = ma)%é[—Zp,Zp],)?jE[—p,p],iENl;er,jeNl:n {V(é9)~()} > 0.
Noting that y % + & and gly) € C° let g =

maX,e-3,34 {(Y)}. By subtly choosing; and{, as
6(C2 + Cs)
C*

te > max{l, = (e(A) (14)

12ng262"3 12).g° 2C
ct e A e

lo > max{1,4(C + ¢y +2ng?),

(CGCM

2n+2m-2
= ) } % (o(le,T; A, C, M)

(15)

whereC > 0 is the convergence rate that also could bIqure 1. The implementation block diagram of the proposed method
Luenberger type structure and its corresponding gain specification.

arbitrarily large andcs 2 min{1/AmadPc), 1/Amax(Po)}, We

have
N 2
V(e,X) m (16)
(o]

|QM

<—-cC- V(&% + /

Notably, constants;, i € Ni.g andc' are only related with

a priori constantsh;, i € Ny, and Rj, j € Ng.,, making pr

in Remark 1. After givingA, with (22), the restriction for
controller gains, i.e.k.c > 1/(24), is determined. With (14)
and (15) together, gains of both disturbance observer and
composite controller are then specified.

Disturbed Uncertain System

Step One: Hurwitz Polynomial Sensor Sensitivity

- - y
B (i = X1 + fi(t,%),i € Ny g =
B =5 Y s fu =k ) + ) n =60
° =1 y=x
n
he(s) =s" + Z kst u Composite Controller - Ym
i=1 -
P’ Py o <l
Step Two: Scaling Gain U=~k — kno1®p — =k %y — 21 | R 2
te =2 (8) - '
2, > £, (607, 0,C M) Disturbance Observer !
0 24T 4,C, - - |
Step Three: Transformation L (%= % —hif, D€ Ny )

=== £y = U+ Ryiy — ho®y
ki = (€,€.)'k;, i € Nyyyy

by = ,h;,j € Nipsm

i _ o o i |
L % =X — W2, J € Npviam— )

% - _ 2 '
Knam = ~hnim®y |

'
|
'
|
'
|
!
[Tl
'
|
'
|
'
|

Gain Specification EOnIy Explicitly Using the Control Inputj

- Non-

C. Numerical Simulation

To show the semiglobal stabilization performance of the
oposed DOBC method, a second-order system (1) with a

sense of (14) and (15) [see Appendixes B and C for detailggytooth external disturbance is considered. In this numerical

definitions ofc;, i € N1, andc'].

example, the system uncertainties dfé, X) = |x¢|In(1 + xf)

Themain result of the attraction domain is presented as theq f,(t, x) = x,(x; + x2), the external disturbance is depicted

following proposition, whose proof is left in Appendix D.

in the red dash line of Fig. 3 (b), the sensor sensitivity is

Proposition 3:For initial state co(&(0),%(0)), starting from ¢(t) = 1 + 0.2|sin(20)| or 6(t) = 1 + 0.4|sin(40)|, and the

Qu, its trajectory col&(t), X(t)) will stay in Qy forever.

initial system state isx(0), x2(0)) = (-0.1,0.1).
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Before implementing the proposed controller, it is worth 0.1 ——
noting that the nonlinearitie (t, X) and f,(t, X) do not satisfy o) = 1+02]
the linear growth condition in [38]. Besides, the exact feedbacl < o
linearization based nonlinear control method [39] can also na
be applied in this numerical example due to the ill-defined 0.1
relative degree ok;, even without output measurement error.
In the simulation, the control parameters are chosefy a4,
to = 6, (ki.ko) = (6,9), (hy,hy, hs,hy) = (8,24,32,16) and
the initial system state of the proposed disturbance observe
is (%1(0), %2(0), %3(0), %4(0)) = (0,-3,-10,0).

As shown in Fig. 2 (c), the stabilization objective of system
states is realized by the proposed controller. The curves ¢
the measured outputs are presented in Fig. 2 (a). By Fig. 2
(b), one arrives at that the control input signals are within 30

T
—() = 1+ 0.4]
...... 6(t) = 1+ 0.2|si

Iy
AN O N B

[-80,50]. Fig. 3 proves the feectiveness of the proposed ig
disturbance observer, i.exg asymptoticallyconverges to the =0,
external disturbance after a short transient state. -10bvao B
0 10 é 16 ...... 0Et§:14‘r(1:2}::::22(1};} 0
s () = 1 -+ 0.4 sin(40¢)| 0 * 2 t [5]
oiy e 0(t) = 1 + 0.2]sin(20¢)| (b)
g A Ae A . . . . .
= Oopv . Y Y 005 ) Figure 3. Estimation performance. (a) Estimated system states. (b) Esti-
o1 A \ AN ‘/\A_ i mated external disturbance.
-J. 0 o]
o °* 5 10, 15 20
0o 05 1 t [bT 10 105 11

(a) motion,i.e., elevation and azimuth. Both angles are measured

‘ by incremental rotary encoders. In this paper, we only consider
the elevation channel by physically fixing its azimuth one. The
measurement data are acquired by a peripheral component
TS g interconnect card and are accessible in MATL/ABnulink

‘ environment, from which the torque commands can also

be sent to the motor drives. Detailed information on both
hardware and software is introduced in [50].

T
— (1) = L+ 0.4] sinl

o1y e 0(t) = 1+ 0.2 sin I — 4
— o Ao A e Controller: Matlab/Simulink
= M v V:-D\S \J 3
0.1 k0 \/\’—- o w& 7
0™t 5 1005 5 20
o] 0.5 1 t [S] 10 10.5 11
s () = 1 + 0.4 sin Actuator/Sensor: Humusoft
T e e PP T L T O(t) = 1+ 0.2|sin
5o l" é" l" (@) (b)
1 \a W— »} — Figure 4. Helicopter model. (a) Setup. (b) Vertical torque analysis.
0 5 19, 15 20
0 05 B t [5] 10 105 11 . . . .. . . .
© With the aid of vertical torque analysis in Fig. 4(b), its ideal
dynamic model is described as follows:
Figure 2. Control performance. (a) Measured output. (b) Control input. (c)
System states. Jo=T—Tm— 1§ (17)

where J (4.37 x 10 3[kg-m?]) is the moment of inertia of
the helicopter body around horizontal axig;[rad] is the
elevation angler [N-m] is the elevation driving torquetn
In this section, both the feasibility andfectiveness of the [N.m] is the gravitational torque, equatg cosy, 7 = mgl,
proposed DOBC method are illustrated by the application {hd r; [N-m] is the friction torque using Stribeck model,

IV. ApPLICATION TO ANGLE CONTROL OF A HELICOPTER MODEL

control of a helicopter model. equalsts = ¢ + (ts — 7o) exp(—¢2/v§) + 7@, T, Ty Ts and
o _ Vs are the unknown Coulomb parameter, viscous parameter,
A. System Description and Controller Design static friction parameter and the Stribeck rate, respectively.

A

As shown in Fig. 4(a), the tested helicopter model consistsBy first letting x £ col(p,¢), ¥y £ ¢, u 2 7/J, d(t) =
of two direct current (DC) motors which drive the corre—(rs + 7g)/J, fi(t,x) = 0, fa(t,X) —-tg(cosxy — 1)/J -
sponding propellers and provide two degrees of freedom afx,/J — (7s — 7¢) (exp(—xg/vg) - 1)/J, system (17) can be

11> 1>



IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

transformednto the standard one (1). Based upon the standard Sensor
model, the proposed controller can be then straightforward
designed. It is worth pointing out that the practical elevation Flevation | ¢ _ Physical Sensor:
angle ¢ is within the range of {7/3,7/3] due to physical [ ]_’[
constraints, as shown in Fig. 4(a).

Angle Encoder

Figure 5. Artificial sensor sensitivity.
B. Experimental Results: Robustness Tests Against Multiple
Sensor Errors

In what follows, both the linear ADRC method [4] andypsener and the conventional extended observer are presented
the conventional PID method are used to design the anglerigs 9 and 10, respectively. Clearly observed from Figs.

contrpller for comparisons. The considered three controlle@b), 7(b) and 8(b), one gets that the helicopter model can not
are listed as follows: move in the beginning. This is because that the driving torque

t .
1) The PID controlleru = —kpym — ki I, Ymdlt = Ka¥m. generated by the DC motor is smaller than the sum of gravi-
2) The linear ADRCer: tational torque and static friction torque at the starting phase,
1= %o — (R — Ym), Ro = U+ Rg — Mo(Re — Vi), making the helicopter model in the static state. Once adding

%6 = —Na(%s — i), U = —kots — ko — R, the artifi'cial sensor sensitivities, the fluctugtions exist even 'in
3 30X = Ym): 2R s the static states of the measured elevation angles, bringing
3) The proposed controller: obstacles to achieve satisfying control performance, as shown
5 _ o o b _ o o in Figs. 6(a), 7(a) and 8(a). In Figs. 9 and 10, the estimated
= -k, % = Ut X - hok, disturbance curves of both the proposed disturbance observer
and the conventional extended observer under multiple sensor
It is worth noting that the linear ADRCer has the similagensitivities all converge to the same value (i.e., arou#60)
structure with the proposed controller. However, due to thie the steady states.
unknown relationship between andym, the estimation error
based correction term in the linear ADRCer has to be chose

X3 = —hgky, U= —koym — k1% — Rs.

as X; — ym for a compromise, rather than the conventional = o o >
one, which would deteriorate its control performance. Before = 0 j‘ e
experimental verification, fiorts have been primarily made = il S e
. . . . . . k¥ ———t) =1
in parameter tuning. Following the guidelines in [34], [35], -100 5 > - - - o o
the parameters of the two kinds of disturbance observers ai ¢ 8]
chosen in a practical “trial and error” way, considering a (@
compromise between estimatjstabilization rates and noise 20 ‘ ‘
amplification. For fair comparisons with the conventional PID . 0 g~ g
method, whose parameters are empirically tuned following i‘;jg ﬂ' ______ 0= T 0T |
[51], the controller gains of the proposed method and lin- ~ | & e o |
ear ADRC method are chosen the same as the proportion o 10 20 30 20 =0 e 70
and diferential gains of the PID method. Parameters of the ¢ [s]
proposed controller and the linear ADRCer ahg, fip, h3) = (b)
(12,48,64) and (k, k;) = (2.6,13.5) Parameters of the PID osl [ [ [ ]
controller are Kp, ki,kq) = (13.5,10.9,2.6) with a low-pass T oal .,-f'"
filter 1/(1 + s/100) added on the d&fentiation term. %OZ | '1

To better demonstrate the features of the proposed metho N ‘ ‘ ‘ =
we imitate the applications with relative poor-quality sensors °% 10 20 30 40 50 60 70
by artificially multiplying additional sensor sensitivities on ¢ Is]
the measurement of elevation angle whilst the elevation angle ©

measured by incremental rotary encoder is regarded as tegre 6. Robust stabilization pen‘qrmance of the _pr_oposed method. (a)

truth value, as shown in Fig. 5. Without loss of generality, iHleasured elevation angle. (b) Elevation angle. (c) Driving torque.

following experiments, we choose a class of continuous but

non-differentiable functiong(t) = 1 + a|sin(ft)|, wherea and To make the comparisons clearer and more convincing, the

f [rad/s] is its amplitude and frequency, respectively. starting timé& andsettlingtime® indexes are introduced for the
Figs. 6 to 8 show the curves of the measured elevatidgnamic-state comparisons whilst timéegral of squared error

angles, the elevation angles, the driving torques under the pISEY* index is introduced for the steady-state comparisons.

posed method, the linear ADRC method and the PID methagkom Table |, one can conclude that compared with both the

respectively whilst Figs. 11 and 12 present the corresponding

partial enlarged curves of the dynamic states and steady State&me it takes for the angle from the static state to the critical static state.

respectively. The curves of the estimated system states and th@ime it takes for the angle from the critical static state to the steady state.

estimated external disturbances of the proposed disturbancese.,,. = ff y(t)2dt.



IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

T T T T T T T 20 T T T T T T
ot P ."_ O(t) = 1+ 0.5]sin(5t)
— 2 R PT T o(t) = 5|sin
3” :'I 10 - ‘h -— \HE:) = ; T:.lLinE:;} |
= f" 5l sin(5 & ' § —(1) = 1
~ sof BV [ o] *
= ?-z?' — =0(t) = 1+ 0.1]sin(8)] ol l &
W — (1) = 1
100 s I I I I . : I I I I I I I
0 10 20 30 40 50 60 70 0 10 20 30 40 50 60 70
t [s] t [s]
() ; ; ; ; ; ; ;
L 0(t) = 1+ 0.5]sin(5¢) | 4
20 T T T T T T 100 :’%. ..... (18 1100}»";(0/\
ol N '-‘5. —10(t) = 1+ 0.1]sin(t)]
. L o~ - — (1) =
oy 7. < sor| o=t 1
£ 20 4 o | A
=, & 0(t) = 1+ 0.5 sin(50)] H
= -40 | < (AP 0(t) = 1+ 0.5sin(t)] || L I A
..' 'J — = 0(t) = 1+ 0.1]sin(t)| (00 i n T I L I I
o[ == | ‘ ‘ P VL ] ) 10 20 30 40 50 60 70
0 10 20 30 40 50 60 70 t [s]
t [s] (@)
(b) 0 ; ‘ ‘ ‘ : :
0(t) = 1+ 0.5]sin(5t)
T T T T T T 1 Y e 0(t) = 1+ 0.5]sin(t)]|
0.6 bl . -200F % - 0(t) = 14 0.1]sin(t)|
g preg n —0(1) = 1
T 04F = | 3 -'
=z, 0(0) = 1+ 0.5/ sin(50)] '-‘\
o -400 - W .
...... 6(t) =1+ 0.5]sin(t)|
S 02 -— _9(0:110.1 sin(t)] |7 | " ! e inimebrislutnbsier intedniniet
oL | | | LU 0 10 20 30 40 50 60 70
0 10 20 30 40 50 60 70 t [s]
t [s] (b)
C ) N .
© Figure 9. Estimation performance of the proposed method. (a) Estimated
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Figure 8. Robust stabilization performance of the PID method. (a) Measured
elevation angle. (b) Elevation angle. (c) Driving torque.

controller with a corresponding feedforward compensation
rt for the external disturbance has then been designed.
t has been proved that the proposed method endows the
closed-loop system with strong robustness against both output
measurement errors and system uncertainties. The elevation
V. ConcLusioN angle stabilization of a helicopter model, as a benchmark,
This paper has presented a systematic disturbance estitas been conducted to illustrate the feasibility afitcacy
tion and attenuation approach for a class of disturbed uncertafrthe proposed method. As demonstrated in the experimental
nonlinear systems with output measurement errors. A neesults, the proposed method has improved the performance of
disturbance observer, which is only explicitly constructefhst and high-precision stabilization, even with multiple sensor
by the control input, has been proposed. Linear feedbas&nsitivities. Future work will be concentrated on investigating

linear ADRC method the PID method, the proposed meth
possesses faster convergence rate and higher precision.
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Figure 11. Partial enlarged dynamic-state curves within [Os, 20s]. (a) The proposed method. (b) The ADRC method. (c) The PID method.

INDEXES OF ROBUSTNESS TESTS AGAINST MULTIPLE SENSOR ERRORS.

Table |

Method Sensor S_tarting S_ettling ISE
sensitivity time [s] time [s] <205,70s-
1 3.39 6.61 10.57
1+0.1sin(  3.07 5.87 38.59
Proposed 1 4 0.5sin(Y) 2.09 10.71 6.17
1+ 0.5|sin(59| 2.12 7.07 2.41
1 6.06 8.49 14.29
1+ 0.1]sin(®)| 5.32 7.19 51.79
ADRC 1+05[sin()  3.84 11.26 8.09
1+0.5sin(5)  3.98 10.90 11.47
1 7.19 9.84 85.24
1+ 0.1|sin(®) 6.49 12.83 77.98
PID 1+ 0.5|sin(t) 4.69 13.28 87.72
1+ 0.5|sin(59| 5.17 11.65 109.87

andattenuating the adversé&ect of noise under the proposed

control structure.

Appendix A collects the definitions of semiglobal stability
and semiglobal practical stability whilst Appendixes B to D

APPENDIX

collect the proofs of Propositions 1 to 3.

A. Definitions

Considerthe following system:

x=f(X) +g(¥u, xeR"

with x = 0 as its equilibrium.

1) Semiglobal Stability [39, Chap. 9.3Bystem (18) is said
to be semiglobally stabilizablef, for each (arbitrarily large)
compact subsek c R", there exists a feedback law= u(x),
which in general depends dn such that the equilibrium is
locally asymptotically stable ang0) € P = X(c0) = 0.

2) Semiglobal Practical Stability [40, Chap. 12.1Bystem
(18) is said to besemiglobally practically stabilizabléf,
for any (arbitrarily large) compact subsBtc R" and any
arbitrarily small compact subse® c R", there exists a
feedback lawu = u(x), which in general depends on both
P andQ, such that any trajectory with initial condition ihis
captured byQ.

B. Proof of Proposition 1

Proof: By Assumption 2, we have

‘ fi(t, X)

gi(y)
o2 2
=

<
< GO (Sl + -+ 1%+ -+ %l)

+ Gi(Y) (1l + -+ 1B+ - Bnaml)
< g(y)(£2HI%I + 118l) . i € Ny

(18] + - + (6ol 5% + £ 18))

(19)

whereg(y) = vVn+ m-max{g:i(y),- - , gn(y)}. Besides, one gets

|t )] < Ga(y)bxal < GV (20)
By Assumption 3, (19) gives
(18)
S
IFIE < 2ng') (" IRE + 18F) + gy (21)
[0}
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Figure 12. Partial enlarged steady-state curves within [20s, 60s]. (a) The proposed method. (b) The ADRC method. (c) The PID method.

With the assist of (21), one gets the following inequationiwhere Ac 2 Amax(Pe), C3 =

Vo(8) ) = ~CollEIF + 287 PoF + 268" PoHo%
< ~ColIBIF + 26/IBIIIFII + 2£0 o0l Hol BN

~ ~ Do ~ lo
< ~ColeIF + ZJBIE + 2ng(y) (" 2UIKIP + [BIF) + S IIe?
2
+ 263 lHlPIIKIZ + ;

2(n+m-1)
o

(o]

=_("

2
P2

c1— anz(y)) IBIF + (cato + 2nG(Y) &™) IS4
+ 52(n+m—1)
(o]

wherey £ Anax(Po), €1 £ 22 andc, £ 222 |[Holl?.
This completes the proof of Propositidh

C. Proof of Proposition 2

Proof: With (20) in mind, the following inequation holds:

Ve(R) ) = ~Colel7 + 2,257 PeHe(5 - &)

+ 2% Pcl1 (668 + fi(t, X)) + Zfofckn(l - O()X" Pglo%y
< —C lolel X + 21K ((cs% + fo) &)1+ (%i—‘c’ + g(y)) ||>~<||)
< —CLolelIKIP + 22cCalolININEN + 24c(Calo + G(Y))IKIP

s oo Lo N
< —C ol + 42C3LL|IXI + Z°||e||2 + 22(Calo + 9(Y))IKI?

3 o o
< —ClolelIKIZ + (Csto + 2A9(Y))IKIZ + Z°||e||2

R+ +h2, caztl+cscs2
4222 + 22cC3, © = 1— 2Ky 1A > O and

0<A< min{l,#}. (22)
2knAc

This completes the proof of Propositi@ ]

D. Proof of Proposition 3

Proof: DenoteV(t) = V(&(1), X(t)). If Proposition 3 is not
true, there must exists a time instaht- 0 such thatv(t*) >
M. The following two cases with regard toftérentV(0) will
be discussed. Before the discussion, remind @) < M
holds due to the definition a1 in (13).

1) Case |- V(0) < M: In Case |, there must exist time
instantst; andty, t; € (0,ty) such that the following three
inferences hold:

(By) V(t) € [0, M) holds fort € [0, ;).

(B2) V(t) =M.

(Bs) V(t) € (M, ) holds fort € (ty, t2].

InferenceqB;) and B;) will result in the following one:

(B4) There must exists a time instamt t3 € [0,t;) such that
V(t) € [M/2,M) holds fort € [ts, t3).

Noting that o > (ceCM/ (472))"" " and (16) still holds for

t € [ts, 1], one arrives at thaV/(Dhep,r) < —C6CM/4 < 0,

which means tha¥/(t3) > V(t;) = M. This leads to a contra-

diction and implies that Proposition 3 holds [see Fig. 13(a)].
2) Case I-V(0) = M: Noting thatV(0) < —3cCM/4 < 0

andV(t) € C°, there must exists a time instagt> 0 such that

V(ts) < M. After t4, the proof is analogous [see Fig. 13(b)].
This completes the proof of Propositi& ]
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Figure 13. Case studies of V(t). (a) Case I. (b) Case Il.
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