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ABSTRACT 

Can language usage help determine which model approach is best suited to provide decision makers 

with desired insights? This research addresses that question through an investigation of Linguistic 

Inquiry and Word Count (LIWC), which calculates the presence of more than 80 language dimensions 

in text samples, and permits construction of custom dictionaries. This article demonstrates use of 

LIWC to ensure better problem/model fit within the context of selecting a decision support tool. We 

selected two simulation tools as research instruments to investigate a broader question on the 

usefulness of LIWC to guide choice of DSS tool. The tools selected were System Dynamics (SD) and  

Discrete Event Simulation (DES). First, we tested LIWC to analyze practitioners’ language use when 

developing models. LIWC pointed out significant linguistic differences consistent with prior 

theoretical work, based on model development approach in a number of dimensions. These 

differences provided a basis for developing a custom dictionary for use on the second part of our 

study. The second part of the study focused on language used by decision makers in problem 

statements and used the linguistic clues identified in the first part of the study to ensure 

problem/model fit. Results indicated problem statements contained linguistic clues related to the type 

of information desired by problem solvers. The article concludes with a discussion about how LIWC 

and similar tools can help determine which DSS tools are suited to particular applications. 

Keywords: Linguistic Inquiry and Word Count(LIWC), text analytics, Problem Solving, Tool Choice, 

Discrete Event Simulation, System Dynamics 

1. INTRODUCTION 

 
Model developers perceive problems from a variety of perspectives which may not always match the 

way decision makers describe these problems. Their world-views are influenced by prior experiences, 

skill, nationality, industry affiliation, education, and other factors [1]. They are apt to build models 

and structure solutions to problems according their unique background. Some decision makers focus 
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on strategic outcomes while others may look for tactical or even operational outcomes. Determination 

of appropriate problem-solving approaches may be key to eventual project success [2]. Of course, 

inappropriate choice of decision support tools can result in poor, suboptimal or flawed decisions---

although it is possible that poor decisions may lead to good outcomes which provide a false sense of 

control [3,4]. While many considerations go into a decision-making process, those which reduce 

uncertainty and help align outcomes with decision maker intention is worth exploration and 

consideration [5,6]. Arnott summarizes nicely, “[t]he objective of a DSS project is usually to improve 

the decision process and outcome for a manager making an important decision.” [4] In other words, 

the problem-solver must clarify decision objectives, scope, and desired outcomes; and clearly 

understand the target decision’s nature. This necessitates structured conceptual modelling clearly 

suited to the problem situation [7].  

Our current article explores a potential method to mitigate this dilemma using analysis conducted with 

Linguistic Inquiry and Word Count or LIWC. “LIWC is a transparent text analysis program that 

counts words in psychologically meaningful categories,” [8] and has a default dictionary with more 

than 80 psychologically meaningful dimensions. It also permits construction of corpus-specific 

custom dictionaries. This article investigates use of this tool within the decision support domain. 

Specifically, we describe how LIWC can be used by decision support practitioners to better ensure a 

model fits a problem in relevant circumstances. 

A variety of choices exist in decision support systems in terms of tools available [9,10], approaches 

used [11,12], and outcome desired [5].  In the current study, we focus on two of these: system 

dynamics (SD) and discrete event simulation (DES). Both enable decision-makers to understand real-

world systems while they build and experiment with models. Both tools are used in a wide range of 

areas and for many purposes [13,14]. Appropriately selecting modeling approaches and other key 

indicators can influence model outcomes [15]. For instance, when using a tool such as SD, a goals are 

often strategic. On the other hand, DES models often are characterized by specific details and 

operational objectives.  Use of the wrong tool to develop a system model could result in poor 

outcomes that do not offer germane information to problem-solvers. 



The current study seeks to demonstrate that how a linguistic analysis of problem statements can better 

guide a choice between SD and DES.   

1.1 Motivation 
 
Having two tools with similar levels of difficulty, used by equivalent groups of analysts, but intended 

for different areas of practice offers an opportunity to explore differences in language usage. Since 

each tool is appropriate for different uses, we expected this difference to be apparent in associated 

problem statements and other documentation related to model development. However, this may not 

necessarily be true. This common sense approach to problem solving may not match reality. As 

Espinosa et al. pointed out in a related study, “[their] tool could have been more helpful had the 

design matched the task.” [16] Reasons exist that may motivate analysts to choose a less-suited 

problem-solving tool. It may be a tool they have used in the past or have acquired expertise using. A 

person inexperienced in modeling might fall prey to a sales-minded software vendor who realizes 

their tool may not be the best choice for a particular problem domain but does not want to jeopardize a 

new customer prospect in a world filled with competition [14]. Likewise, analysts may not notice 

nuances of an unfamiliar system in the same way a system user might. For this reason, we believe 

useful clues may be embedded in problem statements, system descriptions or other documentation. 

Use of text analytics has the potential to make these visible. For these reasons, we believe comparison 

of SD and DES provides an ideal venue to assess whether a tool such as LIWC can add value to the 

decision-making process. And, in particular, to the point where tools are selected for later analytic 

phases of developing a problem solution.  

 
1.2 Study Overview and Approach 
 
Our general research question for this study is: Can language used to describe a problem help 

determine which decision-making technique is best suited?  To answer this question, we first look at 

differences in analyst language usage when drawn from two domains of study under similar 

circumstances. This text was empirically collected in an earlier study which examined unique 

characteristics of DES and SD analysts while they built models for the same system [17–19]. The data 

from this study were used to determine if language usage varied between approaches. In the second 



part of the study, we examine the language used in problem statements generated by decision-makers 

to identify linguistic clues within their statements that could help to identify the most suited solution 

methodology.  

  
2. LITERATURE REVIEW 

 
2.1 LIWC 
 
LIWC is a software system created by scholars at the University of Texas in Austin. Its psychological 

foundation rests on the concept that language usage is influenced by underlying emotional or 

cognitive states. This ultimately results in different word choice [20,21]. From a theoretical 

perspective, the tool supports the idea that deeper meanings in a person’s communications will surface 

as a result of their word choices [22]. The speaker or writer may or may not be aware of this 

phenomenon at the time. While LIWC is rooted in this belief, other research indicates word choice 

may be more random and broader contextual considerations must be made [23]. The current research 

is aligned with the Pennebaker et al.’s [21] viewpoint. 

LIWC uses more than 80 validated dimensions to classify more than 4,000 words or related word 

stems into these categories [24,25]. In essence, LIWC operates as a data processing system. Nearly 

any form of text can be loaded into the system. During its processing phase, LIWC compares every 

individual word from the input file(s) to a preloaded dictionary of words or their stems. Each is 

classified according to Pennebaker’s [8,26,27] validated dimensions. These dimensions were 

extensively validated by LIWC’s developers and others using over one hundred million words from a 

large number of variety of sources [8,26,27].  

Many studies in a variety of areas have used LIWC for text classification and predictive outcome 

analysis [28,29]. In these studies, word use patterns emerge to inform observers of authors’ 

underlying psychological states and infer a potential for future behaviour [30,31]. LIWC has a history 

of other uses as well. For instance, Chung and Pennebaker [25] describe studies ranging from 

examinations of mood disorders [32] to the nexus between demographics and personality [33] to 

community linguistic cohesiveness in writings found on Wikipedia and Craigslist [34]. Other research 

has reported correlations of individual’s word usage with personality, and then predicted behaviours 



from this usage [35–38]. Another study, particularly relevant to this research, examined decision style 

and whether its presence can be revealed in language usage. This study used the context of clinical 

decision-making processes employed by physicians [39] and examined the dual process model [40] 

which suggests a continuum from intuitive to analytical decision-making represents most decision 

styles [41]. The gist of the study was to help clinicians recognize their decision-making style with 

deeper motivations to reduce clinical error [39]. This study collected physicians’ speech data as they 

inspected dermatological images and developed a diagnosis. Data collection details were provided in 

a related study by Hochberg, Alm, Rantanen, DeLong, and Haake [42]. These studies found decision-

making style manifested in language choice, and therefore, suggest cognitive processes do influence 

linguistics as claimed by Pennebaker and others [8,20]. Hochberg, et al. [39] also concluded that “in 

mission-critical environments, linguistic markers of decision-making style may be used to determine 

the optimal modes of reasoning for a particular task in high-stakes human factors domains.” [39] 

One advantage of LIWC is its non-invasive nature. Rather than observe a subjects’ action, it permits a 

direct study of artifacts generated at an earlier time.  Traditional psychological research often is 

susceptible to Hawthorne and related effects [43] or inherent shortcomings found in self-report studies 

[44]. These collections methods may be useful in theory validation. However, business scenarios like 

purchasing decisions, sales campaigns, or decision support methodology selection, often require that 

analysts understand early signals which can influence predictive or pre-emptive choices [45].  

 
 

2.2 Simulation 
 

Use of computer simulation modeling continues to grow, particularly with benefits provided by recent 

advances in computer hardware, software, analytics tools, and internet connectivity. These advances 

increase use of simulation techniques for problem solving and decision making. [46,47]. From a 

fundamental perspective, simulation models comprise three  components:  (1)  input  variables, often 

represented by distributions of possible values to describe the system being modeled; (2) software 

systems and modeling approaches used to process input variables; and (3) the resulting outputs, often 

represented statistically or visually to help decision makers assess possible courses of action. Two 

common forms of simulation software are system dynamics and discrete event simulation [46,48,49].  



Each simulation project is unique and specific aspects of problems being analyzed may require 

distinctive considerations [50,51]. That being said, seasoned modelers and experts provide general 

approaches for transforming real world problems into useful models and eventually information for 

decision makers. Often, experts prescribe use of lifecycle models which provide a series of steps, 

phases or guidelines that enable model developers to proceed in an organized fashion [46,48,52–59]. 

At a point in time within these lifecycles, a modeler must determine the tool needed to provide the 

desired output. Generally, this activity takes place in an early phase.  

While the specifics may be debated, one fact is clear: at some point, a modeling tool and approach are 

required. This decision may be influenced by many factors including: modelers’ experience and 

expertise; available toolset; past experience; and world view. This may result in use of tools which are 

not as well suited.  The differences between SD and DES are next illustrated. 

 

2.3 SD/DES Modeling Overview 
 
System Dynamics models help understand complex systems behavior over a set interval [60]. This 

complexity is built into SD models using structures such as stocks connected with feedback loops and 

flows. The dynamic, time-based nature of the models ensures complex and nonlinear behaviors 

emerge in the simulated system. Interrelationships between variables within the model result in cause 

and effect actions as updates occur [49]. In general, the underlying policy structure and continuous 

behaviors create a layer upon which specific events and decisions exist and are impacted by the 

intricacies of the system [61,62]. SD models are often strategic and policy driven, and have been used 

to simulate scenarios that include the impact of government or corporate decision making, mining 

[63], public health [64], waste water management [65] and many others [13].   

Discrete Event Simulation is a broadly applied form of modeling used to represent real-world systems 

in varying levels of detail. Generally, DES supports decision-making in engineering, operations 

management, logistics, heath care, and other business areas. DES models often represent a specific 

physical system, that will be constructed or changed. DES’s detailed nature has resulted in a wide 

range of modeling tools tailored to specific niche areas such as transportation, assembly lines, train 

travel, machining centers and so forth. The scope of most DES models is situated at tactical or 



operational levels. Conceptually, DES models represent constrained resource elements used by 

entities which move through the system over time. A primary characteristic of DES is that blocks of 

time may pass with no changes to system state. Events utilize future and current event chains as a 

mechanism for scheduling discrete changes which impact various elements of the model at specific 

points in time [46].  

DES and SD have been compared and contrasted in past studies [66] with some perspectives 

influenced by researchers’ past experiences and pre-existing knowledge [67]. Although the approach 

used in each modeling technique is different, their use can be complementary with each offering 

different strengths [66]. However, in some cases, strengths are overlooked due to the influence of 

other factors [68]. A number of authors comment about the differences between DES and SD. Among 

others these include the operational nature of DES contrasting with the strategic nature of SD  [69]. In 

general, DES was shown to be operational [69], discrete [67], stochastic [66,67,70], detailed [46,54], 

analytic [69], linear [66], network-oriented [67], open-process structured [70], implicit [66] and suited 

to decision-makers at the operational or tactical levels [69]. SD, on the other hand was strategic [69], 

continuous [67], holistic [69], deterministic [66,67,70], aggregate [46,54], broad, non-linear [66], 

explicit [66], feedback oriented [71], and suited to policy makers [69].  

A research stream developed by Tako and Robinson systematically approached DES and SD 

differences from both end-user [17] and empirical perspectives [18,19]. In the empirical studies, 

Verbal Protocol Analysis (VPA) uncovered the mental processes used by experts as they constructed 

a simulation using their preferred technique [18,19,72]. The subjects spoke aloud throughout their 

modeling process. Spoken words were collected and used to highlight theoretical similarities and 

differences in the two techniques. Patterns emerged and formed the basis for insights. Details of the 

differences and similarities found are provided in Tako and Robinson [17, 18]  and Tako [19].  

Although the current study emphasizes differences between SD and DES, many commonalties also 

exist. In at least one state-of-the-art modeling tool, capabilities of both approaches are incorporated 

[73].  This means caution must be taken to ensure the approach meshes with desired outcomes. For 



instance, a strategic problem analysed with a DES approach may not provide data as well suited for 

decision-making as data analysed with an SD approach. Likewise, a detail-oriented operational 

problem might not be well suited to analysis using an SD approach, which aggregates individual 

values compared to  DES. Therefore, having a better understanding about the problem and the desired 

outcomes is important.  

 
3. DO SD AND DES ANALYSTS USE A DIFFERENT LANGUAGE? 

 
3.1 Methods 
 
We initially assessed differences hypothesized to exist between DES and SD approaches to simulation 

as reflected in the linguistic clues embedded in analysts’ language through an examination of 

narrations collected as they developed a simulation in their area. Data used in the current study was 

collected during research by Tako and Robinson [17,18] in their quest to better understand the 

differences between SD and DES modeling approaches. The inquiry “conducted a quantitative 

comparison of expert modelers’ thinking, looking at their attention during the modeling process and 

more specifically the modeling stages they think about while building simulation models.” [18]. An 

empirical data set was developed as part of this effort. The idea was to ask expert modelers from each 

domain to speak their thoughts as they progressed through the development process. Their words were 

collected verbatim, typed into a word document and analysed using the qualitative research method, 

Verbal Protocol Analysis [74].  

The initial Tako and Robinson [18] study used a UK prison problem based on prior research in SD 

[75] and DES [76–78] The particular UK prison population scenario was based on Grove, Macleod 

and Godfrey [79]  who specified prisoners that entered as first time offenders could later become 

recidivists.  As originally described by Tako and Robinson [18], the current data collection process 

focused on prison overcrowding issues and asked experts to develop a model used to explore 

solutions. Modelers contemplated two potential outcomes: (1) increase prison capacity to facilitate 

more rigid rules regarding early release and recidivism; or (2) decrease capacity and provide enhanced 

social programs and other incarceration alternatives. Ultimately, the experts developed a decision 

support model which implies some items might be variable for what-if testing by policy makers and 



those familiar with the problem. Modelers were screened to ensure all used the appropriate modeling 

technique as part of their job functions and performed their tasks using appropriate software tools. 

Each participant was employed by a UK-based simulation software or consultancy company, and held 

at least a masters’ degree in a relevant field. Their industry simulation experience ranged from four to 

twenty years.  

3.2 Data Collection 

Data were collected using VPA as reported by Tako and Robinson [18]. This study implied the VPA 

data would provide abundant linguistic material for a DES and SD comparison due to the “richness of 

information and the live accounts it provides on the experts’ modeling process.” [18]. This technique 

offered control and the ability to capture a complete representation of the modeling process directly 

from experts as they worked. The subjects received the case study and built models. They were 

encouraged to verbalize their thoughts and actions. These audio recordings were collected and later 

transcribed into anonymous text files designated as either DES or SD.  

Since VPA is an intrusive data collection technique, particular care was taken to ensure modelers 

understood that they needed to speak their thoughts aloud in a natural manner as if talking to 

themselves while creating a model. To help put the subjects at ease and create a relaxed atmosphere, a 

series of three short warm-up exercises were run where the research team trained the subjects on how 

to verbalize their thought process clearly and effectively [80].  

Researchers checked the collected data for accuracy and took steps to eliminate data problems as 

recommended [21,26]. This included fixing misspellings, replacing abbreviations, eliminating 

contractions, and removing sentence end markers, among other commonly identified potential 

problems. Then the data was reanalysed using LIWC text analysis [21]. 

3.3 Testing for Differences 

The underlying research premise was that modelers using DES or SD techniques would think 

differently during the simulation process and these differences would manifest in language selection 

nuances across various thresholds. These variations, as measured by LIWC dimensions, were 

expected to reflect underlying differences in thinking. LIWC used both qualitative and quantitative 



text analysis techniques to identify characteristics common to each text sample which were 

statistically tested for significant differences. The language differences between DES and SD 

simulation experts were hypothesized to be suitable for a linguistic analysis.  In general, we expected 

simulation experts would use language specific to aspects of their modeling approach. For instance, 

analysts using DES would use detailed and operational word choices while those using SD would use 

broader, holistic terms. In all, 22 dimensions available in LIWC were compared for language use. 

Table 1 provides a summary of LIWC dimensions and the hypothesised matching simulation 

approach: SD or DES.   

Table 1 - LIWC categories by simulation approach (SD, DES) it matches theoretically  
LIWC Dimension Descriptive Text Simulation 

approach  
Words > 6 Letters Broader, policy-level language. SD 
Second Person Holistic, explicit language; Often used in training.  SD 
Insight Policies; high level decisions.  SD 
Causation Big picture; insight; cause and effect.  SD 
Certainty Deterministic SD 
Inclusive Feedback; big picture; holistic SD 
Exclusive Feedback loops SD 
Achievement Goal setting; policies; strategies  SD 
Personal Pronouns Operational; individual representations  DES 
Affective Processes Operational; individualistic DES 
Tentative Stochastic; disruptions; rare events possible DES 
 Discrepancy  Stochastic; discrepancies DES 
 Inhibition Uncertainty; detailed; finer resolution DES 
 Perception Observing, hearing, feeling; visual, perceptual DES 
 Seeing Detailed; operational  DES 
 Relativity Detailed; physical relationships; time; distance DES 
 Motion Detailed; physical relationships; time; motion DES 
 Time Time-based; detailed DES 
 Space Detailed; physical layouts; design  DES 
 Work  Operational; human component DES 
 Question Detail oriented DES 
 Emotion Operational; human process modeling DES 

 

3.4 Analysis and Results 

Ten text samples were categorized as SD or DES and aggregated (5 each). The data were cleaned to 

remove misspellings or errors. The DES transcript averaged approximately 5,400 words each. The SD 

transcripts were shorter with an average of approximately 3,800 words each. The samples were 

pretested for cognitive complexity and fluency levels [8]. No significant differences were found. A 

number of the t-tests were significant at the p<.10. Table 2 provides the results. Additional details 

related to the differences are reported in McHaney, Tako and Robinson [81]  

  



Table 2 - Significant differences between the SD and DES transcripts tested with LIWC 
 

LIWC Dimension Expected to Score Higher p 
Words > 6 Letters SD .004 

Insight SD .089 
Personal Pronouns DES .033 

Inhibition DES .062 
Perception DES .011 

Seeing DES .001 
Relativity DES .064 
Motion DES .001 

Question  DES .043 
 

 
Based on the results of the testing, it can be surmised that LIWC identified significant linguistic 

differences in the language used in each simulation approach in a number of dimensions. This is 

consistent with prior theoretical work; hence we concluded LIWC can be used to analyse analyst 

language.  

In linguistic analysis such as LIWC, a large collection of texts is assembled to develop norms for 

patterns occurring in language [82]. We conducted further analysis to gain insight regarding the SD 

and DES corpuses when compared to the Expressive Writing and Natural Speech corpuses used to 

develop LIWC. Expressive Writing norms include texts from people ranging in age from elementary 

students to the elderly who are asked to write about deeply emotional topics. Natural Speech norms on 

the other hand were developed from diverse transcripts from multiple contexts where people wore 

audio recorders, couples discussed personal issues, and people were recorded in public spaces [83]. 

The comparison of the SD and DES corpuses with the LIWC corpus norms for Expressive Writing, 

Natural Speech, and the overall norms [83] are provided in Appendix A.  This comparison provides 

additional insight into the differences and similarities between how language use differs between SD 

and DES modelers, as well as how it differs from people communicating via various forms of writing 

and speech. While much of the information contained in the appendix is outside the scope of the 

current study, it is interesting to note that the SD and DES corpuses match particular characteristics of 

the various forms of communication and have less in common with others. For example, use of 

personal pronouns occurs much less frequently in DES and SD corpuses. Since VPBA was used to 

collect the SD and DES data, many aspects of the natural speech corpus match closely. In general SD 

and DES exhibit fewer emotion-related words and more numeric and causal words. SD and DES tend 

to have higher levels of future focused words whereas Expressive Writing and Natural Speech have 



more of a past focus.  Further norms can be obtained from the LIWC Language Development Manual 

[83].  

 
4. PREDICTING MODELING TECHNIQUE FROM PROBLEM STATEMENT 

 
We next turned our attention to text describing problem statements, with the view to examine whether 

LIWC can be used to answer questions of a wider scope, that is: can LIWC help identify the correct 

modeling approach based on the language used to describe the problem? 

4.1 Data Collection 
 

Seventeen problem statements were collected from existing, published simulation studies. The 

statements were edited and formatted, and references to the modeling tools used were removed where 

mentioned. The text was retained in its original form to ensure no clues were distorted or lost. The 

text files were between 196 to 845 words long, averaging 454 words the cases from SD material and 

467 for DES cases. In addition, the modeling technique used by the study authors was collected. Table 

3 provides the details.  

 
Table 3 - Cases Used in Current Study 
 

ID 
# 

Domain of Study Modeling Technique Used by 
Study Authors 

Word 
Count 

Reference 

1 Hospital System  DES 313 [84] 
2 Family Practice System DES 509 [85] 
3 Snack Foods Warehouse DES 421 [86] 
4 Lean Manufacturing DES 563 [87] 
5 AGV System DES 478 [88] 
6 Supermarket Checkout System DES 282 [89] 
7 Sugarcane Mill DES 767 [90] 
8 Banca d'Italia Back Office DES 364 [91] 
9 UK Prison System C++ Flow Model 462 [18,79] 
10 Water System Model SD 527 [65] 
11 Urban Growth SD 419 [92] 
12 Swamping SD 477 [92] 
13 Words of Mouth SD 441 [93] 
14 Peace Shield Program SD 343 [94] 
15 Stichting Rechtsbijstand Policy 

Simulation 
SD 

845 
[95] 

16 Airline Management SD 196 [96] 
17 Sales Process Employee Morale SD 342 [97] 

 

4.2 Building on the First Experiment 

Decision-makers may not be familiar with a discipline’s lexicon; however, hints may exist within the 

language they use to provide guidance to those seeking ways to solve the problem. As demonstrated 



earlier, in its predefined dictionary, LIWC uses word counts that fall into validated categories. 

Measures of word use incidence and frequency scores are generated for all text in the analyzed 

samples. This approach takes advantages of prior validation work and offers an easy analysis method 

[98]. However, when the existing dictionary initially was used for an analysis of the collected problem 

statements, the results were not satisfactory. Several of the problem statements discriminated 

correctly, but many did not. We specifically paid attention to the categories that were determined to 

be significant (as displayed in Table 2).    

Several reasons may exist for this situation. In the first part of the study, the analysts were speaking 

and were specifically using a modeling approach. This left no ambiguity in their efforts. In the second 

part of the study, the decision-makers made the problem statements. These statements were not 

focused on the methodology but rather on acquiring desired information. Therefore, we used an 

alternate approach and developed custom LIWC dictionaries from the material collected for the first 

experiment.  

4.3 Building a Custom LIWC Dictionary 

Creation of a custom dictionary was motivated by understanding that unique linguistic traditions 

emerge in a particular discipline [99]. While the concept of pre-constructed dictionaries is appealing 

due to ease of use and lower costs, “it is also the case that they are frequently context-dependent, 

potentially leading to serious errors in research” [100]. Therefore, constructing distinct, custom 

dictionaries is appealing but the costs are often high and can slow down an analysis [101]. 

In the current study, linguistic clues, generally recognized by subject-matter experts, provide hints 

regarding the best approach to solving a problem. For instance, Tako and Robinson [18] identified 

characteristics unique to SD and DES approaches to modeling. These characteristics were proactively 

distilled into words typical to the modeling approach in each area. A specialized corpus of data, like 

simulation problem statements, has language specialized to that field [102]. For this reason, lists of 

words specific to their respective areas were created for both DES and SD.  

Custom dictionaries are generated using various methods. Rice and Zorn [103] describe general 

approaches. In one, they suggest that machine learning should approach the process by “classifying or 



scoring a subset of texts (usually documents) on their sentiment, and then using their linguistic 

content to train a classifier” [103]. In another approach they suggest “dictionary-based approaches 

[that] begin with a predefined dictionary of positive and negative words, and then use word counts or 

other measures of word incidence and frequency to score all the opinions in the data” [103]. Both 

approaches are highly dependent on having high quality data with comprehensive values based on 

theory.   

Fortunately, in this dictionary creation process, a strong theoretical basis for differences between SD 

and DES exist in prior research [17,19]. Therefore, it made sense to utilize Zorn’s dictionary 

approach. The process was enhanced using processes recommended by Pennebaker et al. [26] to 

transform theoretical constructs into a useful dictionary of key domain-specific words [26]. The 

custom dictionary used the corpus of material collected using VPA in the study of SD and DES 

development processes as described in the first study of this article [18,19]. Initially, 785 unique 

words were identified in the SD material and 939 were identified in the DES material. An iterative 

process was used to remove overlapping terms, clearly non-discriminating words and low-usage 

words. The process utilized database technology to make the comparisons and ensure a corpus 

resulted that could clearly differentiate between SD and DES. A final iteration utilized theoretical 

values to fine-tune the dictionary. Table 4 provides several example words and word stems in the 

dictionary.  

Table 4 - Example dictionary words and word stems 

Word/Word Stem Technique 
entity DES 
equilibrium SD 
exogenous SD 
Feedback SD 
Flow* SD 
function* DES 
General SD 
Goalseeking SD 
Guess* SD 
Holistic SD 
Indistinguishable SD 
Influence SD 

   



The validity of a custom dictionary relies heavily on data quality and comprehensiveness in the way 

the dictionary captures specialized aspects of language use in the relevant texts [100]. Therefore, the 

current study’s DES and SD custom dictionaries were validated with a multi-method approach 

suggested by Rice and Zorn (2013). The classified words were provided to 4 modeling experts, with 

over 15 years of simulation experience. They were asked to determine the degree of association with 

each methodology. Non-consensus words were removed and the resulting dictionary was used in 

subsequent experiments. Eventually 70 words were added to the custom dictionary. Of these, 38 were 

associated with DES and 32 with SD.     

4.4 Results of Analysis with Custom LIWC Dictionary 

After validation, the custom dictionary’s corpus was used to classify the 17 problem statements. 

Using a commonly accepted analysis approach, each text file was automatically segmented into 3 

portions by  the LIWC software [21,104]. A sample size of 51 text snippets was produced. SD and 

DES scores were generated for each segment. These were further classified as incorrect or correct 

using against  the modelling technique used in the published study associated to each problem 

definition . The classification was tested using an ANOVA in SAS 9.4. The results were significant 

and indicated the custom dictionary was able to distinguish between SD and DES problem statements 

(F=42.82, p<.000). The  analysis also determined DES statements discriminated correctly (F=21.6, 

p<.000). Likewise, SD problem statements correctly classified (F=22.7, p<.000). For the DES 

problem statements, correct identification yielded a mean score of 2.28, standard deviation=1.26 

versus mean=.808, standard deviation=.986 for SD cases tested as DES. SD cases scored an average 

of mean=2.24, standard deviation=1.98 versus mean=.237, standard deviation=.459 for DES cases 

tested as SD.   Overall, the results supported the validity of the custom dictionary and its capability to 

discriminate correctly between SD and DES problem statements.  Table 5 summarizes the results. 

 

  



Table 5 - Results summary  

 
ID # Domain of Study Expected 

Outcome 
Score 

Related to 
Expected  
Outcome 

Score for 
Opposite 
Outcome 

Difference Classification 

1 Hospital System  DES 5.5 0.92 4.58* Correct 
2 Family Practice System DES 3.99 2.85 1.14* Correct 
3 Snack Foods Warehouse DES 8.54 0 8.54* Correct 
4 Lean Manufacturing DES 6.33 0 6.33* Correct 
5 AGV System DES 8 0 8* Correct 
6 Supermarket Checkout DES 6.38 0 6.38* Correct 
7 Sugarcane Mill DES 4.3 1.57 2.73* Correct 
8 Banca d'Italia  DES 11.56 0.83 10.73* Correct 
9 UK Prison System+ SD or DES 0 0.64 -0.64** Indeterminant 
10 Water System Model SD 7.38 2.29 5.09* Correct 
11 Urban Growth SD 19.19 1.42 17.77* Correct 
12 Swamping SD 8.18 1.89 6.29* Correct 
13 Words of Mouth SD 4.53 3.88 0.65* Correct 
14 Peace Shield Program SD 6.15 1.74 4.41* Correct 
15 Stichting Rechtsbijstand  SD 3.55 1.42 2.13* Correct 
16 Airline Management SD 6.11 1.52 4.59* Correct 
17 Sale Morale++ SD 5.27 7.02 -1.75* Incorrect 

 
   +    The analysis was not able to conclusively provide a recommended modeling approach for this case but the case had been constructed to work for 

either SD or DES problem solving. 
++      This case was classified as SD which was the technique used by the model developers. On closer inspection, the problem statement in the article 

was a description of the system from a process perspective. Later in the article an SD model was created but it was not based on the provided 
problem statement. Expert modelers agreed that the problem statement indicated a better fit with DES modeling.  

*  Significant at p<.001 
** not significant at p=.042 
 
 
5. DISCUSSION 
 

Our study began with the guiding question: Can language usage help determine which decision-

making technique is best suited? This question is not unique to the decision support field. As 

mentioned in our literature review, Hochberg and colleagues investigated a similar question in 

medical situations where life and death decisions are routinely made [39,42]. Hochberg et al. 

suggested more knowledge about a situation could add value to the decision-making process and 

suggested linguistic clues should become a key component. Our findings supported their suggestions 

and specifically expanded their ideas into simulation and modeling decision-making arena.  Our 

research suggested that word selection and usage by  decision-makers and those formulating problems 

may reveal subtle dimensions that can help steer the decision making process and enhance solution 

development. Many tools can be applied to any problem and influence the eventual course of action. 

Even a slight improvement can result in better outcomes. The current research findings described how 

insight was gained by paying attention to the little words in big data  [25]. Like Hochberg et al. [42], 



we found linguistic clues using text analytics. These clues were present in both problem statements 

and problem solution approaches.  

Specifically, our research was conducted through a preliminary investigation of the text analysis tool, 

Linguistic Inquiry and Word Count (LIWC). We demonstrated how LIWC can be used by decision 

support practitioners to ensure a better problem/model fit. Our first study compared development 

processes of simulation practitioners using VPA [19]. Theoretical differences were hypothesized 

based on prior research and used to develop hypotheses. Text transcripts were analysed using LIWC 

and distinctive linguistic features were found. The second part of the study focused on language usage 

by decision makers. Results indicated problem statements did contain linguistic clues related to the 

type of information desired by the problem solvers.  

In general, our study built on earlier work [18,19] and relied on existing DES and SD literature to 

validate LIWC’s consistency with theoretical features prominent in each modeling approach. 

Concepts and perspectives developed by social psychologists worked as a lens to suggest which 

modeling tool better aligns with a particular problem. We believe clues within decision-makers’ 

language are relevant to selecting an appropriate modeling approach and this is important during early 

phases in the simulation process. In general, the results indicated particular psychological dimensions 

are unique to either DES vs. SD modeling. This was consistent with prior research and academic 

opinions [18,19]. These differences were discovered in language dimensions specifically measured by 

LIWC.  

The second part of the study focused on a realistic problem faced by decision makers---which 

modeling tool should be employed based on the problem. Different problems require different toolsets 

and decision-making approaches. Additionally, problems faced by decision makers generally include 

unique elements [50,51]. That being said, seasoned modelers and experts can provide general 

approaches for transforming real world problems into useful models and eventually information for 

decision makers. These approaches may manifest as lifecycle models which provide a series of steps, 

phases or guidelines that enable model developers to proceed in an organized fashion [53] or experts 



may carry these out intuitively. At a point in time within these life cycles, a modeler must determine 

the tool needed to provide the desired output. Generally, this activity takes place in an early phase. 

From a practical perspective, clients of a decision-making process are unlikely to load the discussion 

with a preconception of the modeling approach that should be adopted. Clients normally would not 

know which approaches were available. They want help and sense that modeling and analysis might 

provide that help. So descriptions of the problem may not have a solution approach bias. It was 

important that a custom dictionary was created using terms likely to be spoken when describing a 

problem best solved with one approach or another. These words were based on theory. When this was 

done, as seen in Table 5, two cases presented unique circumstances. In all other instances, linguistic 

clues correctly identified the solution technique used by experts conducting the study. The first 

anomaly was case #9, the UK Prison model. Its history coincides with the classification outcome. It 

specifically had been developed and worded to be method-agnostic. The case was developed for the 

modeling expert that would be asked to participate in the VPA experiment. It appears the case was in 

fact, neither worded in a way that suggested an SD or DES approach [17].  The other misclassification 

occurred with case #17. This model was based on a published account of an SD model development 

intended to model employee morale. In this study, Kristekova et al. [97] developed a problem 

statement (pp. 462-463) that was largely process-oriented . If the model had been based solely on this 

description, we believe a DES model would have been best suited to the effort. However, model goals 

and objectives did not include using this description as a part of the simulation effort. This problem 

statement provides a caution to model developers. It is important not to use automatic discrimination 

and linguistic clues as the entire decision process. Rather,  it should be part of the process,  rather than 

sole determination of a direction to take.  

All other cases (fifteen total) scored significantly higher with the technique expected. These 

findings supported our belief that text analytics can be useful in acquiring additional knowledge 

regarding the appropriate direction to take in developing a simulation. We believe domain-specific 

language is a largely untapped resource in decision support that decision-makers and problem-solvers 

should consider. Since analysts come to a project with varied perspectives that are influenced by their 

education, experiences, successes, and knowledge, preconceived biases are likely to emerge. So, any 



new source of knowledge can be useful if used appropriately. Hochberg, et al. summarize this idea 

nicely by saying, “in mission-critical environments, linguistic markers of decision-making style may 

be used to determine the optimal modes of reasoning for a particular task in high-stakes human factors 

domains.” [42]  

This study’s outcomes suggest the need for related research. The findings verify the presence of 

linguistic clues in problem statements and suggests this knowledge should be applied in ways that add 

value to the problem-solving process. The modeling team needs a strategy for implementation and 

choice of appropriate simulation tools. They must decide if mathematical, process, agent-based, 

systems dynamics, discrete event, continuous, or other types of modeling should be used. The team 

needs to determine if a simulation language, simulator, or traditional language should be chosen. 

Other options for a project also require definition. For instance, will an animation be required? What 

type of output is needed? What form should output take? Is prototyping applicable? As Balci [68] 

said, “The question is not to bring a solution to the problem, but to bring a sufficiently credible one 

which will be accepted and used by the decision maker(s)…. Sometimes, the communicated problem is 

formulated under the influence of a solution technique in mind. Occasionally, simulation is chosen 

without considering any other technique just because it is the only one the analyst(s) can handle.” 

(p.25) Based on our findings, we believe linguistic analysis helps provide insight toward resolving 

these issues.   

 
6. LIMITATIONS AND CONCLUSIONS 

 
This study does have several limitations which should be considered. First, the data set for the first 

part of the study was derived during staged settings, where the modelers knew they were under 

observation and were under the pressure of time and being studied as representative experts. The VPA 

approach also has inherent limitations. Like all protocol analysis approaches, individuals under 

observation may act differently [51]. Likewise, a risk exists that experts could fail to verbalize a 

portion of their cognitive processes or that elements of interaction and collaboration may be forgotten. 

Tako and Robinson [18] took reasonable precautions to preclude these problems during data 

collection but issues still remain due to the technique used. The task itself also could be considered a 



limitation and perhaps even related to reasons some hypothesized outcomes were found not 

significant. The prison model was structured to ensure timely completion of the data-collection 

exercise. Additionally, the subject was less physical in manifestation than a manufacturing or 

industrial model. Another limitation is the sample size. Both the number of problem statements 

analysed (e.g. 17) and the number of experts (e.g. 10) was small. Therefore, more observations might 

have provided more representative results. Another limitation is the LIWC software. While it checks 

for over 80 validated dimensions, many others may exist that are not being examined. Likewise, 

specialty language use might not be exactly categorized as expected. And additional work may have 

located additional and better discriminators. Finally, the alignment of the LIWC dimensions with the 

hypothesized differences between SD and DES use is open to some subjectivity, and so we must be 

cautious about the interpretation of the results.   

Considering the limitations, we believe this study is a first step for future work. Larger samples, the 

use of different models in other problem domains could provide additional insights. In this study 

LIWC was used to analyse the data. Other word analysis approaches and tools such as the General 

Inquirer at Harvard University [105], and the Multi-Perspective Question Answering (MPQA) 

Subjectivity Lexicon [106] at the University of Pittsburgh could be also used. Furthermore, the LIWC 

approach could be extended or complemented based on these tools to offer new approaches for the 

identification of linguistic clues. 

Overall, this study suggests linguistic clues exist which can be important to selection of an appropriate 

modeling approach. This premise was validated with data from an empirical study that compared SD 

and DES techniques. The primary results of the study were consistent with theory and academic 

conjecture and provided knowledge that could be used in the better selection of an appropriate 

modeling method. In addition, we used LIWC as a technique to provide knowledge in decision-

making by examining underlying cognitive processes through language use. The ideas used here can 

be implemented in other studies where written and verbal qualitative data is available.  
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APPENDIX A:   Experiment 1 SD and DES Corpuses Compared to LIWC Corpus Norms 

  
Summary Variables 

 
Word Count Analytical Thinking Clout Authentic Emotional Tone 

Variable WC Analytic Clout Authentic Tone 

SD 18985 28.78 57.67 35.25 6.09 

DES 26986 22.83 58.38 47.33 13.20 

LIWC (Overall) 11,921.82 56.34 57.95 49.17 54.22 

LIWC (Expressive Writing) 408.94 44.88 37.02 76.01 38.60 

LIWC (Natural Speech) 794.17 18.43 56.27 61.32 79.29 
 

 
Language Metrics 

 
Words per sentence Words>6 letters Dictionary words 

Variable WPS Sixltr Dic 

SD 16.86 15.22 87.08 

DES 17.13 11.36 87.95 

LIWC (Overall) 17.4 15.6 85.18 

LIWC (Expressive Writing) 18.42 13.62 91.93 

LIWC (Natural Speech) - 10.42 91.60 
 

 Pronouns 

 
Total 

pronouns 
Personal 

pronouns 
1st pers 
singular 

1st pers 
plural 

2nd 
person 

3rd pers 
singular 

3rd pers 
plural 

Impersonal 
pronouns 

Variable pronoun ppron i we you shehe they ipron 

SD 16.23 6.98 3.00 1.94 1.13 0.03 0.88 9.25 

DES 17.58 8.86 3.98 2.98 0.73 0.05 1.12 8.69 
LIWC 
(Overall) 15.22 9.95 4.99 0.72 1.7 1.88 0.66 5.26 

LIWC 
(Expressive 
Writing) 

18.03 12.74 8.66 0.81 0.68 2.01 0.57 5.28 

LIWC 
(Natural 
Speech) 

20.92 13.37 7.03 0.87 4.04 0.77 0.65 7.53 

 

 
Function 

Words Articles Prepositions Auxiliary 
verbs 

Common 
adverbs Conjunctions Negations 

Variable function article prep auxverb adverb conj negate 

SD 59.10 6.93 11.85 13.02 7.84 8.98 1.04 

DES 60.24 5.81 12.02 12.91 8.04 9.09 1.15 
LIWC 
(Overall) 51.87 6.51 12.93 8.53 5.27 5.90 1.66 

LIWC 
(Expressive 
Writing) 

58.27 5.70 14.27 9.25 6.02 7.46 1.69 

LIWC 
(Natural 
Speech) 

56.86 4.34 10.29 12.03 7.67 6.21 2.42 

 
 
 
 
 
 
 
 
 
 



 Regular verbs Adjectives Comparatives Interrogatives Numbers Quantifiers 
Variable verb adj compare interrog number quant 

SD 19.81 5.61 2.31 2.12 3.64 2.45 

DES 22.00 4.22 1.85 1.95 3.77 2.21 
LIWC 
(Overall) 16.44 4.49 2.23 1.61 2.12 2.02 

LIWC 
(Expressive 
Writing) 

18.63 4.52 2.42 1.49 1.87 2.35 

LIWC 
(Natural 
Speech) 

21.01 4.13 2.35 2.44 2.19 1.94 

 
 Affect Words Positive emotion Negative emotion Anxiety Anger Sadness 
Variable affect posemo negemo anx anger sad 

SD 5.43 1.80 3.60 0.03 2.12 0.06 

DES 4.88 1.97 2.90 0.06 1.83 0.11 
LIWC 
(Overall) 5.57 3.67 1.84 0.31 0.54 0.41 

LIWC 
(Expressi
ve 
Writing) 

4.77 2.57 2.12 0.50 0.49 0.50 

LIWC 
(Natural 
Speech) 

6.54 5.31 1.19 0.14 0.36 0.23 

 
 Social Words Family Friends Female referents Male referents 

Variable social family friend female male 

SD 6.43 0.01 0.05 0.00 0.05 

DES 6.81 0.00 0.09 0.00 0.06 
LIWC 
(Overall) 9.74 0.44 0.36 0.98 1.65 

LIWC 
(Expressive 
Writing) 

8.69 0.77 0.55 1.37 1.47 

LIWC 
(Natural 
Speech) 

10.42 0.31 0.37 0.55 0.80 

 

 
Cognitive 
Processes Insight Cause Discrepancies Tentative- 

ness Certainty Differentia- 
tion 

Variable cogproc insight cause discrep tentat certain differ 

SD 12.68 2.02 1.78 2.75 3.68 1.05 3.53 

DES 11.66 1.67 1.91 3.07 3.30 0.93 3.17 
LIWC 
(Overall) 10.61 2.16 1.4 1.44 2.52 1.35 2.99 

LIWC 
(Expressiv
e Writing) 

12.52 2.66 1.65 1.74 2.89 1.51 3.40 

LIWC 
(Natural 
Speech) 

12.27 2.46 1.45 1.45 3.06 1.38 3.73 

 
 
 
 
 
 
 
 



 Perpetual Processes Seeing Hearing Feeling 
Variable percept see hear feel 

SD 0.96 0.56 0.32 0.04 

DES 1.71 0.98 0.58 0.12 

LIWC (Overall) 2.7 1.08 0.83 0.64 

LIWC (Expressive Writing) 2.38 0.80 0.48 0.92 

LIWC (Natural Speech) 2.11 0.78 0.63 0.61 
 
 Biological Processes Body Health/illness Sexuality Ingesting 
Variable bio body health sexual Ingest 

SD 0.33 0.03 0.26 0.02 0.03 

DES 0.23 0.03 0.16 0.00 0.03 
LIWC 
(Overall) 2.03 0.69 0.59 0.13 0.57 

LIWC 
(Expressive 
Writing) 

2.59 0.69 0.93 0.09 0.86 

LIWC 
(Natural 
Speech) 

1.23 0.31 0.38 0.09 0.35 

 

 
Core Drives 

and Needs Affiliation Achievement Power Reward 
focus 

Risk/prevention 
focus 

Variable drives affiliation achieve power reward risk 

SD 6.71 2.20 0.88 2.49 1.07 0.26 

DES 7.11 3.06 0.91 1.85 1.19 0.21 
LIWC 
(Overall) 6.93 2.05 1.3 2.35 1.46 0.47 

LIWC 
(Expressive 
Writing) 

7.35 2.45 1.37 2.02 1.56 0.54 

LIWC 
(Natural 
Speech) 

6.39 2.06 0.99 1.72 1.73 0.30 

 

 
Time Orientation 

 Past focus Present focus Future focus 
Variable focuspast focuspresent focusfuture 

SD 1.89 14.81 2.70 

DES 1.68 15.88 3.32 

LIWC (Overall) 4.64 9.96 1.42 

LIWC (Expressive Writing) 5.83 10.45 1.85 

LIWC (Natural Speech) 3.78 15.28 1.45 
 
 Relativity Motion Space Time 

Variable relativ motion space time 

SD 12.96 2.65 5.57 5.05 

DES 14.90 3.99 5.67 5.59 
LIWC 
(Overall) 14.26 2.15 6.89 5.46 

LIWC 
(Expressive 
Writing) 

16.19 2.58 6.96 7.01 

LIWC 
(Natural 
Speech) 

12.12 2.20 5.86 4.28 

 
 



 Leisure Home Money Religion Death 
Variable leisure home money relig death 

SD 0.12 0.06 0.46 0.01 0.07 

DES 0.13 0.02 0.15 0.00 0.01 
LIWC 
(Overall) 1.35 0.55 0.68 0.28 0.16 

LIWC 
(Expressive 
Writing) 

1.50 0.99 0.41 0.20 0.12 

LIWC 
(Natural 
Speech) 

1.11 0.34 0.44 0.14 0.04 

 
 Informal Speech Swear words Netspeak Assent Nonfluencies Fillers 

Variable informal swear netspeak assent nonflu filler 

SD 0.98 0.00 0.03 0.58 0.25 0.04 

DES 1.41 0.10 0.06 0.86 0.44 0.00 
LIWC 
(Overall) 2.52 0.21 0.97 0.95 0.54 0.11 

LIWC 
(Expressive 
Writing) 

0.45 0.09 0.05 0.10 0.17 0.04 

LIWC 
(Natural 
Speech) 

7.10 0.25 1.35 3.29 1.96 0.46 

 
 

 All Punctuation Periods Commas Colons Semicolons Question 
marks 

Exclamation 
marks 

Variable AllPunc Period Comma Colon SemiC QMark Exclam 

SD 17.32 6.43 5.41 0.03 0.03 0.25 0.02 

DES 15.90 5.44 5.45 0.06 0.02 0.57 0.14 
LIWC 
(Overall) 20.47 7.46 4.73 0.63 0.3 0.58 1 

LIWC 
(Expressive 
Writing) 

12.41 6.17 3.17 0.21 0.04 0.15 0.12 

LIWC 
(Natural 
Speech) 

- - - - - - - 

 
 Dashes Quotation 

marks Apostrophes Parentheses 
(pairs) Other punctuation 

Variable Dash Quote Apostro Parenth OtherP 

SD 0.81 0.29 2.93 0.66 0.46 

DES 0.72 0.19 2.14 0.44 0.70 
LIWC 
(Overall) 1.19 1.19 2.13 0.52 0.72 

LIWC 
(Expressive 
Writing) 

0.99 0.71 3.85 0.90 1.00 

LIWC 
(Natural 
Speech) 

- - - - - 
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