View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by Loughborough University Institutional Repository

UNIVERSAL CONSTRAINTS ON THE LOCATION OF EXTREMA OF
EIGENFUNCTIONS OF NON-LOCAL SCHRODINGER OPERATORS

ANUP BISWAS AND JOZSEF LORINCZI

ABSTRACT. We derive a lower bound on the location of global extrema of eigenfunctions for a large
class of non-local Schrodinger operators in convex domains under Dirichlet exterior conditions,
featuring the symbol of the kinetic term, the strength of the potential, and the corresponding
eigenvalue, and involving a new universal constant. We show a number of probabilistic and spectral
geometric implications, and derive a Faber-Krahn type inequality for non-local operators. Our study
also extends to potentials with compact support, and we establish bounds on the location of extrema
relative to the boundary edge of the support or level sets around minima of the potential.
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1. Introduction

Recently, in the paper [61] the remarkable bound
dist(z*,0D) > CH%H 2 (1.1)
@ 1IL>=(D)

has been obtained on the distance between the location of an assumed global maximum x* of any
eigenfunction ¢ of the Schrédinger operator H = —A +V with Dirichlet boundary condition set for
a simply connected domain D C R2, and the boundary of D. Here the potential V is bounded and
includes the eigenvalue corresponding to ¢, and ¢ > 0 is a constant, independent of D, ¢ and V.
The paper [8] established a similar relationship for the fractional Schrédinger operator (—A)®/2 4V,
0 < a < 2, for arbitrary dimensions d > 2, and pointed out some interesting corollaries.

In this paper we consider the problem of the location of extrema in a substantially amplified
context and set of goals. While we make use of an inspiring basic idea leading to (1.1), we see it
worthwhile to be developed to a far greater extent than attempted by the authors in [61], in order
to serve as the beginning of a programme of studying important aspects of local behaviour for a
whole class of equations of pure and applied interest. Specifically, our framework is the class of
non-local Schréodinger operators of the form

H=U(A)+V, (1.2)

where W is a so-called Bernstein function, and V' is a multiplication operator called potential (for
details see Section 2). Such operators have been considered from a combined perturbation theory
and functional integration point of view in [35, 36, 41], and we will discuss some motivations below.
When ¥ is the identity function, we get back to classical Schrodinger operators, thus this framework
also allows comparison with other operators and related equations, and new light is shed also on
classical Laplacians with or without potentials.
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We will be interested in the properties of solutions of two eigenvalue problems. The first is a
non-local Dirichlet-Schrédinger problem for a bounded convex domain D € R%, d > 1, given by
Hp=MXp inD,
{ =0 in D¢, (1.3)
in weak sense. In this case there is a countable set of eigenvalues
APV < APV <PV <L

of finite multiplicities each, and a corresponding orthonormal set of eigenfunctions @1, s,... €
Dom(H) C L*(D). When V = 0, the problem reduces to the non-local Dirichlet eigenvalue
equation. In this case the spectrum is still discrete, and we use the notation )\1D, )\QD, ... for the
eigenvalues.

The second problem we consider is the eigenvalue equation in LQ(Rd), d>1,

Ho = \p, suppV =K, with £ c R? bounded. (1.4)

In particular, this covers potential wells of depth v > 0, when V' = —v1x, which are of basic interest.
In this case appropriate conditions will be needed on V in order to have any L?-eigenfunctions.
The Dirichlet-Schrodinger problem can also be seen as a Schrodinger problem in full space, where
the potential equals V' in D and infinity elsewhere.

Non-local (i.e., integro-differential) equations are gaining increasing interest recently from the
corners of both pure and applied mathematics. While PDE based on the Laplacian and related
elliptic operators proved to be ubiquitous in virtually every fundamental model of dynamics for
a long time, it is now recognized that a new range of effects is captured if one uses a class of
non-local operators, in which the classical Laplacian is just one special case. Much work has been
done recently on the well-posedness and regularity theory of such equations, see, e.g., [20, 62] and
many related references. There is also much interest due to the fact that non-local operators are
generators of Lévy or Feller processes [16, 38|, and their study is made possible by probabilistic
and potential theory methods. On the other hand, applications to mathematical physics, such as
anomalous transport [46, 58] and quantum theory [25, 37, 53], or more computationally, image
reconstruction via denoising [18, 29], to name just a few, provide a continuing incentive to the
development of these ideas and techniques.

The study of non-local Schrédinger equations is one aspect of this work, and some primary work
on developing a related potential theory has been done in [11, 12]. There are many possible choices
of ¥ of interest in applications. The fractional Laplacian ¥(—A) = (=A)*/?2,0 < a < 2, is the most
studied of them. There is a range of exponents a used in anomalous transport theory, however,
there are many further applications, e.g., & = 1.3 describes the dynamics of particles trapped in the
vortices of a flow, a = 1.5 relates with the spatial distribution of the gravitational field generated by
a cluster of uniformly distributed stars, etc. The relativistic Laplacians W(—A) = (= A+m?/®)®/2 —
m, m > 0, are used to describe relativistic or photonic quantum effects, geometric stable operators
U(—A) = log(l+ (=A)*/?), 0 < a < 2, are more used in studying financial processes [60], and
so on. For a more detailed discussion we refer to [43]. We also note that qualitatively different
spectral and analytic behaviours of H and the related semigroup occur in function of the choice of
U. For instance, for operators and related processes for which the singular integral (Lévy jump)
kernel is polynomially or sub-exponentially decaying (e.g., fractional Laplacian), the eigenfunctions
have very different asymptotic behaviours than for exponentially or super-exponentially decaying
kernels (e.g., relativistic Laplacian), and a phase transition-like phenomenon occurs (for details see
[44, Sect. 4.4]). All this shows that these operators, in diverse aspects, massively differ from the
classical Laplacian, and also produce spectacular differences between themselves.

Explicit solutions of eigenvalue problems for non-local Schrédinger operators are rare. In [56]
this has been obtained for the operator (—d?/dz?)'/? + 22, and in [27] for (—d?/dz?)'/? + z*, both
in L2(R). A detailed study of the asymptotic behaviour at infinity of the eigenfunctions for a large
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class of non-local Schrodinger operators has been made in [42, 44]. Bounds, monotonicity and
continuity properties for Dirichlet eigenvalues for large classes of domains have been established
in [23, 24], approximate solutions and detailed estimates for some non-local Dirichlet problems
in intervals, half-spaces or boxes have been presented in [40, 41, 49, 50, 51]. Since an explicit
computation of the principal Dirichlet eigenvalue or eigenfunction is not available even for the
simplest cases, a study of the properties of the spectrum becomes important. Some results on
the shape of eigenfunctions or solutions were obtained in [4, 48], and [57] investigates the local
behaviour of eigenfunctions for potentials wells.

Our results in this paper contribute to a study of local properties of eigenfunctions of non-local
Schrédinger operators. There are several reasons why information on the location of extrema of
eigenfunctions is of interest, and we single out a few here as follows:

(i) Mazimum principles: Maximum principles are fundamental tools in the study of elliptic
and parabolic linear, and semilinear problems. Using our present work and the techniques
developed here for non-local operators, we are able to derive and prove elliptic and parabolic
Aleksandrov-Bakelman-Pucci type estimates, Berestycki-Nirenberg-Varadhan type refined
maximum principles, anti-maximum principles in the sense of Clément-Peletier, a maximum
principle for narrow domains, as well as Liouville theorems. This is presented in detail
elsewhere, see [9], and for the context of time-fractional evolutions [10]. We note that using
our techniques all this could be implemented in the framework of viscosity solutions.

(ii) Hot-spots: A hot-spot is a point in space where the solution of the heat equation in a
bounded domain at a given time attains its maximum, and an object of study for classical
domain Laplacians has been how they move in time when Neumann or Dirichlet boundary
conditions are imposed. For Dirichlet boundary conditions, on the long run the solution
increasingly takes the shape of the principal eigenfunction, and the hot-spot becomes its
maximizer. While there are several classical results on this challenging problem, we mention
[31], in which the problem is studied for bounded convex sets in R?, and the recent paper [17]
which obtained a lower bound on the location of the maximum of the principal Dirichlet
eigenfunction. One implication of our results is a significantly improved bound, see a
discussion in Remark 3.7 and Corollary 3.4 below.

(iii) Torsion: The torsion function is the solution of a specific Dirichlet boundary value problem,
with interest originally derived from mechanics and also having an important probabilistic
meaning. A puzzling phenomenon is that its maximizer and the maximizer of the principal
Dirichlet eigenfunction of the Laplacian are located very near to each other, though they
fail to coincide, see [7, 34] and the references therein. In our present work we also obtain a
result on this for the non-local case, for a further discussion see Remark 3.9.

(iv) Most likely location of paths: Since the principal eigenfunction of H can be chosen to be
strictly positive, by its harmonicity it can be used as a Doob h-transform to construct a
stochastic process obtained under the perturbation of V' of the subordinate Brownian motion
generated by W(—A). In case of a classical Schrodinger operator this is a diffusion, while
for non-local cases it is a Lévy-type jump process with, in general, unbounded coefficients.
In both cases the maximizer of the first eigenfunction gives the mode of the stationary
probability density of this process, i.e., describes the location in space which gives the
highest contribution into the distribution of paths. This is discussed in further detail in
Remark 3.4 below.

(v) An application to modelling groundwater contamination: An application of high practical
interest of anomalous transport described by non-local equations is a more realistic descrip-
tion of the spread of contaminated groundwater by taking into account non-uniformities
of a porous soil, see [45] and references therein. The maximizer(s) in this case have a rel-
evance in the localization of the highest-concentration points of the plume. Also, in this
context the study of inverse problems become important in order to control the level sets
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and maxima of the plume. Using our techniques we have been able to discuss an inverse
source problem in [10, Th. 3.6], which is just the beginning of a series of investigations of
a practical relevance.

To conclude, we outline the main results and highlight some technical achievements in this paper,
apart from what we discussed above.

(1)

Our key results are stated in Theorems 3.1-3.2, and we will study their multiple implications
involving an interplay of probabilistic and spectral geometric aspects. Our results reproduce
(1.1) as a specific case, however, apart from a far more general framework our work here
goes well beyond [61] on several counts. One is that our expressions feature the symbol
of the kinetic part of the operator. This allows us to understand what is behind the
formulae involving a lower bound on the position of extrema, and it will turn out from the
probabilistic representation that it results from a balance of two survival times of paths
of the related random process running in the domain (Remark 3.4). This points to an
underlying mechanism fundamentally involving the competition of energy versus entropy
effects, and offers a very different perspective. A second point how we reach a different
level of discussion is that we allow a large class of potentials, including local singularities,
and do not limit ourselves to bounded potentials. This has not been attempted in [61],
and controlling such a possibly very “rugged” potential landscape is not a straightforward
step from bounded potentials. We also note that our combined analytic and probabilistic
techniques developed here allow to cover general convex domains (see Theorem 3.1 and
Remark 3.1), removing boundary regularity problems often encountered when using purely
analytic means. This will also be helpful when considering maximum principles in [9].
Apart from bounded domains we also consider potentials with compact support in full space
R?, and derive predictions on the location of extrema relative to the edge of their supports
or from neighbourhoods (e.g., level sets) of the minima of the potential, see Section 4 and
specifically the key Theorems 4.2 and 4.5 below. There is very little information on this even
for the classical and, as far as we are aware, nothing for non-local Schrédinger operators.
We also note that this problem has not been addressed in [61]. As consequences, we observe
some interesting behaviours dependent on whether the potential is attracting or repelling
(Theorem 4.4).

As it will be seen in what follows, the localization of the extrema of Dirichlet-Schrédinger
eigenfunctions is, roughly speaking, an isoperimetric-type property, determined by under-
lying geometric principles. In Corollary 3.5 we obtain a new Faber-Krahn type inequality
for non-local Schrodinger operators as a direct consequence of the estimates on the location
of extrema.

We also obtain a variety of geometric and probabilistic bounds on the eigenvalues in the
spirit of the discussions in [3, 5] and references therein. In particular, we derive a lower
estimate on all moments of exit times of subordinate Brownian motion from convex domains,
and further relations on eigenvalues (Corollaries 3.2 and 3.3).

The remainder of this paper is organized as follows. In Section 2 we discuss some properties
of Bernstein functions ¥ on which we rely throughout below when using the operators ¥(—A)
and related subordinate Brownian motions. In Section 3 first we establish some basic facts on the
Dirichlet-Schrédinger eigenvalue problem, which do not seem to be available in the literature. Next
we state and prove our main results in Theorems 3.1-3.2, and then discuss a number of consequences
and implications in corollaries and a string of remarks. Section 4 is devoted to operators having
potentials with compact support.
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2. Bernstein functions of the Laplacian and subordinate Brownian motions

Now we turn to describe the above objects formally. Denote
Hy = U(-A), (2.1)
where U is a Bernstein function given below. This operator can be defined via functional calculus

by using the spectral decomposition of the Laplacian. It is a pseudo-differential operator whose
symbol is given by the Fourier multiplier

Hof(y) = ¥(lyI*)f(y), y€R? feDom(Hy),
with domain Dom(Hy) = {f € L2(RY) : ¥(| - \Q)fe L2(R%)}. Tt follows by general arguments that
Hy is a positive, self-adjoint operator with core C°(R?), for details see [36, 64].
Recall that a Bernstein function is a non-negative completely monotone function, i.e., an element
of the set
nd"f

dam

B:{fECOO((O,oo)):fZO and (—1) <0, forallnEN}.

In particular, Bernstein functions are increasing and concave. We will make use below of the subset
Boz{fEB: limf(u):()}.
ul0
Let M be the set of Borel measures p on R\ {0} with the property that
p((-50,0) =0 and [ (A Du(dy) < oc.
R\{0}

Notice that, in particular, fR\{O}(y2 A Dp(dy) < oo holds, thus p is a Lévy measure supported
on the positive semi-axis. It is well-known then that every Bernstein function ¥ € By can be
represented in the form
() = bu + / (1— e )u(dy) (2.2)
(0,00)
with b > 0, moreover, the map [0,00) x M 3 (b, u) — ¥ € By is bijective. V¥ is said to be a complete
Bernstein function if there exists a Bernstein function ¥ such that

U(u) = w?L(W)(u), u>0,

where L stands for Laplace transform. It is known that every complete Bernstein function is
also a Bernstein function. Also, for a complete Bernstein function the Lévy measure p(dy) has
a completely monotone density with respect to the Lebesgue measure. The class of complete
Bernstein functions is large, including important cases such as

(
(u) = (u+m?*)% —m, m >0, ac(0,2)
(u) =u? +uf?, 0< B <ae(0,2]
(u) = log(1 + u/2), a € (0,2]

(u) = u®?(log(1 +u))??, a € (0,2), B € (0,2 — a)

(vi) ¥(u) = u*?(log(1+u)) P2, a € (0,2], B € [0,a).

On the other hand, the Bernstein function ¥(u) = 1 — e~ is not a complete Bernstein function.
For a detailed discussion we refer to the monograph [64].

Bernstein functions are closely related to subordinators, and we will use this relationship below.
Recall that a one-dimensional Lévy process (S;);>0 on a probability space (£2g, Fs,Pg) is called
a subordinator whenever it satisfies S; < S; for s < t, Pg-almost surely. A basic fact is that the
Laplace transform of a subordinator is given by a Bernstein function, i.e.,

L(Sy)(u) = Epgle ] = 7™ ¢ >0, (2.3)
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holds, where ¥ € By. In particular, there is a bijection between the set of subordinators on a given
probability space and Bernstein functions with vanishing right limits at zero; to emphasize this,
we will occasionally write (S;¥);>o for the unique subordinator associated with Bernstein function
U. Corresponding to the examples above, the related processes are (i) «/2-stable subordinator, (ii)
relativistic «/2-stable subordinator, (iii) sums of independent subordinators of different indeces,
(iv) geometric a/2-stable subordinators (specifically, the Gamma-subordinator for o = 2), etc. The
non-complete Bernstein function mentioned above describes the Poisson subordinator.

Let (Bt)i>0 be Ri-valued a Brownian motion on Wiener space (Qw, Fiv, Py), running twice as
fast as standard d-dimensional Brownian motion, and let (S);>0 be an independent subordinator.
The random process

Qw x Qg > (w,w) = BSt(w)(w) S R?

is called subordinate Brownian motion under (S}’ );>¢. For simplicity, we will denote a subordinate
Brownian motion by (X¢):>0, its probability measure for the process starting at = € R? by P*, and
expectation with respect to this measure by E*. Every subordinate Brownian motion is a Lévy
process, with infinitesimal generator Hy = WU(-A). Subordination then gives the expression

P(X; € E) = / Py (B, € E)Ps(S, € ds), (2.4)
0

for every measurable set E.

Our main concern in what follows are some properties in the bulk of functions satisfying the
eigenvalue equations (1.3-1.4) in weak sense. Specifically, we will focus on the location of extrema of
eigenfunctions by using a stochastic representation of the solutions, featuring subordinate Brownian
motion.

3. Constraints on the location of extrema

3.1. The Dirichlet-Schrodinger problem

In this section we assume D C R? to be a bounded open set. Consider a complete Bernstein
function ¥ and the operator Hy = ¥(—A) on L?(R%). The Dirichlet eigenvalue problem (1.3) for
V' = 0 has been studied in various papers, including [23, 24, 41, 50, 51]. In particular, the following
holds; for details we refer to [41] and [28]. Consider the space C°(D), and define the operator
HP given by the Friedrichs extension of Ho|geo(py- It can be shown that the form-domain of HP
contains those functions that are in the form-domain of Hy and are almost surely zero outside of
D. Furthermore, the operator —HOD generates the strongly continuous operator semigroup

D
TP = tHo | ¢ >0.

Each operator T)P is a contraction on LP(D), for every p > 1, including p = co. When V¥ is
unbounded, TP is a contraction also on Cy(D). If e~ t(=*) ¢ LY(D) for t > 0, then each TP is a
Hilbert-Schmidt operator, in particular, they are compact. Hence, by general theory, the equation

Tthp =e Mo, >0,

is solved by a countable set of eigenvalues AP < AP < /\3D < .-+ — 00, of finite multiplicity each,
corresponding to an orthonormal set of eigenfunctions P, ©P ... € L?(D). The principal eigenvalue
AP has multiplicity one, and the principal eigenfunction ¢? has a strictly positive version, which
we will adopt throughout. Moreover, due to strong continuity of the semigroup, the spectrum is
independent of ¢ > 0, in particular, since —HY is the infinitesimal generator of {T}P : ¢t > 0}, the
same eigenvalues and eigenfunctions also solve (1.3) for V' = 0. It is also known that {T}” : ¢ > 0}
is the Markov semigroup of killed subordinate Brownian motion, i.e., we have

Tth(ZE) = Ex[f(Xt)]l{TD>t}]a T € Dv t> 07 f € LQ(D)v (31)
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where
tp =inf{t >0: X; &€ D} (3.2)

is the first exit time of (X¢)¢>0 from D.

In contrast to the pure Dirichlet problem, the Dirichlet-Schrédinger problem (1.3) with V' # 0 has
been much less studied and the counterparts of the above facts do not seem to be readily available
in the literature. Let V € L>(R?) and consider H = ¥(—A) + V. This operator is bounded from
below, and self-adjoint on the dense domain Dom(¥(—A)) C L?(R%), with core C>*(R%). For a
bounded open set D C R? we define the non-local Schréodinger operator HP>V as the Friedrichs
extension of H|ge(p). Also, define

TPV f(z) = B le Jo VM (X )1 ], @ €D, t>0, f e LXD). (3.3)

We denote LP norm on D by ||-||, p, whereas ||-||, denotes the LP norm on R%. We show the following
properties.

Lemma 3.1. Consider the operators HPV and TtD’V, t >0, and let (S¥)i>0 be the subordinator
corresponding to the Bernstein function ¥ € By. Suppose that V satisfies the Hartman- Wintner
condition

The following hold:
(i) Every TtD’V s an integral operator and we have the representation
)ds
ﬁ%mzéﬁﬁwwmmwkswmwﬂmm (3.5)

— /imymxwvww% reD, t>0, f € [2D),
D

|| . .
where py(x) = (47rt)*d/ze_T, and Eg g,q, denotes expectation with respect to the Brown-

ian bridge measure from x at time 0 to y at time s, evaluated at random time s = Sy¥.
Furthermore, for every t > 0, we have TPV (t,x,y) = TPV (t,y,z) for all x,y € R?,

(ii) {TtD’V 2t > 0} is a strongly continuous semigroup on LP(D), p > 1, with infinitesimal
generator —HDPV .

(iii) Every TtD’V is a Hilbert-Schmidt operator on L?(D), for all t > 0.

(iv) The map (0,00) x D x D 3 (t,z,y) = TPV (t,z,y) € R is continuous.

(v) If D is a bounded domain with outer cone property, then for every f € L>(D) we have that
TtD’Vf continuous in D with value 0 on the boundary, for everyt > 0.

Proof. (i) (3.5) follows from a standard conditioning argument, see [35, Lem. 3.4]. We define

'V(Bgyw)d
TD7V(t,x,y):E%S psf’(w—y) ggw o~ Jo V(Bgy) 8]1{T9>t}:|:| 7

and show that
TPV (t,x,y) = TPV (t,y,z), fort>0. (3.6)

Consider the Brownian bridge on the interval [0, 5] starting with = and ending at y given by

z3Y =(1- \p)x+ \py+B BS‘I”

Sy Sy S‘I’
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where (B¢)¢>0 is the Brownian motion running twice as fast as the standard Brownian motion,
independent of the subordinator (S);>o. A change of variable gives

t t
V(Zg))ds = | V(Zgy )ds,

and we also have
Zgl €D, Vse0,t] = Zg/ €D, Vselo]
s t

Therefore to show (3.6) we only need to show that
T,y v\ 4 (yz v
(ZSK [o,t]’st ) N (ZSW [o,t}’St ) (3.7)

This can be shown by using the fact that for any Lévy process (Lt);>0 starting at zero we have

(Lo Li) = (Ly = Lo, L) (3.8)

First we show (3.7) using (3.8). Since the Brownian motion is independent of (S}¥);>0, we get the
following equalities in distribution

g 4 g v 4 4
zy d S =S Sy — )
Zstq,_' = (]. — S};lj )l' + St\I, Yy + Bstllfis\ll St\P BSEJ
S¥ SY SY
t t t
L S sv sv o

This proves (3.7). Next we come to (3.8). It suffices to show that the finite dimensional distributions
coincide. Consider t > 1 > s9 > --- > s >0and & € Rfori=1,...,k+ 1. Then it is seen that

&1Li—g, + ...+ & Li—s, + &1Ly

k1
= &iLimsi+ Y &i(Ltmsy = Lims) + -+ (G + &h1) (Ligy, — Loy ) + &1 (L — Lis,)
i>1 1>2

and

&1(Lt — L)) + ...+ &(Le — Lg, ) + &1 Lt

k+1
= Zfi(Lt - LSl) + Zfi(l—/ﬁ - LSz) +eeet (fk + §k+1)(L5k+1 - Lsk) + §k+1L5k :
i>1 i>2

On the other hand,
<Lt—817Lt—82 - Lt—817 e 7Lt - Lt—sk> g (Lt - LS17L51 - L827 e 7Lsk) .

Thus (L—s,,- -, Li—s,, L) has the same characteristic function as (L — Lg,, -+, Ly — Ly, , L),
implying (3.8).

(ii) We establish the Chapman-Kolmogorov relation

TPV (t 4 s,2,y) = / TPV (t,2,w)TPV (s,u,y)du, t,s>0,z,yeR?. (3.9)
D

Denote

E(r,z,y) = E(Z):%qz [6_ Jo V(Zu)duﬂ{TD>r} )

T
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where (Z;)i>0 denotes the Brownian bridge as defined above. Let (S¥)y>0 be a subordinator given
by Bernstein function ¥, independent of SY, B, Z. Then we have

— [ V(Z . g)d
Epg pstgs(fﬂ—y)Eggw [6 o Vsp) uﬂ{TD>t+s}:|:|

t+s
[ d ZS\I’7y f V(Z \IJ _ \I/)
:IEI%S pStq;S( —y)Eg:g&s [H{TD»}@ 1% Zsw) UEOS{I;;S‘I’ [e 0 s¥, -] ]]-{TD>S}
[ )d S\I/:y )d
= Ep, G )Eg’ghs‘y {H{TDN}Q vy qu@ [e o ¥iZsy u]l{TD>s}H]
t

[ PV (Zeg)du -,
:EI%S pS§’+§;I’( )Eggww@ {]l{TDN}e Jo s u:(ng?ZS??y)”

0

_rt 1
]]-{TD>t}€ fo V(Bs‘lf) E(SS ,BS\II y)psq,(BS\I/ - y)_y)]]

[ — ['V(Boy)du
:EI%S EPW |:]l{TD>t}e fO ( Sg) TD’V(Sthy):H

= / TPV (t,2,u)TPV (s,u,y) du,
D

where the first equality follows from the Markov property of Brownian bridge, in the fourth line
we used [65, Prop. A.1], and the sixth line follows by taking expectation with respect to (S )i>o.
Strong continuity follows along the line of [65, Prop. 3.3].

(iii) The symmetry of 77"V (¢,z,y) implies that TtD’V is a self-adjoint operator on L?(D). Let
qt(x,y) be the transition density of (X¢):>0. Then the Hartman-Wintner condition (3.4) implies

that for every t > 0, ¢;(-) is bounded and continuous [33, 47] and therefore, q;(z,-) € L?(R%).
Indeed, for ¢t > 0,

o) = [ o yaty-0)dy= [ o)y <o
R4 R4
The transition density for the process (X;);>¢ killed upon the first exit from D is given by Hunt’s
formula

qz)(%y) = Qt(xvy) —E” [QthD (er,y)]l{t>TD}] t>0, z,y¢€ Rd .
In particular, ¢P(z,y) < g:(x,y). Since V is bounded, we obtain

TP f(2)| < eVl / )P (2, y)dy < e
D

Note that [|g(x,)||2 does not depend on x. Therefore

/ (TPV (t,2,9))* dy dz < C,
DxD

(@, )2

with a constant Cy > 0, implying that T, tDy is a Hilbert-Schmidt operator.
(iv) We claim that for every t > 0 and y € D,
z— TPV (t,z,y) is continuous in D. (3.10)

To show (3.10), write

TPV (t 2,y) = Egg [/Rd psp(r —2)pge (2 —y)E( — ¢ 2,y)
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58, | [ psslo— gy - 0= - 250)

t
= Eg’s /Rd pS;I’—I—g;ILE (x _ y)EIE,y |:€7 JZV(Zu) d“]l{TDocrE>ts}}:|

= I%S /Rd pS;p (1’ — y)Ex7y [6_ e V(Zu)d“]l{»[poae>ts}}:| )

where 0. denotes the e-shift operator, and the third line above follows from [65, Cor. A.2]. It is
straightforward to see that (3.10) holds for 72". On the other hand, 7"V (t,-,y) converges to
TPV(t,-,y) as € — 0, uniformly on the compact subsets of D, see for example, [65, eq. (3.21)].

This proves (3.10). The proof of (iv) can be completed employing a similar argument as in [65,
Prop. 3.5] combining (3.9), (3.10) and (ii).

Finally we prove (v). Denote f(t,z) = TtD’Vf(x). In view of (iv) it is enough to show that for
T, — 2z € 0D we have .
lim | f(t, z,)| = 0. (3.11)
n—oo

Since f and V are bounded, we obtain from (3.3) that
[F(t,2n)] < VIt fl|o BT (tp > 1).
Since z € D is regular, see the proof of [15, Lem. 2.9], we have

lim P*"(tp > t) = 0.
z

Tp—

By combining the above two equalities (3.11) follows. O

Remark 3.1. We note that Lemma 3.1 can be obtained also for W-Kato class potentials, which
may have local singularities (see below). Also, further (such as contractivity, positivity improving
etc) properties of {TtD’V : t > 0} can be shown, which is left to the reader. The lemma can
further be extended for other non-local Schrodinger operators, involving more general isotropic
Lévy processes.

From Lemma 3.1 it then follows that the Dirichlet-Schrodinger eigenvalue equation (1.3) is solved
by a countable set of eigenvalues Alp’v < )\QD’V < )\3D7V < ... — 0o and a corresponding orthonormal
set of L?(D)-eigenfunctions, such that the principal eigenvalue is simple and the corresponding
principal eigenfunction has a strictly positive version.

3.2. The location of extrema

In the remaining part of this article we shall assume that D is a bounded, convex set. In the
following we will use a class of potentials, which are general enough to contain many interesting
cases (such as Coulomb-type potentials), while being naturally suitable for defining Feynman-Kac
semigroups. Consider the set of functions

xY = {f R — R%: f is Borel measurable and hrn sudeE / |f(X \ds = O} (3.12)
0 zerR

We say that the potential V : R? — R belongs to ¥-Kato class whenever it satisfies
VoeX¥ and VyeX}. with V. =max{V,0}, V. =min{V,0},

where V. € JCI%C means that V., 1¢ € KY for all compact sets C C R?, and (X+t)t>0 is the Lévy process
generated by W(—A). It is direct to see that L (RY) C UCIOC, moreover, by stochastic continuity

loc

of (X¢)i>0 also K C L _(RY). By standard arguments based on Khasminskii’s Lemma, for a
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U-Kato class potential V' it follows that there exist suitable constants C1 (¥, V'), Co(¥, V) > 0 such
that

sup E* [e‘ I V(Xs)ds} < sup E* [efot V*(Xs)ds} <01t t>0. (3.13)
R4 zeRd

For further details we refer to [36, Sect. 4] and [55].

For Bernstein functions we will use the following property repeatedly below, which has been
introduced in [14].

Assumption 3.1. The function is said to satisfy a weak local scaling (WLSC) property with
parameters p > 0 and ¢ € (0, 1], if

U(yu) > e"¥(u), uw>0,v=>1

We will show some typical examples of Bernstein functions satisfying Assumption 3.1 further below
in this section.

Now we present two expressions of the main result of this section. The first uses W-Kato class
potentials V and a restricted class of ¥, the second uses a more general class of Bernstein functions
¥ and bounded potentials.

Theorem 3.1. Let U € By satisfy Assumption 3.1 with u > 0 and ¢ € (0,1]. Let V € KXY be a
U-Kato class potential, with V— € LP(R?), p > %. Also, let ¢ be a non-zero solution of (1.3) at

eigenvalue \V"P. Assume that || attains a global mazimum at x* € D, and denote r = dist(z*, 0D)
andn =1-— ﬁ. Then there exists a constant ©1 > 0, dependent on d, u, ¢, n, inrad D, and a

constant ©o > 0, dependent on n only, such that
OV —inf v+ AP > 0 w(r ). (3.14)

The proof of Theorem 3.1 is simpler if the potential V' is bounded. Moreover, one can allow
a larger class of ¥, not necessarily satisfying WLSC, and the dependence of ©1 on the domain
parameters can be waived when V' € L°°(D). This is obtained in the following theorem.

Theorem 3.2. Let ¥ € By, V € L®(RY), and ¢ be a non-zero solution of (1.3) at eigenvalue
AP Assume that |¢| attains a global mazimum at x* € D, and denote r = dist(z*,0D). Then
there exists a universal constant 0 > 0, independent of D, x*, V', U and the dimension d, such that

V= lloe.p — inf VEEAYP > 0w(r?), (3.15)
with 1
6 = —min —log (1 - F(=1)(1 —e'™")) ~ 0.0833, (3.16)

where F' is the probability distribution function of a Gaussian random variable N(0,2). In partic-
ular, if W is strictly increasing, then

1

w1 (V" lloe.p—infp VF+AV'P
[4

Next we turn to proving these theorems. For technical reasons we start by showing first the
latter theorem.

dist(z*,0D) > (3.17)

Proof of Theorem 3.2. Let Tp be the first exit time of (X¢);>0 from D, as defined in (3.2). Using
the eigenvalue equation and the representation (3.3), we have that

5 x*r — t S * ’ - —in T
‘QD(LU*” < e/\VDtE [6 Jo V(Xs)d ’()O(Xt)|]]'{t<’(1)}] < |(,0(£U )‘ez\the(HV lloo, D fbv+)t]P) (TD > t),

that is,
et IV lloop=info VIR P) po () 5 ) > 1 ¢ > 0. (3.18)
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We choose .
t=—5t 3.19
U(r—2) (3.19)
with a suitable x, which will be justified below, and show that for this ¢ we have
P (tp > t) < 4§ < 1, (3.20)

where § does not depend on z*, D.
Let z € 9D be such that dist(z*, z) = r, and consider the half-space H C D¢ intersecting D at
z. Note that this is made possible by the convexity of D, and

P (tp < t) > P¥ (X, € H)

holds. We assume with no loss of generality that H is perpendicular to the z-axis, £* = 0 and

z = (r,0,...,0). This is possible, since we can inscribe a ball of radius r in D centered at x* and
H would be a tangent plane to it at the point z. Therefore, we have for s > 72 that
* 0 1 ]_ e y2 ]. e y2
Py (Bs € H) =P B>r:/ e 1d >/ e 1dy=F(-1), 3.21
B e H) = R0} 20 = [ ety z G [Pty -ren, e

where (B})¢>0 denotes a one-dimensional Brownian motion running twice as fast as standard Brow-
nian motion, and F' is the probability distribution function of a Gaussian random variable with
mean 0 and variance 2. Using the subordination formula (2.4) and the uniform estimate (3.21), we
have

P (X, €H) = / P%(Bs € H)Ps(S) € ds)
0

> / P4 (B, € H)Ps(SY € ds) > F(—1)Ps(SF > r?).

2

By (2.3) and (3.19) we have
Ps(Sy < r?) = ]P’S(e*’"izst\y >e ) <eEp, [e*rﬂsg] =!I = plon,

Hence with k£ > 1 we obtain Pg(S¥ < r2) < 1, and thus (3.20) holds with § = 1 — F(—1)(1 —e!™"),
independently on r. This then implies (3.15) with constant prefactor

1
0, =——log (1 —F(-1)(1—e'™")),
K
which on optimizing over  gives the constant (3.16). O

Proof of Theorem 3.1. The key estimate for the proof is the following improvement of (3.13): for
any k1 > 0 there exists a constant C7 > 0, dependent on k1, d, u, ¢, satisfying for ¢ € [0, k1] and
9 >0

sup E* [efot 19V7(X5)d5] < mne(clﬁuvfupr("))l/nt, (3.22)
zeR
where n =1— ﬁ and m,, depends only on 7. First we complete the proof of the theorem assuming
(3.22).
Choose k1 = W. Suppose that r = dist(z*, D) and let t = \II(TQ_Q) < k1. Then using
(3.3) and Hélder inequality, we obtain for ¢ > 1 that
1 WPt V) et oo VT (X ds] v (P (vp > t))ﬁ? : (3.23)

Hence from (3.20), (3.22) and (3.23) we see that

1< 6% (my)"" exp <t [/\V’D —inf v+ ;(cmuv”pr(n))vf’])



UNIVERSAL CONSTRAINTS 13
_s (ﬂf/ﬁ exp (¢ [AYP —inf V4 @V I,Tm)| ) -
5 D 9 P

Since § < 1 and limy_,o (W:;" )1/ v 1, we can choose ¥ large enough such that

5, —5(?)1/0 <1

Thus we obtain

1 ) 1 _ 1/
log 5 <t <)\V’D - 1%f V4 5(0119”‘/ 1,T(n)) n) ’
implying

1.1 . _ 1 . y
<2log51> U(r?) < /\V’D—l%fVJr—i—g(ClﬁHV ]]pF(n)) .

This gives (3.14) for
C) 1(019F( ))1/” and © L 1o 1
= — 11 — —_—.
1= 5evin 2=5 g51

Now we proceed to establish (3.22). Since ¥ has the WLSC property, the characteristic exponent
®(r) = ¥(r?) also has the WLSC property, namely

®(yu) > cy**®(u), forallu > 0andy > 1.
Thus by [14, Prop. 19] there exists a constant K7, dependent on d, u, ¢, satisfying

a(e,y) = allz - yl) < K (<1>—1 (1))‘1 Vis0. (3.24)

Here ¢:(x,y) denotes the transition density function of (X¢)¢>0. On the other hand, from the WLSC
property of @ it follows that

) < A% forall A > B(u), u> 0.

®(u)2
Choose v > 0 and denote vy = —%——. Then for s > ®(v) we obtain
(®(v)) 2
d(s) <wy s (3.25)
Hence, using the above estimate in (3.24) we get that
o) < Kot B, 1< g (3.26)

where K5 depends on d, x and v;. Let k1 be positive and choose v = \/‘I’?(H%) . With this choice
of v we have from (3.26) that

Gel(z,y) < Kot 30, t< k. (3.27)
For every t € (0,k1] and f € LP(RY) we have

= 170501 < W [ [ttt o ]

p _d v _d
< KLU | [ alle—ady| = Kall sl

where p/ = p%l, K3 = K;/p, and in the second line above we used (3.27). Let now 0 < s1 < ... < sy,
k € N. Using the Markov property of (X¢)¢>0 with respect to its natural filtration (F3)¢>o, for f >0

we obtain

Ex[f(Xm) e f(XSk)] = Ex[f(Xsl) T f(XSk71)E$[f(XSk) |]:Sk71]]
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Ex[f(Xﬁ) T f(XSk_1)EXSk [f(XSk_Sk—l)]

< Kl fllp(sk — skm1) BE (X)) - f(Xe )]
< o< (Kl ) sy 2 (53— 51) 7207 - (sp — sp_1) B

Hence (compare [55, Lem. 4.51] in the second edition)

- ( / tf(Xs)d8>k]
/ s [ dso. / Qs B[ (X1 ) F(Xy) £ (X))

d d

= K3Hf“p/d31/ dss.. /dsksl (5p— 51) 20p - (5p — Sp_1) 20P

K n
BT,
(1 + kn)

where n =1 — m > 0, by our choice of p. Recall the Mittag-Leffler function

IN

o0 k

Yole) = 2w

k=0
(see [30] for definitions and properties). We find by the above that for ¢ € [0, k1],
sup E* | o £ 5| < v (1S | 111,877 (). (3.28)
z€Rd
It is also known that for some constant m,,, dependent only on 7,

/n

Mﬁ(x) S mnel‘ ’ €T 2 07
holds. Thus, using (3.28) we have for ¢t < k; that
sup B [els 10 ] < el Kol e, (3.29)
zER?
Putting f =9V~ in (3.29), we obtain (3.22). O

The dependence of ©1 on inrad D is due to the factor

which appears in (3.25). For ¥(u) = u®?, however, v, does not depend on v. Thus we have the
following improvement to Theorem 3.1.

Corollary 3.1. Suppose that ¥(u) = u®/>. Moreover, assume that V is a W-Kato class function
with V= € LP(R?), p > g. Let ¢ be a non-zero solution of (1.3) at eigenvalue A\V'P. Assume
that |¢| attains a global maximum at x* € D, and denote r = dist(z*,0D). Then there exist O1,
dependent on d,a,c,m, and ©s, dependent on n, where n =1 — aip, such that

VI - inf V* AP >0, 0(r2)

holds.
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Remark 3.2. For classical Schrodinger operators we have W(u) = wu, for which Theorem 3.2
implies (1.1), possibly with a different constant c¢. Also, for fractional Schrédinger operators we
have ¥(u) = u®/2, which reproduces the result obtained in [8]. Formulae (3.15)-(3.17) equally apply
for V' =0, in which case the statement refers to the Dirichlet eigenfunctions and eigenvalues.

Example 3.1. Some important examples of ¥ satisfying Assumption 3.1 include:
(i) T(u) = u*?, a € (0,2], with 4 = .
) W) = (u+m¥)Y2 —m m >0, ac(0,2), with = 2.
(il) U(u) =u?+ 4?2 a,B € (0,2], with p= g A B
) ¥(u) = a/2(log(1+u))5/2 a€(0,2), BE( 2—a) with p =
) W(u) = a/Q(IOg(1+U)) ”B/Q,CYG( 2], B €[0,a) Wlthu—aT (Since for v > 1, u > 0,
(1+w)” > (14 ~u) holds, we have 75/2(log(1 + )% > (log(1 + yu))”?.)

3.3. Consequences on the spectrum

The above theorems have a number of implications on the eigenvalues and related quantities.
Here we discuss these implications involving an interplay of survival times of paths and geometric
features.

Corollary 3.2. Let ¢ be an eigenfunction corresponding to eigenvalue \V"P of W(-A) +V under
the conditions of Theorem 3.2. Suppose that \V"P > 0. Then we have

o0 z* _rt s ].
/O E [e JEV(Xy)d ll{w>t}} dt > o5 (3.30)

where * is a mazimizer of |¢| in D.

Proof. From the proof of Theorem 3.2 we have
£ [e_ fJV(Xs>d8]1{TD>t}] > P >, (3.31)
By integrating both sides in ¢ on (0, 00), we obtain (3.30). O

Note that the left hand side of (3.30) gives the mean survival time of the process (X¢):>0 starting
from z*, perturbed by the potential V', thus the above result gives a probabilistic bound on the
Dirichlet-Schrédinger eigenvalues.

Remark 3.3. Using the trivial bound
dist(z*,0D) < inrad D,

involving the inradius of D, we get the geometric constraint

AVvD>9\1/<( 1

R R T A
inradD)2> IV ||oo+l%fv

on the bottom of the spectrum.

Remark 3.4. Since U~! is an increasing function, the bound (3.17) can be interpreted as saying
that if the potential is not strong enough, the global extrema of ¢ cannot be too close to the
boundary. Intuitively it is clear that one can decrease dist(xz*,dD), for instance, by a potential
which has a hole close to the boundary, that is deep enough to make the process stay in that region
with a sufficiently high probability, preventing it to hit the boundary too soon and get killed. It is
seen that the condition only requires sufficient strength of the potential and no details on its local
behaviour. There is also a probabilistic interpretation of relation (3.15). From [63, Rem. 4.8] we
find that

a1l B [tg, (] < < B[ty ()],

)
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for some constants c1,co > 0 depending only on d. A combination with (3.30) then implies that the
inequality makes a comparison of the mean survival time of the process starting from z* perturbed
by the potential with the mean survival time of the free (unperturbed) process, involving the
proportionality constant 6. Note that since the principal eigenfunction ¢ is strictly positive, by
the Doob h-transform f +— ¢1f, f € L?(D), we can construct a random process generated by the
operator H f= éH (¢1f) whose stationary measure is p2dz. The location z* of a global maximum
of 1 then corresponds to a mode of the stationary density of the process conditioned never to exit
the domain D.

Next we consider the principal Dirichlet eigenvalues in the absence of a potential.
Corollary 3.3. Let V =0 and consider the principal eigenvalue NP of the Dirichlet problem (1.3)
for ¥(=A).
(i) We have
T 1 1/p
AT > (p—+)p ; (3.32)
sup,ep B[]
for every p > 1.

(ii) Let W € By be a complete Bernstein function. Then there exist positive universal constants
C1,Cs, dependent only on d, such that

Ch Co
- < E”* < - 3.33
U([inrad D]72) — igg v < U ([inrad D]~2) (3:33)
(iii) There exists a constant Cs > 0, dependent on d, such that
1
<A\P < Cs (3.34)

sup,ep E*[tp] sup,ep E*[Tp] '

Proof. Let p > 1. To obtain (i) multiply both sides of (3.31) by pt?~! and integrate with respect
to t over (0,00).

Next consider (ii). To prove (3.33) first note that by the domain monotonicity property we have
ag!

D AL —
1,Lap = [inrad D2’

where k1 = )\IBLap is the Dirichlet principal eigenvalue in the unit ball, and )‘1DLap denotes the
principal Dirichlet eigenvalue of the Laplacian in D. Therefore by [23] we obtain

AP < g(\T <o),
L= 1’Lap) - ([inrad D)?
Thus, using (3.32) for p = 1, we have

1
< sup E*[tp].
U(x: inrad D]-2) — sep (o]

From the Laplace transform of (S{);>o and the monotonicity of W it is seen that for every § > 1
we have

U(u) < U(ou) <o¥(u), Vu>0. (3.35)
Thus by (3.35) we get the left hand side of (3.33) with x;* Vv 1 = C'. To prove the converse
implication we use a result from [59]. Note that since ¥ is a complete Bernstein function, the process
(Xt)t>0 has a transition density q(¢,z,y) = q(t,z —y). Moreover, q(t,-) is radially symmetric and
decreasing. Denote by rp = inrad D and define

Sp = {:n eR? : z e R x (—TD,TD)} :
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Fix t > 0 and 29 € D. By 15, we denote the first exit time from Sp. Then

P (tp > 1) = lim P (XL €D, Xo €D,..., Xt eD)

m—00

; t
= T,%E)IIOO/;/D\/DHT_lq(m’Z] _Zj—l)dzleQ"'dZm

t t
< 1 0 (L 2 — 2 )dzdzy - -d
_mgrclw/sp /SD /SDQ(m’ azl) ]72Q(mazj Zj 1) z1dz2 Zm

= lim P° (XL € Sp, X2t € Spy..., Xme GSD) :PO(TSD > t),

m—o0

where in the inequality above we used [59, Th. 1.2]. On the other hand, the first exit time Tg,,

starting from 0 is equal in distribution to the first exit time of a one-dimensional subordinate

Brownian motion from the interval B,, = (—rp,rp) starting from 0. Let (Béq,)tzo be a one-
t

dimensional subordinate Brownian motion, and T,, be its first exit time from B,,. The above

estimate gives

sup B [tp] < Et,p]. (3.36)
€D

Since the Lévy exponent of (Béq,)tzo is given by ¥(u?), we obtain from [63, Rem. 4.8] and (3.35)
t
that o
EO[TTD] S 7327

Y(rp7)
for some universal constant Cy. Hence using (3.36) and the above estimate we obtain the right
hand side of (3.33).

Finally, consider (iii). In view of (3.32) we only need to show the right hand side of (3.34). Using
(3.36) and the estimate above, we get that

C: CoAP 1
sup E*[tp] < 32 = 22 712 5 -
z€D U(rp™)  W(rp’) AL

On the other hand, using [23] and the domain monotonicity of the principal eigenvalue, we obtain

)‘1D < \IJ(AELap) < v (Iigl> )
D

(3.37)

where k1 = )\%Lap. A combination with (3.37) gives

U(kys) 1

sup E*[tp] < Cy sup —. (3.38)
z€D s€(0,00) \I/(S) )‘?
Hence using (3.38) and (3.35) we find
1
sup E*[tp] < Co (1V K1) — -
sup [tp] < C2 (1V k1) P
This completes the proof of (3.34). O

Remark 3.5. The bound in (3.32) implies for p = 1 the well-known relation
1
N> -
17 sup,ep E2[tp]
between the principal Dirichlet eigenvalue and the mean survival time in the domain, first obtained
by Donsker and Varadhan for diffusion processes [26, eq. (1.2)]. For the classical case ¥(u) = u,
the lower bound

sup B [tp] AP > 1
€D
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is known to be sharp for any any bounded domain D in R [34]. The moment estimates

F(p+1)
sup E*[t)] > ———>, p>1,
sup Il = =y

have also an independent interest, giving bounds on the (integer and fractional) moments of the
mean exit time from D for subordinate Brownian motion, which were not known before. Also,

using the same (3.31), it follows that tp has p-exponential moments of order p < )\1D, and we have

the bound

sup E*[er™] > P p < AP,

z€D A1 - P

Remark 3.6. There is much important work on estimates similar to (3.33)-(3.34) for cases when
the reference domain is a simply connected set in R? and the stochastic process is Brownian motion.
Much effort has been made on finding the best possible universal constants for these estimates; see,
for instance, [1, 3] and the references therein. For similar estimates for symmetric stable processes
we refer to [5, 59]. Corollary 3.3 extends the earlier results to subordinate Brownian motion,
possibly with non-optimal constants.

Remark 3.7 (Hot-spots). In the literature the location where the solution of the heat equation
in a bounded domain at a given time attains its maximum is referred to as a hot-spot. Identifying
possible hot spots in a convex domain is known to be quite challenging and there is an extensive
literature in this direction. In the case of Neumann boundary conditions the solution approaches
the second eigenfunction on the long run, and the so called Rauch-conjecture states that this
eigenfunction attains its maximum on the boundary of the domain, thus the hot-spots in this case
are expected to be located on the edge. This conjecture turned out to be more involved and false in
general, but it has been proven to hold under specific assumptions on the domain, see [2, 19, 39] and
references therein. For Dirichlet boundary conditions the situation is different as now the solution
of the heat equation tends to principal eigenfunction as time goes to infinity, and the hot-spot
becomes its maximizer, away from the boundary. In [17, Th. 2.8] it is shown that there exists a
constant ¢, dependent only on d, such that for any bounded convex set D one has

i dDd?>-1
mra ) ’ (3.39)

diam D
where x* denotes a hot-spot of the Laplacian in D with Dirichlet boundary condition. Note that
Theorem 3.2 improves this result substantially. We single this out in the following result.

dist(z*,0D) > ¢ inradD(

Corollary 3.4 (Hot-spots). Let U(u) = u, and AP be the principal Dirichlet eigenvalue of the
Laplacian for the domain D, and B denote the unit ball centered in the origin. Then

/| 6
dist(z*,0D) > |5 inrad D,
Al

Proof. By the domain monotonicity property we have

1
AP < P
! (inrad D)2 "

Using (3.17), the result follows, possibly with a non-optimal constant. O

Remark 3.8 (Universal upper bound on the distance of maximizer). It is not difficult to see that
a reverse inequality to (3.15) does not hold. Consider the domain D = [0,7]? and the Laplace
operator. Then ¢, (x,y) = sin((2n + 1)z)sin(y), n € N, is an eigenfunction with eigenvalue \,, =
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(2n 4+ 1)? + 1. Note that |on(3,%)| = 1 and dist ((3,%),0D) = Z. Thus there is no ¢ > 0 such
that

1/2
g:dist((g,g),ap) < <;n> . forallneN.
We note that z, = ((%WW, %) is also a maximizer of ¢, and dist(z,,0D) ~ A, 2 Therefore

an interesting open question is whether there exists a universal constant ¢ such that the ¢, 2.

neighbourhood of 9D contains an extremum of the Dirichlet eigenfunction ¢,.

Inequality (3.17) has another important consequence, which we single out next. Assume that ¥
is strictly increasing in (0, 00), denote the Lebesgue measure of D by |D|, and |B| = wy.

Corollary 3.5 (Faber-Krahn inequality). Under the conditions of Theorem 3.2 we have

oo — i £ + V,D d/2
D (qf—l <”V oo = infp V7 + A >> > wg. (3.40)

o
Proof. Since B, (z*) C D whenever r = dist(z*, 9D), using (3.17) it is immediate that

T — i + VDN Y2
|D|ZBT(SE*)|de(\If_1<”V oo —infp V* 4 A )) |

0
0

The Faber-Krahn inequality has been previously known only for the classical case ¥(u) = u [21,
Th. 1.1], and for the fractional case W(u) = u'/>.

Remark 3.9 (Torsion). Recall the notation Hy = ¥(—A), and consider the non-local Dirichlet
problem
HPv=1, inD
{ v=0, in D"

The function v is called torsion, and recently it has been noticed that its maximizer and the
maximizer x* of the principal Dirichlet eigenfunction of Hy are located very near to each other,
though do not coincide. This puzzling phenomenon has been discussed in [7], see also the references
therein. Note that the solution has the immediate probabilistic meaning v(z) = E*[tp]. It is
immediate from Corollaries 3.2-3.3 above that with a constant C' = C(d) > 0, we have

supv(z) < Co(z™),
D
A similar result was obtained in [61, Cor. 2] for the case of the classical Laplacian in dimension 2.
Moreover, for ¥(u) = u, an estimate similar to (3.34) is also known [66].
4. COMPACTLY SUPPORTED POTENTIALS

In this section we consider the eigenvalue problems (1.3)-(1.4) for the special choice of bounded
potentials with compact support. In case V = —vlx with a bounded set X € R? with non-empty
interior, we say that V is a potential well with coupling constant v > 0.

Concerning the eigenvalue problem in L2(R?), recall that the non-local Schrédinger operator
H = ¥(—A) +V admits a Feynman-Kac representation [36] of an eigenfunction ¢ in the form

e_tHgo(x) _ e)\tEac[e— fg V(XS)dSQO(Xt)], T Rd, t>0.
For a potential well —v1x this becomes specifically

et () = MET [V X (X)),
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where .
UMX) = / Tic(X,)ds
0

is the occupation measure of the set K by subordinate Brownian motion (X¢):>o.

For non-local Schrédinger operators H above the semigroup {7} : t > 0}, T} = et is well-
defined and strongly continuous. For all t > 0, every T; is a bounded operator on every L (Rd) space,
1 < p < co. The operators Ty : LP(R?) — LP(R?) for 1 < p < oo, t > 0, and Ty : LP(RY) — L>°(R?)
for 1 < p < oo, t >ty and T} : L'(R?) — L>®(R?) for t > 2t, are bounded, with some #, > 0.
Also, for all t > 2t,, T; has a bounded measurable kernel u(¢,x,y) symmetric in z and vy, i.e.,
Tif (@) = [pau(t,2,y)f(y)dy, for all f € LP(RY) and 1 < p < co. For all t > 0 and f € L>(R?),
T,f is a bounded continuous function. Thus the eigenfunctions solving (1.4) are bounded and
continuous, whenever they exist. Also, they have a pointwise decay to zero at infinity. For a
subclass of subordinate Brownian motions it is known that the eigenfunctions decay at a rate
determined by the Lévy density of (X;);>o. For further details we refer to [44].

Since these potentials are relatively compact perturbations of Hy = W(—A), the essential spec-
trum is preserved, and thus we have Spec H = Spec., H USpecy H, with Spec.,, H = Spec, Hy =
[0,00). The existence of a discrete component depends on further details of the operator. Gen-
erally, Specq H C (—v,0), and Specq H consists of at most a countable set of isolated eigenvalues
of finite multiplicity whenever it is non-empty, with possible accumulation point up to zero. For
non-negative compactly supported potentials it is known that Specq H # 0 if (X;)¢>0 is a recurrent
process [22]. For potential wells this means that at least an eigenfunction exists for every v > 0
when (X¢)¢>0 recurrent, on the other hand, it is also possible to show that for transient processes
eigenfunctions do not exist if v is too small, but there is at least one if v is large enough.

For the remainder of this section we assume that an eigenfunction exists in either case (1.3)-(1.4),
which is thus bounded and continuous. The following result applies for both eigenvalue problems.

Theorem 4.1. Let D be R? or a bounded subset of R, V be a conver increasing function attaining
a global minimum at & € D, and consider the respective eigenvalue equations with a pair A and ¢
such that lim,_,.cop p(x) = 0. Furthermore, let x* be the location of a global mazimum of ||, and
consider the set

Uy={zeD: V(z)<A}ND.
Then we have x* € Uy and hence,

dist(z*, ) < max dist(z", 2).

z€0Uy

Proof. Note that we only need to show that 2* € Uy. Assume, to the contrary, that z* € D N US.
Clearly, we have V' > XA on DNUS. Also, we may assume that ¢(z*) > 0. Using the strong Markov
property in the Feynman-Kac representation, we find that

t/\"ruc

* * _ A s)— s
(ID(ZE ) =E |:€ IO (V(X) )\)d QD(Xt/\TUA)]l{t/\Tui<TD}:| N

which implies,
t/\'ru/\

| - V(Xs)-A)d
1 <E* |:€ 0 (V(Xs)=A) S]l{t/\‘rui<TD}] , Vt>0.
However, the above is not possible and hence this is a contradiction. O

We note that in [6] a related question has been addressed for classical Dirichlet-Schrédinger equa-
tions in convex planar domains.

Remark 4.1. It should noted that the convexity of V is not used to find the location of the
maximizer. For instance, if we have V' compactly supported inside D and A < 0, then the same
proof above shows that z* € supp V.
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Next we consider a situation in a bounded domain. The following result shows how far from
the support of a not sufficiently negative potential inside a bounded domain a maximizer can move
out. This may be compared with Theorem 3.2, in particular, it will be seen that the effect of the
potential is exercised by the eigenvalue alone. We will use the following condition on ¥ repeatedly,
which we single out here.

Assumption 4.1. Let ¥ € By. We assume that for every vy > 0

i P(s7)
im sup
50 efo,00) ()

=0 (4.1)

holds.

We will comment and give some examples of Bernstein functions satisfying this assumption following
the proof of our next main result.

To explain our next result, consider a potential V' compactly supported in D. Note that the
lower bound in (3.17) uses the L* norm of V' and therefore it is difficult to say how the size of the
support of V influences the location x*. In the next result we make an attempt in this direction.
In particular, we show that if z* stays for some reason sufficiently far from supp V', then the lower
bound in (3.17) improves. While the assumption may not be easily verifiable at this stage, we find
the conclusion interesting as it highlights a mechanism of the delicate balance phenomenon driving
the maximizer x* to stabilise.

Theorem 4.2. Let ¥ satisfy Assumption 4.1, and V be a potential with compact support supp V =
K. Consider a convex bounded domain D C R?, containing KC, and let dist(IC,0D) = x > 0. Also,
let ¢ be an eigenfunction at eigenvalue X\ > 0 solving (1.3), and suppose it is known about a global
mazimizer £* of |¢| that dist(z*,0D) < /2. Then there exists a constant { > 0, dependent on d,
k and ¥, but not on D, K, ¢ or A, such that

1
dist(z*,0D) > —————. (4.2)

)

Proof. Denote r = dist(z*, 9D), and without loss of generality assume that * = 0. Let t = m,

where the constant ¢ will be chosen below. From the proof of Theorem 3.2 it follows that we can
choose ¢ large enough to satisfy

1
Ps(SY < r?) < o ¥r>o0. (4.3)

Fix this choice of ¢ and define T, = m. Since r < §, we have t < T,. Using (4.1) we show
below that there exists T, > 1 such that

Ps(SY <T,) > =, forall 0 < r< g

N =

Define Y, = T%Sf’ . Then the Laplace transform of Y, is given by

72>‘1/(s7"’2)

f(s) =E [e_SY”] =E [efr%s’?] — e (4.4)

Since r < /2, using (4.1) and (4.4) we see that f(s) — 1 as s — 0, uniformly in r € (0, 5]. Thus
by the uniform Tauberian theorem [52, Th. 3], we obtain

Ps(Y, <y) —1 asy— oo, uniformly inr € (0, g]
Hence we can find T, > 1 satisfying

Pg(SY < r2T,) > =, forall 0<r < g . (4.5)

N | =
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Combining (4.3) and (4.5) we obtain that
1

Ps (S € P r* L)) > 5, Vre (o, g}. (4.6)
Now we fix the above choice of T,, which depends on ¢,k and ¥. On the other hand, since D
is convex, we may assume that there exists a point zp € 9D such that dist(0, z9) = r, zo lies on
the x;-axis and D lies of the on the complement of the half-space {y € R? : 2z -y > r2}. Define
x : [0,T5] = R? by

X(S) = 2\/5617

where e is the unit vector along the zj-axis. Note that dist(zg,x(r?)) = r and zg - x(r?) = 2r2.
Define for § € (0,5 A 3)

N5 = {f € C([O,TO],Rd) : f(0) =0 and max |f(s) — x(s)| < (5} ,
$€[0,T5]

i.e., a 6-neighbourhood of y in Co([0, T5], R?), the space of Re-valued continuous functions on [0, 75]
with value 0 at s = 0. By the Stroock-Varadhan support theorem it follows that there exists 6; > 0
such that

1
PY (TBTZS € N5> =P (Bs € Ns) =6, > 0. (4.7)

Note the equivalence of the events

{sén[o?%i] %Brzs - X(S)( < 5} = {sgl[oa}%co]\Br% —rx(s)| < ré} = {Se%a%chQ}!Bs —x(s)| < 7'5} :
where in the last equality we used that 7x(s) = x(r?s). Thus we find
PY <s€I[€,?2XTO]|BS —x(s)] < 7’5) =0;. (4.8)
Combining (4.6) and (4.8) we have
PO ((w,w) : sup [Bgy — x(ST)| < s, S € [r2,r2TO]> (4.9)
s€[0,t]
> P ()5 g [B.0) - ()] < 16,5 (@) € [T )
se|0,r<1o
01
=Py, (Se%{%cTO]IBS —x(s)| < r6> Ps(SyY € [r?,r?Ty)) > VR

where the third line follows from the independence of Brownian motion and the subordinator. By
the construction of x it is seen that every path satisfying

sSup |BS‘1’ - X(S;II” < T(S’ Sglj € [T27T2T0]5

sefod] °
must leave D by time ¢ since B sv € D¢, and it does not enter K in the time interval [0, ¢]. Thus by
(4.9) we obtain

)
PO(tp < t A Tge) > Zl' (4.10)
Then by the Feynman-Kac formula and the strong Markov property it follows that
0
2(0) = E” [ X% o Xipee ) Lpnne <y | < @(0)eM Bt ATe < 70) < 0(0)M(1 = 7).
using (4.10). By taking logarithms both sides, we obtain (4.2). O

There is a large family of subordinate Brownian motions satisfying Assumption 4.1. First we
show a general statement and then illustrate it by some important examples.
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Lemma 4.1. Suppose that ¥ is unbounded and regularly varying at infinity, i.e., with a slowly
varying function ¢ and constant > 0 we have

(u) < uP0(B), for all large u.
Then Assumption 4.1 holds.
Proof. Tt suffices to show that for any sequence (s, ,) with

sp— 0, v, =00, and s,y, — 00,

we have
lim Lnn) _ (4.11)
n—oo W(yp)
Fix any € > 0. Then for large n,
U (snyn) < U (evn) < B £(evn) — B
Y(yn) = ¥lm) ()
Hence (4.11) follows. O

Example 4.1. By Lemma 4.1 the following Bernstein functions satisfy Assumption 4.1:
(1) ¥(u) =u?, a € (0,2].

(ii) ¥(u) = (u+m?*)% —m, m>0,a € (0,2).

(iit) U(u) = u*?+uf/2,0 < B < a € (0,2].

(iv) ¥(u) = u*?(og(1 +u))?? a €(0,2), B € (0,2 - a).

(v) W(w) = u/2(log(1 +u))#2, a € (0,2], B € [0,a).

Example 4.2. On the other hand, ¥(u) = log(1 + u*/2), a € (0,2], does not satisfy Assumption

4.1. To see this note that for s = % and v = n? we have
v log(1+n®/?) _ 1
i 2057 gy, los(L4n®®) 1
n— 00 \Il(fy) n—00 log(l + na) 2

In the remaining part of this section we consider the eigenvalue problem in full space.

Theorem 4.3. Consider the operator H given by (1.2), suppV = K, and let ¢ be a solution of the
Schradinger eigenvalue problem (1.4) for H, corresponding to eigenvalue N = —|\| < 0. If || has
a global mazimum at x* € R?, then x* € K.

Proof. We show that there is no maximizer in €. Assume, to the contrary, that * € K. Therefore,
for a suitable § > 0 we have Bs(z*) € K° Let 15 be the exit time from the ball Bs(z*). Since
E*" [t5] > 0, we find ¢ > 0 such that P*" (15 > t) > 0. As before, we can also assume that op(2*) > 0.
By the Feynman-Kac representation we have

QO(Z*) _ Ex* [e/\(t/\”r(;)(p(Xt/\T(s)]
< NEY [p(Xi)jryny] + [eATé(p(Xt)]l{T(;St}]
< e)‘tgo(x*) }P’I*(T(; >t)+ cp(:v*)IP’x* (15 < t).
This would imply e* > 1, which is a contradiction as A < 0. Hence z* € K. ]

Remark 4.2. Recall that the eigenfunctions are continuous, as mentioned earlier. Since V is
bounded, from the Feynman-Kac representation we have for every ¢ > 0 that

(@] < eIV NP0 < M ([ e Pate - )", (@2

R4
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where ¢:(x,y) = ¢:(z — y) denotes the transition density of (X;);>o starting at Xo = z. It follows
by subordination, see (2.4), that

1 _lz—yl?

_ > )\
qt(x—y)—/o We s Pg(S, €ds).

Therefore, for every fixed y we have ¢:(x —y) — 0 as |z|] — oco. Moreover, if ¥ satisfies the
Hartman-Wintner condition (3.4), then ¢(x,y) is bounded and continuous. Hence by dominated
convergence we obtain from (4.12) that lim|,_|¢(2)| = 0, thus every eigenfunction attains its

maximum in R%.

Finally, we show how deep inside the support the maximizer can be for a potential well. We
denote by Int K the interior of K.

Theorem 4.4. Let V = —vlx with a bounded convex set IC, and ¢ be an eigenfunction correspond-
ing to eigenvalue A = —|\| < 0 solving the eigenvalue problem (1.4). Suppose that ¥ is unbounded
and satisfies Assumption 4.1. Then there exist two constants o1, 02 > 0, dependent only on ¥ and
inrad IC, such that if
v A _
n S e

(4.13)

then x* € Int IC and

dist(z*, 0K) > —— . (4.14)

p-1 (M)
02
Proof. Step 1: First we prove (4.14) assuming that z* € Int K. By a shift we can assume that
x* = 0 with no loss of generality, and we denote r = dist(z*,0K) > 0. Let t = m where the

constant ¢ will be chosen later. From the proof of Theorem 4.2 we see that we can choose c large
enough such that

1
Ps(SY € [r?,r?T,)) = 61 > T ¥re(0inradK]; (4.15)
see (4.6) above. Therefore, by the independence of increments we have from (4.15) that
Ps(SY € [r2,r2Ty], Sy, — SY € [P, r?*T.]) = 62, VY0 <r <inradK. (4.16)

Now we fix the above choice of T, which depends on ¢ and ¥ and inrad KC (recall that r and ¢ are
related). Since K is convex, we may assume that the point zop = (7,0,...,0) € 9K is such that
dist(0, z9) = r, K lies on the on the complement of the half-space {y € R? : z;-y > r2}. Define
x : [0,T5] — R? by

x(s) = 2s,
Note that dist(0, x(37)) = r. Define

NZ{fEC([O,QTO],R) : f(0)=0and max |f(5)—x(s)|<1}.

5€[0,275] 2

In a similar manner as in the proof of Theorem 4.2 we find that there is a §o > 0 such that

1
Py (TBTZ € N) =P (B! e V) = 6. (4.17)
Also, we have
1 1 1 r
Lo, — o) < 1) = B - L) < 21,
{se%%}f“o] 7 Bras = x(9) 2} {se[lg,lﬁ’}éTo] s = X)) <3
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using scaling and that ry(s) = +x(r?s). Thus we obtain

0 11 Y _
Py (se[{{lﬁ)?(TOHBS Tx(s)\ <5 )= 2. (4.18)
Combining (4.16) and (4.18) gives

P ((m)s _max 1B) — ()] < /2 SH@) € [ P TLSY) - S ) € [T

s€[0,2T5r2]

=P (se[B%aTXTQHB; —x(s)] < r/2> Ps(SY € [r?,7%Ty), Sy — Sy € [r?,r?To]) = 6207,  (4.19)

where the third line follows from the independence of the two processes. Let

Q= {(w,w) : max B;(w) — 1X(s)‘ < f, Sf’(w) € [rg,rzTo], qu;(w) — S;I’(w) = [?"Q,TZTO]} .
5€[0,2T572] r 2
We see that
Qc{(ww: sup ‘Bé«\p - (S\I’)’ <z SY e 2Ty, Sy —SY e [r? T,y .
s€[0,t] s r 2’

By the construction of x it follows that for every (w,w) € fAZ, B sv € K¢ and the paths of Bgw stay

in K¢ for all s € [t,2t]. This observation will play a key role in our analysis below.
Let 6 = 0262, and define
4]

1
_56(07 )7

201 =
and a function £ : R — R* by
E(y) = Se—z(-en)y 4 (1 —0)e?¥.

It is direct to see that &'(g9) = 0 gives

€0 = 2 og 5(1 - Ql)
L+o1 ~201(1=9)
Since 5 5 )
Y -0
e 1 —>1
01 < 5— implies 291(1—5)> ,
we have €9 > 0. Again observe that £'(0) < 0, and therefore {(y) < 1 for y € (0,&9).

Suppose now that U|_/\|‘)“ < 01. By the Feyman-Kac representation we have

2t
0(0) = E {e ; (A—V(Xs))dsSD(XZt)} 7
which, in turn, implies
1RO [l (VX @]
_ RO [6 02t()\7V(Xs))ds]l§] 4RO [efom(AfV(Xs))dS]lﬁc}

< E° [efozt(A—V(Xs))ds—l—)\t]lﬁ} T(1- 6)e(v+)\)2t

< GeWHNERIE L (1 — 5) (vt N2 < seetME=NIE 4 (1 5)e01IM2t = ¢(2¢]A) (4.20)
where in the fourth line we used (4.19). Since 2¢|A| > 0 and £(2t|A|) > 1, we conclude that
Qt‘)\’ > €0

holds. Hence (4.14) follows with go = 52.
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Step 2: To conclude, we prove that under the condition (4.13) we have z* ¢ OK. Like before,
we may assume that 2* = 0 and £ C {z; < 0}. Note that the estimate (4.19) holds uniformly
in r € (0,inrad K). Since 0 is on the boundary of  and the function x, defined above, lies in
{z1 > 0}, we observe that for every r > 0 and every (w,w) € Q= SAZT we have Bst‘l’ € K¢ and the
paths Bgv in stay K¢ for s € [t, 2t], where t = W and c is chosen the same as before. Therefore,

following a similar argument as in the proof of (4.20), we obtain

1< £(2t[A]),
for all » > 0. Since ¢ — 0 as » — 0, and since ¥ is unbounded, the above estimate cannot hold for
small ¢. Thus we have a contradiction showing that 0 = z* € Int K. ([l

Remark 4.3. We note that for a potential well V = —vlx, v > 0, we have
v = ’)" < )\Ilcv
where A} is the principal eigenvalue of W(-A) in K with Dirichlet exterior condition on K. Indeed,
from the Feynman-Kac formula we get that
t
S0(1,) > E® |:€f0 (VL (Xs)+A) dSSD(Xt)]]'{t<TK}]

> e/ min o(y) P*(t < 1), zeKk.
yekl

By taking logarithms on both sides and dividing by ¢ > 0, we get
1
v — A < —limsup ;log}P’x(t < 1) < AF.
t—o0

Thus the numerator at the left hand side of (4.13) is always bounded by A¥, and so for || large
enough (4.13) holds. Also, notice that the result in Theorem 4.4 continues to hold for more general
potentials V' supported on K and A < 0. In this situation (4.13) will be replaced by

—mingec V() — [Al _ o
RY -

Notice that the dependence of p; and g2 on inrad K comes from (4.1), which has been crucially
used in (4.5). This dependence can be waived for a class of ¥ for which (4.1) holds uniformly in
Yo > 0, i.e., when

lim sup
s—0 ~€(0,00) \I}(’Y)

Observe that if U satisfies Assumption 3.1, then (4.21) holds. Indeed, we have then

lim sup ¥(s7) = lim sup M < lim s* = 0.

s—0 ~€(0,00) \I/(’y) s—0 ~€(0,00) lII(S_18"}/) ~ s—=0

Moreover, (4.5)-(4.6) follow then uniformly in r € (0,00). Therefore, in this case ¢; and g2 only
depend on ¥ and not on inrad K. This is recorded in the following result.

= 0. (4.21)

Theorem 4.5. Suppose that VU satisfies Assumption 3.1, and let ¢ and X = —|\| solve the eigen-
value equation (1.4) for H with a potential well V. = —vlx. Then there erist positive o1, 02,
dependent only on W, such that if
v— Al
Al

SQl)

then z* € Int K and
dist(z*,0K) >
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Theorems 4.4-4.5 have the following interesting “no-go” type consequence.

Corollary 4.1. Under the conditions of Theorems 4.4-4.5 we have that whenever

1
<V | ——5
v e <(inrad IC)2> 7
then either |\| < v/(1+ o1) or the non-local Schrédinger operator H has no L*-eigenfunctions.

Proof. We have trivially dist(z*, 0K) < inrad K. Also, |A| < v, and ¥~! is an increasing function.
Hence Theorems 4.4-4.5 give

1
inrad K > ————

implying the result. (Il

Remark 4.4.

(i) We note that, using direct techniques of differential equations, for usual Schréodinger operators
H=-A-vlg, in LQ(Rd), it is well-known that for d > 3, the smallness of the quantity va? implies
that no L?-eigenfunctions exist. Using the Birman-Schwinger principle, bounds on va® can also
be derived ruling out L?-eigenfunctions of H = (—A)a/ 2 — vlg, and further non-local operators
[54]. Although the constants may in general differ, we have the same type of bounds resulting from
Corollary 4.1 above.

(ii) We can also use Green functions to find a “no-go” type consequence, which does not involve
(4.13). Suppose that d > 3 and the transition density probability function of (X;):>o decays to 0
as t — 0o. Then the ground state ¢1 of H = W(—A) — vl has the representation

a1 = [ = VO)eGl. ) dy (1.22)

where G(-,) is the associated Green function. It is known [32, Th. 3] that there exists a constant
Cy, dependent only on d, such that

Cq
G(z,y) < .
@) < Ty =)

Let R = diam K. Since z* € K, by Theorem 4.3, and A} < 0 we see from (4.22) that

dy
* < _ *
1) < Calo = Do) | s

which implies

dy R ds
M By [7° — Y|P (|2 —y|7?) o sU(s72)

where wy denotes the volume of the unit ball in RY. Therefore, if the right hand side is finite (for
example, for ¥ satisfying Assumption 3.1), then there is no ground state whenever

1

< .
Cadwy fy w5

v

Finally we note that our technique in proving Theorem 4.4 is also applicable to a more general
class of potentials. Consider equation (1.4). For V convex and increasing we have shown in
Theorem 4.1 that the maximizer z* € Uy = {x € D : V(z) < A} ND. For § > 0 we define the
d-neighborhood of Uy, i.e.

U = {z e R : dist(z,Uy) < 4}
The following result provides a sufficient condition for the maximizer to be strictly inside U,.
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Theorem 4.6. Suppose that ¥ satisfies Assumption 3.1. There exist positive constants o1 and g2,
dependent only on U, such that if for some § € (0,inrad Uy)

A —mingpa V(2)
ming cga\yg (V(z)—N)

Sglv

then
1

/min g (V@)Y
\/\P Je—
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