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The advent of ever more powerful excited-state electronic structure methods has lead to a tremendous increase in the
predictive power of computation but it has also rendered the analysis of these computations more and more challeng-
ing and time-consuming. TheoDORE tackles this problem through providing tools for post-processing excited-state
computations, which automate repetitive tasks and provide rigorous and reproducible descriptors. Interfaces are avail-
able for ten different quantum chemistry codes and a range of excited-state methods implemented therein. This arti-
cle provides an overview of three popular functionalities within TheoDORE, a fragment-based analysis for assigning
state character, the computation of exciton sizes for measuring charge transfer, and the natural transition orbitals used
not only for visualisation but also for quantifying multiconfigurational character. Using the examples of an organic
push-pull chromophore and a transition metal complex, it is shown how these tools can be used for a rigorous and
automated assignment of excited-state character. In the case of a conjugated polymer, we venture beyond the limits of
the traditional molecular orbital picture to uncover spatial correlation effects using electron-hole correlation plots and

conditional densities.

I. INTRODUCTION

Excited-state electronic structure theory has become in-
creasingly powerful over the last decade thanks not only to in-
creasing computer power but, crucially, due to an immense ef-
fort in developing new electronic structure methods.'~ Nowa-
days it is possible to perform excited-state computations on
large molecular systems possessing complex electronic struc-
ture properties, and it is common to perform statistical sam-
pling or run dynamics using on-the-fly ab initio computations.
The analysis of these computations can be challenging not
only due to the sheer quantity of data produced but also be-
cause new qualitative physics emerges for larger molecular
systems. Furthermore, the assignment of wavefunction char-
acter based on a visual inspection of orbitals is inevitably sub-
ject to personal bias. Therefore, a considerable effort has
been devoted to the development of methods for analysing
electronic structure computations with the aims of automa-
tising excited-state analysis, making it reproducible, and re-
vealing phenomena that are hidden in the standard molecular
orbital (MO) picture. These methods encompass visualisa-
tion techniques®® while also a number quantitative descrip-
tors have been designed measuring charge-transfer (CT),>!3
double excitation character,3 1416 and entanglement.”‘20 A
particular effort has been devoted to the task of visualising
excited-state correlations using correlation plots>'~2 and con-
ditional densities.?’

The TheoDORE toolbox?® has been designed with the
goal of providing rigorous and detailed excited-state anal-
ysis methods in a lightweight and modular framework that
is amenable to a variety of electronic structure methods and
codes. At the moment interfaces to ten quantum chem-
istry codes exist encompassing Columbus,?® OpenMolcas,>”
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Q-Chf:m,31 ADFE?3?2 DFTB+,33 Fireﬂy,34 Gaussian,*® Orca,3°
Terachem,?’ and Turbomole,® and we will use three of these
(Turbomole, Q-Chem, and Orca) in the present work. The
analysis is applicable to computations performed with time-
dependent density functional theory (TDDFT), coupled clus-
ter, propagator methods as well as with various multireference
approaches. TheoDORE provides a set of tools for automat-
ing repetitive tasks and generating well-defined data while
also allowing to venture into physics beyond the MO pic-
ture. Using a fragment-based analysis scheme it is possi-
ble to assign the character of several important classes of ex-
cited states in a completely automated fashion and the meth-
ods have been applied, e.g., to measure delocalisation and CT
in interacting DNA bases,**? to quantify how substitution
affects the CT character of excited states in donor-acceptor
systems,*! and to assign excited-state character in transition
metal complexes.*>* More strikingly, the implemented anal-
ysis methods allow to understand correlation effects, which
are not apparent at all in the standard MO picture with two
prominent examples being excitonic correlation in conjugated
polymers** and the ionic and covalent states in alternating
hydrocarbons.?’

The purpose of this work is to highlight some of the promi-
nent features implemented and to give a compact introduc-
tion to new users of the code while a more comprehensive
discussion of the available functionalities and the more tech-
nical details is given in the literature.®>** We will focus on
three methods, as summarised in Sec. II, a fragment based
analysis of the correlated electron-hole pair,”> the computa-
tion of an approximate exciton size,!%** and the application
of the natural transition orbitals (NTO) decomposition’:® for
visualising excited states and quantifying their multiconfigu-
rational character.!® Three exemplary applications are given in
Sec. III. First, we show how the excited state character — lo-
cally excited vs CT — can be assigned automatically in a push-
pull system. We then proceed and apply the same philosophy
to an iridium complex and decompose its singlet and triplet
states into metal-to-ligand CT (MLCT), ligand-to-ligand CT
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(LLCT), and ligand centred (LC) contributions. Third, ex-
citon correlation occurring in a ladder polymer is illustrated
using abstract matrix plots** along with a newly developed
real-space representation of conditional densities.>” The more
technical details are given in Sec. IV providing an overview
of the structure of the code, the computational details, and a
step-by-step instruction for performing the analyses and cre-
ating the graphics shown here.

Il. THEORY

Within this section the theory immediately relevant to this
paper is reviewed while more extensive discussions are avail-
able in the literature.®!%* The discussion is started with a
fragment-based excited state analysis, which is at the centre
of this work. Next the computation of an exciton size, which
can be defined independently of any fragment definition, is
explained. The section is concluded by the discussion of nat-
ural transition orbitals as a tool for visualising excited-states
as well as for monitoring multiconfigurational character, and
a crucial relation between the fragment-based and NTO anal-
yses is shown.

A. Fragment-based excited-state analysis within a correlated
electron-hole picture

The main idea behind the fragment-based analysis em-
ployed within TheoDORE is illustrated in Fig. 1. First, the
system is divided into different fragments. These could be in-
dividual chromophores, e.g. interacting DNA bases,>® units
of the same molecule such as the donor and acceptor units
in a push-pull system*! or the ligands in a transition metal
complex.*? In Fig. 1 three such units, labelled 1, 2, and 3, are
shown. Within these units, we now proceed to construct dif-
ferent excited states by creating an electron-hole pair. As a
first option, exemplified in Fig. 1 (a), the excitation may be
entirely localised on an individual fragment. Alternatively, an
electron could be transferred between two fragments yielding
a charge transfer (CT) state [Fig. 1 (b)]. A third option is the
case where local excitations on individual fragments are cou-
pled to yield a delocalised state, denoted a Frenkel exciton. In
Fig. 1 (c) such a Frenkel exciton is shown for a case where
the dominant contribution is on the central fragment 2 and the
other two fragments play a secondary role. A final type of
excited state is shown in Fig. 1 (d) representing a linear com-
bination of two CT states going in opposite directions yield-
ing a charge resonance state. The important realisation from
Fig. 1 is that it is not generally enough to know the overall
distributions of the hole and electron, i.e. the locations of the
red and blue dots, but that their dynamic connection as repre-
sented by the arrows is also important. To exemplify this ob-
servation, we note that cases (c) and (d) appear similar when
looking at the independent electron and hole distributions in
the sense that both quasi-particles are distributed over several
fragments and that no net CT occurs. However, once the ar-
rows in Fig. 1 are taken into account, the situation changes:

case (c) is seen to be a tightly bound Frenkel exciton state
while (d) is a charge separated state. The physical implication
of this is readily seen when the distance of the chromophores
is separated: The energy of the Frenkel states stay roughly the
same while the energy of the charge resonance states increases
as 1/R (where R is the intermolecular separation).!%?>
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FIG. 1. Different types of excited states distributed over three cou-
pled fragments: (a) local excitation on fragment 1, (b) charge transfer
from 2 to 1, (c) delocalised Frenkel state, (d) charge resonance state.
Top: graphical representation of the distribution of the hole (red) and
electron (blue) over the fragments; bottom: analysis via electron-hole
correlation plots.

Motivated by the above discussion, we have devised an
excited-state analysis scheme based around the concept of a
correlated electron-hole pair.31%23% In a first step, an effec-
tive wavefunction for the electron-hole pair has to be defined.
For this purpose, we consider the one-electron transition den-
sity matrix (1TDM) between the ground and excited states,
which can be written as the integral

yol(rh,re):n/.../‘l‘o(rh,rz,...,rn)‘l-‘l(re,rz,...,rn)drg...dr,,
(D

where W and W; are the ground and excited state wavefunc-
tions. The coordinates r;, and r, represent the hole and elec-
tron, which originate from Wy and ¥;, respectively. Using
the 1TDM, we can now proceed to decompose the excitation
into different local and CT contributions. For this purpose, we
compute the charge transfer numbers,?>*® which can formally
be written as the integral

Qup = / / Yot (7 7e) [Pdredry, @
AJB

where the hole is restricted to a fragment A of the system and
the electron to fragment B. Practically speaking the integral in
Eq. (2) is evaluated using a population analysis scheme lead-
ing to straightforward matrix operations and one can either
use a formula®?> analogous to Mayer’s bond order*’ or work
with Lowdin orthogonalisation.*3-48

After the Q-matrix collecting all Q4p values is computed,
it can be conveniently visualised in a pseudocolor matrix plot,
the so-called Q-plot or electron-hole correlation plot.** In the
case of three fragments, the Q matrix is of dimension 3 x 3
and we show the corresponding Q-plots in the bottom row of
Fig. 1. The origin is in the lower left corner and the hole and
electron coordinates extend along the horizontal and vertical
axes, respectively. In case (a), the hole and electron are both
confined to fragment 1 and we obtain a value of Q;; = 1 while



TheoDORE

all other elements vanish. This is represented in Fig. 1 (a) by
a matrix where only the element on the lower left is coloured.
In Fig. 1 (b), the hole is on fragment 2 while the electron is
on fragment 1 yielding Q;; = 1 and the corresponding ma-
trix plot is shown at the bottom. In the case of delocalised
states several elements of the Q-matrix possess non-vanishing
values where locally excited contributions appear on the main
diagonal (going from lower left to upper right) while CT con-
tributions appear off-diagonally. These two cases are repre-
sented in Fig. 1 (c) and (d), respectively. Once the charge
transfer numbers are computed it is either possible to directly
visualise the Q-plots to see the correlated structure of the
exciton** or to compress the information into more compact
bar graphs*® as explored below. If larger data sets are of in-
terest one can, of course, skip the visualisation process alto-
gether and directly proceed to a statistical analysis, which is
particularly useful when studying an ensemble’*? or when
performing dynamics simulations.**-°

Whereas the Q-matrices provide a very compact represen-
tation of the correlated exciton, this representation may be too
abstract in many cases. Therefore, a different representation
has been developed,?’ which formally proceeds by modifying
Eq. (2) in the sense that only one of the integrations is carried
out leaving the one-body function

P ) = [ on(rn.ro) P ®
A

The function p/ is interpreted as the conditional electron
density obtained under the constraint that the probe hole is
restricted to fragment A. The correlated structure of the exci-
ton can now be visualised by moving the probe hole to differ-
ent fragments of the system and computing the corresponding
conditional electron densities.>” Note that related ideas have
been used for visualising exciton structure in solids®'~? as
well as Fermi holes>® and spin-correlation in molecules.*

B. The exciton size

A downside of the fragment-based analysis scheme is that
it requires an a-priori definition of the fragments and that
the results obtained may depend on the representation cho-
sen. A possibility of avoiding this ambiguity is by automa-
tising the fragmentation procedure via correlations between
the different fragments.43 However, in other cases it is desir-
able to avoid the definition of fragments altogether and we
have devised an analysis scheme of the exciton wavefunction
in real space for this purpose. This allows monitoring of the
average separation between the electron and hole, the spatial
extent of the individual contributions as well as correlation
effects.!04-55 However, this requires additional information
from the quantum chemistry program that is usually not avail-
able to TheoDORE. Therefore, we have directly implemented
the methods within the Q-Chem>' and OpenMolcas®’ pack-
ages via TheoDORE’s sister project, the wavefunctiona anal-
ysis library libwfa.>® Nonetheless, one property derived from
these works can be computed within TheoDORE, the approx-

imate exciton size** defined as

e = \/sz' Y Qundun? @)
MN

where Q,y is the charge transfer number computed with re-
spect to two atoms M and N, and dyy is the distance between
these atoms. € is the normalisation factor defined as the sum
over all Quy elements. d,, gives the root-mean-square sepa-
ration of the electron and hole (denoted RMSeh in TheoDORE)
in a point charge approximation. An exciton size below about
4 A usually reflects a purely local excitation while higher val-
ues are indicative of CT contributions.

C. Natural transition orbitals

A convenient tool for analysing excited state compu-
tations is given via the natural transition orbital (NTO)
decomposition.”?> The NTOs are computed through a singu-
lar value decomposition and allow for representing the 1 TDM
in the following form®

Yor(risre) = YN 2w () W (), (5)

i.e. as a single sum over orbital pairs where W and y¢ are
the NTOs representing the hole and electron and 4, is the am-
plitude of the transition. Usually only one or a small number
of A; values are notably above zero and, thus, the NTO de-
composition tends to provide a very compact representation
of the excitation. But the utility of the NTO decomposition
does not only lie in the pictorial representations it provides but
also the singular values themselves contain important physical
information by providing a natural measure of the multicon-
figurational character of the excited state.!>>> To measure the
multiconfigurational character, we have suggested to count the
number of configurations via the NTO participation ratio'%>

(equivalent to Luzanov’s collectivity number*%)
(£ 4)°
PRNTO = . (6)
YA

If a state can be described by a single transition between two
NTOs then PRnto is equal to 1 while higher values are ob-
tained for multiconfigurational states.

At first sight one would assume that the PRyto value,
which regards the singular value structure of the 1TDM, and
the charge-transfer numbers, which encode spatial informa-
tion, are independent from each other. However, there is an
interesting relation. If we assume that PRyto is exactly equal
to 1, then it follows that the 1 TDM factorises into a single pair
of NTOs according to

Yor(rre) = W' (ra) ¥ (re) - (7

In this case the charge transfer numbers [Eq. (2)] are given as

Qun= [ [ W) (r) P, =
[ Pan < [ e Pdr = digs, (®)
A B
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i.e., the Qqp values are already completely determined by the
shapes of the individual NTOs; they are simply given as the
product of the hole and electron charges (qﬁ, q%) on fragments
A and B, respectively. Similarly one finds that under the as-
sumption (7) the conditional electron density

p:uA(re) :/ |‘I/h(rh)llle(re)‘2drh = qz X |V’e(r€)|2 ©)
A

is independent of the location of the probe hole A except for
the constant factor qﬁ'\. Thus, we conclude that non-trivial in-
terference effects, requiring an analysis in terms of a corre-
lated electron-hole picture, can only come into play if PRnto
is significantly larger than 1. Nonetheless, it is the strength
of the presented protocol that it works equally well for simple
orbital-to-orbital transitions as it does for more complicated
excited states and we want to highlight the generality of the
presented approach below.

I1l.  EXAMPLE APPLICATIONS

Within this section we want to exemplify applications of
TheoDORE using different case studies focussing on the
question of how excited state character can be represented
in the form of a few well-defined and meaningful numbers.
Three problems of increasing complexity are chosen. Firstly,
we regard a simple organic push-pull chromophore whose
analysis in terms of canonical MOs would also be possible.
However, TheoDORE offers the advantage of being auto-
mated and of providing quantitative results. Secondly, we
study a heteroleptic iridium complex where the assignment
of excited-state character becomes significantly more diffi-
cult due to non-trivial interactions between states of different
character making the utility of the described methods imme-
diately apparent. Finally, we discuss states in a conjugated
oligomer. In this system non-trivial electron-hole correlation
effects come into play, which would be exceedingly difficult
to identify in the canonical MO picture.

A. Quantification of charge-transfer in push-pull systems

A common task encountered when performing excited
state computations is to classify excited states accord-
ing to their character and to specify where the exci-
tations are located or whether charge transfer occurs.
These questions can be conveniently addressed with the
tools described in Section IIA.  For the purpose of
this work, we present some results on the recently
reported®’ push-pull chromophore ZMSO,M-14TPA (Z-
methylsulfonylpropenyltriazolyl-triphenylamine) shown in
Fig. 2 (a). In Fig. 2 (b), the excitation energies of the first
nine singlet states are shown and their oscillator strengths are
given as shading (increasing as white < blue < orange). This
representation shows that the brightest state (with an oscil-
lator strength of 0.667) is Sy, located just below 4 eV while
several higher energy bright states follow. In a next step,
we proceed to classify the excited states in this system. As

shown in Fig. 2 (a), the molecule is composed of the elec-
tron donor triphenyl amine (TPA, blue) as well as two ac-
ceptor groups, first a triazole ring (green) and, second, the
Z-methylsulfonylpropenyl group (ZMSO,, red). We compute
the CT numbers [Eq. (2)] with respect to these three fragments
and group them into the following four contributions: (i) the
local excitation on TPA (Q;), (ii) CT from TPA to triazole
(12), (iii) CT from TPA to ZMSO; (13), and (iv) any exci-
tations on triazole and ZMSO, (Q2; + Q33 + Q23 + Q37). In
Fig. 2 (c) a bar graph is shown that divides every state ac-
cording to those four contributions. We find that the bright S
state is dominated by local excitations on TPA (blue) but that
it also possesses non-negligible TPA—triazole CT character
(green). Three states completely localised on TPA follow.
The second one of these (S3), possessing an oscillator strength
of 0.240, gives rise to an experimentally observed band at
around 300 nm, which is characteristic for TPA-substituted
molecules.”” S5 follows with enhanced TPA—ZMSO, char-
acter while S is again localised on TPA. Two states on the
triazole and ZMSO; units follow. And finally, Sy, is seen to
be of mixed character. The NTOs [Eq. (5)] for selected states
are plotted in Fig. 2 (d) where the hole is shown on the bot-
tom and the electron at the top. The NTOs support the as-
signments made earlier: S; is located on TPA but possesses
important CT contributions; S, is entirely TPA-centred; S7 is
delocalised over the triazole and ZMSO, units.

In summary, this analysis shows that the excited-state char-
acter in a push-pull system can be automatically assigned us-
ing the presented protocol. The results are consistent with a
manual assignment of state character only that a completely
quantitative picture is obtained. Using this data one may now
proceed to studying the scientific question of interest, for ex-
ample one may compare>’ how the excited states are affected
by different substitution patterns or solvation.

B. State assignment in transition metal complexes

Transition metal complexes are a particularly interesting
application area for the fragment-based analysis discussed
here for two reasons. First, the assignment of excited states
in transition metal complexes is notoriously challenging and
tedious due to the fact that a large number of excited states
are involved and that it is difficult to assign the excited-state
character directly from the canonical orbitals.**3%> Second,
the excited states are usually discussed in a fragment based
picture, which is particular amenable to TheoDORE. The
states are classified into, e.g., LC, MLCT, or LLCT charac-
ter, which can be directly identified with different blocks of
the Q-matrix.*>+3

For the purpose of this work, we regard the bis-
phenyltriazole-bipyridyl iridium complex [Ir(ptz),bpy]*.606!
The molecular structure of [Ir(ptz);bpy]*T is shown in
Fig. 3 (a). To the left the phenyltriazole (ptz) ligands (red)
are shown, which act as electron donors. The iridium (yel-
low) is in the centre. The bipyridyl electron acceptor (blue)
is shown to the right. Eight singlet and triplet excited states
were computed for this complex at the TDDFT/PBEO level of
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FIG. 2. Fragment-based analysis of excited-states in an organic push-
pull system using TheoDORE based on RI-CC2 computations in Tur-
bomole. Molecular structure (a) of the ZMSO,M-14TPA molecule
and its decomposition into three fragments — triphenylamine (TPA,
blue), triazole (green), Z-methylsulfonylpropenyl (ZMSO,, red); ex-
citation energies and oscillator strengths (b); excited-state charac-
ter (c) automatically assigned using the CT numbers; and exemplary
NTOs (d) for the Sy, S», and Sy states.

theory. Their excitation energies and oscillator strengths are
presented in Fig. 3 (b) showing that the S| and 7} energies
are both located at around 2.5 eV while all other states are
well above 3 eV. §1 and T} possess similar characters show-
ing around half Ir—bpy (green, MLCT) and ptz—bpy (pink,
LLCT) character. Interestingly, S» and 7> strongly differ in
their characters. S, is almost entirely of ptz—bpy (pink) type
whereas T, possess strong LC contributions on bpy (blue). We
can understand this phenomenon in the sense that locally ex-
cited singlet states in small chromophores face a strong en-
ergetic penalty through exchange repulsion (cf. Ref. 62) and
are, therefore, at higher energies. In accordance with this,
we find that the first eight singlet states are only composed of
CT contributions (green, pink) while enhanced local charac-
ter (blue, red) comes into play for the triplets. The NTOs for
three selected states (Sy, Sz, 71) are shown in Fig. 3 (d). The
dominant electron NTO (top) is always located on bpy; it cor-

(a) HN—N ‘ X
\
N /N Pz
N
N '’
|
2
—2
(®) 40 10
= _— 4.0
% 35 - =
- - -
2 3.0 | 2.0
g
=
250= = 1 oo
(c)
2
g B —bpy
QE |0 ptz—bpy
&) Bhpy
.ptz

FIG. 3. Fragment-based analysis of excited-states in a transition
metal complex using TheoDORE based on TDDFT/PBEO compu-
tations in Q-Chem. Molecular structure (a) of the [Ir(ptz),bpy]™
complex and its decomposition into three fragments — bipyridyl (bpy,
blue), iridium (yellow), and phenytriazole (ptz, red); excitation en-
ergies and oscillator strengths (b); excited-state character (c); and
exemplary NTOs (d) for the Sy, S, and 7, states.

responds the lowest unoccupied MO (LUMO) in the canon-
ical MO picture. The dominant hole NTO (bottom) changes
among the states. For S| it is delocalised over the ptz units and
Ir whereas it is almost completely localised on the ptz units for
S>. For T», by contrast, the hole NTO is distributed over Ir and
bpy. Thus, the NTOs reflect the same trends as the fragment
based analysis only that it is challenging to produce quantita-
tive results from looking at the NTOs alone and this becomes
even more difficult when using canonical MOs.

We hope that we could illustrate that the protocol retrieves
non-trivial information about the excited states in an auto-
mated and well-defined way. The interested reader is referred
to Ref. 43 for more information on how the approach can
be used to tackle a variety of questions in transition-metal-
complex photochemistry.
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FIG. 4. Analysis of electron-hole correlation considering the conju-
gated ladder oligomer (FC)3F. Molecular structure (a) and fragment
definition considering four furane rings (F1, F4, F7, F10) and six CO
fragments (C2, C3, C5, C6, C8, C9); depiction of color scale and
coordinate definition (b); electron-hole correlation plots (c).

C. \Visualisation of correlation effects in large conjugated
systems

In the case of smaller molecules, it is often sufficient to de-
scribe an excited state in terms of two involved orbitals, e.g.
a HOMO-LUMO transition. However, in larger systems a
number of quasi-degenerate orbitals come into play leading
to quasi-degenerate electron configurations, which interact to
form multiconfigurational excited states. Physically speak-
ing one can interpret states in these systems as deriving from
two interacting quasi-particles moving through the system,
the electron and the hole, 226263 and specialised methods have
been developed to depict their correlated structure ?3-26:441

For the purpose of this work, we study the ladder oligomer
shown in Fig. 4 (a).5%% This molecule is composed of four fu-
rane (F) units bridged by six CO (C) units and we will denote

TABLE I. Excitation energies (AE, eV), oscillator strengths (f), NTO
participation ratios (PRNT0), approximate exciton size (doxe A), and
type assignment for the first 12 singlet excited states of the conju-
gated ladder oligomer (FC)3F.

State AE f  PRNTO dexc type
Sy 321 - 1.92 2.87 nm*
S, 325 - 2.85 2.83 nm*
Sz 335 - 3.06 2.82 nm*
S4 338 - 293 2.78 nm*
Ss 342 - 2.06 2.76 nm*
Se¢ 343 - 220 2.75 nm*
S7  3.60 0017 199 332 mr*
Sg  3.62 - 2.08 324 nm*
Sy 372 - 1.04 3.58 nn*

Sio 4.530.036 139 508 nx*
Si1 470 0.195 240 4.04 nw*
S 471 - 2.58 4.63 nrm*

it (FC)sF. (FC)sF, derived from hexeneuronic acid, is found
in cellulosic pulps where it is a cause for discolouration.®*
While this discolouration is unwanted in cellulose one may
ponder whether this strongly absorbing chromophore®* may
ultimately be used as a basis for optoelectronic applications
and we will proceed to study its electronic structure here. The
excitation energies of the first 12 singlet excited states of this
molecule are shown in Table I. The first six excited states
are all within a very narrow energy window of 3.21-3.43 eV
and are of nz* type. These six states are formed as linear
combinations of the nz* transitions originating on the indi-
vidual CO groups. The remaining six states in Fig. 4 are all
of #x* nature. The first three states (S7-S9) are closely spaced
in the energy window 3.60-3.72 eV while the second set set
(S10-S12) lies significantly higher at 4.53-4.70 eV. In agree-
ment with Ref. 66 we find that the first bright state (§7) is at
around 3.60 eV only that S7 as computed here shows a signifi-
cantly lower oscillator strength when compared to the B3LYP
results of Ref. 66. The brightest state shown here is S1; lo-
cated at 4.70 eV.

In order to visualise the pair distribution of electron and
hole, we plot the charge transfer numbers Q4p [Eq. (2)] in the
form of a pseudocolor matrix plot in Fig. 4 (c). The employed
coordinate system is shown in Fig. 4 (b): The origin is in the
lower left corner and the hole and electron coordinates extend
along the horizontal and vertical axes, respectively. Any local
contributions are on the main diagonal going from lower left
to upper right while the other elements refer to CT. The value
of the respective Q4p element is given by a colour scale going
from white to black. In general these plots are to be inter-
preted as indicated in Fig. 1. Inspection of the plots of the six
nm* states (S1-Sg) shows that all the dominant contributions
are local CO—CO elements with some diffuse contributions
around them. To understand what this means we proceed to
a more extended analysis selecting the S4 state as an exam-
ple. The overall distributions of the hole and electron for this
state are shown in Fig. 5 (a). We find the hole (red) centred
around the non-bonding orbitals on oxygen while the elec-
tron (blue) resides in the -system reflecting the nz* nature of
this state. In a next step, we want to understand the electron-
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FIG. 5. Detailed analysis of the S state of the conjugated ladder
polymer (FC)3F: the overall hole (red) and electron (blue) densities
(a); electron-hole correlation plot (b); conditional electron densities
computed for the hole localized on carbonyl unit C3 (c) and CS5 (d).
The surfaces plotted encompass 75% of the total electron densities.

hole correlation plots in more detail. This is achieved via the
conditional electron densities [Eq. (3)], which effectively pro-
vide real space representations of individual columns of the
electron-hole correlation plot. In Fig. 5 (b) we find that there
are four columns with significant contributions: C3, C5, C6,
and C8. We choose the two symmetry-unique contributions
C3 and C5 and compute the corresponding conditional den-
sities. These are shown in Fig. 5 (c¢) and (d), respectively.
The probe hole (red) resides, per construction, only on the
respective carbonyl group (C3 or C5). Interestingly, we find
that the conditional density is strongly pulled toward the probe
hole despite the fact that the total density of the excited elec-
tron [Fig. 5 (a), blue] is distributed over a large part of the
molecule. There is only some “spillover” to the other CO
group on the same ring and almost no contributions going
to CO groups on other rings. This illustrates how correla-
tion effects always keep the electron and hole close together,
thus, enhancing their dynamic Coulomb attraction (see also
Ref. 62). In the Q-plot Fig. 5 (b) this fact is represented by
the fact that the plot is strongly dominated on the diagonal
(going from lower left to upper right). From a different view-
point we may view the CO groups as largely electronically
decoupled units. This is also consistent with the fact that all
six nm* states are contained in a narrow energy window of
only 0.2 eV.

Proceeding to the Q-plots of the mxm* states S7-Sy2 in
Fig. 4, we find that all these states possess contributions in

(b)
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FIG. 6. Analysis of the §7 state of the conjugated ladder poly-
mer (FC)3F: the overall hole (red) and electron (blue) densities (a);
electron-hole correlation plot (b); conditional electron densities com-
puted for the hole localized on furan unit F1 (c) and F4 (d). The
surfaces plotted encompass 75% of the total electron densities.

the columns labelled “F”, i.e., the hole is located on differ-
ent furan units, while the electron is at the same or adjacent
furan and CO units. A detailed discussion of S7 is presented
in Fig. 6 (a) starting with the overall electron and hole densi-
ties in panel (a). The hole (red) is distributed in the 7-system
across the furan units while the electron (blue) resides mostly
on the outer CO groups. When the hole is restricted to the
F1 [Fig. 6 (c)] or F4 [Fig. 6 (d)] fragments, we find that the
electron is confined to the same side of the molecule where
also F1 and F4 are located. Interestingly, the shape of the
conditional electron density is almost invariant with respect
to the choice of fragment (F1 or F4). For symmetry reasons
it follows that with the hole located on F7 and F10 the elec-
tron would be located on the other side. This shows that the
molecule is effectively divided into two halves in the sense
that the conditional density is always located on the same half
as the probe hole but that it is independent of the probe hole’s
precise position within that half. This division is reflected in
the block-diagonal structure of the Q-plot in Fig. 6 (b). Pro-
ceeding to Sy one finds that this state is only 0.02 eV above
S7 and its Q-plot possesses almost the same structure as S7.
This suggests that S7 and Sg can be seen as the +/+ and +/—
combinations composed of largely decoupled local excitations
on the two halves of the molecule. The Sy state has a similar
pattern in Fig. 4 only that the excitation is concentrated at the
central ring.

To understand the difference between the states S7-S9 and
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FIG. 7. Detailed analysis of the Sy, state of the conjugated ladder
polymer (FC)3F: the overall hole (red) and electron (blue) densities
(a); electron-hole correlation plot (b); conditional electron densities
computed for the hole localized on furan unit F1 (c) and F4 (d). The
surfaces plotted encompass 75% of the total electron densities.

S10-S12, we proceed to an analysis of the Sy; state [Fig. 7].
The overall electron and hole densities of S; are shown in
Fig. 7 (a) resembling S;7 with the exception that the hole is
somewhat more strongly concentrated on the centre. Restrict-
ing the hole to F1 [Fig. 7 (c)] gives a very similar shape as ob-
tained for the S7 state. By contrast, if the probe hole is on F4
[Fig. 7 (d)] we find that the conditional electron density spills
over to the other side of the molecule much more strongly than
in the case of §7 meaning that it is no longer confined to the
left half of the molecule. More generally, we can thus under-
stand the difference between the first three states ($7-Sg9) and
the last three states (S19-S12) in the sense that the former are
more tightly bound than the latter. This is also apparent by
the fact that the Q-plots are more diffuse for S19-S12. To have
a more quantitative measure, we use the approximate exciton
size d,y. as presented in Tab. I. This measure shows S7-So to
be more tightly bound with exciton sizes well below 4 A while
they are above this value for Sjo-S12.

Finally, we want to discuss the PRNto measure also given
in Tab. I. PRyto measures the multiconfigurational character
of the excited-state by counting the number of non-vanishing
singular values of the I TDM. PRnto values well above 1 are
found for all states except Sg and Sj¢ illustrating that most of
these states do indeed possess non-trivial multiconfigurational
character and, as explained at the bottom of Section II C, this
also means that the CT-number analysis can provide informa-
tion that would not be retained with an independent analysis

of electron and hole densities. Before concluding this sec-
tion, we can proceed further and relate the PRyto value to the
block structure of the Q-plots. First, it can be realised that
a block-diagonal 1'TDM will have at least one non-vanishing
singular value per block. Second, we can attempt to choose
a fragmentation scheme that preserves this block structure in
the Q-matrix. As a consequence, one can posit that the num-
ber of blocks in the Q-plot is reflected by the PRyro value.
This is indeed the case for the states shown here. The states
S5-Sg all show Q-plots of two independent blocks and indeed
their PRnto values are very close to 2. The next state, So, is
represented by just one central block in Fig. 4 and, indeed,
its PRNTo value is only 1.04. S1g possesses a rectangular plot
with sufficiently little structure to allow for a low PRyt value
of 1.39. By contrast the states S, S3, S4, S11, and Sy» all pos-
sess Q-matrices with more structure leading to higher PRnto
values. This illustrates the relations'® between the more ab-
stract PRNyto value and actual spatial correlation effects. Fi-
nally, we want to point out that it is also possible to view
PRNTo as an effective matrix rank*® and use this as a basis for
the argument, i.e. two independent blocks will always contain
at least two linearly independent columns and thus lead to a
rank of at least 2.

An overall comparison of the low energy energy states
of (FQ)3F to previous similar studies on oligo-phenylene-
vinylene (OPV)*+®7 and oligothiophene (OT)?’ suggests a
different behaviour between the former and the latter two.
OPV and OT both possess a bright, energetically well-
separated, and loosely bound §; state whereas (FQ)3F pos-
sesses a number of dark, closely spaced and strongly bound
low energy states. This suggests a different photophysical be-
haviour and it is reasonable to speculate that the CO groups
act as dark trapping sites meaning that exciton mobility and
luminescence will be lower in (FQ)3F when compared to OPV
or OT. Nonetheless, these properties may be altered through
chemical substitution and (FQ)3F may act as a starting point
in the design of new conjugated systems.

IV. TECHNICAL DETAILS

Before concluding, we want to mention the relevant tech-
nical details. We will commence by discussing the overall
structure of the TheoDORE code and proceed by listing the
computational details. Finally, we want to elaborate on a step-
by-step instruction to allow the interested reader to create re-
lated graphics themselves.

A. Structure of the TheoDORE code

TheoDORE is designed with the aim of providing a
lightweight yet versatile program package. The code is writ-
ten in python and encompasses about 12000 lines. It is
available open-source.?® Extensive use is made of external
libraries and programs for various tasks. The code is inter-
faced to the following five external libraries: NumPy® for
matrix operations, matplotlib® for creating Q-plots and di-



TheoDORE

verse graphs, openbabel’’ for handling of molecular struc-
tures, cclib’! for interfaces to different quantum chemical
programs, and orbkit’? for evaluating orbitals and densities
on a grid. TheoDORE possesses no graphical user inter-
face but various programs are integrated into the workflow.
Avogadro’® can be used for the fragment definition process.
The graphical output of NTOs and various other types of
orbitals is automatated via scripts for the Jmol’* program.
TheoDORE also possesses a utility for automatically creat-
ing plots of the conditional electron densities or any other
cube files of interest via a VMD’? script. Alternatively, cube
files produced via TheoDORE plots can be easily visualised in
PyMOL’® when using the qc_pymol toolkit.”” Finally, some
output graphics can be generated via LaTeX/TikZ.

TheoDORE is designed as to require only minimal informa-
tion from the quantum chemistry program and to require only
minimal computational effort. The fragment-based analysis
proceeds using only two piecees of information: (i) the MO-
coefficients along with the information where the MOs are
located and (ii) the response vectors. Crucially, it is not nec-
essary to provide the AO overlap matrix as it is reconstructed
internally from the MO-coeffients.>>* The MO-coefficients
and response vectors are readily available from most quan-
tum chemistry codes as they are the same information that is
also used for a traditional analysis of excited-state character.
Therefore, new interfaces can be created easily. The opera-
tions shown in Eqgs (2-5) can be readily written as matrix mul-
tiplications, which are implemented via the NumPy®® library.
No grid-based numerical integration or other computationally
expensive tasks are employed and, therefore, the TheoDORE
analysis usually only takes a small fraction of the time of the
preceding ab initio computation.

B. Computational details

The geometry of ZMSO,;M-14TPA was taken from Ref. 57
and excited-state computations were performed using the ap-
proximate coupled cluster method RI-CC2,7® as implemented
in Turbomole V7.2,3% in connection with the def2-SV(P) ba-
sis set.”” The geometry optimisation and computation of ver-
tical excitation energies of [Ir(ptz),bpy]™ was performed us-
ing (TD)DFT in the Tamm-Dancoff approximation®® at the
PBE0/def2-SV(P)8! level within a development version of
Q-Chem 5.2.3' (FQ);F was optimised at the B3LYP/def2-
SV(P) level.3283 The excited states were computed using
CAM-B3LYP/def2-SVP% employing the RIJCOSX® ap-
proximation within Orca 4.1.2.3% The computations were
post-processed using a developmental version of TheoDORE
2,825.28 and the full functionality described here will be made
available through TheoDORE 2.1. The underlying research
data (molecular geometries, input/output files, data underly-
ing the figures) is provided via a separate repository.5¢

C. Step-by-step instruction

For the reader interested in reproducing the graphics pre-
sented here, we want to present a list of the different steps
taken, scripts called, and external programs used. This
list is intended for users that are already somewhat famil-
iar with TheoDORE and have worked through the tuto-
rial that is available along with the TheoDORE distribu-
tion. All relevant input/output files of the quantum chem-
istry programs and TheoDORE as well as LaTeX/TikZ source
files for the final graphics are available via a separate
repository®® and we urge the interested reader to download
these files. Starting with ZMSO,M-14TPA, first a Turbo-
mole computation was performed. Subsequently, input for
TheoDORE was generated via the theoinp tool. The main
analysis procedure was initiated through analyze_tden.py,
which generated individual Molden files for the NTOs as
well as computing the Q-matrices. The NTOs were plot-
ted via the script jmol_MOs.py, which generates input for
the Jmol program. The output was also processed via the
script plot_Om_bars.py to produce the bar graphs shown
in Fig. 2 (b-c) in the form of a LaTeX/TikZ source file.
The analysis of [Ir(ptz),bpy]* proceeded in close anal-
ogy to ZMSO,M-14TPA with the exception that the main
analysis steps were already carried out using an integrated
implementation® in Q-Chem meaning that TheoDORE was
only required for the post-processing tasks. Furthermore, the
dedicated analysis routines for transition metal complexes*>*3
were used in this case.

The analysis of (FQ);F was started via theoinp and
analyze_tden.py in analogy to the previous cases. The
Q-plots in Fig. 4 were subsequently produced using the
plot_OmFrag.py functionality. The conditional densities
were evaluated as cube files via the orbkit’? interface. These
were post-processed via the vmd_plots.py script to gener-
ate input for VMD,” which was subsequently used to gen-
erate the graphics in an automated fashion. The isovalues
were chosen as to encompass 75% of the respective charge
distribution, which proceeds via a numerical integration in
vmd_plots.py.

V. CONCLUSIONS

We have exemplified the application of TheoDORE in three
systems, an organic push-pull chromophore, a transition metal
complex, and a conjugated polymer. In the first two cases,
we have shown that the methods allow for an automated and
quantitative analysis of excited-state character. It was seen
that the fragment-based analysis is particularly useful to dis-
cern which fragments of the system contribute to the excita-
tion and where charge transfer occurs. In the third case, we
have shown that the analysis protocols provide information
well beyond what could be accessed in the standard MO pic-
ture by giving detailed insight into dynamic electron-hole at-
traction yielding a tightly bound exciton. This was achieved
via electron-hole correlation plots along with a real-space
representation’’ of conditional densities and the outcomes
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were interpreted in light of multiconfigurational character de-
termined via the NTO decomposition.

The above examples served as an illustration of how
TheoDORE can be used to represent the results of excited-
state computations in a compact and rigorous form. Certainly,
generating this data is not an end in itself but only a means to
answer a scientific question. For example one can study how
different substitution patterns affect the excited-state wave-
functions and correlate the results to the property of interest,
e.g., singlet-triplet gaps or two-photon strengths,*!” and use
this information in a rational design process. Alternatively,
TheoDORE can be used to gain detailed insight into the dy-
namical behaviour of a system**-° or to perform statistical
sampling over complex molecular systems such as DNA.3%40

It should not be left without saying that the fragment-based
scheme also has some drawbacks. First, it is not possible
to probe the shape of the orbitals, i.e., one cannot differen-
tiate between Rydberg and valence states or between n™ and
™ states. Second, an a priori definition of fragments is re-
quired and the results have some dependence on the popula-
tion analysis scheme chosen. To address these, we have devel-
oped an alternative analysis scheme based on multipole mo-
ments of the exciton wavefunction in real space.'%* These
methods have been used successfully for the purpose of com-
paring different quantum chemistry methods,%>%7 identifying
Rydberg states,* and to assign other elusive excited-state
characteristics.®® Nonetheless, the original TheoDORE ap-
proach, described here, remains popular considering its ease
of use and lightweight nature. In the future, we hope that the
fragment-based and real space approaches can both provide
useful tools for practitioners in the field helping to deepen our
understanding of light-driven processes in molecules.
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