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ABSTRACT

We present results on the environmental dependence of the star-forming galaxy main
sequence in 11 galaxy cluster fields at 1.0 < z < 1.5 from the Gemini Observations of
Galaxies in Rich Early Environments Survey (GOGREEN) survey. We use a homo-
geneously selected sample of field and cluster galaxies whose membership is derived
from dynamical analysis. Using [O ii]-derived star formation rates (SFRs), we find
that cluster galaxies have suppressed SFRs at fixed stellar mass in comparison to
their field counterparts by a factor of 1.4 ± 0.1 (∼ 3.3σ) across the stellar mass range:
9.0 < log(M∗/M�) < 11.2. We also find that this modest suppression in the cluster
galaxy star-forming main sequence is mass and redshift dependent: the difference be-
tween cluster and field increases towards lower stellar masses and lower redshift. When
comparing the distribution of cluster and field galaxy SFRs to the star-forming main
sequence, we find an overall shift towards lower SFRs in the cluster population, and
note the absence of a tail of high SFR galaxies as seen in the field. Given this observed
suppression in the cluster galaxy star-forming main sequence, we explore the impli-
cations for several scenarios such as formation time differences between cluster and
field galaxies, and environmentally-induced star formation quenching and associated
timescales.

Key words: galaxies: clusters: general – galaxies: evolution.

1 INTRODUCTION

Measurements of the galaxy stellar mass function and cos-
mic star formation rate (SFR) as a function of redshift
have demonstrated that the global star formation activity of
galaxies peaked at z ∼ 2, declining until the present day (e.g.
Madau & Dickinson 2014 and references therein). This evo-
lution is also seen as a decrease in the specific SFR (sSFR)
of galaxies with time since z ∼ 2 (e.g. Whitaker et al. 2012

? E-mail: lyndsay.old@esa.int

and others), and is characterised as evolution in the correla-
tion between SFR and stellar mass, referred to as the star-
forming main sequence (Noeske et al. 2007). However, com-
paring the evolution of the stellar mass functions for star-
forming and quiescent galaxies separately (Peng et al. 2010;
Muzzin et al. 2013) shows that a stellar mass-dependent
”quenching”of star formation must also be taking place. This
quenching refers to a comparatively rapid terminal cessation
of star formation that leads to the gradual build-up of the
passively-evolving galaxy population.

There is also evidence that the evolution of galaxies

© 2020 The Authors
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2 L. J. Old et al.

depends on their environment - whether this means local
density, or their location as a satellite galaxy within a more
massive host dark matter halo. At z < 1, galaxies in denser
environments such as galaxy groups and galaxy clusters uni-
versally have lower fractions of star-forming galaxies than
the field (e.g. Kauffmann et al. 2004; Balogh et al. 2004a;
Poggianti et al. 2006; Cooper et al. 2006, 2007; Kimm et al.
2009; von der Linden et al. 2010; Peng et al. 2010; Muzzin
et al. 2012; Mok et al. 2013; Davies et al. 2016; Guglielmo
et al. 2019; Pintos-Castro et al. 2019).

One explanation for this trend is that galaxies in groups
and clusters are subject to additional processes that enhance
the quenching rate (e.g. Balogh et al. 2004a; Peng et al. 2010;
Wetzel et al. 2013). If this is the case, there should exist a
transition galaxy population in groups and clusters that have
low but non-zero SFRs. The bimodality in the galaxy colour
and SFR distribution (e.g. Strateva et al. 2001; Baldry et al.
2004; Balogh et al. 2004b; Cassata et al. 2008; Wetzel et al.
2012; Taylor et al. 2015) suggests that these transition galax-
ies are rare, implying a rapid transformation from the star-
forming to quiescent population. Identifying these transition
galaxies from their lower-than-average SFRs requires large,
carefully-selected samples over a wide stellar mass range,
and results to-date are mixed. Several studies have claimed
little to no trend in the star-forming main sequence with
environment (e.g. Peng et al. 2010; Wijesinghe et al. 2012;
Muzzin et al. 2012; Wetzel et al. 2012; Koyama et al. 2013);
others find a modest trend in the sense that star-forming
galaxies in denser environments have lower star formation
rates at fixed stellar mass than that of their counterparts
in the field (e.g. Vulcani et al. 2010; von der Linden et al.
2010; Popesso et al. 2011; Patel et al. 2011; Haines et al.
2013; Paccagnella et al. 2016; Rodŕıguez del Pino et al. 2017;
Wang et al. 2018).

In order to reconcile the modest, at best, differences
between the SFRs of galaxies in groups, clusters and the
field at low redshift with the fact that clusters host a much
larger fraction of quenched galaxies, Wetzel et al. (2013)
introduced a two-parameter model to describe the suppres-
sion of star formation for satellites in massive haloes. In this
‘delayed-then-rapid’ quenching scenario, as a satellite galaxy
infalls into a cluster, there is a period of time within which
a galaxy’s SFR follows that of typical field galaxy evolution.
After this ‘delay-time’, a galaxy experiences a swift trunca-
tion in its SFR.

Using a galaxy group/cluster catalogue (based on Yang
et al. 2005) from the Sloan Digital Sky Survey Data Re-
lease 7 at 0.04 < z < 0.06 (York et al. 2000; Abazajian et al.
2009), together with a high-resolution, cosmological N-body
simulation to track satellite orbits, Wetzel et al. (2013) em-
pirically fits a delayed-then-rapid quenching scenario where
galaxy SFRs are unaffected for 2-4 Gyr following infall, after
which star formation quenches rapidly. The long delay time
is somewhat puzzling, given the shorter dynamical times as-
sociated with galaxy orbits. However, some authors (e.g.
Taranu et al. 2014; Oman & Hudson 2016; Muzzin et al.
2014) find good agreement with models where quenching
begins only when galaxies first pass within a small radius
near the cluster core or where environmental quenching is
driven by halting gas accretion (e.g. Fillingham et al. 2015).

A promising approach to better understand these re-
sults is to look at higher-redshift clusters and groups. Be-

cause the dynamical time for a virialized system is shorter
at higher redshift, and independent of halo mass (Tinker
& Wetzel 2010; Tinker et al. 2013; McGee et al. 2014), we
might hope to determine if these quenching timescales are
associated with orbital parameters. An alternative might be
that they are determined by properties of the galaxy itself
(e.g. gas content and star formation rate); these generally
evolve at a different rate from the dynamical time, allowing
us to break the degeneracy (McGee et al. 2014). Observa-
tions probing groups and clusters at intermediate redshifts
are generally consistent with a total quenching time (i.e. the
time between infall and cessation of star formation) that
evolves approximately like the dynamical time (e.g. Tinker
& Wetzel 2010; Mok et al. 2014; Balogh et al. 2016; Foltz
et al. 2018). However, there are indications that the delay
time at z ∼ 1 is shorter than would be expected from a simple
scaling with dynamical time from z ∼ 0 (McGee et al. 2014).
These authors suggest that the high SFRs associated with
galaxies coupled with mass-loaded winds at z ∼ 1, means
that they will exhaust their gas supply on a timescale that
is shorter than the dynamical time and hence quench before
any orbit-related process like ram-pressure stripping can be
effective. This phenomenon, called ”overconsumption”, also
proves to be a good match to the stellar mass dependence
of the observed quenched galaxy fraction at z ∼ 1 (Balogh
et al. 2016; Kawinwanichakij et al. 2017; Fossati et al. 2017;
Chartab et al. 2019).

It is therefore interesting to extend this work to even
higher redshift, z > 1, where galaxies are significantly
younger, have higher SFRs and lower depletion timescales
(e.g. Tacconi et al. 2013, 2018). While there are pioneering
studies of galaxy clusters at higher redshifts, (e.g. z > 1;
Strazzullo et al. 2006; Gobat et al. 2008; Snyder et al. 2012;
Lotz et al. 2013; Zeimann et al. 2013; Martini et al. 2013;
Nantais et al. 2013; Newman et al. 2014; Stanford et al. 2014;
Nanayakkara et al. 2016; Nantais et al. 2017; Strazzullo et al.
2019), deep spectroscopic cluster studies of galaxies of all
types for a range of halo masses do not currently exist, and
the typical properties of cluster galaxies at this epoch are
still unknown.

The goal of this study is to measure the difference in
the star-forming galaxy main sequence between cluster and
field galaxies with a deep spectroscopic sample of homoge-
neously targeted galaxies above z > 1. For this purpose, we
use the recently completed Gemini Observations of Galaxies
in Rich Early ENvironments (GOGREEN) survey (Balogh
et al. 2017). In Section 2, we describe the key survey de-
tails including the cluster sample and some aspects of the
data reduction. In Section 3, we present results on the en-
vironmental dependence of the star-forming main sequence
and the corresponding discussion in Section 4. We conclude
our findings in Section 5. Throughout the paper we adopt
a flat Lambda Cold dark matter (ΛCDM) cosmology with
Ωm = 0.3, and a Hubble constant of H0 = 70 km s−1 Mpc−1.
We also assume a Chabrier Initial Mass Function (IMF;
Chabrier 2003).

2 THE GOGREEN SURVEY

The GOGREEN survey is based on a Gemini Large and
Long Program using the GMOS instruments (Murowinski

MNRAS 000, 1–15 (2020)



GOGREEN star-forming main sequence 3

et al. 1998; Hook et al. 2004) on Gemini North and South
telescopes to obtain unbiased multi-object spectroscopy of
galaxies of all types down to stellar masses M∗ ∼ 1010.3 M�1

. The survey targets 21 systems spanning a wide range in
halo mass at 1.0 < z < 1.5. In addition to deep spectroscopy,
the GOGREEN survey has obtained over one hundred hours
of UBV RIzY JK and IRAC 3.6µm imaging for the majority
of the target fields, providing photometric products includ-
ing stellar masses, accurate rest-frame UV J colour measure-
ments and characterisation of spectroscopic completeness.
Crucially, the survey is designed to produce a field sample
of comparable size to that of the targeted groups and clus-
ters, selected under the same conditions.

One of the key science goals of GOGREEN is to probe
environmental quenching and the growth of the stellar mass
function at this early epoch. The survey is also designed
to examine the stellar populations and dynamics of galax-
ies in clusters that span a wide range in halo mass at
1.0 < z < 1.5 when the Universe was < 6 Gyr old. Can-
didate groups and clusters are selected in three approxi-
mate bins of mass: groups (M < 1014 M�), typical clus-
ters (1014 < M/M� < 5 × 1014) and very massive clusters
(M > 5 × 1014 M�). Within GOGREEN, we target nine
group mass candidates in the COSMOS (Finoguenov et al.
2007; George et al. 2011) and Subaru XMM Deep Survey
(SXDS, Finoguenov et al. 2010) fields, nine typical clusters
from the Spitzer Adaptation of the Red-sequence Cluster
Survey (SpARCS, Wilson et al. 2009; Muzzin et al. 2009; De-
marco et al. 2010), five of which have extensive GMOS spec-
troscopic follow-up from the Gemini Cluster Astrophysics
Spectroscopic Survey (GCLASS, Muzzin et al. 2012), and
we target three very massive clusters from the South Pole
Telescope (SPT) survey (Brodwin et al. 2010; Foley et al.
2011; Stalder et al. 2013). In this study, we focus on eleven
of the GOGREEN clusters, the properties of which are de-
scribed in Section 2.3 and summarised in Table 1.

2.1 Spectroscopic data

In this Section, we summarise the relevant spectroscopic
observations, spectroscopic targeting and reduction for the
data used in this study. Full details are given in the survey
description paper (Balogh et al. 2017) and a forthcoming
data release paper (Balogh et al., in preparation). Spectro-
scopic targets were selected using magnitude and colour cuts
from combined deep GMOS z′-band imaging and Spitzer
IRAC 3.6µm photometry. The GMOS z′-band imaging was
obtained as part of the GOGREEN program, and 5σ depths
range from 24.75 – 25.70 for the eleven GOGREEN clusters
used in this study. More details regarding the integration
time, condition, and depths for each individual field can be
found in Balogh et al. (2017).

We focus on 11 of the 12 GOGREEN cluster fields,
omitting the twelth GOGREEN cluster, SpARCS1033, from
this analysis, as the K-band observations are not yet com-
plete. We complemented our own deep 3.6µm Spitzer IRAC
imaging with publicly-available imaging (5σ AB depth of at

1 A list of all GOGREEN papers can be found on
the following webpage: http://gogreensurvey.ca/data-

releases/publicationspress/.

least 2µJy or AB=23.1) from SERVS (Mauduit et al. 2012),
S-COSMOS (Sanders et al. 2007), and SpUDS (Galametz
et al. 2013), and additional CO programs (PI=Menanteau,
PID=70149, PI: Brodwin, PIDs=60099, 70053). Targeted
galaxies are selected to have total magnitudes of [3.6] <
22.5 and z′ < 24.25, avoiding low-redshift (z < 1) contami-
nation by imposing a colour cut determined using the colour-
magnitude distribution of galaxies with high-quality photo-
metric redshifts in UltraVISTA (Muzzin et al. 2013). Spec-
troscopic slit masks were designed in order to obtain high
numbers of bright and faint galaxies while also ensuring rea-
sonable completeness in the cluster core. For further details
regarding mask design, and for technical details regarding
data reduction, we refer the reader to Section 2.4.3 and Sec-
tion 3 in Balogh et al. (2017), respectively.

Most observations were obtained with the upgraded
Hamamatsu detectors on GMOS-N and GMOS-S (Gimeno
et al. 2016), though some of the earliest data taken on
Gemini-N used the older EEV deep depletion detectors. All
fields were observed with the R150 grating to maximise the
wavelength coverage (observed wavelength range of the spec-
tra is ∼ 5500 − 10500Å) on the detector and ensure high
redshift completeness. . Nod-and-shuffle mode was used to
ensure good sky subtraction at red wavelengths, and to max-
imise slit density in the cluster cores. All observations were
obtained with the detector binned 2 × 2, delivering a dis-
persion of 3.8Å/pix for the Hamamamatsu detectors and
3.5Å/pix for the EEV detector. With slit widths of 1”, the
resulting spectral resolving power is R ∼ 460 (with spectral
resolution ∼ 20Å/pix). A relative flux calibration is applied
to the spectra based on standard star observations taken
once per semester. Absolute flux calibration is described in
Section 2.2. Telluric absorption is corrected using molecfit
(Smette et al. 2015; Kausch et al. 2015), and redshifts are
computed via cross-correlation with a variety of templates,
using marz (Hinton et al. 2016).

GOGREEN deliberately builds upon the previous
lower-redshift galaxy cluster survey GCLASS (Wilson et al.
2009; Muzzin et al. 2009; Demarco et al. 2010), for which
data was taken in a very similar manner (similar exposure
times), and we incorporate GMOS spectroscopy for five of
the z > 1 clusters from that survey in our analysis.

2.2 Photometric data

We use K-band selected photometric catalogues derived from
deep, multi-band imaging (van der Burg et al. in prepara-
tion). Stellar masses are derived from SED fitting to mul-
tiwavelength photometry, using FAST (Kriek et al. 2009,
2018) and stellar population synthesis models from Bruzual
& Charlot (2003). A Chabrier IMF (Chabrier 2003), solar
metallicity, and the dust law from Calzetti et al. (2000)
are assumed. The star formation history is parameterised
as SFR ∝ e−t/τ , where τ ranges between 10 Myr and 10 Gyr,
and the age is left as a free parameter. We note that stellar
masses derived from non-parametric star formation histories
(SFH) have been found to be typically ∼ 0.2 dex higher than
those derived in this work (Leja et al. 2019a,b, Webb et al.
in preparation).

To obtain an absolute calibration for the GOGREEN
spectra, we use the appropriate I-band photometry. We first
interpolate the filter response curve, R, to match the spec-

MNRAS 000, 1–15 (2020)
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Table 1. This table summarises the key properties of the eleven clusters used in this study that are targeted by the GOGREEN survey.
zc is the initial cluster mean redshift estimate, taken from Balogh et al. (2017), with the exception of SpARCS0219, for which the zc
estimates have been obtained using the peak of the z distribution. Ntot is the number of objects with good quality redshifts in the

cluster field from either GOGREEN or the literature, avoiding double entries, and Nmem is the number of galaxies that are considered
as members by at least one of the two C.L.U.M.P.S and Clean algorithms. σlos is the rest-frame line-of-sight velocity dispersion of the

cluster obtained by using the galaxy membership probabilities as weights. Finally, r200c is the overdensity radius of the cluster (where

the overdensity 200 times critical at the cluster redshift), estimated from σlos using Equation B3 in Mamon et al. (2013).

Cluster name RA BCG
J2000 DEC BCG

J2000 zc Ntot Nmem σlos [km/s] r200c [Mpc]

SPT–CLJ0205–5829 02:05:48.19 –58:28:49.0 1.320 70 28 678 ± 57 0.76 ± 0.09

SPT–CLJ0546–5345 05:46:33.67 –53:45:40.6 1.067 103 67 977 ± 68 1.17 ± 0.09
SPT–CLJ2106–5844 21:06:04.59 –58:44:27.9 1.132 81 50 1055 ± 83 1.23 ± 0.10

SpARCS0035–4312 00:35:49.68 –43:12:23.8 1.335 129 29 840 ± 52 0.93 ± 0.07
SpARCS0219–0531 02:19:43.56 –05:31:29.6 1.325 56 9 810 ± 77 0.79 ± 0.12

SpARCS0335–2929 03:35:03.56 –29:28:55.8 1.368 133 27 542 ± 33 0.67 ± 0.08

SpARCS1034+5818 10:34:49.47 +58:18:33.1 1.386 40 11 250 ± 28 0.24 ± 0.03
SpARCS1051+5818 10:51:11.23 +58:18:02.7 1.035 185 42 689 ± 36 0.88 ± 0.07

SpARCS1616+5545 16:16:41.32 +55:45:12.4 1.156 214 60 782 ± 39 0.92 ± 0.06

SpARCS1634+4021 16:34:37.00 +40:21:49.3 1.177 190 69 715 ± 37 0.85 ± 0.06
SpARCS1638+4038 16:38:51.64 +40:38:42.9 1.196 174 56 564 ± 30 0.70 ± 0.06

tral wavelength distribution using cubic-spline interpolation.
We then integrate over the interpolated filter response curve
multiplied by the spectral flux, fλ to give the total spectral
flux:

ftot =

∫ λmax

λmin
(R fλλdλ)/

∫ λmax

λmin
(Rλdλ) . (1)

After converting this spectral flux in wavelengths to fre-
quency, we then multiply the entire spectra by the ratio
of the spectral flux and the total I-band flux derived from
the photometry to obtain flux-calibrated spectra corrected
for slit losses.

2.3 Cluster membership

We use the dynamical properties of the galaxies to select
those that are cluster members, employing two methodolo-
gies. One approach, referred to as the Clean algorithm (Ma-
mon et al. 2013), uses an estimate of the cluster line-of-
sight velocity dispersion, σlos, to predict the cluster mass
from a scaling relation. The other algorithm, referred to as
C.L.U.M.P.S (Munari et al. in preparation) is based on the
Shifting Gapper (SG) method of Fadda et al. (1996). In this
paper, cluster members are defined as those that are identi-
fied by either the Clean or C.L.U.M.P.S algorithm. We refer
the reader to Section A in the appendix for more details
regarding these membership algorithms.

In Table 1, we list the cluster mean redshift z̄, the num-
ber of objects with good quality redshifts in the cluster field
from either GOGREEN or the literature, Ntot, and the num-
ber of member galaxies that are considered members by
at least one of the two C.L.U.M.P.S and Clean algorithms,
Nmem. We also include the rest frame line-of-sight velocity
dispersion, σlos, derived from this dynamical membership
procedure, and an estimate of r200c for each cluster in Ta-
ble 1. We note that our spectroscopic targeting extends be-
yond r200c, but does not equally sample the area beyond this
radius. Throughout this paper, the centre of the cluster is
taken as the location of the BCG when available. In this
work, the BCG is defined as the most massive galaxy with

photometric redshift consistent with the cluster mean red-
shift, and projected within 500 kpc from the main galaxy
over-density (for more details, we refer the reader to van der
Burg et al. in preparation). We note that excluding poten-
tial Active Galactic Nuclei (AGN) candidates (identified via
several diagnostics), produces no qualitative change in our
results. From works such as Martini et al. (2013), we expect
a consistent AGN fraction in our cluster galaxy sample with
respect to the field at 1.0 < z < 1.5. We also note that the
expected fraction in clusters is small (e.g., < 0.1), and that
many of these AGN are likely to be in early-type galaxies
(e.g., Kauffmann et al. 2003).

2.4 [OII] detection

We take a Bayesian model selection approach in detecting
[O II] emission in the GOGREEN galaxy spectra. Separately,
we fit two models to the data, with the first assuming a linear
continuum and the second assuming a composite of a linear
continuum and a Gaussian emission line according to:

fmodel(λ) = m λ + c +N(λ[O ii](1 + z)|Fpeak
[O ii], σ[O ii]) . (2)

Both models depend on the following three parameters: m
and c are the slope and intercept of the continuum, and z is
the galaxy redshift. The second model also depends on two

parameters describing the Gaussian-shaped emission: Fpeak
[O ii]

is the peak flux of the emission and σ[O ii] is the width of the
[O ii] emission line. We assume that our uncertainties follow
a normal distribution, and therefore our likelihood function
for both models is

lnL = −1
2

n∑
i=1

(
fi − fmodel

σi

)2
= −1

2
χ2 . (3)

We employ emcee, an affine-invariant ensemble sampler for
MCMC, to efficiently explore our parameter space and de-
termine the posteriors of the model parameters (Foreman-
Mackey et al. 2013a). We utilize 50 walkers and perform 800
iterations per model per spectrum (including a ‘burn-in’ of
300 iterations) assuming flat priors for model parameters.

MNRAS 000, 1–15 (2020)
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Figure 1. Example of the marginalized probability distributions
produced by our MCMC analysis of [O ii] emission for the five

parameter model of a composite of a linear continuum and a

Gaussian emission line. The parameters are the slope, (m), the
intercept (c), the galaxy redshift (z), the peak flux of the emis-

sion (F
peak
[O ii]), and the width of the [O ii] emission line (σ[O ii]).

We fit a section of the spectra within the wavelength range of
±150Å from the predicted location of the [O ii] emission line
given the galaxy redshift. An example of the marginalized
probability distributions produced by our MCMC analysis
for the five-parameter model is demonstrated in Figure 1. We
use Bayesian Information Criterion (BIC) as a criterion for
model selection among the two models described above, one
which assumes an emission line is present at the expected
rest-frame wavelength of [O ii], and one which assumes there
is no emission line present at the rest-frame wavelength of
[O ii]. BIC is based on the likelihood function, and takes
into account the number of parameters in a model so as to
penalise models with more parameters to avoid a possible
increase in the likelihood solely by increasing the number
of parameters (Schwarz 1978). The form for calculating the
BIC is:

BIC = k ln(n) − 2 ln(L̂) , (4)

where n is the number of data points, k is the number of
parameters estimated by the model, and L̂ is the maximum
value of the likelihood function of the model. The model
with the lowest BIC is preferred, with the degree of model
favourability adopted by the classification of Kass & Raftery
(1995), which takes into account the ∆BIC. We take a con-
servative approach, adopting a criterion of ∆BIC > 10 to
ensure that the model with an emission line is favoured
only with ‘very strong’ evidence against higher BIC. Spec-
tra where ∆BIC < 10 are comprised of cases where evidence
for supporting a model where an emission line is weak or
where evidence for a model without an emission line is pre-
ferred. In Figure 2 we show the galaxy redshift and F([O ii])

for all galaxies (regardless of membership) where points are
colour-coded by the ∆BIC criteria. We note that adjusting
these criteria from ‘very strong’ evidence to ‘strong’ evidence
(∆BIC > 6) has little effect on the number distributions of
objects in these categories.

To deduce the minimum [O ii]-derived flux, F([O ii]),
with which to securely select [O ii] detections, we bin galax-
ies by flux and calculate the percentage of galaxies within
each flux bin where the emission line model is very strongly
favoured according to the BIC criterion. We then fit this re-
lation between flux and ratio of model criterion with a fourth
degree polynomial and define the minimum F([O ii]) as the
flux at which this percentage reaches 80%. With this con-
servative limit of F([O ii]) = 2.2 × 10−17 erg cm−2 s−1, there
are 262 total [O ii] detections, including 100 cluster galaxies,
162 field galaxies.

2.5 [OII]-derived star formation rates

The [O ii]-derived star formation rates for the GOGREEN
galaxies are calculated from the measured [O ii] luminosities
according to the relation from Gilbank et al. (2010), where:

SFR0/
(
M� yr−1

)
= L([O ii])/(3.80 × 1040 erg s−1) . (5)

We use the empirical correction derived from Hα to correct
this nominal star formation rate (SFR0) for the metallicity
and dust dependence of [O ii] luminosity on SFR as a func-
tion of stellar mass, such that corrected SFR is given by:

SFR =
SFR0

a tanh[(x − b)/c] + d
, (6)

where x = log(M∗/M�), a = −1.424, b = 9.827, c = 0.572 and
d = 1.700. For more details regarding the empirically-derived
correction, we refer to Gilbank et al. (2010). The SFR cal-
ibration assumes a Kroupa IMF, while the stellar masses
were measured with a Chabrier IMF, so we apply a conver-
sion from a Kroupa IMF to a Chabrier IMF (Kroupa = 1.122
Chabrier) to ensure consistency with the galaxy stellar mass
measurements (e.g. Cimatti et al. 2008). While the Gilbank
et al. (2010) relation is derived for lower-redshift objects, So-
bral et al. (2012) and Hayashi et al. (2013) demonstrate that
Hα and [O ii] luminosities correlate well at higher-redshifts
(z ∼ 1.5), though indications are that galaxies are somewhat
less dust extincted for a given Hα luminosity compared with
low redshift. As long as the abundance and properties of dust
are not environment dependent, this should not alter our
conclusions about the relative SFR in cluster and field galax-
ies. However, if the average dust content of cluster galaxies
is lower than that of field galaxies (as is hinted by McGee &
Balogh 2010; Zeimann et al. 2013), we would expect lower
intrinsic SFRs for cluster galaxies (see also Gallazzi et al.
2009).

We discuss this further in Section 3. We have checked
that SFRs derived from [O ii] correlate with SFRs derived
from Hα for a very small subset of the [O ii] detections
for which Hα measurements are available from HST/WFC3
G141 grism spectroscopy from Matharu et al. (2019). We
also note that the [O ii]-derived GOGREEN star-forming
main sequence and the distributions of SFR with respect
to the star-forming main sequence are remarkably similar to

MNRAS 000, 1–15 (2020)



6 L. J. Old et al.

1.0 1.1 1.2 1.3 1.4 1.5
z

10 20

10 19

10 18

10 17

10 16

10 15

F(
OI

I) 
[e

rg
/cm

2 /s]

80% F(OII) completeness limit
[OII] emission model strongly favoured ( BIC > 10)
Neither model strongly favoured ( 10 BIC 10)
Continuum-only model strongly favoured ( BIC < 10)

Figure 2. Galaxy redshift and F([O ii]) where points are colour-

coded by the ∆BIC criteria described in Section 2.4. Galaxies
where the model including both a continuum and an [O ii] emis-

sion line are strongly favoured over a model with just a continuum

are represented as purple circles. Galaxies where neither model is
strongly favoured are represented as green squares, and galaxies

where the continuum-only model is strongly favoured are repre-

sented as dark orange diamonds. The 80% flux completeness limit,
F([O ii]) = 2.2× 10−17 erg cm−2 s−1, is shown as a dashed gray line.

Galaxies above this flux limit are selected as star-forming, and
are used for the subsequent analysis.
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Figure 3. UVJ-diagram of [O ii] emitters with classifications
from Muzzin et al. (2013) for 1 < z < 4 (adapted from Williams

et al. 2009) where quiescent galaxies are above the dashed line
in the upper left region, and star-forming galaxies are below the

dashed line.

those from an Hα-derived galaxy sample at a similar epoch
(we refer the reader to Section 4.1 and Appendix B for fur-
ther details)

In Figure 3 we show that this sample of star-forming
galaxies has predominantly blue colours in UV J colour-
colour space. We note that making an additional selection to
exclude red galaxies from the sample does not qualitatively
change our results.

9 10 11
M* [M ]

0

5

10

15

20

25

30

N

1.0 1.2 1.4
z

Field galaxies
Cluster galaxies

Figure 4. The stellar mass (left) and redshift (right) distribu-

tions for the field (dashed purple) and cluster (solid crimson)
samples. The vertical lines represent the mean stellar mass and

mean redshift of the cluster and field galaxy populations.

2.6 Cluster and field sample properties

In Figure 4 we present the stellar mass and redshift distribu-
tions of the cluster and field sample. In this [O ii]-emitting
galaxy sample, field galaxies generally sit at lower stellar
masses than the cluster galaxies. For this reason, we per-
form the subsequent analyses in bins of stellar mass. In Fig-
ure 4, it is also clear that while the mean redshifts of the
two samples are very similar (∆ < z >= 0.01), the shapes of
the distributions are quite different. The cluster galaxies are
situated in the redshift space of individual clusters, whereas
the field galaxies span a wider and more homogeneous red-
shift distribution 2.

To ensure any difference in the star-forming main se-
quence between cluster and field is not due to differences in
the underlying redshift distribution between our cluster and
field samples, we apply a correction to the mean field SFR
according to the mean redshift difference in cluster and field
in each stellar mass bin. The correction is calculated using
the observed cosmic star formation redshift relation for field
galaxies from Schreiber et al. (2015):

log10(SFRMS[M� yr−1]) =
m − m0 + a0r − a1[max(0,m − m1 − a2r)]2, (7)

where r ≡ log10(1 + z), m ≡ log10(M∗/109 M�), with m0 =
0.5 ± 0.07, a0 = 1.5 ± 0.15, a1 = 0.3 ± 0.08, m1 = 0.36 ± 0.3,
and a2 = 2.5± 0.6. We note that the size of this correction is
smaller than the statistical error bars in Figure 5.

2 A two-sample KS test rejects that these two samples are drawn

from the same stellar mass distribution with a p-value of 0.00017.
The two-sample KS test p-value for the field and cluster redshift

samples is found to be 0.06.
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3 RESULTS

In Figure 5, we present the star-forming galaxy main se-
quence for cluster galaxies in the GOGREEN sample (crim-
son circles) and galaxies in the field (purple diamonds). We
show the mean SFR of cluster and field galaxies (solid, larger
datapoints with errorbars) in bins of stellar mass where bin
widths are chosen adaptively to maintain a similar number
of objects in each stellar mass bin. The error bars represent
the bootstrap standard error.

From this comparison, we identify a modest environ-
mental dependence on the star-forming galaxy main se-
quence: cluster galaxy SFRs are lower than their counter-
parts in the field at fixed stellar mass. To quantify this dif-
ference, we first fit the observed main sequence for the full
sample using the Theil-Sen estimator (Theil 1950; Sen 1968)
for robust linear regression of the relation between log(M∗)
and log(SFR). We then use this main sequence relation to
calculate a ∆SFRMS distribution for both the cluster galaxy
and the field galaxy samples.

The cluster and field ∆SFRMS distributions are shown in
Figure 6, where the solid crimson vertical line represents the
mean cluster galaxy ∆SFRMS and the dashed purple vertical
line represents the mean field galaxy ∆SFRMS. The mean
difference in log(∆SFRMS) between the cluster and field3 is
−0.145 M� yr−1.

Dividing by the combined bootstrap standard error
(0.045 dex), yields a significance of ∼ 3.3σ 4. A two-sample
KS test rejects that these two samples come from the same
distribution with a p-value of 1.4 × 10−5. We see a similar
difference in the specific SFRs of the samples, with a differ-
ence in average log(sSFR) of −0.128±0.046 dex at the ∼ 2.8σ
level. We now focus on the shape of the ∆SFRMS distribu-
tions. We see that the cluster population has a small tail to
lower SFRs. The most significant difference is the near ab-
sence of cluster galaxies with significantly enhanced SFRs,
although these galaxies are common in the field.

We note that the small correction we make to account
for the different mean redshifts of the two samples using the
Schreiber et al. (2015) as described in Section 4 does not
have a significant effect on these results. However, the fixed
[O ii] flux limit corresponds to a different SFR limit at z = 1.0
and z = 1.5. Because of the different redshift distributions
of the cluster and field samples, this can lead to a difference
that is not accounted for by this correction. To be even more
conservative, if we select a subsample for which the SFR is
greater than that corresponding to the 80% flux complete-
ness limit at z = 1.5, we reduce the sample to 64 cluster
and 130 field galaxies, but find the same qualitative trend
between cluster and field at the ∼ 2.4σ level. Separating the
sample by redshift, we find that our result is driven by the
lower redshift end of the sample. At z < 1.3, the significance
of the difference between cluster and field log(∆SFRMS) and
log(∆sSFRMS) is ∼ 4.9σ and ∼ 4.6σ, respectively. Our sam-

3 We exclude one cluster galaxy and three field galaxies whose

∆SFRMS is more than 2σ outside this fit to avoid these extreme

values of ∆SFR from dominating the comparison of different pop-
ulations.
4 If we downsample the field to match that of the cluster galaxy
sample size, we find similar values of significance (for 10,000 ran-

dom subsamples, the median and mean significance is 2.8σ).
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Cluster galaxies
Field galaxies

Figure 5. The main sequence of star formation of cluster galax-

ies versus field galaxies in the GOGREEN fields. The solid purple
and crimson markers signify the mean field SFRs and the clus-

ter galaxy SFRs in each stellar mass bin respectively. The field
SFRs have been corrected using the cosmic SFR vs. z relation of

Equation 7 in order to match the mean redshift of cluster galaxies

within each stellar mass bin. The error bars represent the boot-
strap standard error from bootstrap resampling the data within

each bin. The dashed and dotted grey lines represent the SFRs

that correspond to the 80% flux completeness limit at z = 1.0 and
z = 1.5 respectively.
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Figure 6. Cluster and field ∆SFRMS distributions. The solid crim-

son vertical line represents the mean cluster galaxy ∆SFRMS and
the dashed purple vertical line represents the mean field galaxy
∆SFRMS.

ple above redshift z > 1.3 is small, limited to 21 cluster and
42 field galaxies. We find no significant difference between
the cluster and field log(∆SFRMS) and log(∆sSFRMS) for this
small subsample.5

5 In these redshift subset comparisons, we apply a SFR limit
derived by converting the 80% F([O ii]) limit to a SFR at the
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4 DISCUSSION

4.1 Environmental dependence of the
star-forming main sequence

In this study, we identify an environmental dependence on
the star-forming galaxy main sequence at 1.0 < z < 1.5,
where cluster galaxies have lower log ∆SFRMS at fixed stellar
mass than their counterparts in the field by a factor of 1.4,
with a significance in log ∆SFRMS of ∼ 3.3σ across all stellar
masses, but strongest at lower stellar masses (Figure 5).

Our findings are in good agreement with those of Noirot
et al. (2018), who find a significant suppression in the main
sequence of the CARLA cluster sample, relative to the field
sample of Whitaker et al. (2014) at z ∼ 1.5. However, our
results appear to differ somewhat from some other studies at
a comparable redshift. For example, Zeimann et al. (2013),
use HST grism data to measure Hα fluxes of galaxies in 18
clusters at 1.0 < z < 1.5 and find no significant environmen-
tal dependence of the star-forming main sequence.

Comparing their Hα-derived SF properties directly in
a consistent manner with that of this paper, we find that
the GOGREEN [O ii]-derived ∆SFRMS distributions are very
similar to that of the Hα-derived ∆SFRMS from Zeimann
et al. (2013). From a direct comparison of cluster and field
∆SFRMS distributions, we see a hint that the cluster ∆SFRMS
are lower than the field at lower stellar masses, but in agree-
ment with Zeimann et al. (2013), this difference is not sta-
tistically significant. We refer the reader to Appendix B
for more details. Although the authors do observe that the
Hα equivalent widths (EWs) of the cluster star-forming
galaxies are lower than their counterparts in the field for
M∗ < 1010 M�, they attribute this to a difference in SFH.
They also find weak evidence that the dust content of cluster
galaxies is lower than that in the field.

Using a sample of galaxy groups at 0.5 < z < 1.1 from
COSMOS, AEGIS, ECDFS, and CDFN fields, Erfanianfar
et al. (2016) find little variation in the star-forming MS with
environment. Our result also differs from other studies at a
range of redshifts (e.g. Elbaz et al. 2007; Cooper et al. 2008;
Popesso et al. 2011) which claim to observe a reversal of the
sSFR-density trend, such that star-forming galaxies in dense
environments have higher sSFR than the field. However, it
is noted in these studies that the samples are dominated
by groups rather than clusters, and so this reversal in the
trend of sSFR-density does not necessarily apply to mas-
sive clusters. Many of these results are also driven by higher
mass galaxies, where dust corrections are most important.
We note that Popesso et al. (2011) find a trend that is sim-
ilar to the one we observe, when restricted to lower stellar
mass galaxies.

Taken by itself, the environmental dependence on the
star-forming galaxy main-sequence that we find allows for
numerous interpretations. In this work, we consider two pos-
sible interpretations: a formation time dependence on clus-
ter and field populations, motivated by the results of van der
Burg et al. in preparation and Webb et al. in preparation;
and a delayed-than-rapid quenching model based on Wetzel
et al. (2013) which has shown to provide a good match to

higher-redshift limit of the sample – i.e. z = 1.3 for the 1.0 < z <

1.3 sample and z = 1.5 for the 1.3 < z < 1.5 sample.
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Figure 7. The average difference in formation time between clus-

ter and field galaxies versus the difference in log(∆SFRMS) between

the two samples. These values are derived from the Schreiber
et al. (2015) cosmic SFR vs. redshift relation assuming two fidu-

cial stellar masses located at the minimum (dashed dotted) and

maximum (solid) ends of the stellar mass distribution of our sam-
ple. The red dotted line shows the observed log(∆SFRMS) difference

between cluster and field.

certain studies at lower redshift. While these scenarios are
not necessarily the only interpretations possible given our
observational results, they serve as useful reference points.

4.2 Formation time predictions

A simple scenario to explain the observed suppression in
the cluster star-forming galaxy main sequence compared to
that of the field without the need to invoke environmentally-
driven quenching in cluster environments is that cluster
galaxies have simply formed earlier than field galaxies6.

To explore this scenario, we employ the Schreiber et al.
(2015) cosmic SFR vs. redshift relation, to find the differ-
ence in redshift (and hence time) required to produce the
observed difference between cluster and field log(∆SFRMS)
of −0.145 M� yr−1. In Figure 7 we show an example of the
formation time difference between cluster and field galaxies
versus the resulting difference in log(∆SFRMS) for two fiducial
stellar masses which are taken as the minimum (dashed dot-
ted) and maximum (solid) stellar masses of galaxies in our
sample . The red dotted line shows the observed log(∆SFRMS)
difference between cluster and field, which corresponds to
formation time differences of > 0.75 Gyr for high mass galax-
ies (log(M∗/M�) ∼ 11.2) and > 1.3 Gyr for low mass galaxies
(log(M∗/M�) ∼ 9.0).

While these formation time differences are long, requir-
ing a substantial ‘head start’ for cluster galaxies compared to

6 This scenario is not necessarily supported by assembly bias,
where the relation between age and clustering depends on the

halo mass relative to the characteristic collapse mass, Mc, at a
given redshift. At Mvir >> Mc, younger haloes are clustered more
strongly than older haloes, with the reverse being true at Mvir <<
Mc (Wechsler et al. 2006; Gao & White 2007; Zentner et al. 2014).
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galaxies in the field, they are not inconsistent with works fo-
cussing on other observables such as the fundamental plane,
for example, Saglia et al. (2010), who find differences in ages
of cluster and field galaxies of ∼1 Gyr at a fixed stellar mass
and redshift using the EDisCS cluster sample. However, we
note that other works also based on fundamental plane such
as van Dokkum & van der Marel (2007) find smaller differ-
ences in the ages of stars in massive cluster galaxies com-
pared to the field of ∼0.4 Gyr.

4.3 Environmental quenching timescale
predictions

We now move to exploring an alternative scenario where
a simple interpretation of our observations is that recently
accreted cluster galaxies are undergoing an environmentally-
driven decline in star formation without the need to invoke a
formation time difference between cluster and field galaxies.
To try and quantify what the implied quenching rates would
be, we consider a toy model based on Wetzel et al. (2013).
In this model, after a satellite galaxy infalls into a cluster
halo, there is a period of time referred to as the ‘delay-time’,
tdelay, within which a galaxy’s SFR follows that of the typical
field evolution. After the delay-time, there is then a period
of rapid decrease in SFR which declines at a rate defined by
τ, often referred to as the ‘fading time’:

SFR =

{
SFR(tstart)e(−(t−tstart)/τ), t > tstart
SFR(t), t ≤ tstart ,

(8)

where tstart = tinfall + tdelay.
This ‘delayed-then-rapid’ quenching scenario is also

supported by studies such as McCarthy et al. (2008)
who find that satellite galaxies in hydro-dynamical sim-
ulations typically maintain a significant fraction of their
hot gas after infall into the cluster potential. Mok et al.
(2014), who study the Group Environment Evolution Col-
laboration 2 (GEEC2) sample of galaxy groups at 0.8 <

z < 1.0, also find that it is necessary to invoke a model
that includes a period of typical field SF activity before
rapidly quenching to explain the observed fractions of star-
forming/intermediate/quiescent fractions (a no delay sce-
nario would require longer fading times which would over-
produce intermediate-colour galaxies).

It is our goal to constrain the parameters tdelay and τ in
this model using the measured properties of cluster and field
galaxies. We choose to focus on galaxies in both the observed
cluster and field population with log M∗/M� < 10.3 and at
1.0 < z < 1.3 in an effort to restrict our study to satellite
galaxies where we expect quenching is not dominated by
internal processes (unlike massive galaxies), and where our
[O ii]-derived SFRs are expected to be most robust given the
lower dust extinction.

We first generate a parent sample of galaxies whose in-
fall redshifts correspond to the time at which the galax-
ies were accreted into the cluster. We employ a physically-
motivated distribution of infall redshifts, following Neistein
et al. (2006); Neistein & Dekel (2008) and use a functional
form of the average mass accretion history similar to that
of the main progenitor (MP) halo in the Extended Press-
Schechter formalism (Press & Schechter 1974; Bond et al.
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Figure 8. Cumulative distributions of physically-motivated ac-

cretion redshifts for the modelled galaxies based on six clusters
at z < 1.3, described in further in detail in Section 4.3. The loca-

tion where the curves plateau corresponds to the observed cluster

redshift.

1991; Lacey & Cole 1993)7. For more details regarding how
this infall redshift distribution was generated, we refer the
reader to Appendix C. We show the cumulative distribution
of accretion redshifts for the modelled galaxies for each of
the six clusters at z < 1.3 in Figure 8.

We use the observed field sample, with 50 random se-
lections per cluster member and evolve their SFRs to these
infall redshifts, via the Schreiber et al. (2015) relation de-
scribed in Section 2.6. To be able to compare this model clus-
ter population to the observed cluster distribution, we then
evolve their SFRs from the assigned infall redshifts forward
to the parent cluster redshift according to a range of tdelay
and τ timescales. Our aim is to exclude unlikely combina-
tions of tdelay and τ by deducing which resulting SFR distri-
butions are significantly different from the observed cluster
galaxy SFR distribution8.

We use the main sequence fit described in Section 3 to
calculate a ∆SFRclus distribution for both the observed clus-
ter galaxies and the model cluster population, ∆SFRmodel clus,
for all timescales. For each timescale realisation, we then per-
form a two-sample KS test on the observed cluster galaxy
distribution and the model cluster population distribution
i.e., KS(∆SFRclus, ∆SFRmodel clus) to test against the null hy-
pothesis that two independent samples are drawn from the
same continuous distribution. Higher two-sample KS test
p-values indicate a smaller absolute maximum distance be-
tween the cumulative distribution functions of the two sam-
ples, and therefore more likely timescale values.

7 In this model, mass accretion history is based on when a galaxy
is accreted into the most massive halo i.e, this model does not con-

sider the effect of group preprocessing. Alternatively, if massive

accretion is based on when galaxy first becomes a satellite, we
would expect longer delay timescales.
8 Note that by construction, if there is no environmental quench-
ing, the model cluster SFR distribution should end up looking
exactly like the observed field.
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In addition to the parameterisation of the delayed-then-
rapid quenching model described in Equation 8, we also
present an alternative parameterisation following from Hahn
et al. (2017)9 where:

SFR =

{
SFR(t)e(−(t−tstart)/τH), t > tstart
SFR(t), t ≤ tstart .

(9)

In the first parameterisation, Equation 8, τ represents
the SFR evolution during the quenching epoch (t > (tinfall +
tdelay)). In the absence of environmental effects, τ < ∞ as the

SFRs of the field galaxies evolve10. In the second parame-
terisation, Equation 9, τH represents the additional quench-
ing on top of the normal SFR evolution, and is therefore a
clearer indicator of the role of environmental quenching. We
opt to present results of both models to allow us to compare
with different environmental quenching timescales presented
in the literature.

In Figure 9, we show the resulting quenching timescale
parameter space density contours for 10,000 simulations of
different tdelay and τ produced with the two parameterisa-
tions. Examples of resulting < ∆log SFRMS > distributions
for specific tdelay and τ timescales can be found in Fig-
ure A1 in the Appendix. The opaque region in the lower
corner below the dashed gray line signifies the timescale
parameter space where the fraction of model star-forming
galaxies that drop below the F([O ii]) limit (F([O ii]) =
2.2×10−17 erg cm−2 s−1), fdropout, is > 0.8, and the opaque re-
gion in the upper corner above the dotted gray line signifies
the timescale parameter space where fdropout, is < 0.1. Given
that quenched fraction excesses are unlikely to be as high
as 0.8 or as low as 0.1 (van der Burg et al. in preparation),
we see that a combination of a short delay and short fade
time is unlikely given this conservative dropout fraction. If,
in reality, the quenched fraction is lower than that assumed
here, we would expect a further restriction in this region in
quenching timescale parameter space.

We constrain tdelay < 1.2 Gyr at the 99% level. For very
rapid quenching scenarios, the constraint on the delay time
is stronger (tdelay < 0.25 Gyr at the 99% level). We find that
the timescale for environmental quenching is τH < 6 Gyr, al-
lowing for modest environmental quenching, as long as delay
times are reasonably short, so that a significant population
of galaxies are affected. At face value, given the broad con-
straints shown in Figure 9 on tdelay, we cannot rule out a
slow-quenching scenario where galaxies quench slowly from
infall at a rate that is accelerated somewhat in comparison
to the field. The timescales we constrain are in general agree-
ment with works such as Muzzin et al. (2014) and Mok et al.
(2014), who derive constraints using galaxy cluster phase-
space and fractions of red, blue and green galaxies respec-
tively in samples of clusters at 0.8 < z < 1.0. However, there
is a hint that our short delay timescale predictions could be
in tension with some works that favour longer delay times.

9 In Hahn et al. (2017), this parameterisation is adopted for cen-

tral galaxies, while here we use this parameterisation for satellite

galaxies.
10 Analytically, in the absence of environmental effects, τ exists

only if t > tstart, but when fitting the model to data, there is a
degeneracy between a long tdelay and a τ equal to the effective
SFR decline of the field population.
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Figure 9. In this figure we present density contours showing
the likely range of quenching timescale parameters: tdelay and τ,

adopted in the toy model derived from the observed difference

between the GOGREEN cluster galaxy and field star-forming
galaxy main sequence. The density contours are derived from the

two-sample KS-test p-values comparing the observed GOGREEN

cluster galaxy SFR distribution and the predicted field distribu-
tion. Note that these distributions have been subtracted from the

main sequence relation for cluster and field galaxies. Lower two-
sample KS test p-values indicate more absolute maximum dis-

tance between the cumulative distribution functions of the two

samples, and therefore more less timescale values. The left sub-
plot shows the quenching timescales based on Model 1 from Equa-

tion 8, and the right subplot shows quenching timescales based

off of Model 2 from Equation 9. The opaque region in the lower
corner below the dashed gray line signifies the timescale parame-

ter space where the fraction of model star-forming galaxies that

drop below the F([O ii]) limit (F([O ii]) = 2.2×10−17 erg cm−2 s−1),
fdropout, is > 0.8, and the opaque region in the upper corner above

the dotted gray line signifies the timescale parameter space where

fdropout, is < 0.1.

For example, Balogh et al. (2016) find delay times of ∼ 4.5
Gyr at z = 0 for galaxies in a similar mass range (assuming
fixed fading time of ∼ 0.5 Gyr), which would correspond to
∼ 1.3 Gyr if the delay time scales with the dynamical time.

We note again that different timescale combinations
would lead to very different quenched fractions. For exam-
ple, short delay times combined with short fade times would
result in almost all cluster galaxies being quenched, while
very long delay times combined with long tau would lead to
implausibly small quenched fractions. Combining the con-
straints from this work with our analysis of the stellar mass
functions (van der Burg et al. in preparation; Reeves et al. in
preparation) will lead to much tighter constraints on these
timescales.

An important caveat of this delay timescale modelling
is that we assume that dust content of cluster and field
galaxies are the same, and that the difference we observe
between cluster and field galaxies is due to a difference in
SFH. Zeimann et al. (2013) find that at fixed stellar mass,
field star-forming galaxies have slightly higher extinction
on average than star-forming galaxies in clusters, (though
the difference is within their error bars). If dust extinction
is higher for field galaxies compared to cluster galaxies in
this study, the difference in the star-forming galaxy main

MNRAS 000, 1–15 (2020)
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sequence would be underestimated, and we would expect
shorter delay times and/or longer fading times than those
predicted by this toy model.

We also note it is likely that our cluster sample contains
a certain number of interloping galaxies that are not gravi-
tationally bound to the cluster but are mistaken for cluster
members. Even for large, well sampled cluster galaxy spec-
troscopic samples, the interloper rate for dynamical mem-
bership techniques is predicted to be at least 15% (Duarte &
Mamon 2015; Wojtak et al. 2018). The impact of interloping
galaxies is expected to dilute any environmental dependence
of the star-forming galaxy main sequence, which would also
result in a larger difference in the MS between cluster and
field and therefore require shorter delay times and/or longer
fading times than those predicted by this toy model.

5 CONCLUSIONS

In this paper we explore the environmental dependence of
the star-forming galaxy main sequence in an unprecedented
sample of homogeneously selected deep spectroscopic obser-
vations of galaxies in 11 galaxy cluster fields at 1.0 < z < 1.5
from the GOGREEN survey. Our major findings can be sum-
marised as follows:

(i) We take a Bayesian model approach in detecting [O ii]
emission from the GOGREEN galaxy spectra, employing
BIC to distinguish cases where there is strong evidence sup-
porting a model with [O ii] emission over a model with no
emission, taking into account the noise properties of the con-
tinuum in each individual spectrum. Employing a conserva-
tive F([O ii]) limit, we detect [O ii] emission in 100 cluster
galaxies and 162 field galaxies across 11 of the GOGREEN
cluster fields.

(ii) When accounting for differences between cluster and
field redshift properties, we find that the cluster galaxy main
sequence is lower compared to that of the field galaxy main
sequence at 1.0 < z < 1.5, with a difference of ∼ 3.3σ. We
find that this result is driven by the lower redshift end of
the sample, and is more significant for lower stellar mass
galaxies.

(iii) This observed environmental dependence on the star-
forming galaxy main sequence allows for numerous interpre-
tations. We explore several of these scenarios, placing con-
straints based on our measurements. One such interpreta-
tion is that cluster galaxies are simply formed earlier than
field galaxies. Given our observations, long formation time
differences between the two populations of > 0.8 Gyr would
be required in this interpretation. Focussing on an alter-
native scenario whereby environmentally-induced quenching
occurs, we model the likely quenching timescales given the
size of the observed difference between the cluster and field
main sequence, and find that our data favour delay times of
< 1.2 Gyr at the 99% level.

The formation time and star formation quenching timescale
constraints from this work will be combined with analysis of
the stellar mass functions of galaxy clusters (van der Burg et
al. in preparation), galaxy groups (Reeves et al. in prepara-
tion) and quiescent galaxy stellar population ages (Webb et
al. in preparation) from the GOGREEN survey, providing

tighter constraints on models of galaxy evolution in dense
environments.
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I., 2009, ApJ, 691, 1879

Wilson G., et al., 2009, ApJ, 698, 1943

Wojtak R., et al., 2018, MNRAS, 481, 324

Yang X., Mo H. J., van den Bosch F. C., Jing Y. P., 2005, MN-

RAS, 356, 1293

York D. G., et al., 2000, AJ, 120, 1579

Zeimann G. R., et al., 2013, ApJ, 779, 137

Zentner A. R., Hearin A. P., van den Bosch F. C., 2014, MNRAS,

443, 3044

van Dokkum P. G., van der Marel R. P., 2007, ApJ, 655, 30

von der Linden A., Wild V., Kauffmann G., White S. D. M.,
Weinmann S., 2010, MNRAS, 404, 1231

AFFILIATIONS

1European Space Agency (ESA), European Space Astron-
omy Centre, Villanueva de la Cañada, E-28691 Madrid,
Spain
2Department of Astronomy & Astrophysics, University of
Toronto, Toronto, Canada
3Department of Physics and Astronomy, University of
Waterloo, Waterloo, Ontario N2L 3G1, Canada
4European Southern Observatory, Karl-Schwarzschild-Str.
2, 85748, Garching, Germany
5INAF – Osservatorio Astronomico di Trieste, via G. B.
Tiepolo 11, I-34143 Trieste, Italy
6IFPU - Institute for Fundamental Physics of the Universe,
via Beirut 2, 34014 Trieste, Italy
7Department of Physics and Astronomy, York University,
4700 Keele Street, Toronto, Ontario, ON MJ3 1P3, Canada
8Department of Physics and Astronomy, The University of
Kansas, 1251 Wescoe Hall Drive, Lawrence, KS 66045, USA
9INAF - Osservatorio astronomico di Padova, Vicolo
Osservatorio 5, IT-35122 Padova, Italy

10Department of Physics and Astronomy, University of
California, Irvine, 4129 Frederick Reines Hall, Irvine, CA
92697, USA
11Steward Observatory and Department of Astronomy,
University of Arizona, Tucson, AZ 85719, USA
12Departamento de Astronomı́a, Facultad de Ciencias
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APPENDIX A: CLUSTER MEMBERSHIP
ALGORITHMS

In this Section, we describe the two algorithms used to define
cluster membership. First, the main cluster redshift peak is
identified by selecting those galaxies in the cluster field with
c |z − zc | ≤ 6000kms−1 (as in Beers et al. 1991; Girardi et al.
1993). Here, c is the speed of light and zc is the cluster red-
shift estimate from Balogh et al. (2017). To try to identify
cases of merging subclusters close to the line-of-sight, and
when these cases occur, to separate these subcluster compo-
nents from the main cluster, the KMM algorithm is applied
to the distribution of redshifts located in the main peak. The
algorithm estimates the probability that the z distribution
is better represented by k Gaussians rather than a single
Gaussian (McLachlan & Basford 1988; Ashman et al. 1994).

With the resulting galaxies left after the main-peak and
KMM selection procedures, cluster membership is then re-
fined using two techniques, Clean (Mamon et al. 2013), and
C.L.U.M.P.S (Munari et al. in preparation). Both these al-
gorithms identify cluster members based on their location in
projected phase-space, Rνrf , where R is the projected radial
distance from the cluster center, and νrf ≡ c(z − z̄)/(1 + z̄) is
the rest-frame velocity. While these two algorithms are both
based in projected phase-space, they are conceptually very
different.

The Clean algorithm is theoretically motivated, with
its parameters fixed by properties of cluster-sized haloes ex-
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Figure A1. Example toy model-predicted cluster and observed cluster ∆SFRMS distributions for different τH and tdelay timescales.

tracted from cosmological numerical simulations. The Clean
method uses an estimate of the cluster line-of-sight velocity
dispersion σlos, to predict the cluster mass from a scaling re-
lation. The algorithm then adopts a NFW profile (Navarro
et al. 1997), a theoretical concentration-mass relation (Mac-
ciò et al. 2008), and a velocity anisotropy profile model (Ma-
mon & Boué 2010), to predict σlos(R), and to iteratively re-
ject galaxies with |νrf | > 2.7σlos at any radius.

The C.L.U.M.P.S algorithm is based only on the
fact that clusters of galaxies manifest themselves as con-
centrations in project phase-space, and so by nature, it
is less model-dependent than the Clean algorithm. The
C.L.U.M.P.S is based on the Shifting Gapper (SG) method
of Fadda et al. (1996), however is more robust to the SG
method with respect to the choice of the initial parameters
that define the smoothing lengths in projected phase-space.
The C.L.U.M.P.S method evaluates the density of galaxies in
projected phase-space, and convolves this density map with
a Gaussian filter in Fourier space to remove high frequen-
cies. The technique then bins this smoothed density along
the radial direction to identify the main peak in velocity
space. The minima of this peak define the velocity limits
within which to include cluster members in that given ra-
dial bin. We note that the method is still being refined and
tested (Munari et al. in preparation).

These two algorithms are applied to the data twice, the
first time where z̄ is defined as the average redshift of the
galaxies that were selected during the main-peak and KMM
procedures, and the second time where z̄ is defined as the
average redshift of the galaxies selected as members from the
first run. The radius, r200c is obtained from σlos and equation
B3 in Mamon et al. (2013) in an iterative procedure where
we assume the Mamon & Boué (2010) velocity anisotropy
profile, and a NFW profile model for the mass distribution
with a concentration taken to be c200 = 5 on the first iter-
ation, and derived from the concentration-mass relation of
Gao et al. (2008) on subsequent iterations. In this paper,
cluster members are defined as those that are identified by
either the Clean or C.L.U.M.P.S algorithm.

The number of galaxies identified by the Clean algo-
rithm as cluster and field are 84 and 164, respectively, whilst
the number of galaxies identified by the C.L.U.M.P.S al-
gorithm are 79 and 184. We find no significant difference

in the stellar mass and cluster-centric radial distributions
of both the field and cluster galaxy samples selected by
either of these membership algorithms11. We also confirm
that all of the conclusions in this work remain regardless of
whether the membership is defined using both the Clean and
C.L.U.M.P.S algorithms or solely the Clean or C.L.U.M.P.S
algorithm.

APPENDIX B: COMPARISON TO
Hα-DERIVED STAR FORMATION RATES

To further explore our findings regarding the environmental
dependence of the star-forming main sequence in the context
of studies at the same epoch derived from SFR proxies other
then [O ii] emission, we compare with data from Zeimann
et al. (2013). In this study, Zeimann et al. (2013) compare
the star-forming main sequence of galaxies across 18 galaxy
clusters at 1.0 < z < 1.5. We perform the same procedure
as described in Section 3, using the full galaxy GOGREEN
sample main sequence relation to calculate ∆SFRMS values
for 71 cluster and 71 field galaxies from Zeimann et al.
(2013).

From Figure B1, we see that the [O ii]-derived
GOGREEN and Hα-derived Zeimann et al. (2013) ∆SFRMS
distributions (right) are remarkably similar in terms of the
mean ∆SFRMS. We also directly compare the [O ii]-derived
GOGREEN and Hα-derived Zeimann et al. (2013) star-
forming main sequence, again finding remarkable agreement
between the [O ii]-derived and Hα-derived SFRs. As dis-
cussed in Zeimann et al. (2013), there is no significant differ-
ence between cluster and field star-forming main sequence
in the Zeimann et al. (2013) sample.

11 A two-sample KS test does not reject the null hypothesis that
the cluster samples produced by the two membership algorithms

are drawn from the same distribution with a p-values of > 0.99
for both stellar mass and cluster-centric radius. The same is also
found for the field samples produced by the membership algo-

rithms.
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Figure B1. [O ii]-derived GOGREEN cluster (solid) ∆SFRMS dis-
tribution and Hα-derived Zeimann et al. (2013) cluster (dashed)

∆SFRMS distribution (left). GOGREEN field (solid) and Zeimann

et al. (2013) field (dashed) ∆SFRMS distributions are shown on
the right.
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Figure B2. [O ii]-derived main sequence of star formation of

cluster galaxies versus field galaxies in the GOGREEN fields,
along with the Hα-derived main sequence from Zeimann et al.

(2013). The solid purple and crimson markers signify the mean
GOGREEN field SFRs and the GOGREEN cluster galaxy SFRs
in each stellar mass bin respectively. The solid orange and green

markers signify the mean Zeimann et al. (2013) field SFRs and

the Zeimann et al. (2013) cluster galaxy SFRs in each stellar
mass bin respectively. The GOGREEN field SFRs have been cor-

rected using the cosmic SFR vs. z relation of Equation 7 in order
to match the mean redshift of GOGREEN cluster galaxies within
each stellar mass bin. The error bars represent the bootstrap stan-

dard error from bootstrap resampling the data within each bin.

The dashed and dotted grey lines represent the SFRs that corre-
spond to the 80% flux completeness limit at z = 1.0 and z = 1.5
respectively.

APPENDIX C: TOY MODEL CLUSTER INFALL
REDSHIFT DISTRIBUTION

In order to generate a parent sample of galaxies whose in-
fall redshifts correspond to the time at which the galax-
ies were accreted into the cluster, we employ a physically-
motivated distribution of infall redshifts, following Neistein
et al. (2006); Neistein & Dekel (2008), using a functional
form of the average mass accretion history similar to that
of the main progenitor (MP) halo in the Extended Press-
Schechter formalism (Press & Schechter 1974; Bond et al.
1991; Lacey & Cole 1993) where the growth rate is given by:

dM12
dω

= −αM1+β
12 , (C1)

where the time variable, ω ≡ δc(z)/D(z) with δc(z) ' 1.69 and
D(z) is the cosmological linear growth rate. In this parame-
terisation, M12 = 〈M1〉/1012h−1M� where 〈M1〉 is the average
mass of the MP. The best-fitting parameters derived from
the halo statistics in the Millennium Simulation are α = 0.59
and β = 0.141. The growth rate can be expressed in terms
of time via:

dM12
dt
= Ûω dM1

dω
, (C2)

where Ûω is approximated as:

Ûω = −0.0470[1 + z + 0.1(1 + z)1.25]2.5h73Gyr−1. (C3)

We link the smooth accretion of mass growth over time to
the accretion of galaxies by assigning infall redshifts to the
model galaxy population in a manner which ensures that
the slope of the redshift versus halo mass growth relation
matches the slope of the infall redshift distribution of the
model galaxy population.

This paper has been typeset from a TEX/LATEX file prepared by
the author.
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