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Periodically driven quantum systems are currently explored in view of realizing novel many-body phases of
matter. This approach is particularly promising in gases of ultracold atoms, where sophisticated shaking
protocols can be realized and interparticle interactions are well controlled. The combination of interactions and
time-periodic driving, however, often leads to uncontrollable heating and instabilities, potentially preventing
practical applications of Floquet engineering in large many-body quantum systems. In this work, we
experimentally identify the existence of parametric instabilities in weakly interacting Bose-Einstein condensates
in strongly driven optical lattices through momentum-resolved measurements, in line with theoretical
predictions. Parametric instabilities can trigger the destruction of weakly interacting Bose-Einstein condensates
through the rapid growth of collective excitations, in particular in systems with weak harmonic confinement
transverse to the lattice axis. Understanding the onset of parametric instabilities in driven quantum matter is
crucial for determining optimal conditions for the engineering of modulation-induced many-body systems.
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Floquet engineering has proven to be a powerful
technique for the design of novel quantum systems with
tailored properties, unattainable in conventional static
systems [1-3]. It is based on the design of time-periodic
systems, whose stroboscopic evolution is governed by an
effective time-independent Hamiltonian featuring the
desired properties. Floquet engineering is captivating
due to its conceptual simplicity and its potentially far-
reaching applications for engineering novel states of
matter. For instance, it has been used to manipulate the
electronic properties of solid-state systems [4-7], to
realize time crystals [8,9], to engineer artificial magnetic
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fields and topological Bloch bands in cold atoms [10-15],
photonics [16-18], and superconducting circuits [19], to
generate density-dependent gauge fields [20,21], and to
explore the rich physics of lattice gauge theories [22].

The complex interplay between periodic driving and
interactions poses theoretical and experimental challenges.
In time-periodic systems, energy conservation is relaxed
due to the possibility to absorb and emit energy quanta
from the drive, and any driven ergodic system is expected
to eventually heat up to infinite temperature [23,24]. Recent
experiments [25-29] have addressed this problem for
interacting atoms in shaken optical lattices. In particular,
it has been shown [27,30-33] that heating rates are
well captured by a Floquet Fermi’s golden rule (FFGR)
approach, if they are evaluated at sufficiently long times.
This approach suggests that the long-time dynamics is
dominated by incoherent two-body scattering processes
[32]. In contrast, the onset of heating in bosonic systems is
expected to be triggered by coherent processes, in the form
of parametric instabilities [34-37].

First evidence for parametric instabilities has been
found indirectly via spectroscopic measurements, in
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FIG. 1. Illustrations of the experimental setup and the proper-
ties of parametric instabilities. (a) Schematic of the driven 1D
optical lattice with tunneling J, generated by two laser beams
with frequencies w;,, and weak harmonic transverse confine-
ment. Modulating w, () periodically with frequency @ generates
a force F(t) with period T =2z/w. (b) Ilustration of the
effective 1D Bogoliubov dispersion EZ(g*, J.s), with width
Wy reduced according to the Floquet-renormalized tunnel
coupling J.g (blue) compared to the static lattice case (gray).
Parametric resonances at E5. = fiw induced by the modulation
lead to instabilities centered around the most unstable mode
qEums B = h/(2r) is the reduced Planck’s constant. (c) Momen-
tum of the most unstable mode, Qmum = (GEum> Qmum)> S
predicted by Bogoliubov theory, which shows a clear separation
between lattice (I) and transverse (II) degrees of freedom (d.o.f.),
that occurs at the saturation frequency hwg = Wey; d is the
lattice constant.

amplitude-modulated optical lattices [34,38]. In this work,
we directly reveal the existence and nature of parametric
instabilities by measuring the momentum distribution of
weakly interacting bosons in a periodically driven one-
dimensional (1D) optical lattice [Fig. 1(a)]. These insta-
bilities exist whenever the energy quantum A® associated
with the drive matches the energy of a collective excita-
tion, as dictated by the effective Bogoliubov dispersion
EB.(q,J.q), where q denotes the momentum of the
excitation and J.g is the effective tunnel coupling renor-
malized by the drive [39] [Fig. 1(b)]. In a strictly 1D
lattice, the strongest instability occurs at the two-photon
resonance [37], 2hw = 2E5 (g}, Jost ). In the single-band
approximation, there exists a stable parameter regime
without parametric instabilities for @ > wgy & Wi/ R,
where Wt = \/4|Joir| (4T 5| + 29) is the bandwidth of
the effective Bogoliubov dispersion and g is the inter-
action energy (see Ref. [37] and the Appendix A). In a 3D
system with weak harmonic confinement transverse to the
lattice axis [Fig. I(a)], however, no stable parameter
regime exists [27,31-34,37] and parametric instabilities
occur via the closely spaced transverse modes [34,37,38]
[regime (II) in Fig. 1(c)]. Moreover, our numerical
simulations indicate that a harmonic confinement along

the lattice axis further prevents the existence of a stable
region, even in a true 1D geometry (Appendix B).

The appearance of instabilities is common in static
weakly interacting bosonic lattice systems. For instance,
Landau instabilities can occur when the condensate is
prepared at a finite quasimomentum, where the effective
mass in the band structure is negative; such configurations
can also display dynamical instabilities, where Bogoliubov
excitations grow exponentially [40-46]. We emphasize that
the origin of such instabilities is different compared to those
revealed in this work. These instabilities exist even for a
condensate initially at rest; in contrast, parametric insta-
bilities originate from the time-dependent nature of the
drive. We note that instabilities are not necessarily detri-
mental but can result in interesting phenomena, such as
parametric amplification, four-wave mixing [44—47], and
pattern formation [48-51].

The experiment starts by loading an almost pure Bose-
Einstein condensate (BEC) of about N = 3.7(4) x 10° ¥K
atoms within 100 ms into a 1D optical lattice aligned along
the x axis, with lattice constant d = 425 nm and depth
Via = 11.0(3)Eg, where Ex = h*/(8md®) = h x 7.1 kHz
is the recoil energy and m the mass of an atom. Additional
confinement is provided by an optical dipole trap. The
harmonic trapping frequencies of the combined potential
are o,/(2x) = 26(2) Hz in the xy plane and w_/(27) =
204(3) Hz in the vertical direction. The lattice is created by
interfering two laser beams with 4 = 736.8 nm under an
angle of 120°. Its position is modulated by varying the
frequency of one lattice laser beam [Fig. 1(a)], w,(1) =
w; + 2xf sin(wr + @), where ¢ is the phase of the drive
and f is the amplitude of the phase modulation. The lattice
modulation is turned on suddenly in order to be able to
observe the presence of collective excitations after few
modulation periods (we verified that ramping up the
modulation amplitude within five cycles does not modify
our main results). We hold the atoms in the modulated
lattice for integer multiples of the driving period and
determine the momentum distribution by performing band
mapping (the modulation is turned off abruptly followed by
a 100-us-long linear ramp-down of the lattice) and sub-
sequent time-of-flight (TOF) imaging [Fig. 2(a)].

In the reference frame of the lattice, the modulation
leads to a time-varying force, F(t) = Fcos(wt + ¢), with
Fy=mdfw [39], and the time-dependent tight-binding
Hamiltonian describing the dynamics takes the form

(1) = / [_JZ(aj’rLaj# +a] L)
L (ij)

U, s
+ E zj:n.“& (nj.rj_ - 1)

+Kcos(a)t—|—(p)2jﬁjf + B+ Hy | (1)
J
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FIG.2. Momentum-resolved images of the most unstable mode
for a = 1.78, w/(2x) = 720 Hz, and ¢ = 0. (a) Time series of
absorption images after 6 ms TOF. The edges and the center of
the first Brillouin zone (BZ) are marked by dashed lines.
(b) Difference image at t = 147, obtained by subtracting the
condensate profile at + =0. The lower panels show the 1D
profiles along ¢*, resulting from summation of the difference
image perpendicular to the lattice axis for the left and right
excitation peak together with asymmetric Lorentzian fits (black
solid lines), used to determine the amplitude A* and position g},
(dashed lines) of the excitation peaks [52]. The left- and right-
hand plots show the profiles resulting from summation along the
lattice axis with Lorentzian fits to determine the transverse full
width at half maximum Ag” (dashed lines) of the peaks. Here, we
integrate the density profile in a region of interest containing the
left or right peak only.

where &j'r . and a;,. are the bosonic creation and anni-

hilation operators on lattice site i and transverse position
rt, ;1 is the corresponding number operator, J/h =
108(7) Hz is the tunnel coupling, U is the on-site
interaction, K = Fd, H* denotes the kinetic energy
along the transverse direction, and H,,,, is the 3D
harmonic confinement. The Feshbach resonance of 3°K
at 403.4(7)G enables us to work in the weakly interacting
regime at the scattering length a, = 20a, (with a, the
Bohr radius), where a mean-field approach is expected to
be valid. The Feshbach resonance is crucial in order to
find experimental parameter regimes, where parametric
instabilities could be clearly identified in momentum-
space images. Additional nonlinear effects rapidly
counteract the exponential growth of the instabilities
(see Ref. [37] and Appendix C), leaving only a small
window of suitable parameters to observe it.

In the noninteracting limit, Floquet theory predicts that
the dynamics is well described by a time-independent
Hamiltonian, with renormalized tunnel coupling, J.; =
JTo(a) [1-3,39]. Here J, is the vth-order Bessel function
of the first kind and a = K/(A®). Note that « is inde-
pendent of the modulation frequency @. The measure-
ments are performed in a strong-driving regime, 1 <
a < 2, where the effects of the drive are nonperturbative,
while the minimum of the effective dispersion remains at
q* =0 [39,46]. To avoid single-particle interband reso-
nances [61], the modulation frequency is chosen well
below the first single-particle band gap of the static lattice,
A,y /h = 41.6(5) kHz. Indeed, we do not observe excita-
tions to higher bands during the measurements, which
would be visible in the TOF images [Fig. 2(a)].

In order to identify instabilities in the system, we monitor
the appearance of collective excitations by measuring the
momentum distribution of the atoms at stroboscopic times,
t=7¢T,¢ € N, for various modulation frequencies and
amplitudes. We find that after few modulation periods a
small fraction of atoms is excited into additional momen-
tum components that are distinct from the initial condensate
at g* = 0 [Fig. 2(a)]. The amplitude of these modes grows
as a function of the modulation time and excitation peaks
eventually start to broaden after long modulation times
[see t = 17T in Fig. 2(a)] due to saturation and nonlinear
effects (Appendix C). We note that the micromotion leads
to additional oscillations in the occupation of the excita-
tions at nonstroboscopic times.

We attribute the observed excitations to parametric
instabilities that occur whenever a resonance exists between
the energy associated with one drive quantum 7w and the
Bogoliubov spectrum EZ,(q) [see Eq. (A2) in Appendix A]
of collective excitations [34,35,37]. In the presence of
transverse modes there is no stable parameter regime, since
the transverse kinetic energy has no upper bound. There is
always a set of resonant excitations determined by the
resonance condition

ho = Eégff(qres)’ Ures = (q;cesv qﬁés)’ (2)

which causes the system to be necessarily unstable. Each
collective mode grows at a different rate Fq, and we denote
the one associated with the dominating growth rate, I' =
maxq ['q, the most unstable mode (“mum”) with the
corresponding momentum (;um-

For simplicity, we henceforth neglect the 3D harmonic
confinement H,,,, in our theoretical analysis and set the
transverse kinetic term equal to a free-particle kinetic
energy, A+ =", ..[(hq*)?/2m]#; .. For weak harmonic
confinement, where the transverse modes are closely
spaced, we expect this to be a good approximation. We
note, however, that the harmonic confinement along the
lattice axis largely modifies the stability of a strictly 1D
system, where it prevents the existence of a true stable
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parameter regime, as the energy spectrum becomes
unbounded (Appendix B).

Following the approach developed in Refs. [35,37] based
on the time-dependent Bogoliubov—de Gennes (BdG)
equations of motion [52], we find approximate analytic
solutions for the momentum q,,,,,, and the growth rate I" of
the most unstable mode (see Ref. [37] and Appendix A).
To lowest order in this perturbative treatment, there is a
clear separation between the lattice and transverse d.o.f.,
resulting in two distinct regimes [Fig. 1(c)]:

(D @ < ow: grum < 7/d and |qéum| =0,

D) @ > @y ghum = 7/d and |qéum| > 0.

In the first regime (I), the modulation mainly couples to
excitations along the lattice direction,

Gmum = 2arcsin \/[\/92 + (ho)* - 9} [Ae)/d. (3)

and the instability is not affected by the transverse modes
(|qikum| = 0); here g = nU denotes the interaction energy
and 7 is the mean density (see Appendix B for a discussion
of the inhomogeneous density profile of a harmonically
trapped gas). When reaching the second regime (II), in
contrast, the transverse d.o.f. dominate; qp,, becomes
finite and grows according to

7 (Qium)?/ (2m) =/ ¢ + (ho)* — g = 4o, (4)

To quantify the position of the most unstable mode
experimentally from the TOF images [Fig. 2(a)], we
subtract the mean initial condensate profile at t = 0 from
each individual TOF image, measured at t > 0. A typical
result is shown in Fig. 2(b) (a more detailed description of
the data analysis can be found in the Supplemental
Material [52]). To characterize the excitations along the
lattice direction ¢}, we integrate the 2D difference
profile perpendicular to the lattice axis [lower panels in
Fig. 2(b)]. The resulting 1D profile is divided into two
parts excluding the negative part at small |¢*| (purple),
which arises due to the small depletion of the condensate.
We determine the position ¢}, and amplitude A of
the excitation peaks by fitting asymmetric Lorentzian
functions to each peak [Eq. (S.1) in the Supplemental
Material [52] ].

The transverse momentum component g, of the most
unstable mode is masked by the initial momentum spread
of the condensate and the width of the parametric reso-
nance. Nevertheless, it manifests itself in a broadening,
which we monitor by extracting the transverse width Ag” of
the excitation peaks: We integrate the 2D difference profile
along the lattice direction using a region of interest that
contains only the left or the right peak. We fit the resulting
1D profiles [left- and right-hand panel in Fig. 2(b)] with a
symmetric Lorentzian and extract the full width at half
maximum. The fit parameters obtained for the left and right

(a) (b)
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FIG. 3. Time-resolved growth of the most unstable mode for
a = 1.78 and w/(2x) = 720 Hz. (a) Logarithmic plot of the peak
amplitude A* as a function of modulation time. The solid lines are
fits to the data to extract the end of the short-time regime 7, (black
dashed line). (b) Position of the peak maximum g3, ,, along ¢g* as a
function of modulation time. The most unstable mode gy, is
defined as the weighted mean of all g}, for # < ¢,. Its value is
shown as the solid black line; the shaded blue bars denote its
standard error of the weighted mean. The shaded gray area
defines the range of hold times over which the transverse width
Aqg” is averaged. Each data point is an average over ~10
individual experimental realizations; error bars indicate the
standard deviation. To minimize systematic deviations in the
band-mapping images, we average <5 realizations for a modu-
lation phase ¢ = 0 and <5 with ¢ = 7 (Fig. S1 of Supplemental
Material [52]).

peak are then averaged over all images for each modulation
time 7 > 0.

In Fig. 3 we show a typical time series for the position
ghax and amplitude A* of the dominant mode (full dataset
is shown in the Supplemental Material [52]). While there
are remnants of a moderate exponential growth at short
times t < t;, we predominantly find an explicitly time-
dependent growth rate. This is due to incoherent processes
caused by interactions between collective excitations and
between the excited modes and the condensate [37].
This behavior is confirmed by our numerical simulations
beyond BdG theory discussed in Appendix C. In order to
quantitatively compare our experimental data with ana-
lytical expressions obtained using Bogoliubov theory,
we restrict the analysis to a small time window t < f;
before saturation and nonlinear effects start to dominate.
This is motivated by the good agreement between
numerical simulations and analytical formulas for short
times (Fig. 9 in Appendix C). The parameter 7, is
evaluated by fitting a piecewise function consisting of a
linear and a constant part to In(A*) individually for the left
and right excitation peak [Fig. 3(a)] and averaging the two
results [52]. The corresponding growth rates (for ¢ < t,)
are in good agreement with Bogoliubov theory (Fig. 10 in
Appendix C), validating this approach. The position of
the most unstable mode ¢}, is then defined as the
average over the peak positions ¢y, for all modulation
times ¢ < t,. We observe a decrease of ¢}, at modulation
times ¢ > ¢, indicating the onset of additional scattering
events not captured by Bogoliubov theory. In order to
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FIG. 4. Position of the most unstable mode and influence of
transverse modes. Upper panel: Position of the most unstable
mode g,,m as a function of modulation frequency for @ = 1.44
and a = 1.78. The error bars denote the standard error of the
mean. The solid lines show Eq. (3) for g = 11.5J. The vertical
dashed lines mark the corresponding saturation frequency. Lower
panel: Transverse width Agy;, (w). Error bars denote the standard
error of the weighted mean. The thin lines are guides to the eye.

study the behavior along the transverse direction, we
analyze the peak width Ag” at the end of the short-time
regime, where the amount of transverse excitations is
expected to be maximal (full dataset is shown in the
Supplemental Material [52]). In order to reduce statistical
errors, we average Ag’ over modulation times between
t;,—1 and t;+ 1 in units of the modulation period
[Fig. 3(b)] to obtain the experimental value for the width
Agy,, [52].

The position of the most unstable mode along the lattice
axis ghum and the transverse width Agy,, is measured for
various modulation parameters around the saturation fre-
quency, where we expect a crossover between parametric
instabilities dominated by excitations along the lattice axis
[regime (I)] and those that are facilitated by the presence
of transverse modes [regime (II)]. The results are shown
in Fig. 4.

We find that g;,, indeed increases with @ until it
saturates at gy, = 7/d, the edge of the Brillouin zone, at a
frequency w,, that depends on the driving amplitude «
(Fig. 4, upper panel). The small deviation of the measured
positions from 7/d is mainly due to the short TOF used in

the experiment [52]. The saturation frequency w,, calcu-
lated from Eq. (3) matches the experimental data well for an
interaction parameter g = 11.5J. From our measured in situ
density profiles we obtain an interaction parameter g, &
8J in the center of the trap. The deviation is most likely due
to a systematic uncertainty in the atom number calibration
[52]. At the same time, we observe that the width Agy; (@)
transverse to the lattice axis starts to increase with fre-
quency for @ > wg, (@), simultaneously with the saturation
of ¢ .m at the BZ edge (Fig. 4, lower panel), as expected
from lowest-order perturbation theory Egs. (3) and (4).
Moreover, the transition point mg,(«) decreases for larger
driving parameters «, in line with the reduction of J-.

We further observe that the shape of the ¢}, curve
differs from the theoretical prediction for low modulation
frequencies, in particular for the large modulation ampli-
tude a = 1.78. We attribute this deviation mainly to the
following effects. First, the short-time window, during
which we can clearly identify the most unstable mode,
strongly depends on the modulation parameters. The time ¢,
which marks the end of the short-time window, decreases
with decreasing modulation frequency and increasing modu-
lation amplitude (Fig. S2 of Ref. [52]). This complicates the
identification of the peak maxima. If 7, becomes too small,
there is not enough time for the most unstable mode to
dominate over the other excited modes. Second, the initial
width of the momentum distribution of the condensate at
t = 0 poses a fundamental limitation that prevents us from
measuring positions smaller than ~0.47/d. Moreover, for
large modulation amplitudes, higher-order corrections to
the analytical formulas Eqgs. (3) and (4) become relevant
(Appendix A).

In summary, we have demonstrated the first direct
evidence for parametric instabilities in shaken optical lattices
via momentum-resolved measurements. Our experiments
were performed with a large 3D system of weakly interacting
bosons, where exact numerical calculations including the
harmonic trap are not feasible. By tuning the scattering
length with a Feshbach resonance, we were able to identify
and address experimental parameter regimes where the
short-time dynamics is well described by BdG theory.
While the instability rates are time dependent due to
competing processes that dominate on different timescales,
the momentum of the most unstable mode turned out to be
a reliable observable. The obtained results are in agreement
with the analytic approach derived in Ref. [37], which
enables the development of an intuitive understanding and
allows us to identify stable parameter regimes in driven
lattice models from simple energetic arguments. We were
able to verify the existence of key bottlenecks in current
experimental settings with weak transverse confinement
[10,11,14,26,62—64] that need to be overcome by freezing
the transverse d.o.f. and generating a box-type longitudinal
confinement [65,66]. Parametric instabilities can indeed lead
to a depletion of the condensate, where subsequent scattering
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events result in large heating rates. Our results are of strong
interest for future experiments based on Floquet engineering
[3], as they indicate the necessity to engineer full 3D lattice
systems, where stable regimes can be found [35,37].
Parametric resonances are expected to be present whenever
the BAG equations of motion include time-periodic features,
and hence may turn out to play an important role in a wide
family of Floquet-engineered systems, such as periodically
driven superfluids [3] and superconductors [67], photonic
devices [68,69], and also in the context of cosmology [70].
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APPENDIX A: ANALYTICAL TREATMENT OF
PARAMETRIC INSTABILITIES WITHIN THE
BOGOLIUBOV APPROXIMATION

Here, we recall the analytical method developed in
Ref. [35] to extract the instability properties of the system
within the Bogoliubov approximation. As mentioned in the
main text, for simplicity, we neglect the harmonic confine-
ment, so that the transverse kinetic energy is determined by
the free-particle dispersion relation. It has been shown that
the Bogoliubov equations of motion [Eq. (S.9) in Sec. S3 A
of the Supplemental Material [52] ] can be mapped to a
parametric oscillator model [36,74], a seminal model of the
periodically driven harmonic oscillator known to display
parametric instabilities as soon as the drive frequency
approaches twice the natural frequency. To see that, one
should perform a series of suitable changes of basis and
reference frames [37]. Applying the rotating wave approxi-
mation (RWA), we keep the leading-order harmonic and
recast the Bogoliubov equations into the form

:  AgEG 0 2wt) e~ 2R @)i/h i
EB.(q)1 + M ( . cos(2wt)e™ e > j | "
2 - COS(2a)t)€21Eeff(q)I/ h 0 7,
E%y(q) = /bl rlsin? (q°d/2) + (ha* )2/ 2m] 4l rlsin® (*d/2) + (g )2/2m + 2q] (A2)

denotes the effective (time-averaged) Bogoliubov dispersion,
and we introduced the amplitude

9

Aq = 16sz(a)51n2(qxd/2) W .

(A3)

For the sake of simplicity, we have here restricted ourselves to
the dominant harmonic of the drive, and dropped all terms in

|
Eq. (Al) that are irrelevant regarding the occurrence of
instabilities—a simplification that was rigorously established
in Ref. [37].

Perturbation theory—As can be seen from a RWA
treatment of Eq. (A1), each momentum mode q will display
a dynamical instability (characterized by an exponential
growth of its population), whenever the drive frequency
approximately matches its effective Bogoliubov energy
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EB.(q), i.e., hw ~ EB;(q). The analytical method to extract
the associated instability rate is detailed in Refs. [37,74]
and relies on a perturbation theory formulated in both A,
(the small parameter of the expansion, which is assumed to
be smaller than 1 for the expansion to converge) and the
detuning from the resonance 8, = Aw — E5;(q). In brief,
the findings are the following.
(1) Zeroth order. The instability occurs only on reso-
nance, i.e., iw = E5.(q) and the instability rate is
given by

s = Aquff(q)
4 4h
4
= Tasin(graf) L, (a)
for all q fulfilling the resonance condition A@w =
EB.(q) and is zero for all other modes. Interestingly,
not all resonant modes necessarily have the same
instability rate. We focus on the most unstable mode,
which has the largest rate I' = max,I'y, which
results in the following rates for the two regimes
introduced in the main text:

(I) @ < wgy:
- w
(IN) @ > @y

r=¥ 7L (A6)

ho’

The corresponding momentum q,,,, of the most

unstable mode to lowest order in this pertubative

treatment is defined in Egs. (3) and (4) in the main text.

(2) First order. We find that instability does not only

occur on resonance but still arises in a finite window

around the resonance point. The associated insta-
bility rate is given by

A EB. 1) 2
Fq _ q~eff (q) 1— < 1;] ) , (A7)
4h AqEg:(a)

if the argument of the square root is positive, and 'y =
0 otherwise. It is maximal at resonance and decreases
with the distance from resonance, until it vanishes at
the edges of the instability domain [37,74].

(3) Second order. We no longer have explicit analytical
expressions, but we find that Iy is the solution of
an implicit equation which can be numerically
solved [37,74]. While the width of the resonance
is unaffected, we obtain that the instability rate is no
longer maximal on resonance, but that the maximum

a=1.78
3
i
& « BdG
3 — BdG ana.
5; -- BdG pert.
& 0.2
0.0 A““ ==
4 5 6 7 8 9 4 5 6 7 8 9
hw(J) hw(J)
FIG. 5. Comparison of the perturbative analytic treatment

calculated to zeroth [solid blue line, Egs. (3) and (4)] and second
order (dashed blue line) with numerical simulations of the exact
BdG equations (green dots) for g/J = 11.5 and two modulation
amplitudes, @ = 1.44 (left) and @ = 1.78 (right). The steps in the
numerical results are due to the discretization in momentum
space.

instability point is slightly shifted from the res-
onance.

In Fig. 5 we show a comparison between the analytic
formulas Eqs. (3) and (4), the perturbation theory up to
second order, and a numerical simulation of the exact time-
dependent BdG equations Eq. (S.9). We find that, for large
modulation amplitudes, higher-order corrections become
important because A4 [Eq. (A3)] is not a small parameter
any more; more specifically, J,(a) is no longer small
compared to the effective Bogoliubov dispersion EZ.(q).
We believe that this explains why the measured ¢, curve
in Fig. 4 deviates more from the zero-order BdG theory for
large modulations amplitudes, i.e., a = 1.78, as compared
to the rather good agreement observed for o = 1.44. We
stress that the BAG analysis we present here does not rely
on the inverse-frequency expansion, which is routinely
used to determine the effective Hamiltonian in the context
of a time-periodic Schrodinger equation.

APPENDIX B: HARMONIC CONFINEMENT
ALONG THE LATTICE DIRECTION

In this Appendix, we analyze modifications to the
translationally invariant Bogoliubov—de Gennes (BdG)
theory (Sec. S.3 A in the Supplemental Material [52])
due to the harmonic trap along the lattice axis. We constrain
the discussion to 1D systems for simplicity.

1. Unbounded energy spectrum

In most optical lattice experiments there is a harmonic
confinement along the lattice axis, and therefore the energy
spectrum of the system is no longer bounded from above.
Figure 6 (orange dots) shows the energy spectrum of the
effective time-averaged noninteracting Hamiltonian in
the presence of the harmonic trap, and the corresponding
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FIG. 6. Energy spectrum of the noninteracting time-averaged
Hamiltonian (orange dots) and corresponding effective Bogoliu-
bov dispersion (blue dots) for @ = 1.4 and gp, = 10.2J in a
harmonic trap with w, = 0.26J/#. The dashed lines indicate the
respective bandwidths in the homogenous case, i.e., hwg, = 2.2J
(orange) and Awg, = 7.17J (blue) according to Eq. (B1). Inset:
As the energy reaches the homogenous bandwidth, the spectrum
becomes quasidegenerate.

drive-renormalized Bogoliubov dispersion (blue dots).
Details about the numerical simulations of the inhomo-
geneous system can be found in Sec. S4B of the
Supplemental Material [52]. Notice the occurrence of states
above the Bogoliubov bandwidth (blue dashed line), which
can be excited resonantly by the drive. In momentum space,
these states occupy modes in the vicinity of ¢* = z/d, and
typically have weight over a finite range of momenta.
Therefore, the presence of a weak harmonic confinement
allows the system to absorb energy even for @ > wgy,
where unconfined systems are shown to be stable [37]. As a
result, we do not expect a truly stable parameter regime to
exist in harmonically confined systems, even in the absence
of transverse modes.

2. Modified saturation frequency wg,;

The expressions for the saturation frequency s, and
the effective bandwidth W, derived using translationally
invariant Bogoliubov theory, depend on the density-
renormalized interaction parameter g. To zeroth order
(Appendix A), the effective bandwidth for the 1D lattice
is obtained from Eq. (A2) by setting q- = 0. In the
presence of a harmonic confinement, the condensate
profile obeys Thomas-Fermi theory and is no longer
uniform, which induces a position dependence in
g = g(x). Since the energy spectrum is unbounded, there
is no natural energy bandwidth to use. Hence, we need to
determine the appropriate value for g used to compute the
saturation frequency wsg,.

We observe a correlation between the energy at which
the states in the Bogoliubov spectrum rapidly become
quasidegenerate (cf. Fig. 6, inset) and the energy scale
wsat(gmax) with g, = max, g(x)’ where

hog(g, a) = \/4]eff(a) [4T et () + 2g]. (B1)
The same scale also coincides with the energy, starting
from which the Bogoliubov states attain a significant
occupation of the ¢* = z/d mode. This suggests that, in
the presence of a harmonic trap, the maximum value g,
can be used to estimate the saturation frequency wgy.

To test this conjecture, we performed numerical BdG
simulations of 1D lattices comparing the position of the
most unstable mode with and without harmonic confine-
ment. Indeed, we find a qualitative behavior similar to the
homogeneous system, i.e., the momentum g, (®)
increases with @ until it saturates at g}, ~ 7/d. We can
also quantitatively compare the a dependence of the
saturation frequency wg,(a) for the homogeneous and
trapped systems as follows. (1) We fix a trap frequency
and determine the value of ¢,,,, = U max, npg(x) from the
Thomas-Fermi profile of the condensate wave function
nte(x). (2) We simulate the dynamics of a homogeneous
system using the same value of g. If Eq. (B1) for ¢ = g«
provides a correct description, this procedure will result in
the same value of w, for the trapped and homogeneous
simulations by construction. The values of wy(a) are
extracted numerically from the g3, versus @ curves for
every fixed value of a, as follows. (i) We compute
numerically the momentum distribution profile of the
Bogoliubov modes as a function of momentum ¢* and
time ¢, evolved under the periodic drive. We do this for a
grid of various a and @ points. (ii) We evolve the system for
20 driving cycles, which is enough to single out the most
unstable mode that grows exponentially according to the
BdG equations [52]. (iii) We extract the fastest growing
mode gf,, from the latest time slice for every point on
the (a, w) grid. (iv) For every fixed a, we determine the
saturation frequency, by finding the frequency for which
Ghum reaches z/d for the first time upon increasing w.

Figure 7 shows that the behavior of the saturation
frequency g, () agrees with analytic predictions of
Eq. (B1) for g = g,.x- We observe that the agreement
gradually becomes limited in the regime of large @ where
the effective kinetic energy of the system is parametrically
reduced for strong interactions g. This regime of large «
and large g/J is precisely where higher-order corrections to
Eq. (A3) become pronounced (see the discussion in
Appendix A). This explains the observed mismatch in
the g/J = 10.2 curves at large a in Fig. 7.

3. Modified BdG instability rates

In Fig. 8 we show numerically evaluated instability rates
of 1D lattice models using BAG simulations. We compare
the drive frequency dependence for the inhomogeneous
versus homogeneous lattices. Ideally, a homogeneous 1D
system becomes stable for w > wg,, since there are no
states above the lattice bandwidth [75]. The simulation
reveals that the presence of the harmonic trap does not lead

011030-8



PARAMETRIC INSTABILITIES OF INTERACTING BOSONS IN ...

PHYS. REV. X 10, 011030 (2020)

10
8
6
3
g 4/[—BdGana g=102s
© BdG hom. g =10.2J
© BdGtrap g _=10.2J
2/'| @ BdG hom. g =4.3J
— BdG ana. g =4.3J
0

0.8 1.0 1.2 1.4 1.6 1.8 2.0
o

FIG. 7. Numerical simulation of the saturation frequency @y
versus a (dots) compared to the BAG prediction (solid line) from
Eq. (B1). The presence of a harmonic trap does not affect the
saturation frequency significantly. A slight deviation from the
BdG prediction is observed compared to the numerical simulation
for large values of a~2 and sufficiently strong effective
interaction g/J. The trapping frequency is w, = 0.26J/h, the
system size is L, = 201d, and the atom number is Ny, = 1000.

to any further shift in the position of wg,, provided one
compares a homogeneous system of interaction strength g
to a harmonically confined system with g, = g. In the
latter case, w,, is approximately given by the Bogoliubov
bandwidth evaluated at g,,,, (Fig. 7). For larger modulation
frequencies @, the trapped system displays a distinctly
different behavior compared to the homogeneous system.
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FIG. 8. Numerical simulations of the instability rate in homo-

geneous 1D lattices (light red and light blue, g = 10.2J) in
comparison with the rates in 1D lattices with harmonic confine-
ment (dark red and dark blue, @, = 0.26J /% and g, = 10.2J)
for two different driving parameters, @« = 1.4 (blue) and @ = 1.8
(red). The system parameters are the same as for the simulations
in Fig. 7;1.e., L, = 201d and N, = 1000. The instability rate was
extracted from an exponential fit to the numerical data from the
last five out of 24 driving cycles of evolution, to make sure the
maximally unstable mode dominates. The dashed vertical lines
show the BAG predictions for g, at g = 10.2J.

As already anticipated, due to the unbounded nature of the
energy spectrum, there is no true stable (i.e., I' =0)
parameter regime and the confined system can always
absorb energy via resonant processes. Nonetheless, we find
a decrease of the instability rates with increasing drive
frequency.

Because of the lack of translation invariance, it is not
feasible to carry out an analytical calculation to determine
the precise decay law I'(w) for @ > wg, in the presence of
the harmonic trap. However, assuming the local density
approximation for a weak enough harmonic confinement
and keeping in mind the unbounded structure of the
spectrum, we can apply Eqgs. (A5) and (A6) in all spatial
regions of approximately constant density, according to
whichT" & @~! for @ > w,; while this does not predict the
exact functional form of I'(w) observed in Fig. 8, it presents
an approximate argument for the observed rate decay.

As a result, for trapped systems one can recover an
approximately stable regime, where the instability rates
are small compared to the duration of the experiment. An
alternative way to mitigate the problem of nonvanishing
rates at large drive frequencies in experiments could be
provided by the use of uniform box traps [65,66].

APPENDIX C: INSTABILITY RATES

Besides the position of the most unstable mode discussed
in the main text, a characteristic property of parametric
instabilities is the associated instability rates I", which after
sufficiently long times are dominated by the growth of
the occupation of the most unstable mode n, . Here, we
present an experimental and numerical study of these rates.

1. Influence of mode coupling

In order to provide more insight on the time dependence
of the instability rates found in the experiment [Fig. 3(a)
and Fig. S2 in the Supplemental Material [52]], we
performed numerical simulations (see Ref. [52] for details)
on a homogeneous hybrid (translationally invariant) 2D
system [76], composed of one lattice and one continuum
direction, based on three different approximation methods
[52]. (i) The linearized BAG equations, which capture the
parametric instability at short times, i.e., before saturation
effects, such as particle-number conservation, and non-
linear effects associated with the Gross-Pitaevskii equation,
become significant. (ii) The weak-coupling conserving
approximation (WCCA) [36], where particle-number con-
servation is restored, and which couples the condensate
mode to the excitations to leading order in the interaction
strength U. This method keeps track of the number of
atoms scattered into finite-momentum modes, as well as
the backaction of the Bogoliubov quasiparticles onto the
condensate. The WCCA, however, does not capture colli-
sions between quasiparticles. Hence, it does not offer any
insight on the thermalization dynamics at longer times,
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FIG. 9. Numerical simulations of the occupation of the most
unstable mode n,  for a homogeneous 2D system (1D lattice
and one continuous direction) for g = 9.52J, hw = 9.25J, and
a = 1.44. The solid line displays the rate obtained from the
analytic formulas in Eqgs. (AS) and (A6), which is in agreement
with the BAG simulations (dark blue) for ¢ > 5T. The TWA (blue)
and WCCA (light blue) partially capture additional nonlinear
effects, which result in a time-dependent instability rate.

during which the system heats up steadily to an infinite-
temperature state. The BdG and WCCA approaches have
already been compared in Ref. [37], and their validity at
short times is further confirmed in this work by comparing
their predictions to a third approach, namely (iii) the
truncated Wigner approximation (TWA), which produces
thermalizing dynamics. Even though quantum effects are
only partially accounted for in the TWA semiclassical
approximation, it has recently been demonstrated that
classical Floquet systems thermalize in a very similar way
to quantum models [55-57].

Figure 9 shows the time evolution of the occupation of
the most unstable mode. In both the WCCA and TWA
simulations, the obtained curves directly reflect the con-
densate depletion dynamics. At short times, we find an
agreement between the three theoretical approaches, which
further improves as one decreases the on-site interaction
strength U, while keeping g = nU fixed. At later times, the
three approximations exhibit different behaviors: due to the
lack of particle conservation, the BdG curves grow expo-
nentially in an unphysical and indefinite manner. In
contrast, the WCCA and TWA curves show clear mani-
festations of saturation effects, indicating that the instability
rate is a truly time-dependent physical quantity. After an
intermediate transient, all momentum modes are equally
populated, which is expected for an infinite-temperature
state that is reached at long times. These results offer a
qualitative explanation for the saturation of the peak growth
observed in the experiment, indicating the importance of
saturation effects at intermediate modulation times, and
further highlight the advantage of momentum-resolved
measurements for revealing parametric instabilities (Fig. 4).

2. Measured instability rates

Motivated by the numerical analysis discussed above, we
quantitatively study the exponential growth rate of the most
unstable mode at short times, before saturation effects
dominate the dynamics. To determine the saturation point
of the amplitudes and the instability rates from the
experimental data, we fit a piecewise function consisting
of a linear and a constant part to the logarithm of the peak
amplitude A* [52]. In BdG theory, the peak amplitudes
along the x-lattice direction grow in time according to
A* €. Hence, from the fitted slopes m (in the regime
t < t,), we extract the instability rates as I' = m/2 and
average over the left and right peak. In Fig. 10, we show a
comparison between the experimentally observed rates and
the theoretical expectation based on the analytical BdG
predictions [Eqs. (AS5) and (A6)]. We further display the
long-time heating rates, which have shown to be captured
by Floquet Fermi’s golden rule (FFGR) in Ref. [27]. For
completeness, the relevant equations are summarized in the
subsequent section.

We find that the experimental rates (dots in Fig. 10) are
of similar magnitude as compared to the BdG predictions
and about several orders of magnitude larger than the
FFGR predictions [32]. The inset of Fig. 10 shows all
rates on a linear scale, to illustrate the dependence on the
modulation parameters. From BdG theory, it is expected
that the rates have a maximum at the saturation frequency
g, (Where Aw equals the effective bandwidth). This
maximum value is expected to increase with larger modu-
lation amplitude.
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FIG. 10. Instability rates extracted from linear fits to the

logarithmic peak amplitudes as a function of modulation time
for@ = 1.44 and @ = 1.78. The dark solid lines are the theoretical
rates calculated from Eqs. (A5) and (A6) for g = 11.5J, and the
bright solid lines are a FFGR calculation for the same modulation
parameters according to Eq. (C1). The inset shows the same data
on a linear scale to reveal the frequency dependence of the
measured rates. Error bars indicate the standard deviation.
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Although the measured rates lie in the same order of
magnitude as the BdG rates, the BdG-predicted parameter
dependence is not directly confirmed by the measurements.
Given the narrow window determined by ¢, during which
the most unstable mode dominates, this is not surprising.
More importantly, the discrepancy between the measured
rates and the FFGR predictions shows that we are indeed
probing the system on sufficiently short timescales, where
instabilities are mostly driven by coherent processes.

3. Floquet Fermi’s golden rule

Heating on long timescales dominated by incoherent
processes is well described by Floquet Fermi's golden rule
(FFGR) as studied in detail in Ref. [27]. The exponential
decay of the BEC atoms caused by the modulated lattice
can be described as

N(t) = —TrrarN(2),

where T'ppgr = KN?/. The loss rate « is independent of the
atom number and given by

128, (157a,\"/5 (hd\ /5 Ep
_ 128 5 (15mas\ 72 (hd) OF Eg
Kla.w) = 155¢ ( 8d ) <ER> n ZI:“’

(C1)

with

c=d [ o)t

@ = /@,

- $JT (a)?
V= 61419(51)< e )
1 1 . 25, +6

g(s)) = <§—;arcs1n(1 —2s,)) - 137; s;(1=s7),

. lhaw

"8I T0(a)

B 0.75 for leven
"7 015 forlodd ’

with wy(x) denoting the Wannier function of the lowest
band and .7, being the vth Bessel function of the first kind
describing v-photon scattering processes. For the model
parameters used in our study, the rates are dominated by
processes up to second order, keeping contributions up to
[ = 2. The FFGR rates are displayed in Fig. 10 (bright
solid lines). It is evident that the FFGR rates are several
orders of magnitude smaller than the BAG rates (dark solid
lines). This failure of FFGR to capture the short-time
heating dynamics can be traced back to the exponentially
dominating short-time parametric instability effect which,

in contrast to FFGR, is sustained by coherent dynamics.
We note in passing that such parametric instabilities can
only occur in bosonic systems (or, more precisely, in
arbitrary systems with bosonic elementary excitations).
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