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The prediction of soot emissions is a requirement for the development of gas turbine
combustors. Apart from global quantities related to soot mass, future regulations also call for
the control of particle number. Therefore, theoretical models for soot from combustion devices
must include various nucleation, growth, and oxidation mechanisms and aerosol physics in
order to predict the soot particle number distribution. This paper introduces an approach
based on Incompletely Stirred Reactor Network (ISRN) modeling that simplifies calculations
and facilitates parametric analyses with very complex soot models. The method is based on
the Conditional Moment Closure (CMC) combustion model and Incompletely Stirred Reactor
(ISR) theory, which is here extended to a reactor network formulation. An ISR is a volume that
is inhomogeneous in terms ofmixture fraction but is characterized by homogeneous conditional
averages, such as temperature conditioned on the mixture fraction having a particular value.
A network of ISRs can then be deployed to separately capture soot production and oxidation
regions exhibiting different degrees of micro-mixing rates and residence times, as typically
observed in practical combustors. The ISRN approach is demonstrated in this paper for a
model aero-engine combustor for which detailed CFD and experimental data exist, and it is
found that reasonable accuracy is produced at a significantly reduced computational cost.

I. Nomenclature

A = area
D = molecular diffusivity
Dt = turbulent diffusivity
F = stream index
Ûm = mass flow rate
N = scalar dissipation rate
Pη = mixture fraction probability density function (PDF)
Qα = conditional density-weighted Favre average mass fraction of species α
t = time
®u = velocity vector
V = volume
Yα = mass fraction of species α
η = sample space variable of mixture fraction
ρ = mass density
ξ = mixture fraction
Ûωα = chemical source term of species α
®∇ = gradient
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®∇· = divergence
· = conventional mean
·̃ = density-weighted Favre average
∗∗ = core volume-averaged
Xη = X varies in mixture fraction space
(·)i = stream indicator
〈·|η〉 = conditional density-weighted Favre average

II. Introduction
The prediction of soot emissions and control of the particle sizes emitted from aero-engine combustors is of

vital importance if next-generation engines are to mitigate the effects of particulate matter to human health and the
environment [1]. However, the nature of soot evolution in turbulent flow poses significant numerical challenges. Apart
from an accurate knowledge of turbulent mixing and finite-rate chemistry effects, reliable predictions of particulate
emissions necessitate the use of complex soot models able to describe the underlying chemistry and the morphology of
particles [2]. Predictions are known to be very sensitive to the choice of the soot model [3, 4]; therefore, sensitivity
analysis and comparison between soot models are necessary to gain more insights into soot formation and oxidation.
Nevertheless, newly appeared comprehensive soot models [5–8] cannot easily be used in conjunction with high-fidelity
CFD simulations to perform parametric studies during the design phase of combustors, given their high dimensionality
and computational cost. As a result, there is motivation to develop computationally inexpensive methods that permit
the use of complex soot models and the prediction of soot emissions within a reasonable degree of accuracy in both
magnitude and trend.

In this direction, this study introduces a new approach utilizing Incompletely Stirred Reactor Network (ISRN)
modeling to perform kinetic post-processing of CFD simulations. Due to its simplicity, this methodology allows for the
use of comprehensive soot models with modest computational cost, while retaining approximate turbulence-chemistry
interaction effects on the sooting flame structure. The Incompletely Stirred Reactor (ISR) model, developed by Bilger and
coworkers [9–12], is a generalization of the Perfectly Stirred Reactor. Its derivation is based on the Conditional Moment
Closure (CMC) method for turbulent reacting flow [13] and can be viewed as a zero-dimensional (or spatially-integrated)
approximation of the full multi-dimensional CMC equation. An ISR is defined as a region of the flow, within which the
flow and mixture fraction are inhomogeneous, but conditional averages of reacting scalars, conditioned on the mixture
fraction, are uniform. In the limit of strongly recirculating flow, far from extinction, ignition, or other highly-transient
phenomena, the latter assumption allows for the use of simple ordinary differential equations in mixture fraction space
to model a combustor in its entirety, hence reducing the total computational cost. The approach was initially developed
for non-premixed combustion but can be extended to multi-mode combustion following the newest developments of the
CMC method [14].

Notwithstanding that the ISR conditions are generally achieved in the primary zone of a highly efficient aero-
engine combustor, conditional quantities related to soot evolution show strong spatial dependence, as discussed in
Refs. [8, 15, 16]. Therefore, it is necessary to extend the approach to a network of ISRs spanning the whole combustor
under investigation. The combustor can then be partitioned in separate soot production and oxidation regions that
exhibit different degrees of micro-mixing rates and residence times. In the context of kinetic post-processing, the
ISRN equations can be decoupled from the calculation of the flow and mixing fields, consistently with other methods
using ideal reactors (e.g. [17]). Unlike ideal reactors, however, unmixedness can be directly taken into account via the
scalar dissipation rate and the mixture fraction probability density function. Their quantification is performed through
averaging of the mixing field extracted from a reference CFD simulation, which could be of lower detail concerning the
combustion and pollutant chemistry hence allowing significant computation time savings.

The main objective of this study is to demonstrate the ability of the ISRN approach to describe soot evolution in a
model aero-engine combustor. For this purpose, we apply the approach to the DLR ethylene-based burner at elevated
pressure [18, 19], which replicates some of the features of a Rich-Quench-Lean combustor typically used in gas turbines.
This paper is structured as follows. The derivation of the ISRN equations is first introduced, followed by the description
of the solution strategy used in the computations. This is followed by a brief description of the investigated burner and
the reacting field obtained by the reference CFD simulation. Results and key conclusions close the paper.
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III. Mathematical model
An ISR is considered to be a volume V within which conditional averages of reacting scalars, conditioned on the

mixture fraction, are independent of position and time. In contrast to a perfectly-stirred reactor, which has uniform
composition, this allows an ISR to have mixture fraction inhomogeneities. Various versions of the ISR governing
equations have appeared in the literature [9–12]. Here we extend the formulation given by Klimenko and Bilger [13]
and derive the governing equations for a network of ISR reactors with an arbitrary number of inlet/outlet streams having
non-uniform properties. The equations are derived from the CMC equation assuming high Reynolds number and
negligible differential diffusion [13]:

∂ρQαP̃η

∂t
+ ®∇ · (ρ〈®uYα |η〉P̃η) = ρ〈 Ûωα |η〉P̃η −

∂2ρ〈N |η〉P̃η

∂η2 Qα + ρ〈N |η〉P̃η
∂2Qα

∂η2 (1)

where η is the sample space variable of the mixture fraction, ξ, Qα ≡ 〈Yα |η〉 is the conditional average mass fraction
of a generic species, P̃η the Favre mean PDF and N ≡ D®∇ξ · ®∇ξ the scalar dissipation rate. Here, the angle brackets
represent conditional density-weighted Favre averaging.

Considering statistically stationary flow, integration of Eq. (1) over the core volume and application of the flux
divergence theorem to the LHS leads to:∮

A

ρ〈®uYα |η〉P̃ηd ®A =
∫
V

[
ρ〈 Ûωα |η〉P̃η −

∂2ρ〈N |η〉P̃η

∂η2 Qα + ρ〈N |η〉P̃η
∂2Qα

∂η2

]
dV (2)

By definition, conditional reactive scalar statistics are considered uniform inside an ISR core. Hence, they can
be moved out of the integral on the RHS of Eq. (2). Moreover, conditional statistics are only a function of mixture
fraction. Therefore, their partial derivatives may be transformed into ordinary ones. Next, by introducing a diffusion
approximation for the conditional correlations between species and velocity [13], assuming a turbulent diffusivity Dt

equal for all scalars, the governing equation can be written in the following discrete form:

Fout∑
i=1
( ÛmP̃ηQα)i −

F in∑
j=1
( ÛmP̃ηQα)j +

F∑
i=1

(
ρDt (®∇Qα)P̃η

®A
)
i = V ρ∗∗

[
P∗∗η

(
Ûωα |η + N∗∗η

d2Qα

dη2
)
−Qα

d2N∗∗η P∗∗η
dη2

]
(3)

where the core volume-averaged mass density, ρ∗∗, mixture fraction PDF, P∗∗η , and scalar dissipation rate, N∗∗η are
defined by:

ρ∗∗ ≡
1
V

∫
V

ρdV (4)

P∗∗η ≡
1

V ρ∗∗

∫
V

ρP̃ηdV (5)

N∗∗η ≡
1

V ρ∗∗P∗∗η

∫
V

ρ〈N |η〉PηdV (6)

Note the last term on the RHS of Eq. (3). To close this term, the transport equation for the mixture fraction PDF
may be utilized [13]. Given a statistically stationary flow and neglecting molecular fluxes, the PDF equation becomes:

®∇ · (ρ〈®u|η〉P̃η) = −
∂2ρ〈N |η〉P̃η

∂η2 ⇒

Fout∑
i=1
( ÛmP̃η)i −

F in∑
j=1
( ÛmP̃η)j = −V ρ∗∗

d2N∗∗η P∗∗η
dη2 (7)

where the flux divergence theorem and the definitions of Eq. (4-6) are employed. Consistently with the stirred reactor
concept, the conditional quantities exiting the ISR may be taken equal to conditional quantities in the core. However,
it is not necessary to assume that the outlet streams PDF are identical to the core [12]. Finally, the combination of
Eq. (3)-(7) leads to the governing equation of an ISRN element:

1
V ρ∗∗P∗∗η

[
F in∑
j=1

(
ÛmP̃η

)
j

[
Qα − (Qα)j

]
+

F∑
i=1

(
ρDt (®∇Qα)P̃η

®A
)
i

]
= 〈 Ûωα |η〉 + N∗∗η

d2Qα

dη2 (8)

Here, it important to note that Eq. 8 is identical to the governing equation of Ref. [13] when the second term on the LHS
is removed, and a single ISR reactor is employed having a single inlet and outlet stream.
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IV. Solution strategy
The ISRN approach starts with the creation of a standard computational grid and the calculation of the average

reacting flow field using CFD. The modeling approach for the reference CFD simulation can vary given the availability
of resources, but care must be taken for each specific application, so the underlying mixing field is well captured.
Existing methods may include, for example, the use of RANS or LES coupled with the flamelet approach, CMC,
transported PDF, or the Eddy Dissipation concept [20].

The ISRN equations are then solved using an in-house unstructured finite volume code, initially developed for
CMC modeling (see [7, 16, 21] and references therein). Following the practice in the pre-existing code, the ISRN is
discretized on a coarse mesh, which is reconstructed around the grid of the reference CFD simulation. The latter allows
for arbitrary positioning of the ISR reactors and facilitates data transfer between solvers by exploiting the topology of
the CFD faces. In contrast with ideal reactor network approaches (e.g. [17]), clustering procedures are not required to
identify chemically and physically homogeneous zones since ISRs are inhomogeneous in terms of their flow and mixture
fraction fields. The current implementation also permits the use of parallel evaluation of reactors, hence speeding up
computations.

The evaluation of core volume-averaged quantities and area-averaged fluxes requires knowledge about the mean flow
and mixing fields. In this work, these quantities are extracted from a LES-CMC simulation, which will be described
later. CFD derived quantities are either evaluated at the faces of ISR reactors to calculate LHS terms of Eq. (8) or used
during core volume-averaging. The procedure is very similar to the one followed every time-step in existing CMC
codes (e.g. [21]). After the end of the calculation, unconditional quantities may be derived through the integration of
the mixture fraction PDF. Here, unconditional values are calculated at the CFD grid after applying an inverse square
distance interpolation over neighbor ISR reactors. The PDF is here modeled with a presumed β-function computed
from the mixture fraction, ξ̃, and the mixture fraction variance, ξ̃ ′′2 of each CFD cell. In the case of singularities at the
η-space boundaries, the β-function is replaced by a delta function.

The core-volume averaged scalar dissipation rate is obtained through Eq. (6). To calculate the conditional scalar
dissipation rate at the CFD level, the Amplitude Mapping Closure (AMC) model [22] is employed, i.e. 〈N |η〉 = N0Gη

where Gη and N0 are Gη = exp(−2[erf−1(2η − 1)]2) and N0 = Ñ/
∫ 1
0 P̃ηGηdη. The average scalar dissipation rate, Ñ ,

is readily available from the CFD simulation. It is important to note that in contrast with existing ISR models [9–12],
here, the core-volume averaged scalar dissipation rate is not based on the double integration of Eq. (7), raising issues of
consistency with the PDF transport equation. Nonetheless, it has been observed that in a multi-dimensional system
such as an ISRN, this approach may result in negative values of the scalar dissipation rate being obtained through
machine precision errors when the PDF tends to zero [13]. Here, we preferred a more robust approach in evaluating the
conditional scalar dissipation rate, which is also consistent with state-of-the-art CMC approaches (e.g. [23]).

An operator splitting technique is implemented for the solution of the ISRN equations. Transport in physical space,
i.e. LHS terms of Eq. (8), are solved first, followed by diffusion in mixture fraction space and the chemical source
term integration. The chemical source term is closed with a first-order approximation. A short description of the
chemical mechanism and the soot model used in this work is given in the following. A first-order upwind scheme is used
for the evaluation of conditional gradients, whereas the diffusion term in mixture fraction space is discretized with a
second-order scheme. The inert mixing solution is imposed at the inlets, and reactors are initialized with a fully-burning
solution. Both walls and outlets are modeled with a zero-gradient condition. Consistently with the reference CFD
simulation, mixture fraction space is discretized using 51 bins clustered around the stoichiometric mixture fraction
(ηst = 0.063 for ethylene). Pure air is imposed at η = 0, whereas η = 1 corresponds to pure fuel. Ambient temperature,
equal to 298K, is used for both boundaries, and a constant pressure condition of 3 bar is used for all reactors.

A detailed mechanism with 57 species and 364 reactions for ethylene combustion is employed. The mechanism
has been developed by H. Curran at NUI Galway and is derived from the Aramco 1.3 mechanism [24]. The gaseous
phase chemistry is then coupled with a simple two-equation semi-empirical model by Leung et al. [25], which has been
broadly used in the literature and is based on the solution of the soot mass fraction, Ys, and soot number density, Ns.
The soot chemistry reaction rates used in this study can be found in Ref. [26]. For this study, we do not attempt the use
of more complex chemical mechanisms or advanced soot models. The same mechanism and soot models are employed
for both the ISRN and the reference simulation. Here, the focus is on directly comparing the simulation results of the
ISRN and the reference CFD simulation to assess the ability of the ISRN in replicating mixing and finite-rate chemistry
effects on soot evolution.
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Table 1 Operating conditions of the investigated case [18]

Pressure
(bar) φ φglobal

ÛVfuel
(slpm)

ÛVcentral,air
(slpm)

ÛVring,air
(slpm)

ÛVsecondary,air
(slpm)

3 1.2 0.86 39.3 140.8 328.5 187.4

V. Investigated burner and CFD analysis
The experimental configuration used in this study is based on a model aero-engine combustor configuration,

developed at DLR [18]. The burner can operate at elevated pressures and runs on ethylene fuel. The main combustion
chamber measures 120 mm in height and has a cross-sectional area of 68×68 mm2. Fuel is introduced through 60
annular straight-channel inlets, located in between two concentric nozzles entraining oxidation air with tangential
velocity generated by a pair of swirlers. A set of additional injector ports is situated at the height of 80 mm that radially
introduces secondary air into the combustion chamber, consistently with the RQL concept. The computational domain
reproducing the experimental rig is schematically shown in Fig. 1.

(a) Computational domain
with instantaneous mixture

fraction field (b) LES mesh (c) CMC mesh (d) ISRN

Fig. 1 Computational setup details of the LES-CMC and the ISRN simulations.

In this study, a single case, characterized by the operating conditions of Table 1, is investigated. This case is one of
the preferred target flames of the International Sooting Flames (ISF) workshop and has been characterized by various
experimental techniques, such as Laser-Induced Incandescence (LII), Particle Image Velocimetry (PIV) and Coherent
Anti-Stokes Raman Scattering (CARS) measurements [18, 19, 27].

Together with ISRN calculations for this combustor, a reference CFD simulation using LES and the CMC combustion
model has been performed. This simulation was necessary to provide the ISRN with the mean velocity and mixing
fields but also to assess the predictability of the ISRN. The LES-CMC approach is based on the time-resolved solution
of the local flame structure in mixture fraction space and incorporates molecular mixing and turbulent transport effects.
This allows for the reproduction of multi-scale turbulence-chemistry-soot interactions and to properly account for history
and finite-rate chemistry effects on soot evolution. For this simulation, the LES equations were solved in a hybrid
mesh (fully hexahedral in the combustion chamber and tetrahedral in the air swirler system) of about 30 million cells
with a maximum grid size of about 0.2 mm in the flame region and local refinements near the injection ports. The
complete system, including the air swirlers, was included in the simulation. Uniform velocity profiles were imposed at
the inlets. A constant pressure condition of 3 bar was used at the outlet, and all solid surfaces were modeled as constant
temperature walls with the no-slip condition. CMC equations were solved in a polyhedral mesh of about 65,000 cells
with refinement in the flame region. The LES and CMC grids used in the simulation are shown in Fig. 1. The same
solution techniques presented in Ref. [16] were employed. Statistics were collected over 80 ms.

In the following, data extracted from LES-CMC are compared against the experimental measurements of Ref. [18,
19, 27]. Figure 2 shows the comparison between axial, radial, and tangential velocity profiles at various heights of the
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burner for a stream-wise cross-section of the flow. In general, numerical results generally show a very good agreement
with experimental data and capture all the major features of the measured flow field, which is important for predicting
the flame location. The simulation captures the location of the stagnation points and the extent of the recirculation
zone across the whole combustion chamber. A very good agreement is also observed in the tangential components
indicating that the injection velocity angle from the swirl nozzles is well captured. The time-averaged mean temperature
profile, as predicted by LES-CMC, is compared to the experiment in Fig. 3. The simulation predicts a higher drop in
temperature near the injection ports which is probably caused by an over-prediction of the back-flow in that region.
Moreover, the simulation shows a stronger drop in temperature at the location of the secondary air jets compared to the
experiment. Nonetheless, also taking into account the uncertainties of the measurements, the agreement of the predicted
to the experimental temperature profile is fairly accurate.
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Fig. 2 Comparison between time-averaged predicted (lines) and experimentally measured (points) velocity
profiles at various heights of the combustion chamber.
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Fig. 3 Comparison between time-averaged predicted (lines) and experimentally measured (points) axial tem-
perature profile.

Once the average mixing and flow fields from the LES-CMC simulation are available, the ISRN approach is then
applied to the same flame. For this study, the burner is partitioned in 152 ISR reactors uniformly positioned in the
crosswise directions. A cut of the ISRN grid is shown in Fig. 1. It is important to note that ISRN predictions are
sensitive to the choice of reactor spacing, but a parametric analysis was out of the scope of this study. Instead, the main
objective is to provide a rough and quick estimate of the soot emission in this combustor. The number of reactors
employed here was found to be a good compromise between accuracy and speed, as will be demonstrated later. A more
refined spacing, aiming to better resolve the gradients of conditional quantities in the soot production and oxidation
regions, is expected to improve soot predictions generally.

VI. Results and discussion
Figure 4 shows the comparison between the experimentally measured and the predicted soot volume fraction from

the LES-CMC and ISRN. From the experiment, the majority of soot appears to be generated in the shear layers and
located in regions close to the walls where the outer- and inner-recirculation zones meet, raising the total residence
time and enhancing soot production [19]. Both simulations accurately capture this effect. Soot is also present further
downstream, closely attached to the walls where strain rate and temperature conditions appear to be favorable. Soot
is absent for the most part of the inner recirculation zone, possibly due to the enhanced soot oxidation caused by the
injection of secondary air. Soot is quickly oxidized before being entrained inside the inner-recirculation zone (IRZ),
where residence time would otherwise be suitable for soot production. This is replicated by the simulations. At a region
upstream, however, the experiments show a peak in the IRZ, which is not accurately captured by LES-CMC. This is
probably related to an over-prediction of the oxidation rate as estimated by the soot model employed here or a soot
entrainment time-scale, which is not captured in the simulation time. In addition, soot evolution is very sensitive to
the mixture fraction field, for which there is no experimental data. A slight change in the predicted mixture fraction,
e.g. as a result of modified boundary conditions, might affect the prediction in this region. The ISRN shows a higher
peak in the same region, but the local soot volume fraction scales with the peak soot volume fraction in the combustion
chamber, which is higher for the ISRN.

Nonetheless, both LES-CMC and ISRN methods show very promising potential in capturing soot location even
with a simplified soot model. These methods are comparable with approaches of other researchers using different
turbulent combustion closure methods with more advanced soot models [4, 28–31]. In terms of magnitude, however,
both simulations over-predict the total soot volume fraction, as also observed with other studies using semi-empirical
two-equation soot models [32, 33] in this burner. The latter is closely related to the choice of the soot model, which is
known to affect soot predictions significantly (e.g. [4]). Especially the selection of an acetylene-based two-equation
model, like the one used here, generally leads to higher values of soot volume fraction [34] and significantly different
predictions than with models using aromatics precursor chemistry [4].

In particular, the ISRN predictions generally show a higher soot volume fraction than LES-CMC, stemming from
the off-line approach used in the ISRN. Provided the mean flow and mixing fields, the evolution of conditional scalars,
including soot volume fraction and temperature, is inherently different from LES-CMC since no two-way coupling
with the reacting flow is attained and excursions of the scalar dissipation rate are not considered. However, the ISRN
contains effects of micro-mixing and transport that are especially important during soot evolution; hence, an adequate
balance between reaction-transport-diffusion is established. The latter is especially useful for parametric analysis and
the search for soot tendency trends.
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Fig. 4 Comparison between time-averaged experimental and simulated soot volume fraction distributions.
Dimensions are in mm.

As far as the implementation aspects of the ISRN are concerned, the method is computationally very efficient. As
the mixing field is pre-calculated and only a subset of processes is solved at each time-step, the computational cost
is drastically minimized, allowing for the use of even more complex chemical mechanisms and soot models. For the
numerical setup presented here, an average runtime for advancing the ISRN model by one time-step (δt = 2 × 10−6s) on
1 node (32 MPI processes) of an Intel Xeon Skylake supercomputer is approximately 1.5s with 95% of the time spent
for the chemistry integration, similar to laminar flamelet computations. This corresponds to less than 24 h of physical
time for simulation of 100 ms, but the total runtime also scales inversely with the number of total MPI processes. The
same performance can also be achieved in a multi-core workstation but is bounded by the available computer memory
necessary to process the underlying CFD computation and the total number of scalars.

VII. Conclusions
A novel approach utilizing Incompletely Stirred Reactor Network (ISRN) modeling has been introduced and

formulated. An ISRN comprises a network of stirred reactors that may be positioned and clustered around the mesh of a
reference CFD simulation providing the average mixing field. Due to its simplicity and low computational cost, this
approach may be used to explore soot evolution in aero-engine combustors employing complex chemical mechanisms
and comprehensive soot models that otherwise would be intractable to couple with detailed CFD methods. The ISRN
approach is here demonstrated on a calculation of a well-characterized model aero-engine combustor. Results from a
reference LES-CMC simulation coupled with detailed chemistry and a semi-empirical two-equation soot model are first
presented. A very good agreement with experiments in terms of velocity, temperature, and soot location is observed.
The LES-CMC results are then compared with ISRN predictions using the same underlying chemistry and soot model.
The comparison provides a satisfactory assessment of the method reliability, demonstrating the ability of the ISRN
method to replicate soot emission both in terms of mean location and magnitude while ensuring high computational
efficiency. Future work will focus on the comparison with comprehensive soot models and the prediction of particle size
distribution.
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