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Abstract

Ground Penetrating Radar (GPR) and Synthetic Aperture Radar (SAR) are two widely
used techniques for acquiring radar images. GPR, as its name suggests, produces radar
images of the below ground environment. SAR is a remote sensing technique which
allows moving radar systems to produce radar images with dramatically improved reso-
lutions over conventional radar systems.

Despite their benefits, both GPR and SAR suffer from certain limitations. In the case
of GPR, the radar system has to be in close proximity with the subsurface volume being
surveyed, which limits the process to relatively small areas that are easily accessible.
SAR allows large areas to be surveyed rapidly from large distances, but cannot distinguish
buried objects from surface objects.

This thesis focuses on a radar technique that offers the opportunity to overcome these
limitations and allow subsurface radar imaging of large areas using radar data gathered
by remote sensing systems. This novel technique is known as Virtual Bandwidth SAR
(VB-SAR). VB-SAR utilises changes in soil moisture over a series of SAR images to
differentiate buried objects from objects on the surface. In addition to this differentiation,
VB-SAR also allows extremely high (centimetre scale) subsurface range resolutions to be
obtained from SAR images with range resolutions measured in metres.

This research has experimentally demonstrated the basic feasibility of performing re-
mote subsurface radar imaging with the VB-SAR scheme. Within the laboratory environ-
ment a buried target has been successfully imaged using VB-SAR and the fundamentals
of VB-SAR have been verified. Dramatic increases in subsurface range resolutions have
been demonstrated, as has the ability of the VB-SAR scheme to work correctly over a
range of radar frequencies, observation angles and polarisations.

This laboratory work has been enabled by use of the Tomographic Profiling (TP) imag-
ing scheme. TP is a synthetic aperture based imaging algorithm, but unlike conventional
SAR TP produces images with a constant look angle over the entire imaging scene. This
enabled the performance of the VB-SAR imaging scheme to be easily evaluated over a
range of look angles using a single radar dataset and simplified the experimental setup.

In addition to the experimental work, simulation exercises have been conducted and
image processors have been implemented. Simulation, using a simulator created as part
of this work, has allowed testing of the VB-SAR scheme in a range of scenarios (side-
looking SAR, different soils, multiple buried targets). The image processor work has
implemented a high performance TP processor and a practical VB-SAR imager.
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Chapter 1

Introduction

This thesis presents research performed at Cranfield University’s Shrivenham Campus

between February 2014 and February 2017. This work concentrated on demonstrating

and validating the Virtual Bandwidth Synthetic Aperture Radar (VB-SAR) technique pro-

posed by [1]. This work was funded by a bursary provided by Cranfield University.

This first chapter starts with a background and rationale review, detailing the motiva-

tions for studying the VB-SAR technique. It then describes the aim, research questions

and methodology pursued by this work. Next, lists of original contributions made and

published works is presented. Finally, an overview of the layout of this thesis is pre-

sented.

1.1 Background and Rationale

Radio Detection And Ranging, or Radar as it is universally known today, stems from

James Clerk Maxwell’s theory of electromagnetism and the experimental verification of

that theory performed by Heinrich Hertz [2]. Since those earliest days, radar has been

under continuous development for a wide variety of applications, from detecting aircraft

1
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to imaging astronomical bodies. In all cases, the fundamental principle of transmitting

an electromagnetic signal and receiving reflections of that signal from targets is the same.

By applying different processing techniques to those echoes it is possible to implement a

wide variety of techniques

One technique that has attracted a large amount of attention in recent years is Syn-

thetic Aperture Radar (SAR). This technique allows a very large virtual antenna to be

synthesised by applying sophisticated processing techniques to radar data collected using

a small physical antenna which is moving during the data collection process. By using

this technique a very high resolution image can be obtained despite using a small antenna

(which would usually yield a very poor resolution). The era of space flight has driven

the interest in this technique; it is extremely difficult to mount a large antenna on a satel-

lite but the constant motion of an orbiting satellite generates an ideal platform for SAR

imaging. A satellite in Low Earth Orbit (LEO) typically makes a complete orbit every 90

minutes which allows rapid acquisition of wide area imagery with a rapid revisit rate [3].

Another technique that has been extensively studied is Ground Penetrating Radar

(GPR). In contrast to the space based SAR case this involves the radar system being

in close proximity to the ground and moved slowly across the area being surveyed to pro-

vide an image of the below ground environment. The proximity is necessary to ensure

separation of the strong ground return and any buried objects which are present. This

approach works well for small area surveying in locations that are hazard free and freely

accessible, such as archaeological surveys and locating voids in concrete structures but is

poorly suited to large area surveying and examining hazardous or poorly accessible areas.

The ability to utilise the large scale coverage of SAR to provide below ground imagery

as per GPR would represent a significant breakthrough for many applications and users.

Detection and location of unexploded ordinance is one obvious area that would benefit

from remote sensing techniques.
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The VB-SAR technique, first proposed by [1] represents a method to achieve this

significant breakthrough. By leveraging a change in soil moisture content (SMC) that

occurs during a series of SAR image acquisitions a subsurface image can be constructed.

By using the effect of the change in SMC to create the subsurface image a very high

depth resolution is obtainable; this resolution is independent of the resolution of the radar

system.

The VB-SAR process works using differential phase measurements acquired using a

well established process, Differential Interferometic SAR (DInSAR). The use of DInSAR

data means that there are no new data acquisition problems associated with the VB-SAR

scheme. In an ideal case, soil moisture content (SMC) measurements are also available

and are used to organise the DInSAR data and allow the application of an accurate depth

scale to the subsurface images. Without accurate SMC measurements the VB-SAR pro-

cess can still indicate the presence of buried targets.

This work aims to demonstrate the feasibility of the VB-SAR method and move it

from theory to reality. In order to do this it is necessary to answer the fundamental ques-

tion of “Does the VB-SAR process work in reality and what are the limitations of the

process?”. This thesis aims to answer this question using two tactics: simulation and

experimentation.

1.2 Aim, Research Questions and Methodology

1.2.1 Research Aim

The aim of the work presented in this thesis is to investigate and validate the VB-SAR

subsurface imaging technique. The key aim is to provide an experimental demonstration

of the technique that unambiguously shows the technique working. Furthermore, this
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work aims to give confidence that the VB-SAR process will work in the real world by

exploring the range of conditions under which the technique is usable.

The VB-SAR method is a relatively undeveloped concept. Initial laboratory based

experimentation [4] and software based simulation have both provided promising early

results. There are several unanswered questions related to the general applicability of the

scheme that remain, however.

The aim of this work is to develop the VB-SAR technique into a robust subsurface

imaging system that can be applied to a variety of soils viewed from a spaceborne radar

system. The steps proposed in order to achieve this are;

1. Demonstrate and characterise the behaviour of the VB-SAR imaging scheme in the

laboratory.

2. Use the experimental work to validate, develop, and drive a radar simulator that can

be used to rigorously test the VB-SAR scheme across a wider range of scenarios

than is possible with the laboratory experimentation.

3. With knowledge gained from 1) and 2), investigate the ability of current airborne

and spaceborne radar systems to detect subsurface targets.

1.2.2 Research Questions

1. Is the VB-SAR imaging scheme feasible in a laboratory environment?

2. Are there likely issues with operating a VB-SAR scheme in a non-laboratory envi-

ronment?

3. What limitations does the VB-SAR scheme suffer from?
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4. Given the current state of spaceborne SAR systems, is it possible to demonstrate

the VB-SAR scheme with them?

1.2.3 Methdology

The methodology used in this research is a mixture of experimentation and simulation.

The two methods compliment each other, the experimentation acting as a rigorous demon-

stration of the VB-SAR process across a relatively limited range of parameters and pro-

viding a means to check the accuracy of the simulation, whilst the simulation allows wide

ranging exploration of the VB-SAR scheme beyond what is feasible in the laboratory.

1.3 Original and Novel Contributions

The major novel contributions of this work can be summarised as follows:

• The world’s first experimental demonstration of the VB-SAR subsurface imaging

technique as a method to acquire subsurface radar images from stand off distances.

The basic single polarisation, single incidence angle and single real frequency band

demonstration has been published at both conference [5] and journal level [6].

• Extended simulation and experimental demonstration of the VB-SAR imaging pro-

cess over a range of incidence angles, polarisations and real frequencies, including

split bandwidth/delta-k VB-SAR imaging.

• Development of a subsurface SAR simulator, capable of simulating the behaviour

of buried targets over a range of soil types, moisture levels, radar frequencies and

imaging geometries.
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• Implementation of a Tomographic Profiling (TP) image processor in MATLAB,

giving dramatically increased performance and utility over the existing processor

written in Fortran.

• Creation of a practical VB-SAR imaging script in MATLAB, capable of using both

real and simulated datasets

• Demonstration via simulation that VB-SAR using side-looking SAR systems is fea-

sible.

1.4 Published Works

As part of this work, the following papers have been published;

1. A. Edwards-Smith, K. Morrison, S. Zwieback and I. Hajnsek, “Verification of

the Virtual Bandwidth SAR Scheme for Centimetric Resolution Subsurface

Imaging From Space,” in IEEE Transactions on Geoscience and Remote Sensing,

vol. 56, no. 1, pp. 25-34, Jan. 2018. https://doi.org/10.1109/TGRS.2017.

2717340

2. A. Edwards-Smith and K. Morrison, “VB-SAR For Remote Stand-off Subsur-

face Imaging: First Demonstration,” Proceedings of EUSAR 2016: 11th Euro-

pean Conference on Synthetic Aperture Radar, Hamburg, Germany, 2016, pp. 1-4.

https://ieeexplore.ieee.org/document/7559491/

(Placed second in “Best Student Paper” competition at EUSAR 2016)

3. K. Morrison, A. Edwards-Smith, S. Zwieback and I. Hajnsek, “Virtual bandwith

SAR (VB-SAR) for centimeter-scale vertical profiling through a soil at C-band

https://doi.org/10.1109/TGRS.2017.2717340
https://doi.org/10.1109/TGRS.2017.2717340
https://ieeexplore.ieee.org/document/7559491/
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from space,” 2016 IEEE International Geoscience and Remote Sensing Sympo-

sium (IGARSS), Beijing, 2016, pp. 7419-7422. https://doi.org/10.1109/

IGARSS.2016.7730935

4. S. Zwieback, I. Hajnsek, A. Edwards-Smith and K. Morrison, “Depth-Resolved

Backscatter and Differential Interferometric Radar Imaging of Soil Moisture

Profiles: Observations and Models of Subsurface Volume Scattering,” in IEEE

Journal of Selected Topics in Applied Earth Observations and Remote Sensing,

vol. 10, no. 7, pp. 3281-3296, July 2017. https://doi.org/10.1109/JSTARS.

2017.2671025

5. S. Zwieback, I. Hajnsek, A. Edwards-Smith and K. Morrison, “Imaging subsur-

face soil moisture dynamics using tomographic profiling: Observations and

modelling,” 2016 IEEE International Geoscience and Remote Sensing Symposium

(IGARSS), Beijing, 2016, pp. 5256-5259. https://doi.org/10.1109/IGARSS.

2016.7730369

6. R.K. Ningthoujam, H. Balzter, K. Tansey et al., “Airborne S-band SAR for for-

est biophysical retrieval in temperate mixed forests of the UK” in MDPI Re-

mote Sensing, vol. 8, no. 7, pp. 609, 2016. https://dx.doi.org/10.3390/

rs8070609

In addition to these published papers, posters have been presented at two student con-

ferences; Wavelength 2016 (RSPSoc’s student conference held at MSSL, Surrey) and the

Defence and Security Doctoral Symposium 2015 (hosted by Cranfield University at the

Defence Academy of the United Kingdom, Oxfordshire).

Papers 1. and 2., along with the two posters are contained within Appendix A of this

thesis.

https://doi.org/10.1109/IGARSS.2016.7730935
https://doi.org/10.1109/IGARSS.2016.7730935
https://doi.org/10.1109/JSTARS.2017.2671025
https://doi.org/10.1109/JSTARS.2017.2671025
https://doi.org/10.1109/IGARSS.2016.7730369
https://doi.org/10.1109/IGARSS.2016.7730369
https://dx.doi.org/10.3390/rs8070609
https://dx.doi.org/10.3390/rs8070609
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1.5 Thesis Outline

Chapter 1, Introduction, gives a brief overview of the research undertaken. It outlines

the motivations for the research, discusses the aims of the project, highlights original

contributions made by the project, lists peer reviewed work published during the course

of this project and closes with an overview of the structure of this thesis.

Chapter 2, Review of Radar Principles, provides the reader with an introduction to the

background principles of the VB-SAR process. The topics covered include a review of

basic radar principles, the electrical behaviour and modelling of soils, and the techniques

used to remotely measure soil moisture content.

Chapter 3, Review of Radar Processing Techniques, describes radar processing tech-

niques of relevance to this work. The Synthetic Aperture Radar process is discussed,

including its limitations and current spaceborne missions used for SAR. Methods for mea-

suring phase using SAR (InSAR and DInSAR) are also detailed. Following this, the two

techniques used extensively in this work (TP and VB-SAR) are introduced, explored and

explained. In addition, a brief description of the MATLAB implementation of the TP and

VB-SAR schemes produced during this work is provided.

After these three introductory chapters the following chapters are concerned with the

work done and results obtained by this project.

Chapter 4, Subsurface and VB-SAR Simulation, details the simulation work performed

during this project. Basic soil modelling is presented along with the use of the VB-SAR

simulator to demonstrate the VB-SAR process. In addition to a basic initial demonstra-

tion, the impact of different observation angles, bandwidths and frequencies is explored.

Finally, the ability of the VB-SAR scheme to differentiate targets buried at different

depths directly above and below each other is demonstrated.

Chapter 5, VB-SAR Demonstration, contains the VB-SAR results obtained from the
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experimental work. In this chapter the first experimental demonstration of the VB-SAR

technique is presented, along with extended results (multiple incidence angles, polarisa-

tions, and varying real frequencies and bandwidths) which support the general applicabil-

ity of the VB-SAR process.

Chapter 6, Realworld Considerations, discusses various additional considerations and

limitations that will need to be considered for “real world” utilisation of the VB-SAR

scheme. This includes operating VB-SAR in a “detection mode” when accurate SMC

information is not available, the effect of a different soil texture and the operation of VB-

SAR with side-looking SAR data. Finally, this chapter considers the ability of various

existing airborne and spaceborne radar systems to detect buried targets.

Chapter 7, Conclusions, acts a closing chapter to this thesis. Within this chapter a

summary of key results is presented, along with a list of original contributions made and

a series of suggestions for future research efforts.

Appendix A, Published Work, contains both published first author papers, along with

the two posters presented as part of this project.
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Chapter 2

Review of Radar Principles

2.1 Introduction

This chapter presents fundamental overviews of several basic concepts that are used and

referred to later in this thesis. This is intended to introduce the reader to specific concepts

that they may not be familiar with.

The chapter starts with a review of some of the fundamental principles of radar. Topics

such as the equations governing the basic detection range of a given radar system, the fac-

tors controlling the resolution of a particular radar and the basic principles of polarimetry

are addressed.

Following this is a brief discussion of soils, and the theoretical modelling of them.

The effects of soil on a propagating radar wave are also explored.

Finally, a review of techniques for remotely sensing SMC is presented. This review

covers both passive (receive only) and active (transmit and receive) methods for sensing

SMC.

11
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2.2 Basic Concepts

2.2.1 Fundamental Principle of Radar

At a fundamental level, radar involves illuminating a target scene with electromagnetic

waves and monitoring the reflected waves. By careful processing of the returned signals

it is possible to detect and locate objects within the scene, building up a complete picture

of the scene.

These electromagnetic waves are made up of propagating synchronised oscillating

electrical and magnetic fields. These fields are perpendicular to each other and the di-

rection of propagation. The frequency of these oscillations defines the position of the

wave on the electromagnetic spectrum. This spectrum is categorised by the ITU from

3Hz (Extremely Low Frequency radio waves) to 300EHz (Gamma rays).

Within the overall spectrum is a section from 3MHz to 300GHz containing frequencies

often used for radar purposes. This section is categorised into various frequency bands by

IEEE Std 521-2002, as shown in Table 2.1. These IEEE frequency band designations are

used throughout this thesis.

2.2.2 The Radar Equation

The power received by a monostatic radar system (a system which uses the same antenna

for both transmitting and receiving signals) when observing a point target can be estimated

using the following equation [7].

Pr = Pt
G2λ 2σ

(4π)3R4l
(2.1)

Where Pr is the power received by the radar system (measured at the receiver input),

Pt is the power transmitted (measured at the receiver output), G is the gain of the antenna,
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Designation Frequency Span
HF 0.003 to 0.03 GHz

VHF 0.03 to 0.3 GHz
UHF 0.3 to 1 GHz

L 1 to 2 GHz
S 2 to 4 GHz
C 4 to 8 GHz
X 8 to 12 GHz
Ku 12 to 18 GHz
K 18 to 27 GHz
Ka 27 to 40 GHz
V 40 to 75 GHz
W 75 to 110 GHz

mm or G 110 to 300 GHz

Table 2.1: IEEE Std 521-2002 frequency bands

λ is the wavelength in use, σ is the radar cross section of the target, R is the range to the

target and l is a term to account for losses in the radar system itself.

The same equation can be slightly modified and used for a bistatic radar system (a

system which uses different antennas for transmitting and receiving- these antennas may

or may not be co-located) as follows.

Pr = Pt
GtGrλ

2σ

(4π)3R2
t R2

r l
(2.2)

Where Gt is the gain of the transmit antenna, Gr is the gain of the receive antenna,

σ is the radar cross section of the target, Rt is the range from the transmit antenna to the

target and Rr is the range from the receive antenna to the target.

2.2.3 The Radar Range Equation

The maximum range, R, that a target can be detected at can be estimated according to the

following equation, which is a modification and rearrangement of the basic monostatic
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radar equation previously given in Equation 2.1 [7].

R =

[
PmTcG2λ 2σ

(4π)3(S/N)0kT0Fl

]1/4

(2.3)

When Pm is the mean transmitted power, Tc is the coherent processing duration, (S/N)0

is the signal to noise ratio the system requires to detect a target, k is Boltzmann’s constant,

T0 is the operating temperature and F is the receiver noise figure.

This equation shows that there are several ways to improve the maxiumum detection

range of a given radar system for a particular target. Increasing the transmitted power

and/or the processing duration increases the detection range. Equivalently, decreasing the

required signal to noise ratio, operating temperature or system losses will have the same

effect.

2.2.4 Radar Resolution

The resolution of a radar system is the minimum separation distance at which two targets

can be distinguished from one another. For an imaging radar system there are two reso-

lutions; range resolution, which is the resolution along the radar beam, and cross range

resolution, which is the resolution perpendicular to the radar beam.

The range resolution is related to the bandwidth of the radar signal via the following

equation

ResR =
c

2B
(2.4)

Where c is the speed of light in the medium of propagation and B is the bandwidth of

the transmitted chirp. This shows that a higher bandwidth will give a higher resolution,

however the bandwidth in use is invariably limited by statutory spectrum restrictions and

the radar system’s hardware.
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The cross range resolution of the system is related to the width of the radar beam.

This in turn is governed by the physical dimensions of the radar antenna in the case of a

conventional radar system (certain techniques can be used to synthesise a larger antenna,

as detailed in Chapter 3). The beamwidth from a particular antenna is given by:

β =
λ

Dreal
(2.5)

Where λ is the wavelength being transmitted and Dreal is the physical dimension of the

antenna aperture in the cross range dimension.

As the beamwidth spreads over the distance to a target, this results in a cross range

resolution ResCR of a real aperture radar system being given by:

ResCR =
λR

Dreal
(2.6)

This equation shows that, unlike range resolution, cross range resolution degrades

with increasing range to the target. Again, synthetic aperture techniques can overcome

this limitation, as discussed in Chapter 3.

2.2.5 Radar Cross Section

The Radar Cross Section (RCS) of an object is a measure of the amount of energy reflected

back to the radar by an object versus the amount of energy incident on that object due to

the radar. The RCS is usually used as a parameter to describe distinct man-made features

(aircraft, vehicles etc.) whereas for natural distributed targets (grasslands, oceans etc.) the

RCS per unit area (typically known as sigma-nought) is used.

The unit of RCS is m2 and the value of RCS for a particular target is simply the

physical size of a smooth sphere that would give the same return as the target of interest.
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Hence, by definition, the RCS (σ ) of a smooth sphere is given by;

σ = πr2 (2.7)

As long as

λ � r (2.8)

and

λ � R (2.9)

Where r is the radius of the sphere, λ represents the wavelength of the incident radia-

tion and R is the range to the sphere.

Note that as the sphere is spatially uniform there is no dependency on orientation

relative to the antenna and no dependency on frequency whilst the two conditions are

satisfied. This makes a sphere an often used target for calibrating a radar system.

The RCS of other simple objects often include a dependency on frequency, for exam-

ple the RCS of a flat plate is given by;

σmax =
4πw2h2

λ 2 (2.10)

Where w and h are the width and height of the plate respectively, and assuming that λ is

much smaller than w and h.

Note that in this case the return to the radar varies depending on the orientation (slope)

of the plate, from a maximum when the plate directly faces the antenna (boresight) to a

minimum (zero for an ideally thin plate) when the plate is orientated at 90 to the antenna

(end-fire).
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For more complex targets (such as vehicles or aircraft) there are many reflecting sur-

faces and shapes present. In these cases the RCS can vary wildly with the orientation of

the target relative to the radar system [8], [9].

2.2.6 Sigma-Nought

Sigma-Nought (also known as Sigma-Zero or σ0 or σ0, the radar back scattering coeffi-

cient or the normalised radar cross section) describes the amount of backscatter the radar

sees per unit area (typically pixel area) in the ground range when observing a particular

type of ground;

σ
0 = 10log10(

RCS
A

) (2.11)

Where A is the ground area (or area of the pixel of interest). σ0 is in dB. σ0 is used

for extended natural targets such as sea, bare soil, forests etc.; typical values are between

+5dB and -40dB. Whilst σ0 represents the RCS in ground range, the RCS per unit area

of the incident wavefront (γ0) can also be considered, by;

γ
0 =

σ0

cosθi
(2.12)

Where θi is the angle of incidence. [10] show that σ0 of a given soil is strongly dependent

on the incidence angle, surface roughness and SMC.

2.2.7 Noise Equivalent Sigma Zero

NESZ is a measure of the level of noise in the system which in turn governs the smallest

target return a particular radar system can theoretically discern. This is a measure of the

sensitivity of the system and is expressed in dB; smaller values are better.

Typical values of NESZ specified for spaceborne SAR systems are between -18 and
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-25dB; this varies for a particular system depending on which mode it is operating in

[11], [12]. Airborne SAR systems typically have substantially lower NESZ values, as low

as -50dB, representing dramatically improved sensitivity over spaceborne systems [13],

[14]. For subsurface imaging, a low value of NESZ is critical as buried targets are usually

severely attenuated by the soil and vegetation above them.

2.2.8 Polarimetry

The polarisation of an electromagnetic wave describes the shape drawn by the tip of the

electric field vector over time when viewed in the direction of propagation. The general

case is elliptical polarisation, where the tip of the electric field describes an ellipse over

time. Specific cases are circular polarisation, where the electric field describes a circle,

and linear polarisation where the electric field oscillates in one direction only.

For linear polarisation, the electric field oscillates in a single plane along the direction

of propagation. This plane can be orientated at any angle, but two cases of particular

interest to radar are the vertical and horizontal cases. As the names suggest, a vertically

polarised wave has its electric field oscillating in the vertical direction, whereas a hori-

zontally polarised wave has its electric field oscillating in the horizontal direction.

By illuminating a target in both horizontal and vertical polarisations, and observing

the response of the target in both horizontal and vertical polarisations a complete set of

backscattering coefficients can be collected. This are typically denoted as σhh, σvv, σhv

and σvh, where the first subscript character denotes the polarisation of the transmitted

wave and the second character denotes the polarisation of the reflected wave. A radar sys-

tem is said to be fully polarimetric if it is capable of observing all four of these coefficients,

and partially polarimetric if it can observe more than one of them. A fully polarimetric

radar system can use the four measurements to synthesise the response of the target to any
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combination of transmitted and reflected polarisations in a process known as polarisation

synthesis. The scattering coefficients are split into two cases; copolarisation (often short-

ened to copol) when the transmitted and received waves are of the same polarisation, and

crosspolarisation (or crosspol) when they are of different polarisations. For a given target,

the backscattering coefficients can vary significantly with frequency, incidence angle and

target rotation.

Within a typical scene different targets present different responses across the different

polarisations. By comparing images acquired in different polarisations it is possible to

identify particular features within the radar scene.

2.3 Soil Modelling

2.3.1 Introduction to Soils

When working with subsurface imaging radars the type(s) of soil encountered by the

radar system can have significant effects on system performance, especially attenuation.

For this reason it is important to consider what soil is, the classification methods used for

soil and the interactions between soil and electromagnetic signals.

Soil is the top layer of the ground (excluding areas where bedrock is exposed) that

provides a medium for plants to grow in. It is generally a complex mixture of weathered

bedrock, decaying biological matter and water with different types of soil present in lay-

ers. At both a macro and microscopic level it is an inhomogeneous medium, which makes

obtaining meaningful subsurface images challenging as radar backscattering occurs when

radar waves are incident on a dielectric inhomogeneity. Conventional spaceborne radar

processing techniques do not provide the necessary range resolution to resolve buried

targets from such clutter or the soil surface itself; the range resolution of such systems
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is much poorer than the penetration depth of the radar wave which can be as low as a

wavelength [15].

Of particular significance to radar studies is the fact that the electrical properties of a

soil at a given frequency varies with both the make up of the soil (which generally does

not change within a given area) and the moisture content of the soil (which can rapidly

change). This can make subsurface radar imaging a challenging affair (due to high levels

of attenuation) but also gives the chance to exploit the changes in SMC that often occur

to gain additional information about the subsurface scene.

2.3.2 Soil Texture

The main factor affecting the physical properties of soils is the relative amounts of sand,

silt and clay within the soil, referred to as the “texture” of a soil. Sand, silt and clay

Soils are typically classified into different types depending on this ratio of components.

Unfortunately there is no international standard for soil types and no single international

standard for defining what sand, silt and clay are.

One standard often used is the United States Department of Agriculture (USDA) soil

triangle, shown in Figure 2.1 (illustration taken from [16]). The USDA defines clay parti-

cles as having diameters of less than 0.002mm, silt particles as having diameters between

0.002mm and 0.05mm and sand particles as having diameters between 0.05mm and 2mm.

Differing soil textures can have dramatic effects on how radar signals interact with the

soil. However, the soil texture is a constant over the typical time periods of interest for

radar imaging, leaving variation in SMC as the dominant influence on the soil’s response

to radar waves.
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Figure 2.1: USDA soil triangle (Image and table taken from [16])
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2.3.3 Electrical Modelling of Soil

As previously metioned, the electrical properties of a particular soil are heavily influenced

by the water content of the soil. This is because dry soil has a relatively low dielectric

constant (≈ 2 - 4, dependant on the make up of the soil) and water has a relatively high

dielectric constant (approximately 80).

The moisture content of soil is measured by the volumetric water content, given by

Mv =
VolW
VolT

(2.13)

Where Mv is the volumetric water content, VolW is the volume of water present and VolT

is the total volume (of both soil and water) present. The moisture content of soil often

varies rapidly over time- for example, rainfall can rapidly increase the water content of

upper soil layers.

In order to simulate radar interactions with a soil volume mathematical models attempt

to relate a soil’s physical properties (typically texture and moisture content) to its electrical

properties at certain frequencies. There are multiple mathematical models published (e.g.

[17, 18, 19, 20]) in the existing literature. A more detailed description and implementation

of some of these models is presented in Chapter 4.

2.3.4 Electromagnetic Propagation Through Soil

The non-homogeneous nature of soil complicates subsurface imaging. Rather than the

signal propagating through a medium with one dielectric constant and few anomalies the

soil medium can heavily attenuate the radar signal and introduce clutter into radar images.

Losses due to attenuation are typically very high compared to radars operating in air which

means penetration depths are usually relatively shallow. However, by assuming that the
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soil is homogeneous with respect to SMC and texture it is possible to predict how a radar

signal may interact with the soil [4] .

The attenuation constant, α describes the attenuation experienced by a wave of a given

wavelength, λ , travelling through a medium and is given by:

α = k
√

εr[1+ tan2
δ ]1/4 sin(

δ

2
) (2.14)

Where k is the wavenumber, given by 2π

λ
, εr is the real part of the relative permittivity

of the medium ([17] shows that the real part of the relative permittivity of a soil dominates

over the imaginary part) and δ is the loss tangent, given by:

δ = tan−1(
εi

εr
) (2.15)

Where εr is the real part of the relative permittivity of the medium and εi is the imag-

inary part of the relative permittivity of the medium

The attenuation coefficient can be used to calculate the losses experienced by a wave

travelling through a known thickness of medium by:

Ax = A0e−αx (2.16)

Where A0 is the amplitude of the wave at the source, Ax is the amplitude of the wave at

distance x, the distance the wave has propagated through the medium with the attenuation

constant, α .

In addition to the naturally high attenuation experienced in moist soils the multiple

layers present can cause additional losses in the path to a buried target by introducing

reflections. The magnitude of this effect can be predicted by using the Fresnel Equations
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at each boundary;

Re f lecs = |
n1 cosθi−n2 cosθt

n1 cosθi +n2 cosθt
|2 (2.17)

Re f lecp = |
n1 cosθt−n2 cosθi

n1 cosθt +n2 cosθi
|2 (2.18)

Where Re f lec is the reflection coeffecient (subscript s or p denoting s-polarisation or

p-polarisation respectively) that gives the fraction of incident power that is reflected by

the boundary, θi is the angle of incidence with the interface between the two layers, θt is

the angle of transmission and n1 and n2 are the dielectric constants of the two layers.

The related transmission coeffecients (Ts and Tp) that give the fraction of incident

power that is transmitted through the boundary are given by:

Ts = 1−Re f lecs (2.19)

and

Tp = 1−Re f lecp (2.20)

The net effect of this (heavy attenuation and scattering losses) is that subsurface tar-

gets will present very weak returns to a space-based system; this necessitates selecting

satellites with as low an NESZ as possible, and as a high transmission power and range

resolution as possible, in order to have the best chance of resolving subsurface targets.

Similar to the attenuation coefficient, there is a phase term, β , given by

β = k
√
|ε|cos(

δ

2
) (2.21)

[17] show that the complex dielectric constant of a soil is dominated by its real part,
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so δ is always small and cos(δ

2 ) ≈ 1 at all moisture contents. Therefore the previous

equation simplifies to:

β = k
√
|ε| (2.22)

This shows that a radar wave of a given frequency travelling through a soil will expe-

rience a phase shift compared to the same wave travelling through freespace. This also

implies that a change in soil dielectric (due to a change in SMC) will change the phase

shift experienced by a given radar wave.

2.4 Derivation of Soil Moisture

The soil models mentioned previously use known SMC and soil texture to estimate the

dielectric properties of a given soil. In this sense, they are being used in the “forward”

direction. They can also be used in the “backward” direction, calculating SMC using the

sensed dielectric properties and known soil texture.

In the real world, precise SMC information may not be available. For certain locations

(easily accessible or reference sites in settled climates) in-situ SMC measurements may

be available. However, it is highly likely that in-situ measurements will not be practical

in all areas, and in any case collecting in-situ measurements are labour intensive for wide

area surveying.

What is preferable at a global scale is to have some way of inferring SMC from remote

sensing measurements. The are two possible methods to achieve this; active sensing

(using radar systems which transmit and receive radar waves) and passive sensing (using

microwave radiometers which only receive microwaves).

SMC sensing over large area is of significant interest to many different fields such
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as weather prediction, climate modelling and drought monitoring [21]; to this end, two

space based missions are currently dedicated to observing SMC; ESA’s Soil Moisture

and Ocean Salinity (SMOS) mission (using a single L-band (1.4GHz) radiometer which

implements aperture synthesis for improved resolution [22]) and NASA’s Soil Moisture

Active Passive (SMAP) mission [21]. As its name suggests, SMAP was intended to use

both active and passive techniques to derive SMC, however the active radar failed soon

after launch so it is currently only using an L-band radiometer with a 6m aperture antenna.

2.4.1 Active Sensing of Soil Moisture

Active sensing of SMC is attractive for subsurface radar imaging as the moisture content

of the upper soil layers may vary relatively quickly (due to rainfall etc.). This could mean

that an in-situ SMC measurement would be valid for a few hours only, whereas an SMC

measurement extracted from the same radar images used for subsurface imaging purposes

would be inherently up-to-date and relevant.

[10] demonstrated that the surface backscatter measured by a radar system is depen-

dent on incidence angle, surface roughness, and the dielectric properties of the soil surface

(which, as previously noted, depend strongly on SMC and soil texture).

Within the laboratory environment, the incidence angle and surface roughness can be

held constant and as such relative moisture content could be derived from σ0 measure-

ments using this method. In contrast, a typical radar scene imaged by a spaceborne SAR

both of these properties will vary spatially over a scene (although the incidence angle at

each pixel can be estimated from fundamental imaging geometry) and surface roughness

is likely to vary temporally (due, for instance, to human activities such as ploughing).

As such, a model that relates both surface roughness and SMC to the measured

backscatter is strongly desired. Soil texture is considered to be less critical; although
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it is difficult to measure remotely over large areas and [23] indicates that soil texture re-

trieval using radar is currently under explored. The one relevant paper referenced, [24],

shows limited success with soil texture retrieval. Fortunately, soil texture is expected to

change slowly, if at all, and published maps of soil texture are available at reasonable

resolutions, e.g. 1km [25].

2.4.1.1 Active Soil Moisture Sensing Algorithms

Given a known soil texture and a partially (HH, VV and HV) polarimetric radar system,

[10] present a technique that allows surface roughness and SMC to be generated from a

single frequency radar system. In this technique measurements of σ0
vv , σ0

hh and σ0
hv are

required. The copolarised and crosspolarised ratios (p and q respectively) are calculated

by

p =
σ0

hh
σ0

vv
(2.23)

q =
σ0

hv
σ0

vv
(2.24)

Having calculated these ratios from the measured values, Equation 2.25 is iteratively

solved for Γo, the Fresnel reflectivity at nadir

(
2θ

π
)1/3Γo[1− q

0.23
√

Γo
]+
√

p−1 = 0 (2.25)

Once a value for Γo has been calculated it is possible to calculate the real part of the

dielectric content of the soil in question by recalling that ε ≈ εr is valid for soil materials

(in this case, at nadir at an air-soil interface, n1 ≈ 1, cosθi = cosθt = 1). Hence, using
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Fresnel at nadir, εr is calculated from Γo via

Γo = |
1−
√

εr

1+
√

εr
|2 (2.26)

Now εr is known, and given the soil texture from another source, the method given by

[17] may be used to calculate the SMC in the backwards direction. Finally, the RMS soil

height, s, (a measure of surface roughness) can be calculated by solving

√
p = 1− (

2θ

π
)[1/3Γo]exp(−ks) (2.27)

where k is the wavenumber, given by 2π

λ
.

[26] present an alternative model that allows SMC extraction given only copolarised

SAR data and knowledge of the soil texture. In this model, the backscatter coefficients,

σ0
hh and σ0

vv are related to the incidence angle (θi), the real part of the dielectric constant

(ε), the RMS height of the surface (h), the wave number k and the wavelength in cm, λ

by the two equations shown below.

σ
0
hh = 10−2.75 cos1.5 θ

sinθ 5 100.028ε tanθ (khsin1.4
θ)λ 0.7 (2.28)

σ
0
hh = 10−2.35 cos3 θ

sinθ
100.046ε tanθ (khsin3

θ)1.1
λ

0.7 (2.29)

The limits of validity specified for this model are frequencies between 1.5 and 11GHz,

surface roughness in the range of 0.3-3cm RMS height and the incidence angle being

between 30 and 65°. Using these two equations together it is possible to calculate ε and

h. Once ε is known and given knowledge of the soil texture it is possible to use the model

presented by [17] to derive the SMC of the soil. [26] state that normalised difference
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vegetation indexes (NDVI, a measure of the amount of vegetation present) up to 0.4 allow

acceptable SMC retrieval.

Note that it is likely that the SMC will not be constant over a SAR scene ([27]) so

this calculation may need to be repeated for each pixel, or perhaps groups of pixels if

individual pixel computation is overly computationally demanding.

2.4.1.2 The SMAP Active Algorithm

SMAP’s active portion uses an L-band radar operating in VV, HH and HV polarisations

along with an unfocused SAR technique to give a 1km resolution SMC image after av-

eraging. Measurements from the HV polarisation are intended to be used for correcting

for the effects of vegetation. [28] details the theoretical basis of the algorithm. Firstly, it

identifies the need to use a time series of observations in both co polar channels in order

to solve an ambiguity between the dielectric constant of the soil and the roughness of

the surface. By using a time series it is possible to assume that the surface roughness is

constant over the series of observations which resolves the ambiguity.

The basic approach of the algorithm is to use a retrieval algorithm which searches

for a value of SMC which provides the closest match between the observed backscatter

and that predicted by a forward model. The algorithm estimates the surface roughness

(assumed to be constant over the series of observations) in the scene and then uses that

value to retrieve an estimate of the dielectric constant. In addition, an extra parameter,

the numerical density of vegetation scatterers is calculated to handle biases between the

forward model’s simulations and the actual properties of the vegetation.

The original intention of the SMAP mission was to use the purely active radar mea-

surements as both a research dataset and as a data source for the combined active/passive

SMC product. The active part of the mission has been ended by a terminal failure of the
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radar transmitter which means that only passive SMC products are available, the produc-

tion of these is detailed in the next section.

2.4.2 Passive Sensing of Soil Moisture

As an alternative to actively sensed data, passively sensed data can also be used to estimate

SMC. A key advantage of passive sensing over active sensing is that for passive sensing

over bare/minimum vegetation cover SMC is the dominant influence on the received sig-

nal. The soil brightness temperature change influenced by realistic SMC variations is

well within the sensitivities of microwave radiometers [29] and well within the sensitivity

of practical spaceborne radiometers [30]. Both SMAP and SMOS use passive sensing

techniques.

At lower frequencies, i.e. λ ≥ 10cm ∴ f ≤ 3GHz the vegetation and surface rough-

ness influences on passive measurements are much reduced and ”moderate” vegetation

coverage is acceptable [29].

[22] identify that L-band radiometry is optimum for surface SMC detection when

compared to higher frequency radiometry, active radar, and optical sensing methods.

However, passive methods are sensitive to RFI from a multitude of sources that may

interfere with radiometer measurements. Despite the fact that SMOS operates in the pro-

tected part of L-band [31] significant RFI was initially experienced and resolving these

issues required significant work with the operators of individual RFI emitters [32].

The key issue with passive SMC sensing for subsurface radar imaging is the very low

spatial resolution obtained by both current missions; SMAP operates at a resolution of

about 40km and SMOS produces products with a resolution of about 43km. Whilst this

is sufficient for showing regional or global trends it would be insufficient for practical

subsurface radar imaging, given that spaceborne radar produce images with resolutions in
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the order of a few metres.

This resolution limitation for radiometers arises inherently from using a passive mea-

surement; there is no possibility of synthesising a very large aperture using the movement

of a small real aperture as can be done with active radar systems. Similarly, other radiome-

ters that produce data suitable for SMC analysis (such as AMSR-2 aboard GCOM-W)

suffer from a lack of resolution.

2.4.2.1 The SMOS Passive Algorithm

SMOS is a spacecraft with one instrument, the Microwave Imaging Radiometer with

Aperture Synthesis (MIRAS), which operates at L-band to deduce soil moisture and ocean

salinity (hence, SMOS). The aperture synthesis referred to in the name “MIRAS” is per-

formed using multiple small radiometers mounted on three rigid booms extending from

the main spacecraft body to give a significant boost to the ground resolution of the sys-

tem (although the resolution is still very coarse compared to SAR systems). L-band is

used because it is the lowest frequency band which is internationally protected from RFI

emissions [33].

SMOS’s SMC retrieval algorithm is rather complex and is described in detail by [34].

A very brief and grossly simplified summary is presented here.

The input data from SMOS to the retrieval algorithm is Level 1C radiometer data. This

is multi-incidence angle brightness temperatures, which have been calibrated, formed into

images, geolocated and segregated into sea and land datasets. Additional auxiliary data

from other sources (soil texture, land use, meteorological data and other factors) are also

input to the retrieval algorithm.

The core idea of the algorithm is to use an iterative approach to minimise the dif-

ference between the observed brightness temperatures and the brightness temperatures
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predicted by a forward model which uses the auxiliary data and values for SMC. The

reported SMC value is the one which minimises the difference between the output of the

model and the observed data. This apparent simplicity is severely complicated by the need

to take into account the beam pattern of the radiometer and the fact that a single SMOS

pixel will inevitably (due to its 43km size) contain multiple different types of ground

which needs to be taken into account when using the forward model [35].

2.4.2.2 The SMAP Passive Algorithm

SMAP’s basic SMC retrieval algorithm (extensively detailed in [36]) uses single polar-

isation observations of the microwave brightness temperature of the surface. These are

obtained from the SMAP Level-1 brightness temperature product which contain time-

ordered, geolocated and calibrated brightness temperature measurements that have been

resampled to SMAP’s fixed 36km imaging grid. In addition, the SMC retrieval algorithm

requires numerous other datasets;

• Surface temperature

• Vegetation Water Content (VWC) and vegetation opacity coefficient

• Vegetation single scattering albedo

• Surface roughness

• Land cover type

• Soil texture

• Data flags (land/water, RFI, urban area, ice/snow etc.)
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The first step in the moisture retrieval is to correct the observed brightness temperature

to take into account the presence of open water on the surface. This correction is simply

applied by taking the proportion of the observed scene which is water, as shown below

T FOV
B = αT water

B +(1−α)T land
B (2.30)

Where T water
B is the brightness temperature of water, obtained from a theoretical model

which takes into account the physical surface temperature (obtained from a predictive

model), T FOV
B is the brightness temperature observed by the system, α is the proportion

of the scene that is surface water and T land
B is the brightness temperature of the land.

As SMAP operates at L-band, the brightness temperature of the surface observed by

SMAP is proportional to its emissivity (e) multiplied by its physical temperature (T );

e =
T land

B
T

(2.31)

The emissivity of a given soil surface, esur f , is related to its SMC. However, the emis-

sivity observed by SMAP, e, is modified by various parameters as given by [37];

e = [1−ω][1− γ][1+(1− esur f
γ]+ esur f

γ (2.32)

where ω is the single scattering albedo (which tends to be very small and is sometimes

assumed to be zero at L-band, but the SMAP algorithm does not assume this) and γ is the

one way transmissitivity of the vegetation, given by

γ = exp[−τ secθi] (2.33)

where τ is the vegetation optical depth (which is related to the vegetation water content

by a proportionality value, b, which varies depending on the frequency of observation,
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polarisation and the type of vegetation).

Substituting Equation 2.33 into 2.32 and rearranging gives

esur f =
e−1+ γ2 +ω−ωγ2

γ2 +ωγ−ωγ2 (2.34)

This equation allows correction of the observed emissivity for the effects of vegeta-

tion. In the SMAP processing chain, values of b and ω will be obtained from a look

up table for each type of land cover and the VWC is derived from the NDVI obtained

from other earth observation satellites. After correction for vegetation effects, the sur-

face roughness must be corrected for to obtain the smooth surface soil emissivity (esoil).

SMAP uses the method given by [38] to find esoil;

esoil = 1− [1− esur f ]exp[hcos2
θ ] (2.35)

where h is a parameter related to the frequency, polarisation, surface height standard

deviation and geometric properties of the soil surface; the SMAP algorithm will obtain

this value from a lookup table, dependent on the type of land cover. θ is the incidence

angle. It is possible that the cos2θ term may be reduced to a cosθ term or dropped entirely

to avoid over correction for roughness.

Finally, having obtained esoil it is possible to obtain the dielectric constant of the

surface via the Fresnel equations in both H and V polarisations;

esoilH = 1−|cosθ −
√

εr− sin2
θ

cosθ +
√

εr− sin2
θ

|2 (2.36)

esoilV = 1−|εr cosθ −
√

εr− sin2
θ

εr cosθ +
√

εr− sin2
θ

|2 (2.37)

Having obtained εr (the complex dielectric constant) from the appropriate Fresnel
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equation the SMC can then be retrieved via a soil model; SMAP uses the model given by

[20] as the default model. The SMAP mission requirement for SMC retrieval accuracy

is +/-0.04cm3/cm3 volumetric accuracy in the top 5cm of the soil for VWC ≤ 5kg/m2.

Supporting this, the instrument functional requirements for the radiometer specify a reso-

lution of 40km and a total radiometric uncertainty of 1.3K.

2.4.3 SMC Sensing for Subsurface Radar Imaging

The choice of SMC data from active or passive sensors is not immediately clear. Ac-

tively sensed SMC benefits from potentially a much higher resolution (as it relies on σ0

measurements which SAR techniques can provide at very high resolutions), however it

requires polarisation diversity and can be severely influenced by other factors (such as the

presence of vegetation).

In contrast, passively sensed SMC presents much lower resolution data but it is less

susceptible to some kinds of interference (although RFI emitters can severely disrupt

operations in particular areas). In addition, this SMC is a published product (rather than

being generated independently), with quantified accuracies, and extensively researched

and tested algorithms. Passive soil data is also globally available at reasonable update

rates.

For subsurface radar imaging it is vital to have contemporary SMC measurements

alongside subsurface radar data acquisitions. Rapid variations in SMC may occur due to

rainfall events between a passive SMC acquisition and a radar acquisition. It is there-

fore preferable to use simultaneously acquired data for both subsurface radar imaging

and SMC extraction; currently such a requirement is only satisfied by extracting SMC

information from radar images using active SMC sensing techniques.
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2.5 Summary

This chapter has given a brief introduction to certain basic principles that are used in

the rest of this thesis. The basic principles of radar have been reviewed, alongside the

fundamentals of soil modelling and the remote sensing of SMC. The next chapter builds

on these principles and introduces specific radar processing and imaging techniques.



Chapter 3

Review of Radar Processing Techniques

3.1 Introduction

This chapter presents a review of several radar processing techniques that are of interest

and relevance to this work.

Firstly, the basic principle of SAR is explored. The basic process is explained first,

followed by a brief discussion of the limitations of the process. After this, the fundamen-

tals of the SAR image processing algorithm used during this work to process acquired

radar data into radar images is presented. Closing off the discussion of SAR is a review

of current and historic spaceborne SAR systems.

Next, techniques for extracting phase information from a SAR data collection are

discussed. This extraction of phase information is of critical importance for a real world

implementation of the VB-SAR technique, as it is a phase-based technique.

Following this, the TP imaging process is described. This is an along-track radar

imaging scheme introduced by [39], utilising synthetic aperture beamforming to produce

a radar image with a constant reconstruction angle across a scene (unlike SAR). This

scheme is of particular interest to this work as it enabled a relatively simple experimental

37
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scheme utilising existing laboratory facilities. The imaging algorithm itself is described

and the MATLAB implementation of the algorithm produced as part of this work is also

presented.

The final radar technique discussed is the VB-SAR technique, which is the focus of

this work. This technique, first described by [15], gives the potential to acquire subsurface

radar images from airborne or spaceborne radar systems, in contrast to current techniques

that require the radar system and target soil volume to be in relatively close proximity.

Both the general principles of the scheme and the MATLAB VB-SAR processor imple-

mented as part of this work are described.

Finally, the chapter is closed by a concluding review which summarises the contents

of the chapter.

3.2 Synthetic Aperture Radar

The fundamental principle of radar is to detect distant objects by reflecting radio waves

off of them. Within this fundamental concept there are a multitude of different techniques

that process the radar data in different ways in order to optimise the resulting image for

particular purposes.

One of these processing techniques is the SAR technique and its derivatives. This

technique is of particular interest to this work as it allows very high resolution radar

images to be collected over a wide area. SAR allows a very large radar antenna aperture to

be synthesised from a relative small physical antenna mounted on a radar platform which

is moving relative to a target scene. This aperture synthesis allows very high cross range

resolutions to be obtained using a small antenna, overcoming the inverse tradeoff between

antenna size and cross range resolution that blights real aperture systems. This means that

SAR is extremely attractive to space based radar systems, where it is not feasible to use a
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large physical antenna. The continuous motion of the radar system also allows very large

areas to be rapidly imaged.

3.2.1 Fundamentals of SAR

SAR was originally developed in the early 1950s (it appears that Carl Wiley at the Goodyear

Aircraft Corporation showed theoretically the principle of SAR in 1951 [40, 41] whilst

independently Kovaly et. al at the University of Illinois reported their progress in operat-

ing a very early SAR system in 1952 [41] as a side development from missile guidance

systems.

SAR is of particular interest for airborne or spaceborne radar systems which typically

operate at large distances from their target scenes. Over such distance a real antennas

beam would spread considerably, necessitating an implausibly long antenna to counter

this spreading. Platform limitations prevent the realistic use of very large antennas; in the

case of aircraft mass and aerodynamic limitations prescribe that a radar subsystem must

be as lightweight and compact as possible, in the case of a spaceborne platform launch

vehicle constraints (size, shape, lifting capacity and vibration environment) limit the size

and weight of the radar subsystem.

SAR removes the need for a large physical antenna by using aperture synthesis to

emulate a very large physical antenna. Not only that, but it also generates a cross range

resolution that is independent of range, which is a substantial advantage for radar systems

which operate at long distances from their targets. As an added bonus, the defined move-

ment of aircraft and spacecraft relative to ground based targets is ideal for SAR and their

rapid movement over the ground also allows rapid surveying of large areas.
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3.2.2 SAR Parameters

3.2.2.1 Cross Range Resolution

As previously discussed in Chapter 2, the cross range resolution of a real antenna radar

system is governed by the physical size of the antenna in the cross range direction and the

distance to the target under observation, as per the following equation:

ResCR =
λR

Dreal
(3.1)

Where ResCR is the peak to null cross range resolution and R is the range to the target.

This equation clearly shows that the larger an antenna is the better the cross range res-

olution it will give at a given distance. Unfortunately, as the range to the target increases

the antenna size required to maintain a given resolution also increases.

Similarly, the cross range resolution degrades (becomes larger) as the radar wave-

length increases. This means that as the frequency decreases, the cross range resolution

will degrade. For subsurface radar imaging, this is a particular concern as lower frequen-

cies offer better penetration into soil and are therefore preferred.

As an example, working Equation 3.1 for a spaceborne radar system operating in

C-band (with a wavelength of 6cm) at an orbital height of 693km (a typical low earth

orbit for a remote sensing spacecraft) with a radar inclination angle of 45°, a cross range

resolution requirement of 25m gives a required antenna size of 2.35km.

Clearly it is totally unfeasible to mount such an antenna on a spacecraft and an al-

ternative technique must be used to obtain radar images of reasonable resolution from a

spacecraft.

The SAR technique takes advantage of the movement of a radar platform to synthesise

a much larger antenna aperture than that given by the physical antenna. As the platform
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Figure 3.1: Fundamental SAR principle. Single radar sensor on a moving platform illu-
minates a target scene. Over time t1 to t5 a virtual antenna array is synthesised. Absolute
maximum array length, L, limited by beamwidth on ground. Redrawn version of sketch
in [42]

moves a given scatterer in the target scene is illuminated by the real antenna’s main beam

for a period of time, during which the scatterer is hit by a number of pulses which each

produce an echo, which are recorded by the radar system in complex form (amplitude and

phase). By processing the recorded echoes according to their phase shift it is possible to

synthesise an antenna which is as long as the distance which the platform moves whilst

the scatterer is still in the main beam of the real antenna.

As shown in Figure 3.1, the movement and operation of the radar platform can be

thought of as a series of individual elements. For the simplest mode of SAR operation

(unfocused), summing the returns from each of the individual antenna elements (in reality

each transmitted pulse from the one antenna on the SAR platform) generates the synthetic

aperture. This is directly equivalent to the summing performed by the electrical intercon-

nections in a physical array antenna. This unfocused operation does not take into account

the phase differences present in the returns from a single target over multiple elements.

In the SAR case, the cross range resolution is given by

Xres =
λR

2LE f f
(3.2)
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where LE f f is the effective aperture of the SAR. Note that the factor of 2 in the de-

nominator represents a factor of 2 improvement in resolution over that given by a real

aperture radar system. This arises due to both the transmit and receive phase shifts giving

the beam pattern in the SAR case, whereas in the real aperture case only the receive phase

shift forms the antenna pattern [43].

From this, it may seem that the cross range resolution can be infinitely improved

by increasing LE f f . However, ignoring focusing issues and assuming a non-steerable

antenna the factor that limits LE f f (and hence the maximum cross range resolution) is the

beamwidth of the SAR systems real antenna. This limitation arises due to the need to

keep a given target in the view of all elements of the synthetic array. This limitation can

be expressed as

LMax =
λR

Dreal
(3.3)

Where LMax is the maximum possible length of the synthetic aperture. Note that this

is simply the beamwidth of the antenna multiplied by the range, i.e. the width of the beam

at range R.

From these last two equations we can examine the maximum obtainable resolution

(by setting LE f f = LMax and ignoring focusing issues),

XResMax =
λR

2LMax
=

λRDreal

2λR
=

Dreal

2
(3.4)

This derivation shows that the cross range resolution of a SAR system is directly

proportional to the length of the real antenna on the platform (a smaller real antenna giving

a better SAR resolution) and, crucially, is independent of both range and frequency. This

range independence arises because targets at longer ranges are illuminated with a larger
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synthetic aperture because the wider beam at further range allows those more distant

targets to stay in the SAR’s field of view for a longer period of time. However, the

improvement in theoretical resolution an increasingly small real antenna would give must

be considered against the lower SNR obtained with a smaller antenna (given the same

transmit power); it is this tradeoff that drives the minimum size of the real antenna.

As per the Nyquist sampling theorem, the distance between adjacent samples in the

synthetic aperture must not be greater than λ

2 , otherwise severe ambiguities will be present

in the produced SAR images.

3.2.2.2 Range Resolution

The range resolution (resolution in the same direction as the radar beam) of a SAR system

is not improved by the movement of the platform and follows the standard pulsed radar

relation to pulse width.

As such, the peak to null range resolution of a radar along the look (or slant) direction,

ResR is given by;

ResR =
c

2Br
(3.5)

Where c is the speed of light in the medium of propagation and Br is the real bandwidth

of the transmitted chirp.

The radar waves from a non-nadir looking SAR are incident with the target scene at an

angle termed the incidence angle (θi), which is the angle between the incident wave and

the perpendicular to the surface. Hence the ground range resolution becomes dependent

on this angle, via;

ResR =
c

2Br sinθi
(3.6)

Note that this dependence on θi implies that the ground range resolution of a SAR system

will vary over a single SAR image.
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3.2.2.3 Unambiguous Range

There are two factors that limit the unambiguous range of a given radar system.

Firstly, the time gap between individual transmitted pulses limits the unambiguous

range. A simple radar which repeatedly transmits pulses with an pulse repetition interval

(PRI) of τ will have an unambiguous range given by:

Runambig =
cτ

2
(3.7)

This limit arises because this is the maximum range a pulse can travel to and back

to the radar system before the next pulse is transmitted. An object at a larger range than

this may still present a detectable return to the radar system, but the reflection from this

object will arrive back at the radar after the next pulse has been transmitted. This means

that the radar will be unable to determine whether the reflection is from a distant objected

illuminated by the first pulse or from a nearby object illuminated by the second pulse.

Secondly, in order to form a bandwidth to give range resolution, the output of the radar

is stepped across a series of discrete frequencies. In a linear chirp, these frequencies are

seperated by a fixed frequency, fstep.

These frequency steps lead to an unambiguous range for the system (assuming opera-

tion in free space) given by

Runambig =
c

2 fstep
(3.8)

Where Runambig is the unambiguous range, c is the speed of light in a vacuum and

fstep is the frequency step between adjacent frequencies in the transmitted chirp. This

limit comes from the phase difference in the echoes caused by adjacent frequencies in the

frequency sweep.
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Figure 3.2: Pulse compression concept. An echo from a target illuminated by a frequency
chirp is passed through a filter that has a time delay inversely proportional to frequency.
This compresses the pulse in time (Taken from page 164 of [44])

3.2.2.4 Pulse Compression

From Equation 3.5 it is immediately apparent that an improvement in resolution can be

obtained by utilising very short pulses (which increase the bandwidth of the signal). How-

ever, problems can start to be encountered with very short pulses as it becomes increas-

ingly difficult (due to hardware limitations) to transmit ever shorter pulses with very high

peak powers (high average power is necessary for good signal to noise ratio (SNR) which

means that the shorter the pulse is in terms of time the higher the peak power must be).

Pulse compression can help bypass this problem of very high peak powers in short

bursts. Pulse compression works by transmitting long duration modulated pulses and

during the receiving process the pulses are compressed in time by decoding the previously

applied modulation.

The simplest form of compression is the application of linear FM, as shown in Fig-

ure 3.2. The receive chain includes a filter that introduces a time delay that is inversely

proportional to the frequency of the signal. This causes the received signal to bunch up,

resulting in increased pulse amplitude and, crucially, decreased pulse width.
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Figure 3.3: Principles of TerraSAR-X operating modes. From left to right, strip map,
spotlight and scanSAR (Adapted from [45])

3.2.2.5 SAR Imaging Modes

Modern SAR systems (such as TerraSAR-X [45] and Sentinel-1 [46]) are capable of op-

erating in multiple modes that allow different compromises between image coverage and

resolution to be made. These modes and their names differ between different satellites,

so as an example those modes implemented by TerraSAR-X are shown in Figure 3.3 and

discussed below.

In the simplest mode, strip map (shown on the left of Figure 3.3), the real antenna

beam from the SAR platform is at a fixed side-looking angle, sweeping along the target

scene as the platform moves across. This produces a continuous image strip and balances

good coverage with reasonable resolution.

As TerraSAR-X has the ability to electronically steer its antenna beam two additional

imaging mode types are possible; spotlight and scanSAR.

In spotlight mode a single target scene of interest is held in the beam for longer by

electronically steering the beam in the azimuth direction, as shown in the middle scenario

in Figure 3.3. This provides multiple benefits to image quality; a longer synthetic array

can be used compared to a non-steered antenna, as the beamwidth of the real antenna
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is no longer the factor that determines when the target is in view of the radar and it is

also possible use a narrower beamwidth whilst maintaining the original non-steered array

length (or trade the narrower beamwidth and longer array possibilities to a happy mid-

point). This will improve the signal to noise ratio of the system by increasing the antenna

gain in the main lobe.

In contrast, in scanSAR mode resolution is traded for increased coverage. The eleva-

tion angle is varied via electronic beam steering (as demonstrated on the right of Figure

3.3) to sweep the beam repeatedly across the swath in the down range direction. As

the beam is swept the swath width is dramatically increased but because the platform is

moving at a constant speed the receive time is limited for each beam footprint, there-

fore resolution is degraded. However, for some applications this reduced resolution is an

acceptable price to pay for improved coverage.

3.2.3 SAR Limitations

As previously discussed, SAR processing does not offer any range resolution improve-

ment over using a real aperture radar system. In addition, there are several other limita-

tions and issues that must be considered and possibly compensated for when using SAR

imagery.

3.2.3.1 Speckle

Speckle is a type of noise inherent to SAR images. It is noise that results from the co-

herent summation of returns from different scatterers within a single resolution cell and

is random in nature. An image displaying noticeable speckle is shown in the top half of

Figure 3.4.

On homogeneous areas (such as grass land) where the individual scatterers are smaller
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Figure 3.4: Above: SAR image displaying large amounts of speckle, Below: Same scene
processed using the spatial multi-look technique to reduce speckle (From [47])
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than a single pixel in the radar image the return from each scatterer within a single pixel

will be coherently summed by the system into a single value for the entire pixel. As coher-

ent summation involves phase statistically some pixels will experience more constructive

combination of returns (and so appear brighter) and some will experience less constructive

combination (and hence appear darker). It is this variation that causes speckle.

Speckle is a problem in SAR images as it can be mistaken for texture during further

image analysis. It is therefore of great importance that speckle is removed or minimised.

This is done in two main ways; correction during acquisition or removal during process-

ing.

The first method of speckle removal, correction during acquisition, involves a tech-

nique called multi-look processing. This process is performed either in the frequency or

spatial domain [48].

In the frequency domain the full bandwidth of the radar is divided into multiple bands.

Each band produces an image of the same scene with reduced range resolution due to the

lower bandwidth used. The resulting images are then incoherently summed together pixel

by pixel which results in a lower speckle at the cost of lower spatial resolution. In the

spatial domain a similar principle is employed, but the target is observed from multiple

angles and the images produced are then incoherently added, as per the frequency domain

method.

In both cases, the amount of speckle present decreases by a factor, approximately
√

nlook, where nlook is the number of looks or bands. To keep image resolution reasonably

high, whilst obtaining an efficient reduction in speckle, an nlook of 3 or 4 is usually used.

The effect of applying this to an image is shown in the lower half of Figure 3.4.

The second method of speckle removal, removal during processing involves applying

filters to the raw images produced by the system that contain speckle. These filters vary in

complexity but are usually adaptive filters which take local image statistics into account
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when applying filtering. This means that areas with high speckle will be heavily filtered

whereas those areas with less speckle will undergo less filtering [49].

3.2.3.2 SAR Image Distortions

Due to the geometry of SAR (the direct radar path to the target is in slant range, not ground

range) several distortions are frequently seen; foreshortening, layover and shadowing.

Foreshortening and layover effects are produced by the same issue (topographical features

being mapped onto a flat horizontal 2-D image plane via the slant range), the features

being observed and the imaging geometry influencing which one is experienced.

Foreshortening is illustrated in Figure 3.5. As shown, due to the observing geometry

the peak of the hill is at the same slant range from the antenna as a point on the ground

closer in ground range. Because the imaging plane is typically set to ground level the peak

appears closer in ground range than it really is, distorting the hill’s shape. The extreme

case of this, where the peak maps to a point closer than the bottom of the hill is called

layover and this is shown in Figure 3.6.

Coupled to foreshortening and layover is shadowing, which is demonstrated in Figure

3.7. In this case, the slope B-C and a distance down range of the hill is not visible in

the radar image because the hill’s topography blocks radar waves from illuminating those

areas. Depending on geometry, shadowing can be combined with foreshortening and/or

layover. These distortions mean that interpretation of SAR images in undulating terrain

can be difficult and may require comparison with other sources of information, such as

photographs or in-situ measurements of the topography.
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Figure 3.5: Foreshortening. Due to the equal slant range between the peak and a point on
the ground the peak is displaced in the image (Modified from [47])

Figure 3.6: Layover. As per Figure 3.5 there are two equal slant ranges; one on the ground
and the peak of the terrain feature. However, in this case the point on the ground is in front
of the terrain feature; this leads to an extreme case of foreshortening known as layover
(Modified from [47])
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Figure 3.7: Shadowing. The geometry of the scene results in some areas not being illu-
minated by the radar (From [47])

3.2.3.3 SAR Ambiguities

Other artefacts can appear in SAR images; ambiguities (giving ghost repeats of targets as

shown in Figure 3.8) can occur when returns from previous pulses overlap into the receive

gate of the next pulse and can also be caused by strong targets sitting in the antenna side

lobes.

3.2.4 The Backprojection SAR Processing Algorithm

The backprojection algorithm, described by [51] and presented in a MATLAB image

formation toolbox by [52], is one of a multitude of algorithms that can be used to form

SAR images. Given a SAR dataset consisting of a phase history in the frequency domain

from each sample point across the synthetic aperture the following steps are necessary.

Firstly, a pixel grid is defined in space for the output image. The spacing of the grid is

determined by the desired pixel size in the final image and the overall dimensions of the

grid are controlled by the desired imaging area.

Considering each pixel in turn, the range from the antenna to each pixel relative to the

range to the centre of the imaging scene from the antenna for this particular sample point,
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Figure 3.8: Radarsat-2 view of a coastline. ”Ghost” image in orange circle is a duplicate
of the real feature in the yellow circle [50]
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Rdi f f , is calculated using the following equation:

Rdi f f =
√

(Antx−Pixx)2 +(Anty−Pixy)2 +(Antz−Pixz)2−R0 (3.9)

Where Antx, Anty and Antz are the 3-D coordinates of the antenna position during this par-

ticular pulse, Pixx, Pixy and Pixz are the 3-D coordinates of each pixel, R0 is the distance

to the centre of the pixel grid.

By applying an IFFT (zero padded as necessary, [52] recommend an IFFT length ten

times that of the number of frequencies in each phase history) to the phase history from a

single sample point in the synthetic aperture, the range profile for this single radar pulse

is calculated.

At this point, the range between adjacent samples in the IFFT output, RFFT bin, is

simply

RFFT bin =
Runambig

nFFT
(3.10)

Where nFFT is the number of points in the IFFT and Runambig is the unambiguous

range of the system, calculated using Equation 3.8.

It is unlikely that this range step is the same as the range step between each of the

pixel ranges previously calculated. In order to rectify this, an interpolation in range must

be performed to calculate the signal at each pixel point across the imaging grid from the

single pulse under consideration.

Finally, a phase correction must be calculated and applied to the resampled IFFT

output to remove the phase gradient that appears across the image due to geometry, this

phase correction is given by

φcorrec = exp(
4iπ f1

cRdi f f
) (3.11)
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Where f1 is the first frequency in the pulse and Rdi f f is the differential range to each

pixel, given by Equation 3.9

The resampled and corrected IFFT output is then placed on the 2-D imaging grid using

the range to each pixel to determine which IFFT output sample is placed on which pixel.

This process (range calculation, IFFT to form a range profile, interpolation to correct

range sampling, phase correction and sample placement) must be performed for each

pulse; the complete image is formed by summing the result from each pulse together.

The simplicity of this algorithm comes at the cost of high computational cost; the

basic backprojection algorithm is not well optimised although it does lend itself to par-

allel processing and hence exploitation by GPU-based processors [52]. For this work,

performed with relatively small numbers of small SAR datasets (each data file having

151 sample points with 1601 frequency points per sample) and images (200x200 pixels)

the backprojection algorithm takes around 2.5s to form an image when implemented in

MATLAB and run on a typical personal computer.

3.2.5 Existing Spaceborne SAR Systems

There are many SAR systems currently in orbit; Table 3.1 summarises those systems for

which data is commercially available (there are other SAR systems, such as Germany’s

SAR-Lupe satellites, where data does not appear to be available for civilian use). For the

systems listed data access terms vary in both price and availability; some (such as Sentinel

1) have an open access policy for data acquired during routine imaging and others (such

as TerraSAR-X) require more detailed usage proposals to be submitted before data access

is granted for non-commercial usage. Due to orbital dynamics the revisit times specified

are only approximate; near the poles the revisit time will be much shorter than that near

the equator (assuming the spacecraft is in a polar orbit). Radar systems that are only part
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Name Frequency Maximum
Resolution
[m]

NESZ
[dB]

Incidence
Angle [°]

Revisit Time

TerraSAR-X/
TanDEM-X
[53, 54, 55]

X-band 1.5 -19 to -23 20 to 55 11 days

Radarsat-2
[56, 57]

C-band 3 -23 to -31 10 to 60 3 to 5 days

Cosmo-
SkyMed
[58, 59, 60]

X-band 1 -22 25 to 50 4-16 days†

PALSAR-2
(ALOS-2)
[12]

L-band 3 -24 to -28 8 to 70 14 days

Sentinel-
1A/1B
[61, 62, 63]

C-band 5 -22 18.3 to 46.8 6/12 days‡

Paz/SeoSAR
[64]

X-band 1 <-21 15 to 60 11 days

RISAT-1 [65] C-band 1 -20 12 to 55 25 days
RISAT-2 Classified

Table 3.1: SAR system parameters for systems that are currently operating in orbit.
† 4 days with a constellation of 4 satellites, 16 days with one satellite.
‡ 6 days with a constellation of 2 satellites, 12 days with one satellite

of a satellites instrumentation are referred to by instrument name (satellite name).

In addition, there are multiple systems that have previously flown in space that are no

longer producing data, their specifications are summarised in Table 3.2. These systems

are still potential sources of useful data from their archives (although some systems, most

notably SeaSat and SIR-A collected rather limited amounts of data); however as Table

3.1 shows more modern systems will usually comprehensively outperform these older

systems. Information on some legacy systems is limited.

Of significant interest to subsurface imaging are the L-band systems, due to the lower

frequency offering better penetration of soil. Further analysis of the applicability of cer-

tain SAR systems to subsurface radar imaging is presented in Chapter 6.
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Name Frequency
Band

Maximum
Resolution
[m]

NESZ
[dB]

Incidence
Angle [°]

Revisit Time

ASAR (En-
visat) [66]

C 30 -19 to -22 15 to 45.2 ∼5 days

AMI (ERS-1)
[67]

C 30 -20 to -24 16 to 50 8 days

PALSAR
(ALOS) [68]

L 10 -23 to -32 7.9 to 60 46 days

Radarsat1
[69]

C 8 -22 10 to 59 ∼6 days

SAR (JERS-
1) [70]

L 18 -18 32 to 38 44 days

SAR1
(SeaSat)
[71]

L 25 -21 +/- 5 17.4 to 23.6

SIR-A (STS-
2) [72]

L 40 47

SIR-B (STS-
41G) [73]

L 20 15 to 60 1 day

SIR-C (STS-
59 and -68)
[74]

L, C,X 13(L,C)
10(X)

-40(L),
-35(C),
-22(X)

20 to 55

SRTM (STS-
99) [75]

C, X 30 52

Table 3.2: SAR system parameters for legacy systems
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3.3 Extraction of Phase From SAR Data

3.3.1 Principles of Interferometric SAR

In a single SAR image the phase information is generally meaningless as across the im-

age it contains both deterministic and random information. A single scatterer will present

a deterministic phase response but in a typical imaging scenario there will be multiple

scatters within a single pixel which leads to each pixel having a random overall phase

response. In addition, the atmosphere will introduce a second random phase shift. In

a single image it is impossible to filter out the random parts and be left with the useful

deterministic part. However, by taking two SAR images from slightly different points at

similar times it is possible to remove the random contributions (as, assuming limited time

and imaging point separation between the two images, the same random components due

to both multiple scatterers and the atmosphere should be present in both but the determin-

istic component should have slightly changed due to the different imaging geometry) and

produce meaningful images.

Interferometric SAR (InSAR) extracts the phase from two slightly offset SAR images

in this manner in order to obtain height information. InSAR takes two SAR images and

subtracts the phase data of one from the phase data of the other and so only deterministic

phase information remains. The derivations presented here for both InSAR and Differ-

ential InSAR (DInSAR) are based on that presented by [76] with additional background

from [77] and [78].

Figure 3.9 shows the basic geometry of a general InSAR scheme. A1 and A2 are the

two radar platforms with a baseline, B, of known distance between them. ρ is the path

length from the first antenna to the target point, and ρ + δρ is the path length from the

second antenna to that same target. Z is the altitude of the sensing platform. From this,
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Figure 3.9: Basic InSAR Geometry (Redrawn version of sketch shown in [76])

the phase difference (ϕ) measured is;

ϕ =
2aπδρ

λ
(3.12)

Where λ is the wavelength and a is 2 for multiple pass interferometry (where A1 and

A2 are acquired by the same radar at different times) and 1 for single pass interfereometry

(where A1 and A2 are acquired at the same time, using a radar with a transmit and receive

antenna at A1, and an extra receive antenna at A2). This arises because in the case of

multiple pass interferometry pulses are both transmitted and received at A2, meaning the

round trip is δρ + ρ + ρ + δρ . However, in the single pass case A2 only receives that are

transmitted at A1, therefore the round trip is ρ + ρ + δρ .
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By trigonometry (law of cosines) it can be seen that

δρ ≈ Bsin(θ −θB) (3.13)

Or equivalently

δρ ≈ B|| (3.14)

Where B|| is the component of the baseline that is parallel to the look direction. Equa-

tions 3.12 and 3.13 can be combined to form

ϕ =
2aπBsin(θ −θB)

λ
(3.15)

As the height of the target point changes (relative to Z, which is either constant or

corrected for from platform orbit data), (θ − θB) will vary and hence ϕ will similarly

vary. In addition, note that there is also a dependence on B, the baseline distance, which

implies that B must be accurately known in order to accurately retrieve the target point

height change.

The variation of ϕ , when mapped over a complete image, produces an interferogram,

an example of which is shown in Figure 3.10. Note that a raw interferogram can only dis-

play phase within the band ±π . Real terrain variations will inevitably be larger than this

and will create 2π jumps in the displayed phase. Therefore, further processing, including

phase unwrapping (which seeks to correct these 2π phase jumps) , is necessary before

terrain elevation information can be extracted from this interferogram. This process is

described in Section 3.3.2.5.
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Figure 3.10: Raw phase interferogram [79]

3.3.2 InSAR Work Flow

3.3.2.1 Baseline Creation

The critical basis for InSAR is to have two SAR images of the same scene taken from

slightly different positions at similar times.

One method of obtaining the two images needed for InSAR processing is to collect the

two images at the same time using two radar systems; either two separate radar systems

or a transmit/receive pair coupled with another receive only system. These can either be

on the same platform (as per the SRTM, see upper part of Figure 3.11) or two platforms

flying in formation (as per the TanDEM-X constellation, shown in the lower part of Figure

3.11). In the case of the SRTM, the fixed baseline of 60m was chosen in order to give an

acceptable measured height noise whilst being practical to stow inside the Space Shuttle’s

payload bay [80].
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Figure 3.11: Single pass InSAR acquisitions.
Top: Sketch of SRTM deployed on the STS [81]. Note single transmitter (T X), dual
receiver (RX) architecture for each band which implements the two pass geometry shown
in Figure 3.9.
Bottom: TanDEM-X constellation performing interferometry (from [82]).
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In Section 3.3.1 the following equation for phase difference was presented;

ϕ =
2aπBsin(θ −θB)

λ
(3.16)

Note the dependency on B (baseline distance). This implies that the baseline distance

must be precisely known in order to relate the measured phase difference to a change

in target height; on a single platform system this is a relatively easy task (although the

challenges of designing and implementing a rigid, lightweight support structure that fits

inside a typical launch vehicle must not be underestimated), with a constellation this can

be achieved by means of precise orbit data, usually either GPS location information or by

using a system such as DORIS [83].

Single pass InSAR avoids temporal changes that may affect multiple pass InSAR,

particularly atmospheric effects and terrain deformation. Note, however, that terrain de-

formation is information that is of great interest, particularly in areas with geological

activity or potential subsidence problems.

Multiple pass InSAR is distinct from single pass InSAR in that one radar system

images the target scene on separate occasions (in the case of a spaceborne system, usually

the next orbit that revisits the scene), in order to obtain temporal diversity. Decorrelation

effects due to scene changes mean that the revisit period must be relatively short.

3.3.2.2 Along-Track Interferometry

All the scenarios considered so far have had the antenna separation baseline orientated

across the direction of platform movement to some degree. However, it is possible to

have the baseline orientated along the movement direction ([84]). Such an arrangement is

known as Along-Track Interferometry (ATI) and is used for discerning the movement of

scatterers in a scene (non-moving scatterers presenting an interferometric phase of zero).
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Typical uses include ocean current and traffic flow monitoring. The interferometric phase

for a moving scatterer in this situation is given by

ϕAT I =
4π

λ

BAT IVR

2V
(3.17)

Where ϕAT I is the ATI phase, λ is the wavelength of the radar, BAT I is the along track

baseline length, VR is the line of sight component of the scatterer’s velocity (which is the

variable of interest) and V is the along track velocity of the platform.

3.3.2.3 Image Registration

Before an interferogram can be produced the two SAR images must be precisely aligned.

Registration is the process of aligning the two images and compensating for any relative

distortions in the images due to the slightly different viewpoints [85].

The first part of this process is to select one image as a master and one as a slave. The

slave image is mapped onto the master image; the master is unchanged whilst the slave

is altered to precisely align with it so that each pixel in one image represents exactly the

same ground area as the same pixel in the other image.

There are many different methods of registration. There are two main classifications

of registration methods; intensity based and feature based. As their names suggest, in-

tensity based methods use correlation metrics to compare and match intensity patterns

whereas feature based methods use reference points (typically strong, constant scatterers)

common to both images to align the pair. At this point, the interferogram can be created

by calculating the phase difference between the two precisely aligned images.
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3.3.2.4 Flat Earth Removal

The interferogram produced by two aligned SAR images contains phase variances caused

by two factors (assuming single pass InSAR so negligible atmospheric/temporal decorre-

lation); terrain elevation (which is the factor of interest) and a cyclic variation that would

be present on a flat scene that arises from the InSAR geometry. This second contribu-

tion/variation is relatively easy to calculate and remove in a process known as Flat Earth

Removal [86].

3.3.2.5 Phase Unwrapping

The multiple edges in a raw interferogram come about because phase can only be mea-

sured between±π; however, as the elevation differences in the view of the SAR are likely

to be greater than the wavelength in use the reported phase difference (ϕ) will be;

ϕ = ϕ
|+2πn (3.18)

Where n is an integer value and ϕ | is the 0 to 2π phase difference displayed in the

interferogram.

The process of extracting ϕ is called phase unwrapping and is a non-trivial task in a

real radar image that is two dimensional, contains noise and contains a variety of different

terrain types [87].

3.3.3 Differential Interferometric SAR

Differential Interferometric SAR (DInSAR) is similar to multiple pass InSAR in that tem-

porally diverse SAR images are used to generate interferograms. Where DInSAR differs

is that instead of producing one interferogram and extracting terrain or displacement in-
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Figure 3.12: DInSAR imaging arrangement. Note one orbit path (A1) is common to both
interferograms. (Redrawn version of sketch shown in [76])

formation from it, two or more temporally separated interferograms are produced which

allows changes in elevation down to millimetre-scale to be detected and precisely mon-

itored [88]. If used with multiple pass InSAR the DInSAR process uses the geometry

shown in Figure 3.12.

A1 is a common orbit path (used twice; once in each interferometric pair), A2 is the

second orbit for the first interferometric pair and A2′ is the second orbit for the second

interferometric pair. Note that 3 passes are made; A2 and A2′ are separate images but A1

is one image used in the formation of both interferometric images in the DinSAR pair.

If there is no temporal or spatial decorrelation (ρ and θ are unchanged between inter-

ferometric pairs) then, from previous discussions

ϕ =
4πδρ

λ
(3.19)
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and

δρ = B|| (3.20)

Hence, for the first interferogram

ϕ =
4πB||

λ
(3.21)

and the second interferogram

ϕ
′ =

4πB′||
λ

(3.22)

where ϕ ′ is the phase difference in the second interferogram and B′|| is the component

of the second interferogram’s baseline parallel to the look direction. If there is terrain

movement (from an earthquake, for example) between the two interferograms the phase

difference in the second interferogram will be given by

ϕ
′ =

4π(B′||+∆ρ)

λ
(3.23)

where ∆ρ is the path length change due to the terrain movement. Noting that from the

terms for the phases in the first and second interferograms

ϕ

ϕ ′
=

B||
B′||

(3.24)

It is possible to write

ϕ
′−

B′||ϕ

B||
=

4π∆ρ

λ
(3.25)

From this equation it is possible to calculate ∆ρ (and hence elevation changes) for

each point in the scene, as λ is a known value for the radar system, B′|| and B|| are known

from orbital information and ϕ and ϕ ′ are the results of producing each interferogram in

the DInSAR pair.

Three pass DInSAR is seldom used due to atmospheric delay errors affecting the
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reference (first) interferogram. It is possible to reduce the number of passes to two by

comparing a single interferogram (formed from two passes) to a reference interferogram

generated using a DEM and orbital models rather than building two separate interfero-

grams from three platform passes. This process removes the problems with atmospheric

errors affecting the reference interferogram but is susceptible to errors or artefacts within

the DEM.

The high resolution of DInSAR elevation monitoring comes about because it is a

phase-based technique. The VB-SAR technique that will be demonstrated by this work

also uses phase changes over a series of radar images to produce subsurface depth profiles

at very high resolutions. Due to this, a real world implementation of the VB-SAR scheme

would use DInSAR image stacks.

3.3.4 Acquisition Requirements for InSAR and DInSAR

3.3.4.1 Critical Baseline

As the baseline of the InSAR system increases, the baseline correlation coefficient de-

creases due to the increasing difference between the two views of the same scene. Even-

tually this coefficient reaches zero and the images are decorrelated. The length of the

baseline when this decorrelation occurs is called the Critical Baseline (Bc) and is calcu-

lated by

Bc =
λRB tanθ

c
(3.26)

Where λ is the frequency in use, R is the range to the target scene, B is the bandwidth

in use, θ is the incidence angle and c is the speed of light [89].
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3.3.4.2 Permanent Scatterer InSAR

PSInSAR is a relatively new scheme (first developed by [90]) that examines the phase

history of permanent scatterers in the scene to improve accuracy over standard InSAR.

A permanent scatterer is an object within a SAR scene that is not affected by temporal

or geometrical decorrelation (gives the same response at all times and all look angles).

The permanent scatterers must also give locally strong returns to ensure a good SNR.

Permanent scatterers are smaller than the image resolution and are usually man-made

objects. Once identified and monitored the permanent scatters can be used to estimate

and remove atmospheric phase effects (caused by the time difference between the two

SAR acquisitions used for InSAR). In order for this technique to be effective there must

be at least 5 permanent scatterers per km2 [91].

3.3.4.3 Coherence

Coherence is a statistical measure of likeness. In the case of an InSAR interferogram

made up of two SAR images it is the measure of how alike the two images are. The

coherence of the signals (S1 and S2) received by the two antenna apertures is given by;

γ =
|〈S1S∗2〉√
〈S1S∗1〉〈S2S∗2〉

(3.27)

Decorrelation between the two images can be due to a number of factors;

γSP = γSNRγBγV (3.28)

Where γSP is the coherence coefficient for single pass InSAR, γSNR is the noise coherence

coefficient, γB is the baseline coherence coefficient and γV is the volumetric coherence

coefficient. Volumetric decorrelation is caused by the fact that SAR pixels can contain
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scatterers that are distributed both in the ground plane and height (for example, a tree).

The multiple pass InSAR scheme has two other potential sources of decorrelation;

temporal (γt) and rotational, γϕ , (caused by the field of view rotation due to observing the

same scene from slightly different perspectives,). As with the γSP expression, these two

terms are multiplicative so the multiple pass InSAR coherence coefficient (γMP) is given

by;

γMP = γSNRγBγV γtγϕ (3.29)

Note that the coherence coefficients are multiplied together to give the final correlation

factor; this means that relatively small levels of decorrelation due to each effect can have

large effects on the quality of the final image or, equally, one poor (low) coherence term

can have a large effect [77].

3.4 Tomographic Profiling

3.4.1 Review of the Tomographic Profiling Process

The SAR processes previously described produce images in which the imaging plane is

horizontal, which for typical surface surveying/mapping applications is ideal. However,

this geometry means that one pixel on the ground is formed from a combination of the

surface return and any subsurface returns that may be present. For the initial experimen-

tation with subsurface imaging the ability to separate the subsurface target return from

the surface return is valuable. This can be achieved using the backprojection algorithm by

rotating the imaging plane 90° so it is vertical. In this plane, vertical resolution is given

by the radar’s bandwidth and the synthetic aperture is used to form horizontal resolution.

A disadvantage of operating conventional SAR in this fashion is that there is no control

over the incidence angle with respect to the ground surface. For this project the ability
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to vary the incidence angle with the ground at process time, rather than collection time,

would be a substantial advantage.

[39] describes the TP process and its application to obtain the vertical backscattering

profile through volumes. TP involves constructing a synthetic beam from a sub-set of the

full synthetic aperture, setting the angle of this beam via a phase ramp across the sub-

aperture, computing a range profile for that single beam and then repeating this process

along the synthetic aperture to build a complete image of the scene. An overview of

this technique is shown in the upper part of Figure 3.13. Significantly, this approach

allows the incidence angle in the produced image be varied at process time by varying

the phase ramp across the sub-aperture. The only limitation on incidence angle is that

the incidence angle the processing is performed at must be within the beam of the real

antenna, otherwise severe distortions will be present in the final image.

In addition to being able to vary the incidence angle at process time, the TP process

has the substantial advantage over SAR imaging of having a fixed incidence angle across

the produced image. This is very useful for exploring the effect of different incidence

angles on the produced images and any technique that makes use of those images.

Considering the lower part of Figure 3.13, a scan with length L is constructed using

individual measurement points spaced by dx. A sub-aperture, of width D = n(dx), is

made up of n points of the full scan. r1 to rn, are the ranges from each antenna position

within the sub-aperture to a point, P, at a vertical distance from the platform of Z with an

incidence angle of i, which is constant across the image.

Range resolution along the synthetic beam is generated in the standard fashion for

a stepped frequency radar using a linear chirp, so range resolution is governed by the

equation

ResR =
c

2Br
(3.30)
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Figure 3.13: General overview of the TP process. Adapted from [39]
Upper: Conceptual sketch showing how the TP process produces a narrow synthetic beam
from data gathered by a wide real beam and allows the synthetic beam’s incidence angle
to be varied.
Lower: Detailed schematic of TP image formation process.
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Where ResR is the range resolution, c is the speed of light in free space and Br is the

bandwidth of the radar pulse.

Cross range resolution across the image is governed by the width of the sub-aperture,

which controls the beamwidth of the synthetic beam via

ResCR =
λR

2Dcos i
(3.31)

Where ResCR is the cross range resolution, λ is the wavelength in use, R is the range, D

is the width of the sub-aperture and i is the beam angle.

As per the SAR case, the Nyquist sampling theorem states that in order to avoid alias-

ing the following inequality must be satisfied.

dx≤ λ

2
(3.32)

Cross track resolution (the resolution perpendicular to the direction of antenna mo-

tion) is not enhanced by the TP technique and so is governed by the beamwidth in the

cross track direction of the physical antennas used. In practical terms, all returns in the

cross track direction are summed by the antenna’s transmit and receive functions so a

narrow real beam in this direction is highly preferable in order to prevent spurious returns

appearing in the final image.

In contrast to the cross track case, it is preferable to have a very wide real beam in the

cross range direction. A wider beam enables a wider range of synthetic beam angles to be

used whilst keeping the synthetic beam entirely within the real antenna beam. However,

the tendency of objects outside the imaging volume of interest to appear in the TP image

via sidelobes must be considered and the beamwidth/imaging area carefully controlled in

order to avoid this issue.
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Whilst the range and cross range resolutions are useful for characterising the perfor-

mance of a TP reconstruction, for practical imaging it is likely that the horizontal and

vertical resolutions are of more interest. These are both given by the projections of the

range and cross range resolutions onto the vertical and horizontal along track planes.

Specifically;

ResV = ResR cos(i)+ResCR sin(i) (3.33)

Where ResV is the vertical resolution and i is the reconstruction angle.

and

ResH = ResR sin(i)+ResCR cos(i) (3.34)

Where ResH is the horizontal resolution.

Significantly, compared to side-looking SAR systems, these resolutions do not vary

across the imaged scene which allows for precise analysis of the produced images.

Note that Equation 3.31 would seem to suggest that a very large sub-aperture is prefer-

able in order to obtain the best ResCR and hence the best vertical and horizontal resolu-

tions. However, recall that in order to image the complete row, the sub-aperture is slid

along the full aperture. This gives a pixel spacing across the image of dx, and an image

width of

Wimage = (L−D)dx (3.35)

where Wimage is the width of the output image, L is the length of the entire scan, D is

the sub-aperture length and dx is the sample point spacing. Considering Equations 3.31

and 3.35 together clearly shows that improved ResCR, given by an increase in D, comes at



3.4. TOMOGRAPHIC PROFILING 75

the expense of a narrower image.

In order to produce a complete image, the radar system must measure the scene over a

bandwidth, Br consisting of m frequencies at all sample points. In order to produce a final

TP image pixel, I, at a defined point, p, the distances, r, from the all the sample points in

the sub-aperture that illuminates the pixel in question are calculated using

rn =
√

Z2 +(dx(n−nmid)−Z tan i) (3.36)

Where rn is the beam range from sub-aperture point n to the reconstruction point, Z

is the vertical distance from the platform to the reconstruction point, dx is the spacing

between samples fed to the TP processor, n is the position of the current sample point

within the sub-aperture, nmid is the position of the middle sample point within the sub-

aperture and i is the desired synthetic beam angle.

The following equation is used to give the final pixel value:

Ip =
M

∑
m=1

N

∑
n=1

GnmW (m)W (n)exp[
j4π fmrn

c
] (3.37)

Where Ip is the final value of pixel p, m is the number of the frequency under con-

sideration, n is the sample point under consideration, fm is the actual frequency under

consideration, rn is the range to the pixel from the sample point under consideration, and

W(m) and W(n) are the Hamming weights in the frequency and spatial domains respec-

tively (if Hamming weighting is being used). M is the total number of frequencies in the

complete radar pulse and N is the number of sample points in the sub-aperture.

The TP algorithm allows pixel spacing to be controlled independently of resolution.

Pixel spacing is controlled in the horizontal direction by selecting how many (if any) scan

points to exclude from the reconstruction. For instance, given a scan point spacing (dx)

of 2cm, using every sample point to reconstruct a TP image would give a horizontal pixel
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spacing of 2cm but discarding every other sample would give dx = 4cm. Obviously this

discarding will mean that for a constant desired cross range resolution across different

pixel spacings the number of samples in each sub-aperture will need to vary so that the

actual length, D, of the sub-aperture remains constant.

In the vertical direction, pixel spacing can be arbitrarily controlled; the only depth

dependence in Equation 3.37 is within rn. Considering Equation 3.36 which calculates rn

it is seen that Z can be independently set in order to control vertical pixel spacing.

An example image produced by the TP process is shown in Figure 3.14. This image

was acquired during the experimental work performed for this study; the scene consists of

a wooden trough directly below the radar platform filled with sand. Several targets were

buried in the sand trough.

Within the image, the surface of the sand is clearly visible at around 180cm below the

antennas and the bottom of the trough can be seen at around 325cm below the antennas. In

addition, a strong response from a buried trihedral reflector can be seen in approximately

the centre of the image, several weaker returns from other buried objects can be seen to

the right of the trihedral and a volume containing a sand and gravel mixture can be seen

above the buried trihedral. The refractive index of the sand has caused the returns from

within the sand volume to appear further away from the antennas than they actually are.

This is because the TP imaging algorithm considers that every point within the scene is in

freespace, so those points within the sand volume are shifted in the produced image.

The strong horizontal bands within 100cm of the antenna result from antenna cross

talk; they can be effectively removed using a DC subtraction process (subtracting the

average value of each row in the final image from each pixel in that row).
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Figure 3.14: Example image produced by the TP process, showing antenna cross talk,
sand surface and buried targets. Colour scale in dB.

3.4.2 Implementation of a TP Processor for VB-SAR

As previously noted, the TP process is an attractive method of forming radar images from

radar data collected in the laboratory as it well suits the radar geometry in use and allows

several parameters of interest to be varied at process time rather than collection time.

For this work MATLAB was used to implement a practical TP processor. This processor

handled the entire TP imaging cycle, automating the opening of the data files from the

laboratory radar system, extracting the radar data from them, performing the TP process

and creating output files which could subsequently be used by other software in addition

to visual images.

Performance of the processor was a particular concern as the work performed for this

study would involve producing thousands of TP images from hundreds of raw data files

in order to study the behaviour of the VB-SAR scheme across incidence angles, image
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resolution, real frequency etc. Considerable improvements in process speed were ob-

tained compared to the existing TP processor which was implemented in FORTRAN by

the Authors of [39]; using MATLAB also allowed considerably improved code readabil-

ity. Additional pre- and post-processing operations were added to the code and the code

is written in a modular fashion such that additional functionality can be easily added if

desired.

The TP processing ”core” was written in a function; this allowed an external control

script to set various parameters to control the processor and then call it. In addition,

it meant that applying the TP processor to a stack of radar data files could be easily

performed by having the control script automatically call the TP processor for each data

file in turn. A list of the parameters, and a brief description of each, is given in Table 3.3.

A flowchart overview of the TP processor is shown in Figure 3.15.

The TP processor firstly opens the raw data file produced by the radar system and ex-

tracts various parameters from the file header (start frequency, stop frequency, number of

frequency points, number of scanner positions, distance between scanner positions, date

and time of scan and polarisation). Some of these (the frequency and position parame-

ters) are used within the TP processor, whereas the date and time is preserved and used to

timestamp the produced TP images.

Next, the TP processor calculates the numerical indexes of the frequency points re-

quired to achieve the start and stop frequencies and the unambiguous range the calling

script has specified. At this point there is also a ‘sanity check’ to ensure that the user

has not tried to call the function with a greater range resolution requested than the start

and stop frequencies specified can support. If they have, the function warns the user and

displays the maximum range resolution it can achieve.

Having set the parameters to deal with the range resolution the TP processor then

calculates the requirements for the cross slant range resolution, namely the size of the
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Parameter Description
depth pixel spacing Pixel spacing in depth [m]
freq start Frequency to start processing at [Hz]
freq stop Frequency to start processing at [Hz]
depth resolution Depth resolution [m] used as a check to

ensure the user is not looking for more
resolution that freq start and freq stop al-
low [m]

CSRange resolution Cross slant range resolution required [m]
CSRange pixel spacing Cross slant range pixel spacing [m]
FFT length Length of the FFT used within the TP pro-

cess
depth Extent of the imaging grid in the vertical

dimension [m]
width Extent of the imaging grid in the horizon-

tal dimension [m]
gamma degrees Incidence angle [°]
unambig range Unambiguous range required [m]
zstart Vertical distance below the antennas to

start processing [m]
cll Correction for cable length [m]
print image Save scaled image as .png [toggle]
save data Save raw data as CSV file [toggle]
dc correc Enable/Disable DC removal in the fre-

quency domain of the raw data
do calib Enable/Disable application of calibration

coefficients to raw data
apply windows Enable/Disable application of windowing

in both frequency and position (within
sub-aperture) dimensions

do range correction Enable/Disable correction for Rx attenua-
tion

range correc exponent Set exponent for do range correction pa-
rameter

do shearing Enable/Disable shearing to correct for
imaging geometry

db diff Dynamic range to present .png image
over [dB]

Table 3.3: Control parameters implemented in the MATLAB TP processing function.
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Figure 3.15: Flowchart of the TP processor.
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synthetic sub-aperture used to synthesise the virtual beam. It is first calculated as a length,

and then translated to a number of scanner positions by using the sample spacing value

extracted from the header of the data file. Again, a ‘sanity check’ is performed to ensure

that the cross slant range resolution is not higher than the data can support.

At this point the radar data file and calibration file (if specified) are loaded by the

TP processor. Due to the data files consisting of both blocks of data (delimiter separated

complex variables) and human readable text this required a custom file reading module.

The radar and calibration data are consolidated into two complex matrices as the files are

read.

If the user has opted to apply a calibration file and/or a (range) correction for electri-

cal cable length these corrections are done on the raw data, immediately after file reading.

For simplicity’s sake the application of calibration coefficients and cable length correc-

tion factor was done prior to cutting the data down to only the frequencies required to

achieve the imaging requirements, the computational penalty for this simplicity was not

significant.

DC removal, window generation (in both frequency and sub-aperture domains) and

windowing in the frequency domain are the next operations, immediately prior to the

actual TP process. Again, as shown in Table 3.3 the application or not of these operations

is controllable by the user.

At this point, using the frequency parameters calculated earlier, the processor cuts out

the unneeded frequency points from the calibrated radata data.

The TP processing section implements the equation given in Equation 3.37. This part

is heavily optimised, so much so that the processing time for the TP section is insignificant

compared to the time taken for file reads from and writes to a mechanical hard disk. This

part of the code implements Equation 3.37, frequency by frequency and row by row.

The first step in this process is to calculate a “focusing function” which is the electrical
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path length between each point in the sub-aperture and the reconstruction point. As the

processor works row by row and steps the virtual beam across the imaging scene the

focusing function is the same for each reconstruction point in a given row. The focusing

function is then convolved with the prepared raw radar data, and stored in a temporary

matrix which is updated as each frequency is processed. Finally, the temporary matrix is

Fourier transformed to produce the focused image.

After forming the TP image the post processing steps are applied, if requested. In

order of application they consist of the range power correction (to correct for Rangex

losses, x being specified by the user to enable correction in high loss mediums), shearing

(to correct for the incidence angle in use) and normalisation/conversion to dB for plotting

in the output .png.

Processed images are saved in either or both .png and delimiter separated variable

formats. The .png images are plotted in dB and have a dynamic range set by the user,

whereas the delimiter separated variable files contain the raw complex data before nor-

malisation. Typically the .png images are only produced for the first few images in a

processing run and are used to check that the TP processor has been configured correctly.

The date and time of each scan is saved in a .txt file which allows functions using the

produced TP images to organise the series of images into the correct order.

3.5 Virtual Bandwidth-SAR

3.5.1 VB-SAR Introduction

Typical Ground Penetrating Radar (GPR) techniques involve having the radar system in

very close proximity (typically, for commercial systems, GPR antennas are mounted on a

wheeled platform which is traversed over the area of interest) to the soil surface. Whilst
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GPR techniques produce useful subsurface images it is a labour intensive technique which

makes surveying large areas difficult. In addition, the need to have the radar system close

to the ground means that areas that are difficult to access (for reasons such as the presence

of unexploded ordnance (UXO) or very remote areas) are impractical to image.

Considerable benefits could be obtained by using air or spaceborne SAR systems to

identify and map subsurface features; such SAR systems routinely survey very large areas

and the remote nature of the sensing means that most areas are easily accessed. The VB-

SAR technique (developed by [1]) offers the possibility of using such SAR systems to

detect and locate buried features and targets.

VB-SAR proposes a novel application of DInSAR that allows for discrimination of

surface and subsurface features in SAR images. The scheme operates by examining sets

of DInSAR images that span changes in Mv (volumetric soil moisture content). In this

situation, subsurface features will show a change in phase response over the series of

images (due to the changing electrical properties of the soil), but surface features will not.

This difference allows subsurface scatterers to be separated from surface scatterers; the

subsurface features appearing at their correct depths and the surface return appearing at

zero depth. In addition, targets at different depths within the soil volume experiencing

soil moisture changes will be correctly resolved at their different depths.

3.5.2 VB-SAR Theory

As shown in Section 3.2.2.2, the range resolution of a SAR system is linked to the band-

width of the radar pulse. The VB-SAR technique, introduced in [1] demonstrates a

method that utilises the variation in electrical properties of a given soil as its moisture

content varies to synthesise a very large bandwidth, giving a very high subsurface range

resolution. During initial development this technique was also known as “Zero Bandwidth
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SAR” (ZB-SAR), but this name is no longer used.

For a wave propagating through a soil with a complex dielectric constant (ε = εr +εi)

to a given depth, z, the following equation describes the wave ([92]).

S(z) = S0exp(−α)exp(− jβ z) (3.38)

Where S0 represents the wave at zero depth, α is the attenuation constant and β is the

phase constant, which is given by:

β = k
√
|ε|cos(

δ

2
) (3.39)

Where k is the wavenumber (= 2π f
c ), |ε|=

√
ε2

i + ε2
r and δ = tan−1 εi

εr
.

Using the soil model provided by [17], it is possible to show that εi is very small for

sandy soils, which in turn means that cos(δ

2 ) will always be approximately 1 and |ε| will

be approximately εr. This in turn allows β to be simplified to:

β =
2π

c
fR
√

εr (3.40)

εr of a given soil is strongly dependent on the moisture content of the soil ([17], [20]).

If the same scene was to be observed at two different times, it is highly likely that the soil

moisture content (SMC), and hence εr, will have changed. In this case Equation 3.40 can

be rewritten to;

β =
2π

c
fR∆
√

εr (3.41)

Where ∆
√

εr is the change in soil refractive index between the two observations. This

shows that a change in soil dielectric is equivalent to a change in the real frequency ( fr

of the radar system. This implies that by repeatedly imaging the same area whilst the soil
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Figure 3.16: Simulation of real frequencies of 4GHz and 10GHz generating virtual band-
widths in a sandy soil during an SMC change (95% sand, 5% clay). ([1])

moisture is changing (drying out after rainfall, for instance) a virtual bandwidth, Bv can

be created, given by;

Bv = fR∆
√

εr (3.42)

The fact that ∆
√

εr is a multiplicative term in Equation 3.42 and the fact that εr of a given

soil is strongly dependant on soil moisture content means that relatively small changes in

soil moisture can generate very large virtual bandwidths.

Figure 3.16 demonstrates how an SMC change from 20% to 5% causes a real fre-

quency of 4GHz to have a virtual bandwidth of 6.40GHz over that soil moisture change

and a real frequency of 10GHz to have a virtual bandwidth of 13.72GHz over the same

moisture change.

These virtual bandwidths can be placed in a slightly modified version of Equation 3.5
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to show that a virtual bandwidth can provide a subsurface resolution (Resv) given by

Resv =
c

2Bv
(3.43)

In the two examples in Figure 30 this equation gives a resolution of 2.3cm and 1.1cm.

This gives a vast improvement over typical spaceborne SAR range resolutions (which are

typically on the metre scale) and allows sub-wavelength resolution for subsurface targets.

Returning to consider phase, and recalling from Equation 3.40 that β is given by:

β = k
√

εr (3.44)

It can be seen that the phase change, δφ , caused by the change in SMC is given by:

δφ = 2kd(
√

εrm−
√

εrn) (3.45)

Where
√

εrm is the soil refractive index at time m,
√

εrn is the soil refractive index

at time n, d is the vertical thickness of the wet layer and the factor of 2 accounts for the

two-way path through the soil volume.

[93] examine the effects of incidence angle on the phase change during changes in

SMC. Firstly, they take into account the incidence angle, i, without considering refraction

at the air/soil boundary. This gives the following equation:

δφ =
2kd
cos i

(
√

εrm−
√

εrn) (3.46)

Considering refraction at the air/soil boundary, the following equation for phase change
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is found:

δφ =
2kd
cos i

(√
εrm

cos tm
−
√

εrn

cos tn

)
(3.47)

Where tm and tn are angles of transmission at times m and n, respectively, and are

given via Snell’s law:

tx = sin−1
[

sini√
εx

]
(3.48)

[93] shows that when the effects of refraction are taken into account, the phase change

seen over an SMC variation is almost independent of incidence angle (over the range 0°

to 60°). A noticeable difference in phase changes is shown at low soil moisture levels

between the 0° and 30° cases, but the magnitude of this difference is massively reduced

compared to a simulation which ignores the effects of refraction.

In summary, VB-SAR theory states that by transmitting a real bandwidth into a soil

that is experiencing a change in moisture content (and hence a change in dielectric con-

stant) a range of virtual frequencies will be generated, forming a virtual bandwidth. Be-

cause the dielectric properties of a given soil are strongly dependent on the SMC very

large virtual bandwidths can be created, giving very high subsurface resolutions.

3.5.3 VB-SAR Processing Flow

During the following discussions on VB-SAR processing, the following terms shall be

used:

1) Phase history: In VB-SAR parlance, “phase history” refers to the phase trend of a

given target or pixel over a change in SMC.

2) Amplitude history: Similarly, “amplitude history” refers to the amplitude trend of



88 CHAPTER 3. REVIEW OF RADAR PROCESSING TECHNIQUES

a given target or pixel over a change in SMC.

3) Complex history: The combined amplitude and phase history of a given target or

pixel.

As previously discussed in Section 3.5.2, the basic principle of VB-SAR is to use the

complex phase and amplitude history of a pixel (which contains a buried object) generated

by a change in SMC to produce a high resolution image of that buried target. In order

to generate this image correctly, the complex history must be sampled over a linear SMC

change in order to generate a linearly sampled virtual bandwidth. The use of SMC directly

rather than soil refractive index is valid as the soil models show that the refractive index

of a given soil is almost linear over reasonable soil moisture changes.

Unfortunately, the chances of the SMC change being linear over a series of InSAR

acquisitions are minimal, therefore it is necessary to resample the complex history using

interpolation between scans. This requires knowledge of the SMC in each InSAR image,

which can either be obtained from in-situ measurements, estimated from the SAR images

themselves using one of the methods in the published literature ([29], [94]) or obtained

from other remote sensing sources [28] as discussed in more detail in Section 2.4.

After this resampling the complex history is passed through an FFT in order to form

a depth profile of the subsurface below the selected ground pixel. This process of resam-

pling and passing through an FFT can be repeated over the entire radar scene in order to

produce a full 3-D view of the subsurface volume below the radar scene. Depending on

the distribution of soil moisture within the SAR scene it may be possible to use the same

SMC history for every pixel or more localised SMC histories may need to be measured.

Using an inaccurate SMC history for a given pixel would distort the subsurface depth

profile produced for that pixel.

The depth profiles produced in this manner lack any absolute depth information. In

order to apply the correct depth scale to such a VB-SAR image the unambiguous range
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generated by the virtual bandwidth must be considered.

In order to calculate this depth scale, recall that the unambiguous range of a linear FM

radar operating in free space is given by

Runambig =
c

2 fstep
(3.49)

Where Runambig is the unambiguous range, c is the speed of light in a vacuum and fstep

is the frequency step between adjacent frequencies in the transmitted chirp.

In the VB-SAR process, as for conventional SAR, the output of the FFT represents the

entire unambiguous range. From this it follows that the range represented by each FFT

bin is

RFFT bin =
Runambig

nFFT
(3.50)

Where RFFT bin is the range represented by each FFT Bin and nFFT is the number of

bins in the FFT.

Runambig must also be calculated, and for VB-SAR this is done in the following man-

ner. Firstly, the total virtual bandwidth is calculated using Equation 3.42, the SMC in

the first and last images and the soil model presented by [17]. Next, the virtual frequency

step is calculated by dividing the virtual bandwidth by the number of images in the dataset

passed to the VB-SAR routine. Finally, this virtual frequency step, fvstep is used to calcu-

late the unambiguous range via

Runambig =
c

2 fvstep
(3.51)

However, this equation for unambiguous range assumes propagation within free space.

As VB-SAR operates within a soil having a refractive index 6= 1 this FFT bin equation
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must be modified to:

RFFT bin =
Runambignav

nFFT
(3.52)

Where nav is the average refractive index of the soil over the phase history and can be

calculated using the soil model presented by [17].

Note that this value for RFFT bin is only ever an approximation as the refractive index

of the soil changes over the drying process. In addition, the real RFFT bin will vary between

columns unless the intial wetting and subsequent drying processes are perfectly uniform.

Once RFFT bin has been calculated placing a depth scale on the depth profile produced

by VB-SAR is a simple exercise.

It is possible to perform VB-SAR using only the phase history of pixels as well as

the complex pixel history. However, in order to create an accurate image the amplitude

histories must also be included so that the surface return and the returns from any buried

features are scaled in amplitude appropriately.

3.5.4 Practical VB-SAR Processor Implementation

A VB-SAR processor has been implemented within a MATLAB function which performs

VB-SAR on one pixel within the source image each time it is called. The overall process-

ing flow of the VB-SAR function as implmented is shown in Figure 3.17. As with the

TP processor implemented as part of this project, the VB-SAR processor was designed to

be as flexible as possible and configurable by various parameters passed to it via the call-

ing function. These parameters are listed in Table 3.4. The application of this VB-SAR

processor to an actual dataset is described in Chapter 5.

The function uses four data sets to perform VB-SAR; the time each scan was taken, a

reference phase trend from a buried trihedral (used to calculate SMC), the complex history

for the TP pixel in question and the complex correction factor (the phase and amplitude
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Figure 3.17: Flowchart of the implemented VB-SAR processing function
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Parameter Description
use ampls Toggle whether to feed both phases and

amplitudes to FFT or just phase to the
FFT

FFT length FFT length to use
do hamming Toggle application of hamming window

to the data being fed to the FFT
added water Amount of water added to soil volume

[ml]
depth start Depth to start output [cm in air]
depth spacing Distance between samples in output [cm

in air]
depth finish Depth to finish output [cm in air]
start scan Number of scan in DInSAR stack to start

VB-SAR processing at
stop scan Number of scan in DInSAR stack to stop

VB-SAR processing at
do dc sub Toggle whether DC removal
do time correc Toggle whether extrapolation through pe-

riods of non-sampling
centre freq Centre real frequency of input pixel data,

used to calculate refractive indices and
virtual frequencies in use

phase moisture relationship Relationship between phase response and
water change, [°/ml]

soil clay Clay content of soil [%]
soil sand Sand content of soil [%]

Table 3.4: Control parameters implemented in the MATLAB VB-SAR processing func-
tion.
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Parameter Description
scan timings Vector of scan timings, in seconds with

initial scan set to zero
reference phase trend Corrected and unwrapped phase trend ex-

tracted from a buried reference trihedral;
used to derive a moisture history for the
data pixel

pixel data Complex value history for the pixel to be
used as the data source for VB-SAR.

correction.phase Phase history for a reference trihedral (or
cross talk) pixel to be used to correct
pixel data

correction.ampl Amplitude history for a reference trihe-
dral (or cross talk) pixel to be used to cor-
rect pixel data

Table 3.5: Data inputs to the VB-SAR processor.

Parameter Description
fft output VB-SAR depth profile for the pixel of in-

terest
fftbin depth Depth each output fft bin represents. Cal-

culated to take into account the average
refractive index of the soil [m]

unambig range Unambiguous range in free space result-
ing from the virtual bandwidth [m]

delta f Virtual frequency step size
VB res Resolution resulting from virtual band-

width (does not take into account soil re-
fractive index) [m]

VB Virtual bandwith [Hz]
n start Refractive index of the soil at the start of

the data set
n stop Refractive index of the soil at the end of

the data set
n av Average refractive index of the soil over

the data set
f start Start virtual frequency
f stop Stop virtual frequency

Table 3.6: Outputs produced by the VB-SAR processor.
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history of either a surface reference trihedral or the antenna cross talk), as listed in Table

3.5.

The function is also fed a structure of parameters that control the operation of the

processor, including the FFT length to use, whether to use the pixel amplitude history as

well as the pixel phase history and whether to apply a hamming window to the pixel data.

These parameters are listed in Table 3.6.

The first stage in the process is to correct the pixel history. This includes phase un-

wrapping (necessary as otherwise phase ambiguities may be erroneously resampled to

very rapid phase changes during the resampling processes) and amplitude and phase cor-

rections using the complex correction factor to remove variations induced by variations

in the radar system over the course of the VB-SAR acquisition.

Once the pixel history has been corrected, the pixel history and reference phase his-

tory must be resampled to a linear time base. Ideally this is unnecessary as the critical

resampling in VB-SAR processing is to obtain a linear soil moisture step.

However, periods of non-sampling or irregular sampling may create errors that need

to be corrected. If during a period of non-sampling the phase has changed by less than

2π between adjacent samples then temporal resampling alone will approximately fix (via

linear interpolation) the error.

If, on the other hand, the phase changes by more than 2π between samples then tem-

poral resampling itself cannot correct the error (as there is an additional phase wrapping

ambiguity introduced), and the first phase unwrapping may also fail to correct this ambi-

guity. In this case, it is necessary to correct the error using the phase trend (in °/unit time)

adjacent to the error. The automation of this process (identification and correction of such

errors) is simplified if the sampling is evenly spaced in time.

Next, the reference phase history extracted from the buried trihedral is used to create

a moisture history. This involves applying the moisture/phase relationship derived during
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the wetting period to the difference in phase at each scan relative to the phase in a ref-

erence scan where the water content was precisely known (in reality, either the reference

dry soil scan taken before the start of water addition or a scan in the wetting period). If

SMC information is available, this step can be bypassed.

Considering laboratory experimentation, using the wettest scan’s phase as a reference

may introduce uncertainty; it has to be assumed that the soil moisture content in that

wettest scan was uniform and simply the total water added during the experiment divided

by the volume of wet soil above the trihedral. This assumption is flawed, as some water

will have inevitably escaped this defined volume.

The dry scan presents a much better reference as it is simply the difference in the

reference phase between the dry scan and the scan under consideration that drives the

moisture calculation. This process generates an estimate of the moisture content of the

soil above the target at each scan which is later used to apply a depth scale to the VB-SAR

output.

In order to linearise the moisture sampling, MATLAB’s interp() function is used

to linearise the temporally resampled and corrected phase and amplitude histories of the

pixel being processed using the linear moisture vector as the query points and the moisture

content estimate as the sample points.

The (artificially generated) reference linear moisture history is then passed to a func-

tion that implements the dielectric model presented by [17] in order to calculate the soil

refractive index which is needed to generate the depth scale as discussed in Section 3.5.3

Finally, the outputs (the pixel’s phase and amplitude histories) of this resampling are

placed back into complex form, hamming weighted if specified by the function call and

fed into an FFT of the length specified in the function call.

The function will return the output of this FFT (which is the VB-SAR depth profile)

and a list of VB-SAR parameters including virtual bandwidth, the theoretical VB-SAR
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range resolution and the depth per FFT bin. From these parameters the calling script can

easily apply a depth scale to the produced VB-SAR depth profile. Implementing the VB-

SAR processor as a function ensures maximum flexibility; it is trivial to apply it to single

pixels or entire images.

3.6 Summary

This chapter has presented a brief overview of several radar techniques and detailed the

implementation of those chosen for use during this work.

This chapter started with a presentation of the SAR technique. The background the-

ory of the process was discussed, along with some limitations of the method. Next, the

mathematical basis of the processing algorithm used in this work was presented. Finally,

key parameters of current and historic spaceborne SAR systems were presented.

Following this the extraction of meaningful phase information from SAR was con-

sidered. Both InSAR and DInSAR methods were discussed, along with the acquisition

requirements of both methods.

Next, the TP technique was described. This is also a process that makes use of syn-

thetic aperture techniques, but has the key benefit (for this work) over SAR of maintaining

a constant incidence angle across a radar scene. In addition, that incidence angle can be

varied at process time, rather than requiring multiple data collections. The TP algorithm

itself was explained and the MATLAB implementation of the process produced during

this work was also detailed.

Finally, the VB-SAR subsurface imaging technique which is the focus of this work

was presented. This technique offers the ability to acquire high resolution subsurface

radar images using remote sensing techniques, as opposed to the current subsurface radar

systems that are required to be in close proximity to the area of interest. The theoretical
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background of the method was first presented, and then the MATLAB implementation of

a practical VB-SAR processor was described.
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Chapter 4

Subsurface and VB-SAR Simulation

4.1 Introduction

This chapter presents the simulations carried out as part of this work. These simulations

were designed to test several key assumptions and features of the VB-SAR imaging pro-

cess before proceeding to the laboratory based experimentation.

Firstly, a brief review of the soil models used is presented. These models are used

by all the subsurface simulations presented here to predict the electrical properties of a

particular soil containing a certain amount of water.

Next, a simple ray tracing simulation scheme is shown. This simulation used Snell’s

law to calculate the electrical path length through the soil to a buried target. By altering

the distribution of water in the soil above a buried target it is possible to show whether the

distribution of soil moisture is likely to affect the VB-SAR process.

Following this, Fresnel’s equations are applied to simulate the reflectively of moist

soils. This enabled predictions to be made about which polarisation scheme is likely to

give the best subsurface images.

After these relatively simplistic simulations a more representative subsurface radar

99
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simulator is discussed and presented. This simulator extended an existing SAR simulator

to be able to handle subsurface targets, again using the soil models previously presented.

This simulator is capable of emulating both an along track radar system (as used for the

TP scheme) and a side looking radar system (as would be used in a real-world application

of VB-SAR).

The subsurface radar simulator is then demonstrated. An example scene is constructed

containing both surface and subsurface targets and both the TP processor and an existing

backprojection imager are used to verify that the simulator is working as expected.

Finally, the VB-SAR scheme is tested using the simulated radar data. Several key

features of VB-SAR are tested, namely;

1. The ability of the VB-SAR imaging scheme to enhance the subsurface resolution

above that given by the original radar images

2. The effect varying the incidence angle of the radar wave has on VB-SAR is explored

3. The real frequency independence of the VB-SAR process is explored

4. The ability of the VB-SAR scheme to resolve buried targets buried at different

depths in the same subsurface column is demonstrated

4.2 Review of Soil Modelling Techniques

4.2.1 Modelling of Electrical Properties of Soil

As perviously discussed in Chapter 2, the electrical properties of soil are strongly related

to the texture of the soil, the moisture content of the soil and the radar frequency in use.

Within the published literature, there are many different models and formulae that attempt

to represent these dependencies.
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For this work, three different soil models were selected from the literature, imple-

mented in MATLAB and compared. All three models aim to calculate the complex di-

electric constant of moist soil, but the three models have different ranges of validity and

inputs. The three models chosen were taken from [17], [19] and [20].

[17] presents an empirical model that uses the sand and clay content of the soil under

consideration to characterise its texture. The equations presented use the two texture

parameters, along with moisture content and coefficients calculated for set frequencies

(1.4GHz and 2 to 18GHz in steps of 2GHz) to fit the equation to the measured data. This

limits the application of the model to fixed frequencies, but the model itself is very easy

to implement and is very flexible as it can be applied to any soil texture. In addition,

interpolation can be used to apply the model to intermediate frequencies.

[19] takes a different approach to soil modelling. Rather than defining coefficients

for a set range of frequencies, coefficients for different soil textures at particular frequen-

cies are given and there is emphasis on modelling the Debye dielectric relaxation (the

time required for dipolar molecules within a material to reorientate themselves after an

alternating electric field is applied to the material) processes within the soil rather than

measuring dielectric constants and fitting equations to those measurements. This model

is somewhat limited in application as it is only directly applicable to certain soils at certain

frequencies, though again it is possible to use interpolation to allow for other frequencies.

[20] expands the model of [19] by using the texture of the soil (characterised by clay

content in this case) to calculate the coefficients the model uses to derive the dielectric

properties of the soil. Whilst this is a limited representation of textures it does allow

greater flexibility than the model presented by [19] which was strictly limited to the se-

lected soils studied in that paper. As per the previous models, frequency choice is limited

without interpolation.

Figure 4.1 shows the refractive index (which is the square root of the magnitude of the
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Figure 4.1: Comparison of the three different soil models at 4GHz in a soil of 5.02% sand,
47.38% clay (referred to as Field 5 soil in the papers). Plotted over 0-20% moisture.

complex dielectric constant at a given frequency) calculated by the three models at 4GHz

in a standard soil. The results align well with each other as can be seen; although this is

only a test of one soil type at one frequency the plotting code can be very easily modified

to check the model’s relative performance in other situations as necessary.

For the simulations presented here to explore the general behaviour of the VB-SAR

imaging scheme the absolute accuracy of the soil models relative to real soil is not critical.

However, during actual VB-SAR imaging an accurate soil model is important as accurate

reconstruction of soil dielectric constant from SMC measurements is necessary to obtain

an accurate sub surface depth scale. One possible method of overcoming this could be

to seed the VB-SAR scene with buried targets at known depths, then apply a depth scale

such that the known targets appear at the correct depth in the VB-SAR depth profiles.

However, this may not be feasible for VB-SAR imaging of large or inaccessible areas and
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it assumes that the SMC is uniform across the imaging scene.

For the simulations and VB-SAR processing performed as part of this work it was

decided to use the Hallikainen model. This choice was made due to the flexibility of the

model and the ease of implementation. The model proposed by Hallikainen is very simple

to implement, consisting of a single polynomial of the following form:

εc = (a0 +a1S+a2C)+(b0 +b1S+b2C)mv +(c0 + c1S+ c2C)m2
v (4.1)

Where εc is either the real or imaginary part of the complex dielectric constant, S is

the percentage of sand in the soil, C is the percentage of clay, mv is the volumetric water

content of the soil and a0, a1, a2, b0, b1, b2, c0, c1 and c2 are coefficients which vary with

frequency, soil texture and whether the real (εr) or imaginary (εi) part of the complex

dielectric constant is under consideration.

Although only certain frequencies are listed in the table of coefficients it is possible to

estimate the complex dielectric constant at other frequencies by calculating (εi) and (εr)

at two frequencies either side of the frequency of interest and applying interpolation.

4.3 Application of Ray Tracing Models to TP

Using the model presented by [17], simple simulations were run. A soil volume consisting

of multiple layers of soil with different SMCs or soil textures above a buried target was

considered, and the path of a radar wave down to the depth of that target was modelled in

the following manner.

For a radar wave interacting with the soil surface at a given angle of incidence the an-

gle of refraction was calculated using the dielectric constant calculated by the soil model.

This angle of refraction was used to calculate the physical path length of the wave through
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the first layer of soil and the angle of refraction became the angle of incidence with the

next soil layer; this process was repeated for each layer until the target was reached. The

electrical path length to the target was calculated by summing the electrical path length in

each layer together,

In each different scenario every possible layer ordering was simulated; this thorough-

ness was ensured by using MATLABs perms() function to generate the list of layer order-

ings to simulate.

Two key simplifications were made; a fixed point of entry with the soil was used (and

hence variable platform and target points rather than the more realistic case of fixed plat-

form and target points with a varying point of refraction as soil moisture varies), and the

interface between the soil and air was modelled as being ideal (smooth) instead of con-

sidering the more realistic rough surface of soil. In reality, surface roughness modifies the

amount of backscatter seen by a radar from a given soil surface. In the case of a mono-

static radar system, rougher soil surfaces generally present stronger backscatter from a

given soil (smooth surfaces giving a more specular reflection of radar energy away from

the radar system). However, the difference between rough and smooth varies over inci-

dence angle and frequency; near nadir the smooth surface can give stronger backscattering

[10].

By stacking multiple layers above one another and calculating the electrical path

length to a particular depth it was possible to explore the effects of different moisture

and soil texture combinations on a buried target.

It was found that the distribution of water above a buried target will not significantly

alter the phase response of the target as long as the total water content above the target is

constant. The method used to explore this was to set up a vector containing the moisture

content in each layer and use MATLABs perms() function to produce all possible order-

ings of the layers. A two permutation representation of this simulation is shown in the
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Figure 4.2: Conceptual sketches of the soil volume simulations performed. “S” in the
sketches refers to sand, “C” refers to clay.
Top: Two permutations of the water distribution simulation. (angle of incidence) is held
constant whilst the horizontal displacement and electrical path length through the soil
are measured (variation in horizontal displacement and effect of refraction grossly ex-
aggerated for clarity). In this simulation all layers were modelled as having 100% sand
content.
Bottom: Two permutations of the soil texture arrangement simulation. (angle of in-
cidence) is held constant whilst the horizontal displacement and electrical path length
through the soil are measured (variation in horizontal displacement and effect of refrac-
tion grossly exaggerated for clarity)
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upper part of Figure 4.2.

This simulation showed that the path length variation for different orderings was min-

imal. For example, given a target buried at 20cm, under 5 distinct layers of soil comprised

of 100% sand with 0, 5, 10, 15 and 20% moisture illuminated at a 20° incidence angle

the phase variation was 0.0°. This result agrees with the prediction made by [93] that the

moisture distribution above the target is not significant for VB-SAR, it is only the total

amount of moisture that is significant.

In addition, the effect of different soil texture arrangements above the target was ex-

plored. This script took in a sand content for each layer (the number of layers being 5),

held the SMC within each layer at a fixed value (so that the soil textures moved but the

moisture did not) and evaluated the phase response of the target under each arrangement

of soil textures. A two permutation subset of this simulation is illustrated in the lower part

of Figure 4.2.

Again, the phase variation was found to be minimal. For example, a target buried

under 20cm of soil, with 5 layers of soil with sand contents of 0, 20, 40, 60 and 80%

(with the balance being clay) experiences a maximum phase variation over all possible

orderings of sand contents of 3.1° when illuminated by a radar beam with an incidence

angle to the top soil surface of 20°.

4.4 Polarimetric Simulations

The VB-SAR process itself does not have any polarisation dependencies. Therefore,

in theory the only difference in VB-SAR images acquired using different polarisations

should be due to the polarisation dependent response of the buried target (for example,

corner trihedrals have a strong co-polar response but a weak cross-polar response) and

the different amounts of reflection experienced at medium boundaries (e.g. air/soil, dry
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soil/wet soil).

The reflection losses and transmissivites at a plane boundary between two materials

can be easily approximated using the Fresnel coefficients. These can be calculated using

the refractive indices of the materials on each side of the boundary, as shown in Equations

4.2 and 4.3 (reflectivities), and Equations 4.4 and 4.5 [95]. These equations are the general

case for media that may not be non-magnetic (such as certain soils containing iron-bearing

compounds).

rp =
( n1

µ1
)cosθt− ( n2

µ2
)cosθi

( n1
µ1
)cosθt +( n2

µ2
)cosθi

(4.2)

rs =
( n1

µ1
)cosθi− ( n2

µ2
)cosθt

( n1
µ1
)cosθi +( n2

µ2
)cosθt

(4.3)

tp =
2( n1

µ1
)cosθi

( n1
µ1
)cosθt +( n2

µ2
)cosθi

(4.4)

ts =
2( n1

µ1
)cosθi

( n1
µ1
)cosθi +( n2

µ2
)cosθt

(4.5)

Where n1 and n2 are the refractive indices of the two materials, µ1 and µ2 are the per-

meabilities of the two materials, θi is the incidence angle and θt is the transmission angle.

For the non-magnetic soils under consideration here µ1 and µ2 are set as the permeability

of free space (4π ∗107 H/m).

However, for radar purposes it is the intensity reflectivity (Rs and Rp) and transmis-

sivities (Ts and Tp) that are of interest. These are given by;

Rp = |rp|2 (4.6)
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Rs = |rs|2 (4.7)

Tp = 1−Rp (4.8)

Ts = 1−Rs (4.9)

It is clear that these parameters would depend on two things in a typical VB-SAR

scenario; the refractive index of the soil and the incidence angle. The incidence angle

is simply related to the imaging geometry of the radar system which varies across the

imaging scene in the case of a side-looking SAR (or is set by the reconstruction angle

chosen in the case of TP) and the refractive index of the soil is governed by the frequency

in use (set by the radar system), the soil moisture and the soil texture. From this, it became

clear that a simulation across a range of incidence angles, soil moistures and polarisations

was warranted.

The results of running this simulation are shown in Figure 4.3. The incidence angles

chosen correspond to the range over which Sentinel-1’s Interferometric Wide-swath mode

(IW) [3, 96] operates. IW mode is the normal observation mode for Sentinel-1. The upper

part of Figure 4.3 shows the transmission intensity travelling into the soil from the air and

the lower part of Figure 4.3 shows the transmission intensity for the return path from the

soil through the air to the radar platform. As can be seen, the V polarisation sees better

transmission through the boundary in both directions.

In addition, Figure 4.4 shows the combined transmission intensity for the round trip

between the platforms transmit antenna and receive antenna. This appears to show that

VV is the optimal polarisation combination to ensure maximum combined transmission
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Figure 4.3: One way simulations of transmission intensities for 100% sand.
Top: Simulation of transmission intensity from air into soil in both V and H polarisations.
Colours denote soil moisture consistently across polarisations.
Bottom: Simulation of transmission intensity from soil into air in both V and H polarisa-
tions. Colours denote soil moisture consistently across polarisations.
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Figure 4.4: Two way simulations of transmission intensities for 100% sand.
Top: Simulation of 2 way transmission intensity in both VV and HH polarisations.
Colours denote soil moisture consistently across polarisations.
Bottom:Simulation of 2 way transmission intensity in both VH and HV polarisations.
Colours denote soil moisture consistently across polarisations.
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across the air/soil boundary and that in the crosspolarisation case, the VH polarisation is

superior to HV for a given SMC and incidence angle.

However, VH being superior to HV would violate polarimetric reciprocity, which

holds that the observations in HV and VH should be equal [97]. [98] state that this is

due to the Fresnel coefficients being defined for plane waves, which assumes an infinite

surface, and the correct solution can be found using the Huygens-Fresnel principle. This

would be beyond the scope of this work, and it is suggested that this could be investigated

during future work, either during further simulation or experimentally.

4.5 SAR Simulation

Once the simple ray tracing models had drawn to a close, work started on a more real-

istic model, one that simulates a realistic imaging process using subsurface targets. [52]

present a SAR simulator that is implemented in MATLAB.

The simulator presented by [52] is a relatively simple freespace simulator that cal-

culates the pathlength to each target at each radar position. It then works out the phase

that this corresponds to at each frequency within the transmitted pulse before passing the

computed data to the backprojection algorithm also described by [52]. This simulator

code formed the basis of the SAR simulator formulated as part of this project which was

then heavily modified to be applicable to subsurface radar simulation.

4.5.1 The SAR Simulator

The original simulator presented by [52] used a circular flight path, with each antenna

point being described by a 3-D position, (Antx, Anty, Antz). This makes it possible to

describe any series of antenna positions during a radar data collection scan, for this work
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the flight path was always linear.

The original simulator assumed monostatic operation, so the radar path length, R to a

single target from a particular antenna position was calculated via:

R = 2∗
√

(Antx−Targx)2 +(Anty−Targy)2 +(Antz−Targz)2 (4.10)

Where, similar to the antenna case, (Targx, Targy, Targz) describes the position of a single

point target.

The phase history of that pulse at a single frequency point is then calculated via

Ae−2iπR f (4.11)

Where A is the amplitude of the particular target and f is the frequency (in Hz) under

consideration.

Should more than one point target be present in the scene the phase history at a single

antenna position for a given frequency is calculated via

Rn

∑
R=R1

Ae−2iπR f (4.12)

Where R1,R2,R3, ...Rn are the ranges to each point target in the radar scene. This complex

value is then stored as the first frequency response of the radar scene at that antenna

position, the process being repeated for each frequency point in the radar pulse at that

point. The simulator then moves onto the next values of [Antx, Anty, Antz] and repeats this

process until the entire radar scan is complete.

The antenna separation of the radar system used for this study is just under a tenth

of the distance from the antennas. In order to make the simulation more representative

of the radar system used the simulator was modified to operate in bistatic mode, with the
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transmit and receive antenna positions being separately defined by [T xx, T xy, T xz] and

[Rxx, Rxy, Rxz] respectively. The transmit and receive path lengths are than calculated

separately before being summed and then used to calculate the total radar path length to

and from each target as:

RT x =
√

(T xx−Targx)2 +(T xy−Targy)2 +(T xz−Targz)2 (4.13)

RRx =
√
(Rxx−Targx)2 +(Rxy−Targy)2 +(Rxz−Targz)2 (4.14)

R = RT x +RRx (4.15)

The phase histories were then calculated as before using Equation 4.12.

More significant were the modifications needed to allow simulation of subsurface tar-

gets. These involved splitting the path phase calculation into two parts; the above surface

path (through air) and the sub surface path (through the soil) as illustrated in Figure 4.5.

In a simulated radar scene, the locations of the radar platform and the (buried) target(s)

are known; the refraction point (where the radar wave enters the soil) on the soil surface

is unknown and this must be calculated for the path lengths to be calculated correctly.

The solution to this involves applying Snell’s law, but not in its ”classic” form shown in

Equation 4.16, where the point of refraction is fixed.

sinθ1

sinθ2
=

n2

n1
(4.16)

In order to perform this simulation a method must be found to calculate the point

of refraction, given knowledge of the antenna’s position, the target’s position and the

dielectric properties of the two mediums (in the case of the subsurface simulator, the two
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Figure 4.5: Simplified (monostatic 2-D) overview of the SAR simulator modified for sub-
surface radar simulation. The point of refraction on the surface is related to the properties
of the soil, the radar frequency and the relative positions of the radar platform and target.

mediums are air and soil).

[99] present a method of solving for the refraction point which is attractive for im-

plementation in MATLAB. By presenting the problem as a quartic polynomial it is pos-

sible to calculate solutions using MATLAB’s roots() function, which is a rapid process.

However, upon implementing this method an error in the paper was discovered; results

obtained from this paper using both the quartic and Ferrari methods are consistent but

both fail the consistency check of being substituted back into Snell’s law in its classic

form. The Authors were contacted regarding this discrepancy and an error in the paper

was confirmed but a solution was not forthcoming.

[100] present an alternative method of solving for the point of refraction (the point

on the ground at which the ray enters the ground on the way to the target, denoted as

(Re f racx,0)) in a 2-D scenario (x-y plane) at the surface of a single layer of soil when

all other variables (position of target (Targx,Targy), position of platform (Antx,Anty), re-
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Figure 4.6: Single layer Snell’s law situation solved by Dziewierz and Gachagan. By
definition, Re f racy (depth of soil surface) is 0

fractive index of first layer (n1) and refractive index of second layer(n2)) are known. This

situation is shown in Figure 4.6. Note that this is only a 2-D solver, not suitable for

sidelooking radar simulation but adequate for along track (TP style) imaging.

The significant equation derived within the paper is

((Re f racx−Antx)/
√

(Re f racx−Antx)2 +Ant2
y )

((Targx−Re f racx)/
√
(Targx−Re f racx)2 +Targ2

y)
=

v1

v2
(4.17)

Where v1 and v2 are the speeds of light in the first and second layers. By noting that

n1 =
c
v1

(4.18)

and

n2 =
c
v2

(4.19)
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it is possible to rearrange this equation to the following form, so it can be used with

the output (refractive index) of a soil model and the refractive index of air.

((Re f racx−Antx)/
√

(Re f racx−Antx)2 +Ant2
y )

((Targx−Re f racx)/
√

(Targx−Re f racx)2 +Targ2
y)

=
n2

n1
(4.20)

The only issues with this model are that it does not work with more than one soil

layer (though, as shown later, it can be modified to solve for two soil layers in some

situations) and that it is a double-quadratic equation which is somewhat slow to solve

directly within MATLAB. [100] do present optimised C-code to solve it more efficiently;

within MATLAB the solve() function can handle it but this is very slow, particularly when

it is considered that this must be solved at least once for each position of the radar (ideally

it will be solved at each frequency too when using a frequency dependent soil model),

and if a sequence of scenes containing varying SMC is to be simulated (as is needed

to test VB-SAR) there will be a different set of solutions for each image. Therefore,

implementing Equation 4.20 directly would result in an impractically slow simulation.

Solving this equation directly gives a range of possible values for Re f racx, with only

one being the correct solution. This correct solution can be selected by discarding the

complex results and selecting the result that shows Re f racx lying between the platform

(Antx) and target (Targx) positions. By noting that only one plausible (real and in a fea-

sible position relative to the platform and target) solution exists and rearranging Equation

4.20 to

((Re f racx−Antx)/
√
(Re f racx−Antx)2 +Ant2

y )

((Targx−Re f racx)/
√

(Targx−Re f racx)2 +Targ2
y)
− n2

n1
= 0 (4.21)

it is possible to solve for the point of refraction very quickly. To solve, a vector of

possible values of Re f racx is assembled; these values are simply a range of real values
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between Antx (the platform’s x-position) and Targx (the target’s x-position) equally spaced

by an arbitrarily set ”precision” parameter (this can be set to on the order of 0.1mm

and simulation speed remains reasonable). Equation 4.21 is then evaluated at all these

positions using vectorised code (a very rapid operation in MATLAB) and the value of

Re f racx that gives the closest to zero result is returned as the correct value of Re f racx.

A flowchart showing the implementation of this algorithm (including the 3-D exten-

sion discussed in the following paragraphs) is shown in Figure 4.7. Note that if the radar

platform is directly above the buried target (nadir case) or if the target is not below the sur-

face no refraction occurs and so the ground coordinates of the target are returned directly,

instead of calculating the ground coordinates of the point of refraction.

Whilst the trough scanner can be thought of as a two dimensional problem with the

targets and antennas existing on the same two dimensional plane, sidelooking SAR is

obviously a three dimensional problem. Fortunately, [100] present a 3-D variation of

their equation. In this, a helper coordinate system is introduced that rotates and translates

the platform, target and point of refraction locations so they lie on the same plane. The

2-D version was used for initial simulation of the trough scanner but the 3-D version was

implemented for the sidelooking simulation presented in Chapter 6, validated against the

2-D version and then used for all simulations.

The helper coordinate system is translated by the vector (Antx,0,Antz) (i.e. the origin

of the helper system is set to lie on the plane of refraction directly below the platform) and

rotated by α so that the platform, point of refraction and buried target lie on the same 2-D

plane. This allows representation of the radar platform’s position in the helper coordinate

system as

Antxh = 0,Antyh = Anty,Antzh = 0 (4.22)
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and representation of the buried target position in the helper coordinate system as

Targxh =
√
(x2− x1)2 +(z2− z1)2,Targyh = Targy,Targzh = 0 (4.23)

By remembering that the point of refraction on the soil surface in the helper coordinate

system has a height, Re f racyh, which is by definition zero, and the z coordinate is 0 as

the helper system is still a 2-D system, the refraction point is simply represented by

Re f racxh = Re f racxh,Re f racyh = Re f raczh = 0 (4.24)

The solution for Re f racxh (the x-coordinate of the point of refraction in the helper co-

ordinate system) is then found as before, but using the helper coordinates for the antenna

and buried target, by

((Re f racxh−Antxh)/
√
(Re f racxh−Antxh)2 +Ant2

yh)

((Targxh−Re f racxh)/
√

(Targxh−Re f racxh)2 +Targ2
yh)
− n2

n1
= 0 (4.25)

Finally, the helper coordinate system is transformed back to the original coordinate

system, transforming the point of refraction in the helper coordinate system back to the

point of refraction in the original coordinate system via the following 3 equations:

Re f racx = Antx +Re f racxh cosα (4.26)

Re f racy = 0 (4.27)
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Re f racz = Antz +Re f racxh sinα (4.28)

The calculation for the point of refraction is repeated for the transmit and receive

antenna positions, giving a transmit point of refraction (T xxi,T xyi,T xzi) and a receive

point of refraction (Rxxi,Rxyi,Rxzi). These two 3-D coordinates are then passed back to

the SAR simulator which uses them to calculate the above and below ground path lengths

for both the transmit and receive paths (RT xair, RRxair, RT xsoil and RRxsoil) which are used

to calculate the phase data, via the following equations:

RT xair =
√

(T xx−T xxi)2 +(T xy−T xyi)2 +(T xz−T xzi)2 (4.29)

RRxair =
√

(Rxx−Rxxi)2 +(Rxy−Rxyi)2 +(Rxz−Rxzi)2 (4.30)

RT xsoil =
√
(T xxi−Targx)2 +(T xyi−Targy)2 +(T xzi−Targz)2 (4.31)

RRxsoil =
√
(Rxxi−Targx)2 +(Rxyi−Targy)2 +(Rxzi−Targz)2 (4.32)

The two air and two soil path lengths are then summed to give Rair and Rsoil , the total

ranges in air and soil respectively.

From these two path lengths, the phase history of the scene for a given frequency is

calculated using a modified version of Equation 4.12 as follows:

Rn

∑
Rair,Rsoil=R1

Ae−i(Rairkair+Rsoilksoil) (4.33)
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Figure 4.7: Flowchart of the implemented TP algorithm.
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Where kair and ksoil are the wavenumbers in air and soil, respectively, given by:

ksoil =
2π f nsoil

c
(4.34)

kair =
2π f nair

c
(4.35)

Due to the refractive index of the soil being frequency dependent, the calculation of

soil refractive index, point of refraction, the air and soil ranges, and the phase history of

the scene must be repeated at each frequency step in the radar pulse. The modified SAR

simulator uses an interpolated Hallikainen soil model.

In addition to the modifications made to the simulation algorithm, the file output code

was also modified. By including a file header and formatting the simulated radar data in

the same manner as the GB-SAR system does for real data it was possible to pass the

simulated data directly to the same image processing code that would be used for the

real radar data collected as part of the experimental study. This reduced the possibility of

errors, by removing the need to create and maintain two separate sets of image processors.

4.5.2 Two soil layer simulation

[4] identify that small amounts of moisture applied to the top of the soil surface can sit

in a thin layer, rather than uniformly spreading down to the trihedral. This means a three

layer simulation; air, wet layer of soil and dry layer of soil with two unknown points of

refraction to solve for. This situation is illustrated in Figure 4.8.

By representing the problem as a set of two simultaneous equations, similar to the
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Figure 4.8: Twin layer expansion of Dziewerz and Gachagan’s situation. Depth of top
soil surface (yi) is once again set to 0

single layer case:

((xi− x1)/
√

(xi− x1)2 +(yi− y1)2)

((xi2− xi)/
√
(xi2− xi)2 +(yi2− yi)2)

=
n2

n1
(4.36)

And
((xi2− xi)/

√
(xi2− xi)2 +(yi2− yi)2)

((x2− xi2)/
√
(x2− xi2)2 +(y2− yi2)2)

=
n3

n2
(4.37)

It is possible to solve for both points of refraction (xi and xi2), as long as the depth of the

first layer is known or defined as part of the simulation setup.

In a similar fashion to the original (single layer) solver this two layer solver produces a

range of solutions; the correct solution can be selected by discarding the complex results,

ensuring that the solutions for the two points of refraction lie between the platform (x1)

and target (x2) positions and making sure that the selected solution for xi2 lies between
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xi and x2. This extension is solvable within MATLAB using the solve(), though at a

considerable increase in computing expense over the single layer case.

This two layer extension was not used for the simulations presented in the next sec-

tions due to the previous ray tracing simulations showing that the total water content above

the buried target that influences the VB-SAR process, rather than the distribution of the

water. Using the single soil layer model allowed rapid simulations of individual radar

scenes which in turn allowed complete VB-SAR sequences to be simulated in reasonable

time.

4.6 VB-SAR Imaging Simulation

The aim of the simulator was to provide an environment in which various different sce-

narios could be tested, from the very simple initial test of the VB-SAR process involving

high resolution images of a single buried target through to multiple buried targets being

resolved from low resolution images.

The simulator was configured to emulate the setup of the GB-SAR system (see Chap-

ter 5); the two antennas on the platform were set at the correct positions, the movement

of the platform over the course of a scan was matched to the real data and the frequency

pulse was matched to that used during the experimental work detailed in Chapter 5, as

listed in Table 4.1.

4.6.1 Initial Testing

The initial testing of the simulator involved basic functionality tests, checking that the

simulator outputs could be correctly processed by both the SAR and TP image processors

into focused images and buried targets behave as expected. To test this, a simple scene was
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Parameter Value
Bandwidth 2GHz

Centre Frequency 5GHz
Height of antenna cluster 1.59m

Cross range position of antenna 0m
Antenna movement between pulses 0.02m

Number of frequencies per pulse 1601
Total number of pulses 151

Table 4.1: Basic simulator parameters

set up with a few surface targets and a single buried target at 30cm depth. The attenuation

of the soil was ignored and each target was set to a relative amplitude of 1. The output

from the simulator was then fed into the two processors, with each processor using the

full 2GHz of simulated bandwidth, and the results examined.

The SAR and TP outputs are both shown in Figure 4.9. The outputs from both pro-

cessors are as expected; the targets appear at the correct locations and the surface targets

have focused well.

The TP image has a lower cross range resolution due to the smaller synthetic aperture

used to produce each synthesised beam and the outermost surface targets have faded in

the TP image due to the synthetic beamforming process causing the valid imaging region

to be smaller than the total platform movement over the course of the acquisition. The

movement of the point of refraction as the radar antennas moved over the scene has caused

the buried target to noticeably defocus in the SAR processed image.

This scene was resimulated 100 times over a SMC change of 9.6% to 3.5%, each

simulated scan was then also processed by the two imaging processors using all 2GHz of

the simulated real bandwidth.

From these series of high resolution images the isolated phase history of the buried

target could be extracted from both the SAR and TP images. This would be expected to
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Figure 4.9: Simple simulated scene processed at high resolution using the SAR processor
(top) and TP processor (bottom).
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provide an extremely “clean” VB-SAR depth profile with the buried target’s response be-

ing the sole peak as the buried target’s return is completely isolated from other scatterers’

returns in each source image. The two phase histories were then fed into the VB-SAR

processor, in order to produce a VB-SAR depth profile of the buried trihedral. The depth

profiles so produced are shown in Figure 4.10.

As can be seen, the TP derived depth profile looks as expected, a well defined peak at

the correct depth. However, the SAR derived depth profile shows a very slightly deeper

peak response with higher sidelobe levels. At the low SMC levels used during this sim-

ulation the phase shift of the buried target is predicted to be slightly dependent on the

incidence angle of the radar wave with the soil surface [93]. The TP images were pro-

duced at an incidence angle of 0° whereas the SAR process effectively used an incidence

angle which varied during the formation of each image, which caused a slight variation

in the phase response of the buried target over the simulation. This led to the slightly

deeper target response and the higher sidelobes. The effects of incidence angle variation

are studied in more detail in Section 4.6.3.

In a realworld SAR deployment this effect is not predicted to cause significant prob-

lems, as it is only a very slight depth inaccuracy ( 2cm) and higher SMC levels would

tend to reduce the influence of refraction [93].

4.6.2 VB-SAR Range Resolution Enhancement

The initial simulation of VB-SAR using high resolution source images demonstrated that

the VB-SAR processor could produce depth profiles with the buried target placed at the

correct depth. However, one of the promises of VB-SAR is that by acquiring a series of

low range resolution images an improved resolution can be synthesised using the virtual

bandwidth generated by the change in soil properties over the series of source images.
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Figure 4.10: VB-SAR depth profile extracted from the simple simulated scene processed
at high resolution using the SAR processor (blue trace) and TP processor set to an inci-
dence angle of 0° (red trace).

To test this, the same simulated radar scans as used for the previous VB-SAR simu-

lation were reprocessed using the TP processor at a range resolution of 1m (low enough

to ensure that the returns from the buried targets and the surface target directly above it

merged together) by only using the first 150MHz of the simulated file. The result of this

limited bandwidth processing on the first simulated scene in the sequence is shown in

Figure 4.11. This clearly shows that the surface and buried target’s returns have merged

together (shown by the stronger response in the area of the buried target) and resolving

them is impossible at this low range resolution.

From these low resolution source images the complex history (both phase and am-

plitude, using the predicted attenuation of the soil) of the pixel containing the strongest

return in the vertical column containing the buried target in the first image was extracted

from each image, and passed to the VB-SAR processor. The depth profile displayed in

Figure 4.12 was produced by the VB-SAR processor. As can be seen, the VB-SAR pro-

cessor has correctly separated both the surface target and the buried target, placing them
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Figure 4.11: Simple simulated scene processed at low range resolution using the TP pro-
cessor and the first 150MHz of the simulated bandwidth. TP reconstruction angle set to
0°.

both at their proper depths. The different amplitudes are explained by the soil attenuation

reducing the strength of the buried target, relative to the surface target which experiences

no attenuation.

4.6.3 Multiple incidence angle VB-SAR

One of the key issues with performing VB-SAR in the real world is the effects of incidence

angle on the phase response of a given subsurface target. In a side-looking SAR scene

the incidence angle of the radar beam varies across the image. Therefore, a significant

dependency on incidence angle would case variations in the depth profiles produced by

VB-SAR over such an imaging scene.

[93] shows that the effects of refraction substantially reduce the incidence angle de-

pendency, especially at higher SMCs where the phase response is almost totally indepen-

dent of incidence angle. The combination of the SAR simulator and the TP imager allows
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Figure 4.12: VB-SAR depth profile produced using low resolution TP images as the data
source. Both surface and buried targets resolved and placed at the correct depths.

this effect to be accurately simulated and analysed.

For this simulation, the simulator was set to use a 100% sand soil and a target buried

at 26.5cm below the soil surface. In order to test the relationship between incidence angle

dependency and SMC values two sets of radar data were produced; one covering the SMC

range 0 to 0.1 and the other covering an SMC range of 0.2 to 0.3. The TP processor was

configured to use 500MHz of bandwidth during image processing, and produced images

across the incidence angle range of 0°to 40°, in steps of 10°. The phase response of the

buried target was then extracted from each image and this produced the two plots and

inset shown in Figure 4.13.

As can be seen, the simulation has validated the calculations in [93]; the lower SMC

data shows some incidence angle dependency (although much reduced compared to that

which would be expected without the effects of refraction) and the higher SMC data shows

a much reduced incidence angle dependency over that seen in the other plot. In addition,
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the inset demonstrates that the variation seen at low SMC values is proportional to the

incidence angle in use.

It is clear from this simulation that the variations in phase response induced by a

change in incidence angle are insignificant and should not significantly affect the VB-

SAR imaging process.

4.6.4 Multispectral VB-SAR

One significant aspect of the VB-SAR imaging scheme is that it should operate correctly,

regardless of the centre frequency of the real bandwidth in use. This is significant, as

confirming it would allow the VB-SAR scheme to be used with radar data from a variety

of radar systems which use different frequencies.

Using the same simulated data as before, the total real bandwidth of 2GHz could be

subdivided into multiple narrower frequency bands. A real bandwidth of 150MHz in each

band as previously used to demonstrate range resolution improvement was chosen as a

basis to demonstrate the frequency independence of the VB-SAR process. The 2GHz

real bandwidth was divided into 13 sequential frequency bands spanning the range 4 to

5.95GHz

The phase history (without amplitude/soil attenuation data, in order to make the com-

parisons across different frequency bands more straightforward) was extracted from the

pixel with the highest amplitude in the column containing the buried target during the

first scan. The phase histories extracted from each band are shown in Figure 4.14, after

unwrapping and aligning to 0° for the inital scan.

As expected from the different frequencies each band has a slightly different total

phase shift over the same soil moisture change, due to the frequency dependence of the

refractive index. This should not cause variations in the depth of the target in the different
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Figure 4.13: Top: Phase histories extracted from a buried target at varying TP incidence
angles over an SMC range of 0 to 0.1. Phase unwrapping applied.
Middle: Inset of upper plot, highlighting variances due to incidence angle effects.
Bottom: Phase histories extracted from a buried target at varying TP incidence angles
over an SMC range of 0.2 to 0.3. Phase unwrapping applied.
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band VB-SAR depth profiles as, in theory, the VB-SAR processor should compensate

by applying the calculated average refractive index to the depth profile when applying a

depth scale; this would cause each depth profile to correctly line up across real frequency

bands.

What is not expected are the deviations from the expected straight line phase history.

The deviations may be due to the surface and buried trihedral returns interfering with

each other and modulating each other’s phase. A check for this was made by processing a

scene with only a single buried target in it and no surface targets present. This was then TP

processed using the same 150MHz wide real frequency bands as previously used. Again,

the phase history of the strongest response in the column containing the buried target

in each band was extracted and plotted in the low plot in Figure 4.14. As can be seen,

there is no deviation from the expected straight line in this instance which provides strong

evidence for the deviations being caused by interference between the buried target and

the surface target(s). These deviations could explain the very slight distortions (uneven

sidelobes of both the surface and buried target) seen in Figure 4.12.

The phase histories shown in the top part of Figure 4.14 can then be fed to the VB-

SAR processor which will produce depth profiles as previously described. The result of

this VB-SAR processing is shown in Figure 4.15. As shown by the plots, the merged

surface and buried target returns have been resolved successfully in all bands and the two

responses have been successfully lined up in every band, showing that the VB-SAR pro-

cessor is indeed correctly adjusting itself to compensate for the differing phase shifts seen

in each band. This provides strong evidence that the VB-SAR process is indeed inde-

pendent of the real frequencies used to construct the original radar images. In addition,

the deviations away from a straight line have not substantially distorted the depth profiles

produced by the VB-SAR process.

As an additional check of the implemented VB-SAR processor, the 150MHz wide



4.6. VB-SAR IMAGING SIMULATION 133

Figure 4.14: Top: Phase histories extracted from scenes containing one buried target
below multiple surface targets processed using the TP processor with 150MHz wide fre-
quency bands.
Bottom: Phase histories extracted from scenes containing only one buried target and no
surface targets processed using the TP processor with 150MHz wide frequency bands.
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Figure 4.15: Results of the VB-SAR processor using the phase histories extracted from
the simulated scene processed at low TP resolution. Horizontal line shows -3dB point.

real bandwidth phase histories were reprocessed with the DC subtraction functionality

(intended to suppress potentially overwhelming surface returns in real radar data) of the

VB-SAR processor enabled. This serves to check that the DC subtraction module is

working correctly and not distorting the target peak or introducing spurious responses.

The result of applying this is shown in Figure 4.16, which demonstrates that the DC

subtraction is working as intended and removing only the surface’s peak whilst leaving

the buried target’s response untouched.

The effectiveness of the DC subtraction scheme can also be evaluated by comparing

the DC subtracted depth profiles shown in Figure 4.16 against depth profiles produced

from simulated scene where there were no surface targets present. The two scenes and

series of simulated radar scans were identical, aside from the lack of surface targets in the

new series. The comparison of the two scenes is shown in Figure 4.17; as can be seen

from the similarity of the two sets of plots the DC subtraction process is working well and
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Figure 4.16: Results of the VB-SAR processor using the phase histories extracted from
the simulated scene processed at low TP resolution. Thick solid lines indicate DC-
subtracted results, thin dotted lines indicate results with no DC subtraction applied. Hor-
izontal line shows -3dB point. Band colourings as per Figure 4.15.
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Figure 4.17: Comparison of VB-SAR depth profiles produced using 150MHz bandwidth
TP images of a scene containing just a buried target (strong, solid lines) and a scene
containing a buried target and a surface target processed with DC subtraction enabled in
the VB-SAR processor (fainter, dotted lines).

not distorting the depth profiles.

4.6.5 Multitarget Multispectral VB-SAR

The simulations presented so far all involved a single buried target, with or without a

surface target in the same vertical column as the buried target. Whilst the VB-SAR pro-

cessor appeared to be correctly locating the depth of a single buried target, it was felt that

demonstrating the correct placement of multiple buried targets in a single column would

be a more rigorous demonstration.

In order to perform this demonstration, a radar scene consisting of three targets, buried

directly above and below one another at depths of 25, 40 and 80cm below the soil surface

was constructed and simulated over an SMC change of 9.6% to 3.5% as per the previous

simulations. As with the previous multispectral simulation the simulated radar scans were
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Figure 4.18: Results of the VB-SAR processor using the phase histories extracted from a
scene with a vertical stack of three buried targets processed at low TP resolution. Buried
targets placed at 25, 40 and 80cm below the soil surface.

processed into radar images using the TP processor. As before, 13 sequential sub bands

each of 150MHz real bandwidth were used to produce a multispectral image set for VB-

SAR processing.

The results of VB-SAR processing of each real frequency band is shown in Figure

4.18. As can be seen, the three buried targets have been correctly resolved at 25, 40

and 80cm depth in each band. The apparent appearance of surface and above surface

responses appears to be due to sidelobes, only appearing in certain bands. In an actual

VB-SAR implementation it would be reasonable to artificially suppress any above surface

responses, however they are shown here for completeness.

The successful location of multiple buried targets in a single vertical column served

to prove that the VB-SAR processor could correctly determine depth positions of targets

buried at varying depths and that the correct determination of the single target’s depth

was not simply fortuitous. In addition, it demonstrated that the VB-SAR processor is not

“spot on” at one particular depth with accuracy degrading at other depths.
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4.7 Simulation summary

The aim of the simulations performed was to gain an understanding of the effects of

different factors on the VB-SAR process.

The initial ray tracing simulation showed some interesting results for situations with

many soil texture and/or moisture layers which would be difficult to simulate with the

“full” SAR simulator. These indicated that the ordering of moisture layers above a target

of interest does not affect the VB-SAR process but it is the total amount of moisture above

the target that is significant. Similarly, it showed that the ordering of the soil texture above

a target does not change the results of VB-SAR so long as the same layers are present.

However, the later work involving the SAR simulator and the VB-SAR processor is

much more significant. This pairing allowed realistic simulation of the subsurface SAR

imaging process and testing of the VB-SAR processor under strictly controlled conditions.

The first test was to check that the SAR simulator could produce valid images as

expected. This was performed by using two image processors (a standard back projection

SAR algorithm processor published in the existing literature and a relatively novel process

dubbed TP which is detailed in Section 3.4) to process data produced by the simulator.

This revealed that the simulator is working as expected and placing targets in the correct

positions for both above and below ground cases.

Following this, the VB-SAR simulation commenced using data from the images pro-

duced using the simulated data. First, images were produced at high range resolutions

(using all the simulated bandwidth to isolate all the targets from each other) using both

the TP and SAR image processors, this allowed testing of the best case (input data only

containing the buried trihedral’s response over a precisely defined soil moisture change)

scenario which should produce a clean target peak at the correct depth. In the TP image

based VB-SAR the peak appeared at precisely the correct depth, whereas in the SAR im-
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age based VB-SAR the peak appeared very slightly deeper, with higher sidelobe levels.

This is believed to be a result of the effects of incidence angle variations at the low SMC

levels used in the simulation. The depth error was less than 2cm (7%) and therefore not

significant.

After this initial testing the range resolution of the TP images was lowered by taking

the first 150MHz bandwidth from the output of the simulator. This lowered the range

resolution to 1m which ensured that the return from the surface merged with the return

from the subsurface target, giving the VB-SAR process the opportunity to separate the

two returns in depth whilst improving the range resolution over that present in each input

image. The VB-SAR processor successfully resolved both targets at their correct depths

and demonstrated a substantial improvement in range resolution.

Within the 2GHz bandwidth produced by the SAR simulator it is possible to select

many 150MHz wide sub bands and construct images using each band, then extract phase

data from each band and process it separately using the VB-SAR process. Producing

13 such bands sequentially across the full bandwidth served to test the frequency inde-

pendence of the VB-SAR process. This test was also successfully passed with both the

surface and buried trihedral responses appearing at the correct depth in all bands. The

functionality of the DC-subtraction scheme implemented within the VB-SAR processor

was also tested; the DC-subtraction scheme reduced the surface response by over 40dB in

all bands and did not distort the buried trihedral’s response in any way.

The effects of multiple buried targets placed directly above and below each other was

also tested across the 150MHz sub bands. This served to check that the VB-SAR process

worked across a range of target depths and ensure that multiple buried targets in a single

column did not cause problems. Both of these criteria were met; every target was resolved

at its correct depth and no significant interaction between targets was noticed.
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Chapter 5

VB-SAR Demonstration

5.1 Introduction

This chapter presents the experimental VB-SAR demonstration and analysis performed

during this work.

Initially, a brief description of the laboratory facility used is presented.

Next, an overview of the experimental procedure is presented. Initial radar images

collected are shown, and an analysis of the system’s performance over the course of the

experiment is presented. The response of the buried trihedral to the changing moisture

content of the sand is shown and corrections for system variations are devised and applied.

Commentary on how the different polarisations behave is provided, in order to set the

scene for the polarimetry that is later presented.

The chapter then moves on to an initial demonstration of VB-SAR under ideal condi-

tions at one incidence angle and one polarisation. This serves to build confidence that the

VB-SAR processor implemented is working correctly. The ability of the VB-SAR pro-

cess to enchance the subsurface range resolution above that given by the real bandwidth

used is also demonstrated.

141
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Following this VB-SAR at different incidence angles and using different polarisations

is shown. These results are particularly significant as it paves the way for using VB-SAR

with sidelooking airborne and spaceborne SAR systems, where the incidence angle will

vary across the imaging scene. The ability of VB-SAR to operate in different polarisations

also enchances the utility of the scheme as it allows polarimetric techniques to be used.

Finally, the VB-SAR scheme is tested across a range of real bandwidths and cen-

tre frequencies. This shows that the VB-SAR scheme is applicable across a range of

frequencies, which is promising for real world applications as it gives the possibility of

using lower frequencies than the C-band used for this work which would allow better soil

penetration.

5.2 The Laboratory Environment

The trough scanner is part of the GB-SAR measurement facility at Cranfield University’s

Shrivenham campus. An overview image of the system making a measurement is shown

in Figure 5.1.

The trough scanner itself consists of a linear scanner approximately 4m long mounted

at a height of approximately 3m. On the moving platform a fully polarimetric cluster

of four antennas is mounted along with RF amplifiers and a pair of RF switches which

are used to select polarisations. The antenna mount allows positioning of the antennas at

physical incidence angles in the range 0° to 40°.

The RF source and measurement instrument is a Vector Network Analyser (VNA).

This allows operation in the frequency range of 1-13.5GHz with different antennas. The

polarisation of the system is selected by software controlled RF switches which switch

the appropriate antennas in and out of the transmit and receive paths.

A key feature of the scanner is that the movement and positioning of the moving
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Figure 5.1: Overview of the trough scanner system. Antenna cluster (labelled ‘A’) runs
along linear scan rail ‘B’ under control of laptop ‘C’. Sand trough containing buried tar-
gets is labelled ‘D’. ‘E’ is the wetted area above a buried target and ‘F’ is a reference
trihedral placed on the sand surface.
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platform is precisely controlled allowing the use of synthetic aperture techniques. The

motion of the platform is controlled by an integrated software suite which automates the

platform motion and the control of the VNA. This automation makes collecting data over

long periods of time very easy; this functionality is of particular utility for this work as the

drying processes observed take place over many weeks. Complex radar data recorded by

the system are automatically formatted into delimited text files which allows easy analysis

of the recorded data

The trough itself is sturdily constructed from plywood and is approximately 1m wide,

0.9m tall and 4m long. For this work the trough was primarily filled with fine kiln dried

sand, aside from an area which was filled with a gravel/sand mixture for a related study.

The presence of this gravel/sand mixture did not significantly affect the results of this

work. Sand was used for this work as it is much easier to handle than a typical soil and is

universally reliably and repeatably available.

5.3 Experimental Work

The experimentation performed for VB-SAR testing used the trough scanner and sand

trough previously described. The experiment undertaken was similar to Experiment A

in [4]. A trihedral was buried at a depth of 26.5cm under sand mixed with gravel. The

mixture was 10% gravel, 90% kiln dried sand (by volume) mixed by hand. The gravel

mixture was used to fill in a 1m by 1m wide area 25cm deep above the trihedral, as shown

in Figures 5.2 and 5.3.

In addition to the buried trihedral, several trihedrals were placed on the surface of the

sand trough as shown in Figure 5.4. Once these trihedrals had been placed they remained

undisturbed throughout the experiment. These were intended to provide fixed reference

targets (free from any refraction and sand induced effects) which would indicate any phase



5.3. EXPERIMENTAL WORK 145

Figure 5.2: Sketch (not to scale) of the experimental setup. The hatched area indicates
the area containing gravel/sand mixture. θ indicates the physical angle of antennas (20°
in this experiment); note antenna mounting ensures all 4 antennas are at the same angle
although only 2 antennas are seen from this perspective.

Figure 5.3: 1m x 1m area containing gravel mixture. Trihedral buried 26.5 cm below
surface in roughly the centre of the gravel area
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Figure 5.4: Arrangement of reference trihedrals

or amplitude variations in the radar system as the experiment progressed.

The surface of the entire trough was smoothed as much as possible (some issues were

experienced with the gravel snagging under the beam used for smoothing and creating

small trenches in the surface, these trenches were filled in with sand and smoothed by

hand). After smoothing the sand and placing the reference trihedrals the scene was held

constant during the experiment, aside from the addition of an extra reference trihedral

during the early stages of the experiment and the controlled addition of water.

The radar system was configured to use a 2GHz bandwidth consisting of 1601 dis-

crete frequencies at each sample point along the scan. The antenna platform moved 2cm

between samples and each scan consisted of 151 samples, giving a total movement of

3m. Each complete scan was stored as a separate data file; each file contained a human-

readable header which contained scan parameters and the complex radar data.

The experiment was split into two stages; firstly controlled amounts of water were

added to the surface of the sand above the buried trihedral, then the sand was left to dry

out naturally. The first stage allowed the phase response of the buried trihedral to the

moisture content of the sand to be characterised, in terms of °/ml. This relationship, and

the phase response of the buried trihedral during the wettest scan, could subsequently

be used to estimate the sand moisture in each scan during the drying period when direct
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moisture measurements were not available.

In total, 610 HH, 611 VH and 618 VV data files were collected over the course of the

experiment which ran for 36 days. The VH data is of limited utility because the buried

target was a trihedral which shows a very weak crosspolar response and so is obscured

by sand attenuation even at relatively low sand moisture levels. Accordingly, most of the

analysis concentrated on the VV and HH polarisations. However, there is no apparent

reason or evidence that the VB-SAR process would not work with crosspolar data if an

appropriate buried target was available.

Each data file was processed using TP; an example image so produced is shown in

Figure 5.5. As can be seen, the imaging process has resolved the buried target of interest

(highlighted by Arrow ‘A’, with an indication of the gravel mixture visible immediately

above it), two surface reference trihedrals placed on the side of the trough (being the same

distance away from the antennas the two have merged into the response labelled ‘B’) and

a single reference target placed on the sand surface (Arrow ‘C’). The surface of the sand

is visible at about 150cm below the antenna and the concrete floor of the sand trough is

just visible at the very bottom of the image. The bright returns below ‘B’ and ‘C’, and to

the left of the buried trihedral are objects (plastic sheet and moisture probes) left in the

trough after previous experiments.

The use of the TP technique allowed the influence of incidence angle to be explored.

Furthermore, the flexibility of the TP processor implemented as part of this work allowed

the effect of different amounts of real bandwidth to be explored.

5.3.1 Wetting Period

As previously detailed, the first part of the experiment involved the controlled addition of

water to the sand and gravel above the buried target. The sand used was kiln-dried, so it
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Figure 5.5: Example VV TP image from laboratory investigation. Produced using last
scan taken during the experiment. Colour bar scale in normalised dB. Refer to text for
details of features.

could be assumed that the SMC at the start of the wetting period was 0%.

The wetting period itself was split into two stages. During the first stage of the wetting

period, water was added in 200ml steps with the scene being reimaged after each water

addition, up to a total of 2000ml water added. Once the correct operation of the radar

system and the TP processor had been verified the rate of moisture addition was increased

to steps of 2000ml, up to a total addition of 26000ml. This two stage addition allowed

the phase/SMC response of the buried target to be accurately characterised during the

initial stage (whilst the buried target SCR was high) and also allowed a relatively large

SMC change to be induced within two days. This large SMC change gave a large virtual

bandwidth, allowing high resolution VB-SAR imaging to be conducted.

The phase and amplitude trends of the buried trihedral were extracted from each image

by locating the local maximum magnitude in the area of the trihedral and then extracting

the phase and amplitude of the complex value of that pixel. By repeating this process

over the series of scans taken during water addition in each polarisation the trends were
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Figure 5.6: Plots of buried trihedral phase (left) and amplitude (right) responses extracted
from TP images. Blue plots are VV polarisation, red are HH polarisation.
Top: Responses plotted against time since start of experiment.
Bottom: Responses plotted against total amount of water added.

extracted. Figure 5.6 shows the phase and amplitude responses of the buried trihedral

during the wetting period.

The combination of plotting target response against both time and total moisture ad-

dition helps to understand anomalies in the responses. The response versus time plot is

particularly useful as it highlights the fact that there was a period of approximately 15

hours (overnight) during which no water was added, which explains the apparent increase

in phase in VV after 10000ml of water addition. Furthermore, it highlights that the flat-

ness in HH at this point is caused by a missing scan.
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The plots of amplitude and phase against moisture shown in Figure 5.6 are of more

interest to this work as they will confirm or refute the premise that the phase response of

the trihedral shows a linear response to the moisture content of the sand.

As expected, the general trend in amplitude shows attenuation increasing as water

is added and the phase response is nearly linear. The minor unevenness in both plots at

800ml and 1800ml is due to a slight delay between water additions, during which time the

sand dried out and/or water permeated away from the volume of sand above the trihedral.

The pronounced inconsistency at 10000ml seen in both plots is due to no moisture being

added during the night. It is not clear whether this was a result of drying or moisture

travelling below the target (so the volume of water above the target decreases). The tail

off of phase and amplitude changes above 20000ml of water is believed to be due to the

trihedral return starting to be obscured by clutter as the attenuation of the wet sand above

the buried target increased.

From these plots it was possible to establish the relationship between the quantity

of water added and the amplitude/phase. By using the data from zero moisture up to

and including 1400ml of water (this subset of data was chosen as it represented the best

data; water addition was very linear with respect to time and the trihedral was still clearly

visible and hence dominating its pixel) values of−2.26x10−3 dB/ml and−6.5x10−2 °/ml

were obtained. This phase relationship will be subsequently used to estimate the SMC in

each scan during the drying period.

These plots also support the prediction made by [4] that only the phase variation is

linear with respect to SMC. As predicted, the phase/moisture plot is very linear (aside

from the previously noted unevenness cause by delays in moisture addition) and the am-

plitude/moisture relationship is somewhat irregular, especially at higher SMC levels.
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5.3.2 Drying Period

After the addition of water was complete, the scene was continuously imaged with ap-

proximately 80 minutes between each image. As time progressed the moisture content of

the sand decreased; the experiment was left running until the phase change of the buried

target became insignificant between scans.

During the drying process two electric fans were used to intermittently blow air across

the wetted area of sand. These were positioned to be well outside of the scanners main

lobe at all points within the scans and their air flow was carefully aligned to avoid blowing

sand particles off the surface of the sand. This increased the rate of sand drying which

shortened the experiment. However, the rate of drying was still slow enough that the

moisture content change between images was small, which generally avoided phase am-

biguities (other than during the initial drying which was very rapid due to evaporation

from the upper sand). This also ensured that the virtual frequency steps were small which

kept the unambiguous range in the VB-SAR images very high.

Some difficulties were experienced with the system control software during the first

week of this drying phase; most significantly most of the first weekend’s data was not

acquired and sampling was somewhat intermittent for the rest of the first week. Once

some minor changes had been made to the system software the system proved reliable

and acquired images at a regular 80 minute spacing. The system returned the antennas

to their home position (detected by fixed micro-switches) after each set of images was

acquired to ensure there was minimal cumulative positioning error over the course of the

experiment.

The phase and amplitude responses of the trihedral over the entire drying period are

shown in Figure 5.7. These plots were generated with the TP pixel spacing in both the

vertical and horizontal dimensions set to 4cm. This size of pixel spacing allowed a single
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fixed pixel to be monitored over the entire series of images and a valid complex history to

be produced despite the changing refractive index of the sand as it dried. If a smaller pixel

spacing was used, this refractive index change could cause the peak response to move to

a different pixel within the TP images. These plots have been plotted against elapsed

time (rather than scan number) in hours to highlight periods of non sampling. The phase

trend has been unwrapped to remove phase wraps by using MATLAB’s unwrap() function

under close supervision.

Pronounced irregularities are immediately noticeable in the plots. Firstly, in the early

stages (before 200 hours elapsed time) the periods of non-sampling caused by system

faults are visible. In the case of the amplitude response, these present themselves as gen-

erally benign patches which do not affect the rest of the trend (the very early distortions

seen are believed to be due to the trihedral reponse being highly attenuated and the non-

linearity of amplitude with SMC previously seen in Figure 5.6). However, in the case of

the phase trend, it can be seen that two of these periods of non-sampling have introduced

an error to the rest of the phase trend (the first is very obvious, the second less so). This

error requires all the subsequent samples to have an offset added to them to correct them.

This offset is calculated by applying the rate of phase change around the non sampling

error to the period of non sampling.

This non-sampling correction has been applied to the phase history shown in 5.8. As

can be seen, this has smoothed the early stages, and more importantly has corrected the

rest of the phase history. However irregularities still remain especially after 200 hours

elapsed time where marked increases and subsequent decreases in the phase response are

seen which imply fluctuations in the sand’s moisture content. As no additional water was

added to the sand after the initial wetting period it is clear that these phase decreases are

not due to an increase in the moisture content of the sand, and are in fact some artefact

caused by either the environment in the laboratory or the radar system itself.
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Figure 5.7: Top: Phase response of buried trihedral in VV and HH polarisations during
drying period after unwrapping but before correction for periods of non-sampling and
system variations. 0° refers to the phase response of the buried trihedral in the first scan
of the experiment.
Bottom: Amplitude response of buried trihedral during drying process before correction
for periods of non-sampling and system variations. 0dB refers to the amplitude response
of the buried trihedral in the first scan of the experiment.
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Figure 5.8: Phase response of buried trihedral during drying process corrected for periods
of non-sampling.

The same effect is present in both the returns from a surface reference trihedral and the

averaged phase from the strongest antenna cross talk line that appears near the top of each

image, as shown on the left of Figure 5.9, and the average amplitude from the same cross

talk line and the same reference trihedral as shown in Figure 5.9. In an ideal situation all

of these graphs would show a constant phase and amplitude response over the course of

the experiment [101]. The presence of these effects in both the reference trihedral and

antenna cross talk phases and (albeit at a much lower level) amplitudes shows that this

is due to variations within the radar system itself and not due to trihedral movement or

antenna position variations; if they were due to either of those factors deviations between

the reference trihedral and cross talk phases would be expected. In addition, the effects

are clearly common across all 3 polarisations.

The phase variations are somewhat cyclical, appearing to be on an approximately 24
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Figure 5.9: Blue traces are VV data, red are HH data and yellow are VH data Left: Phase
response from surface reference trihedral (top) and antenna cross talk (bottom) over the
course of the experiment. Note strong periodicity over both 24 and 168 hour periods
and almost identical behaviour between polarisations. All trends normalised to 0° at first
point.
Right: Amplitude response from surface reference trihedral (top) and antenna cross talk
(bottom) over the course of the experiment. Note similar behaviour between polarisa-
tions but much weaker periodicity than seen in the reference phase histories. All trends
normalised to 0dB at first point.
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hour cycle which ceases every 120 hours (5 days) for 48 hours (2 days). The most obvi-

ous explanation for this is that the system is sensitive to ambient temperature variations

and the building’s heating system is causing these variations (the system warming up dur-

ing the day and cooling overnight when the heating is off, and then cooling down even

more when the heating is off over the weekend). Definitive proof of this relationship can

only come from temperature logging, but for the purposes of this study the effect can be

negated by using a reference trihedral’s phase to correct the rest of the pixels within each

TP image.

In contrast to the phase case, the amplitude variations appear to be much less periodic;

little evidence of day/night and weekly cycles are present. This could be explained by the

phase variation being caused by the physical expansion and contraction of the cabling

within the system and the amplitude variation being caused by amplifier gain variations.

It is likely that the amplifiers within the system are relatively stable over small temperature

changes but due to the very short wavelengths in use and the long cable runs the system

phase is highly sensitive to temperature.

The thermal coefficient of expansion for electrolytic tough pitch copper (the mate-

rial typically used for electrical cable) is given as 16.8 ppm/°C by [102]. Assuming a

10°C temperature variation within the laboratory, and 15m total cable length, this would

give a cable length variation of approximately 0.26mm due to temperature variations. At

5GHz, the wavelength in use is 6cm, therefore the thermal expansion represents 0.043 of

a wavelength, which implies a phase variation of 15.4°. This is in the order of the amount

of phase variation seen in 5.9; the differences being explainable by inaccuracies in the

assumptions made and the possibility of phase variations also being induced by the VNA

and amplifiers.

The idea of correcting the recorded histories by using the returns from the reference

trihedral or antenna cross talk has been demonstrated by subtracting the phase response of
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Figure 5.10: Left: Plot of phase response from buried trihedral, system variations re-
moved using phase response of surface trihedral.
Right: Amplitude response from buried trihedral corrected using surface reference trihe-
dral (top) and antenna cross talk (bottom) amplitude histories in both VV and HH polari-
sations.

the surface trihedral (plotted in Figure 5.9) from the phase response of the buried trihedral

(previously plotted in Figure 5.8) The result of this process is shown on the left side

of Figure 5.10. As can be seen, the cyclic phase variations previously seen have been

removed from the data. This correction process has been applied to all future phase plots

in this thesis and was applied to all phase data prior to VB-SAR processing. Despite the

similar reference trihedral phase histories across polarisations each polarisation used its

own phase correction data in order to ensure maximum accuracy.

In contrast to the phase case, the amplitude correction performed by subtracting the
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reference trihedral’s amplitude from the buried trihedral’s amplitude (and, as an alterna-

tive, using the average cross talk amplitude as a source of correction data) has been less

successful in removing the amplitude corrections, as shown on the right side of Figure

5.10. In fact, attempting to correct the amplitude appears to have exacerbated the fluctu-

ations away from an ideal (smooth) curve. Due to this, no further corrections have been

applied to amplitude histories used within this thesis. This can be explained by the low

sensitivity of the amplitude to temperature variations.

From the plot of phase shown in Figure 5.10, by having prior knowledge of the wa-

ter/phase relationship (derived from the data acquired during the addition of water to the

scene) it is possible to calculate the moisture present in the sand above the trihedral over

the set of images. This is important as direct measurements of the moisture content of

the sand were not made (to avoid moisture sensing probes interfering with the radar im-

age) and the VB-SAR process requires absolute moisture measurements in order to make

depth measurements.

It is interesting to note that the initial rate of phase change (and hence sand drying) was

rapid, and the rate of drying tailed off to a roughly linear trend. This could be explained by

the sand near the surface drying relatively quickly through evaporation during the initial

drying phase (the lower layers drying more slowly as the upper layers of sand block their

evaporation) or by moisture sinking below the trihedral.

5.3.3 Polarimetric Considerations

In the trough scanner experiment virtually every scan collected was a triplet comprising

a separate VV, HH and VH acquisition. In order to minimise wear on the scanner’s RF

switches polarisations were only switched at the end of each acquisition. This meant that

between each polarisation in a particular scan there was an approximately 8 minute offset,
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rather than acquiring all polarisations at each sample point in the scan before moving

onto the next sample point. This time offset translates into an average sand moisture

change of 2.6ml between each polarisation in a single triplet across the experiment; an

inconsequential difference.

Subsequent VB-SAR demonstrations are shown across multiple polarisations. The

VB-SAR process was consistently applied across all three polarisations.

The first stage in this polarimetric testing was to have the TP processor work through

the HH and VH images in addition to the VV images already shown and discussed. Ex-

amples of TP images in the three polarisations are shown in Figure 5.11. From these

example images it is clear that each polarisation sees different responses from the same

scatters in the scene, as would be expected.

Comparing the two copolarisations (VV and HH) it appears that the VV polarisation

receives stronger returns from subsurface objects than the HH polarisation. This is pre-

sumed to be due to the higher transmissivities through the air/sand and sand/air interfaces

for VV polarisation as was predicted by the transmissivity calculations shown in Chapter

4.

In contrast, the crosspolarisation (VH) image shows very poor returns from the surface

and subsurface. The significant return is from the two surface reference trihedrals that

fall in the same range bin. This is believed to be due to the return from the edges of the

trihedrals. As there are two trihedrals combined in a single range bin this return dominates

the other (single) surface trihedral visible.

Although a full polarimetric calibration was not performed it was realised that it would

be possible to check the VV and HH polarisations by comparing the amplitude of a sur-

face reference trihedral across the two polarisations. Theory predicts that they should

present the same amplitude response in both copolarisations (the VH channel could not

be checked in this way as the trihedral would present a much weaker, and difficult to
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Figure 5.11: Example TP image from VV acquisition (top), HH acquisition (middle) and
VH acquisition (bottom). Produced using last scan taken during the experiment. Colour
bar scale in normalised dB. Arrow ‘A’ is the buried trihedral, Arrow ‘B’ is the response of
two separate trihedrals that are the same distance away from the antennas (although placed
on each side of the sand trough) and Arrow ‘C’ is the response of a single reference target.
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predict, response); any difference could be used to scale the amplitude of the channels

relative to each other. In contrast to the reference trihedral, the antenna cross talk ratio

is not a good correction source as the antenna mounting arrangement and the shape of

the horn antennas will influence that ratio. However, comparison of the cross talk and

the reference trihedral ratios will show if any variation in the ratios over the course of the

experiment are due to internal system variations affecting each channel independently (in

which case the two ratios should move together) or external factors.

The ratios of the VV and HH responses are shown in Figure 5.12 for both the sur-

face reference trihedral and the average antenna cross talk. As can be seen, the two

polarisations are in reasonably close agreement so it was felt that initial polarimetric ex-

perimentation without full calibration (but scaling the VV image by a factor of 1.25- the

inverse of the average HH/VV trihedral ratio) would be valid. The changes in the ratio

over the course of the experiment are unexpected; the non-perfect agreement between the

cross talk and reference trihedral suggests that these are not solely due to internal system

variations. In addition, the lack of polarimetric calibration means that the absolute phases

between polarisations are not directly comparable. However, because the VB-SAR pro-

cess uses the differential phase across a change in moisture within a given polarisation

this does not affect the demonstration of VB-SAR.

As the VV and HH phase histories have previously been shown to be similar, for the

initial VB-SAR demonstration only VV polarisation was used. Polarimetric VB-SAR

results are shown later within this chapter.
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Figure 5.12: Comparison plot of surface trihedral (above) and average antenna cross talk
(below) amplitudes in VV and HH. Early part of amplitude histories not plotted as refer-
ence trihedral not present. Large difference in ratios between plots due to antenna cross
talk strength being different between polarisations.
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5.4 VB-SAR Results

5.4.1 Initial VB-SAR Demonstration

Once the radar data collected from the trough scanner had been processed to form images,

VB-SAR experimentation began. For the initial VB-SAR demonstration two VV polari-

sation image sets were formed using the TP process at a reconstruction angle of 20°. One

set was high resolution, using the full 2GHz real bandwidth and the other was a lower

resolution set which only used the first 150MHz of the real bandwidth. The full real

bandwidth allowed an initial best case demonstration to be performed, when the return

from the buried target was separated from the surface return. Conversely, the lowered real

bandwidth set presented a more realistic demonstration of the VB-SAR scheme and al-

lowed the VB-SAR process to resolve both the surface return and the buried target return

from a combined return in the real bandwidth images.

5.4.1.1 High Resolution Derived VB-SAR

As discussed in Section 3.5.3, two methods of obtaining a linear phase change (and hence

linear moisture steps) for VB-SAR processing are feasible. Firstly, there is simply using a

pseudo-linear part of the phase history and passing that subsection through the VB-SAR

processor directly. Secondly, it is possible to use the entire phase history by resampling

the phase history to a linear soil moisture change and then passing the resampled phase

history through the VB-SAR processor.

These two methods were compared in the first stage of VB-SAR performed, which

used only the phase history of the single TP pixel corresponding to the maximum return

of the buried trihedral. This phase history is shown in Figure 5.13 after corrections for

system variations and periods of non sampling have been implemented. Note that due to



164 CHAPTER 5. VB-SAR DEMONSTRATION

Figure 5.13: Phase history used for initial single pixel VB-SAR. Sample points high-
lighted

the use of the high resolution image data this pixel only contained the buried target, so no

ground response is expected to be seen in any other the VB-SAR depth profiles produced.

The section chosen for the simple pseudo-linear phase history VB-SAR was from 250

hours after the start of the experiment to the end of the data set. As previously mentioned,

this negates the need to perform a resampling to linear moisture change. As can be clearly

seen, this subset excludes the majority of the phase change, hence the virtual bandwidth

is severely limited and as a result the resolution obtained by the VB-SAR process will be

poor.

The VB-SAR processor running a 10000 bin FFT calculated the parameters shown in

Table 5.1 for this dataset. As expected, the resolution given by the VB-SAR process is

low (significantly lower than the resolution given by the 2GHz of real bandwidth in use).

Despite this, the maximum response depth of 28.6cm is in excellent agreement with the
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Average refractive index of sand 1.907
Unambiguous range in sand 260.43m

Resolution 0.43m
Depth per FFT bin 0.026m

Maximum response depth 0.286m

Table 5.1: VB-SAR parameters for the pseudo linear phase history

Figure 5.14: Initial VB-SAR depth profile formed using the pseudo linear part of the
buried trihedral’s phase history

actual depth of the buried trihedral which indicates the VB-SAR process is working as

expected.

The depth profile produced by applying VB-SAR to this subset is shown in Figure

5.14. As expected, this subset provides very limited VB-SAR resolution but, crucially,

the peak of the buried trihedral’s response appears at the correct depth.

Using the full phase history shown in Figure 5.13 requires an extra resampling step

in the processor to produce a constant sand moisture change between samples. As can

be seen, using the entire phase history will give an large increase in phase change (and
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Average refractive index of sand 2.215
Unambiguous range in sand 46.05m

Resolution 0.04m
FFT Bin Depth 0.010m

Maximum response depth 0.306m

Table 5.2: VB-SAR parameters for the full phase history

Figure 5.15: Initial VB-SAR depth profile formed using the entirety of the buried trihe-
dral’s phase history

hence moisture change) over the subset previously used, which will via Equation 3.42

give a large increase in the virtual bandwidth and hence significantly improve the obtained

subsurface range resolution. The depth profile shown in Figure 5.15 and the parameters

listed in Table 5.2 were obtained using this full phase history.

As can be seen from both the table and depth profile, using the full phase history has

substantially improved the VB-SAR resolution. In addition, it has decreased the unam-

biguous range (due to the change in fstep), altered the average sand refractive index the

VB-SAR processor reports (due to the average sand moisture across the phase history
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having increased) and the depth of maximum response has increased slightly. Despite

this, the unambiguous range (which is the unambiguous range in sand depth) is still more

than sufficient for any likely realistic subsurface imaging scenario and the reported depth

of the buried trihedral tallies well with the actual depth of the trihedral.

The loss of depth accuracy when using the full phase history is slightly troubling.

To recap, the trihedral was buried at a depth of approximately 26.5cm below the sand

surface, the reported depth for the pseudo linear phase history VB-SAR was 28.6cm and

the reported depth using the full phase history was 30.6cm. This shows a depth variation

of approximately 20%. One explanation for this issue is that the soil model in use is less

accurate at higher SMC levels for the sand in use in the GB-SAR laboratory, as the use of

the full phase history with linearisation would be expected to improve the accuracy of the

VB-SAR depth profile. Errors in SMC estimation can be discounted as a possible cause,

as due to the method used to estimate SMC it would be expected that the SMC estimates

were more accurate at the start of the experiment.

In the full phase history case, a correction factor can be calculated, based on the

reported depth and the actual depth of the buried trihedral. This is simply

30.6
26.5

= 1.155 (5.1)

Therefore, referring back to Equation 3.52, the correct average refractive index for the

sand over the entire phase history would be

2.215
1.155

= 1.92 (5.2)

Using this lower value for the average refractive index would result in a lower range

being represented by each FFT bin, which would in turn shift the entire depth profile

slightly to the correct depth.
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One possible explanation for the inaccuracy of the soil model (taken from [17]) is that

the model is derived from 5 different soils, none of which is 100% sand. As mentioned in

Section 4.2.1, there are numerous other soil models available in the published literature

and one of these could be used in place of the model used here. Further study would be

necessary to see if one of the alternative models provides a more accurate representation

of the sand used. Alternatively, direct measurements of the refractive index of the sand

used could be made across a range of soil moistures and frequencies, and the results used

during VB-SAR processing.

The final step with this single TP pixel VB-SAR approach is to include the amplitude

history as well as the phase history in the input to the FFT. This weights each phase point

correctly, whereas previously each phase point had been implicitly assigned a weight of

1. The use of amplitude is necessary when utilising lower real bandwidths which cause

returns from buried targets and/or the surface to merge. In that situation, one pixel’s

data contains information from multiple targets and the use of amplitude ensures that the

various features present in a single VB-SAR produced depth profile are scaled correctly

relative to each other.

The result of including the amplitude history in the VB-SAR process is shown in

Figure 5.16. The reported depth of maximum response, average refractive index of the

sand and other VB-SAR parameters have not been affected by the amplitude history,

but the magnitude of the peak response and the shape of the peak have. The sidelobes

have merged and increased due to the fact that the amplitude of the data varies over the

complex history due to the variation in attenuation caused by the sand above the buried

target. However, the fact that the buried target still appears at the correct depth provides

reassurance that the VB-SAR processor is working as expected.
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Figure 5.16: Initial VB-SAR depth profile formed using the entirety of the buried trihe-
dral’s phase and amplitude histories

5.4.1.2 Low Resolution Derived VB-SAR

Although the single pixel VB-SAR results are reassuring (in that the target peak appears

at the expected depth) the usage of a single pixel from the 2GHz real bandwidth TP

images is not representative of the data from a spaceborne or airborne sidelooking SAR

system. In a sidelooking SAR system, a single pixel from such a SAR system represents

all backscattering from an area of ground; above surface targets, the surface itself and

buried targets.

This implies that in order to realistically test VB-SAR with TP images the VB-SAR

processor must be operated in such a way that each VB-SAR depth profile produced

contains responses from both the surface and the buried target. Three different ways of

achieving this have been considered:

1. Sum each column of complex TP pixels, and feed the single result from each col-
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umn into the VB-SAR processor

2. Pass single complex TP pixels to the VB-SAR processor and sum the outputs of the

VB-SAR processor for each pixel together to form a complete depth profile.

3. Reprocess the raw scanner data with the TP processor operating at a much lower

radiometric resolution (i.e. an artificially restricted bandwidth), and feed a single

complex pixel from each column into the VB-SAR processor

Proposal 1 is not feasible with the TP processor in its current form. This is because the

TP processor is not phase preserving in that the phase of a scatter is not directly related

to the range to the scatter. This means that during a summation along a column the phase

would not add in a meaningful manner.

Proposals 2 and 3 are both technically feasible, however proposal 3 represents a more

realistic emulation of the real-world airborne/spaceborne SAR situation; such systems

typically operate with a real bandwidth of much less than 2GHz and the target summation

is effectively done within the real bandwidth domain, rather than the virtual bandwidth

domain. In addition, the TP processor created easily allows TP images to be reconstructed

using a subset of the real bandwidth.

By restricting the bandwidth to 150 MHz a slant range resolution of 1m in freespace

was achieved. The cross slant range resolution in the along track dimension was kept at

35cm as per the initial VB-SAR testing. This does not affect the validity of the results

shown as VB-SAR only provides a resolution improvement in the slant range dimension.

By using a slant range resolution of 1m the antenna cross talk returns were isolated

from the sand volume returns. Within the sand volume, the slant range resolution was

improved by the higher refractive index, i.e.

RSRS =
RSR

n
(5.3)
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Figure 5.17: Low resolution TP image reconstructed using 150MHz bandwidth. Antenna
cross talk removed for clarity.

Where RSRS is the slant range resolution within the sand volume. In the case of the

entire drying period, n was replaced with nav to provide a general estimate of the slant

range resolution within the sand in each scan. nav was calculated to be 2.215 across the

dataset, so RSRS is approximately 45cm.

An example TP image processed at 1m slant range resolution is shown in Figure 5.17.

The antenna cross talk has been removed for clarity. As can be seen when compared to

Figure 5.5, the lowered resolution has made it impossible to visually distinguish between

returns from the surface of the sand and returns from objects within the sand.

From this series of low resolution TP images, a single pixel (the highest amplitude

pixel from the return overlying the buried trihedral) from each image was passed to the

VB-SAR processor. This is an experimental implementation of the simulation shown

in Section 4.6.4. In the simulated case, unexpected undulations were seen in the phase

history of the buried trihedral when a surface target was also present. In this experimental
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Figure 5.18: Phase history extracted from low resolution TP images reconstructed using
150MHz bandwidth.

data, the surface itself acts as the surface target.

Plotting the latter part of the experimental phase history, shown in Figure 5.18, does

not show the same undulations. It is possible that the undulations are not visible because

the surface response is much weaker than the buried trihedrdal’s response in the experi-

mental data, whereas in the simulation the two responses had the same amplitude. Note

that the phase response in Figure 5.18 is less smooth than that in Figure 5.13 due to the

lower range resolution decreasing the SCR.

The pixel passed to the VB-SAR processor will contain contributions from the surface

return, the buried trihedral and the sand itself. As such, VB-SAR should be able to resolve

these from each other. The depth profile extracted from the TP image is shown in Figure

5.19. As can be seen, the surface and buried target responses are completely combined

and inseparable.

In contrast, the VB-SAR depth profile produced (using the pixel marked by “X” in

Figure 5.19 from each low resolution TP image) is shown in Figure 5.20. This profile was
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Figure 5.19: Depth profile on the column containing the buried target extracted from a
low resolution TP image reconstructed using 150MHz bandwidth. Antenna cross talk
shown, note that it is resolved from the response of interest.
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Figure 5.20: VB-SAR depth profile produced using data from low resolution TP images
constructed using 150MHz bandwidth.

produced by using the complex history. As can be seen, the buried trihedral response is

somewhat difficult to distinguish from the sidelobes of the surface return and interpreta-

tion of the subsurface scene is difficult.

By repeating the depth profile formation process across the sand volume it is possible

to form a complete subsurface image. By referring to this image shown in Figure 5.21

several deductions can be made. Firstly, the uneven response across the sand surface

shown in Figure 5.5 has been preserved across the image due to use of both parts of the

complex phase history rather than only the phase history. Secondly, outside of the wetted

area all of the subsurface returns have been resolved at the surface. This is because there

is no subsurface phase change in those areas and explains why on the left of the image

(where there are no surface trihedrals) the surface return is noticeably stronger than it is

in the wetted area. Effectively all the returns caught within the slant range resolution cell
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Figure 5.21: VB-SAR image constructed using complex history from low slant range
resolution TP images.

have been summed together and appear as one return at the surface.

It was realised that as the sand surface return is above the sand moisture it should

present a near zero phase shift across the series of TP images. This was confirmed by

studying the phase response of the surface extracted from the high slant range resolution

TP images, shown in Figure 5.22, which displayed a phase change that is much smaller

than that shown by the buried trihedral. The early oscillations before the phase response

had reached -20 degrees could be due to scanner homing issues. The sand swelling in

response to the addition of moisture and then shrinking during drying could also help

explain the overall shape of the phase history. However, a phase shift of 40 degrees

at 4GHz corresponds to a physical movement of approximately 8mm. This implies an

extremely large displacement compared to that previously reported [103] so swelling and

shrinking of the sand can be discounted as possible causes. It is also interesting to note

that unlike the buried trihedral phase history the surface phase history shows little long
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Figure 5.22: Phase history of the sand surface over the entire experiment, including both
wetting and drying periods.

term trend after scan 200 but that the initial part of the surface phase history resembles

the buried trihedral’s phase history. This suggests that the phase change seen early on

could be a response to sand moisture, but that the surface had dried by scan 200. The

effect of this phase shift can be seen in Figure 5.20, where the surface response appears

fractionally (˜1cm) below the actual surface position at zero depth.

Applying a DC removal (subtracting the mean value of the complex history from each

point within that history) to the complex history before VB-SAR processing started gave

the VB-SAR depth profile shown in Figure 5.23. As can be seen, the surface response

and its sidelobes have been almost entirely removed from the depth profile, allowing the

subsurface scene to be much more easily interpreted.

The complete image formed with DC removal enabled is shown in Figure 5.24, an

image plotted in normalised dB with a shear applied to correct the imaging geometry.
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Figure 5.23: VB-SAR depth profile constructed using complex history from low slant
range resolution TP images with DC subtraction applied.

Again, the DC removal has made the image easier to interpret and the removal of the

strong surface returns has highlighted the sub surface responses. In this image the buried

trihedral is clearly resolved and visible, with small sidelobes visible above and below it.

The two distinct returns to the left of the upper trihedral sidelobe may be returns from the

sand/gravel mixture present above the buried trihedral.

5.4.2 Incidence Angle and Polarisation Effects

The previous sections have presented VB-SAR results in VV polarisation only at a single

incidence angle. However, one of the key assumptions made in the theoretical VB-SAR

models and validated in Chapter 4 is that the phase shift from a buried target is indepen-

dent of incidence angle. This is important as the incidence angle will vary across a scene

observed by a side-looking SAR system; incidence angle independence would remove
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Figure 5.24: VB-SAR image constructed using complex history from low slant range
resolution TP images with DC subtraction applied.

the need for an incidence angle compensation step in the VB-SAR processor. In addition,

the ability of the VB-SAR process to work in different polarisations would significantly

increase the utility of the VB-SAR scheme.

Unlike conventional SAR processors, the TP algorithm allows easy testing of the ef-

fects of incidence angle by allowing the incidence angle to be kept constant across the

imaging scene and arbitrarily varied at process time (within the limits of the real an-

tenna’s beamwidth). The procedure used was to process part of the drying image stack

across a range of TP incidence angles and extract the phase history of the buried trihedral

as previously done. For this study, the incidence angle was varied from 0°to 40° in steps

of 10°. All of the polarisations collected during the experiment (VV, HH and VH) were

investigated, with the work limited to the scans in which the buried trihedral was visible

in all polarisations. At 40° reconstruction the buried trihedral is not visible in the VH

images (due to the weak response of the trihedral in cross polar data), so this angle is

excluded from the plots presented.

Initially the full 2GHz of bandwidth collected was used by the TP processor, in order
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to isolate the buried trihedral’s return from the surface return which allows meaningful

comparisons between the different phase histories to be made. The results of this data

extraction are shown in Figure 5.25. As can be seen the VV and HH results generally

show good agreement with each other over the reconstruction angle range. In comparison,

the VH polarisation shows larger deviations at higher reconstruction angles. In the case

of the VH anomalies this is probably due to the decreased Signal to Clutter Ratio (SCR),

a finding supported by the fact that the phase histories that best match with the copolar

histories are those at 10° and 20°, angles which would give the highest SCR due to the

orientation of the trihedral.

Further investigation is needed for the VV and HH cases as the phase shift variation

is approaching 20% over an angle range of 40° which is a reasonably representative angle

range compared to spaceborne SAR systems (see Tables 3.1 and 3.2). Significantly, in

the two copolar cases the phase shifts seen generally increase with increasing incidence

angle, suggesting that there is some incidence angle dependence present.

This effect was predicted at SMC levels below 10% by [93] and demonstrated in the

SAR simulator in Section 4.6.3. However, both of those evaluations predicted that the

variation over incidence angle would be much smaller (as a percentage of the overall

phase shift) than that seen here. It is possible that this excess incidence angle dependence

is an artefact of using a single target at a fixed angle (so the apparent physical depth of

the target is varying across incidence angles). Further investigation is warranted in order

to be sure of the cause of this effect, perhaps using a target such as a sphere.

In addition, these plots show that between the VV and HH polarisations there is a small

difference in the observed phase shifts at lower incidence angles, with the HH polarisation

seeing a slightly smaller phase shift. However, this difference is much smaller than those

between different incident angles within the same polarisation, so is not considered to be

significant. The fact that the high incidence angles show excellent agreement between VV
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and HH could signify that the VV-HH variation is caused by the effect which is causing

the incidence angle variation affecting VV and HH differently. Again, further work using

a target that presents a more consistent return over observation angle is needed to be sure.

These phase histories extracted from the high resolution TP images can be fed into

the VB-SAR processor to produce depth profiles. The outputs from the VB-SAR pro-

cessor using these phase histories are shown in Figure 5.26. These depth profiles have

been produced using phase only VB-SAR in order to isolate and highlight any incidence

angle/polarisation induced affects.

As can be seen the process has worked well with the VV and HH polarisations, how-

ever there is a small difference in the peak response depth between the two polarisations-

the HH peaks appearing slightly shallower than the VV peaks. This is in line with the

previous observation that the phase shifts seen in HH are slightly smaller than VV. In

all cases aside from the 0° HH set the observed peak depth is within 20% of the actual

target depth, and the variation in reported depth follows the trends seen in the phase his-

tory plots. In comparison to the well structured VV and HH results the VH results are

significantly distorted. This comes about as a direct result of the distorted phase histories

previously seen, which are in turn suspected to be due to the low SCR of the trihedral in

this polarisation. This underlines the need for future work to use a variety of subsurface

targets.

As previously demonstrated, it is also possible to perform VB-SAR processing across

a stack of low range resolution TP images, in order to allow the VB-SAR processor to re-

solve both the surface and buried target returns. In order to show the utility of this over a

range of incidence angles the TP processor was used to artificially lower the range resolu-

tion from the real bandwidth to 1m and produce lower resolution images at reconstruction

angles of 0°, 10°, 20° and 30°. At this resolution examining the buried target’s phase

history directly is not valid as the buried target’s response has merged with the surface
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Figure 5.25: Plot of phase response from buried trihedral in VV (top), HH (middle) and
VH (bottom) across incidence angles. System variations removed using phase response
of surface trihedral
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Figure 5.26: Phase-only VB-SAR in VV (top), HH (middle) and VH (bottom) across
multiple incidence angles, produced using phase histories shown in Figure 5.25. These
phase histories are formed using high-resolution TP images.
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Figure 5.27: Left: Phase and amplitude VB-SAR in VV (top) and HH (bottom) across
multiple incidence angles, produced using complex histories extracted from TP images
with 1m range resolution
Right: Phase and amplitude VB-SAR in VV (top) and HH (bottom) across multiple inci-
dence angles, produced using complex histories extracted from TP images with 1m range
resolution. DC subtraction applied to suppress surface response.

and soil volume returns. Due to the poor response of the trihedral in VH polarisation the

trihedral is not resolvable from the low resolution TP images, the small response of the

trihedral being overwhelmed by the clutter (surface and sand volume returns).

The results of performing VB-SAR on these low resolution images in VV and HH

polarisations are shown on the left of Figure 5.27. In these depth profiles the complex his-

tory has been used as opposed to the phase-only histories used for the high resolution TP

VB-SAR. The use of the complex history allows the surface and buried target responses
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to be correctly scaled relative to one another. As expected, given the orientation of the

trihedral and the strong response of the surface at 0° the 0° case shows the lowest trihedral

amplitude/surface amplitude ratio, the 20° case shows the highest ratio and the 10° and

30° cases are in the middle.

By applying a DC subtraction scheme during the VB-SAR process, the surface return

was suppressed in the two depth profiles shown on the right of Figure 5.27 were produced.

This has highlighted the trihedral’s return in each depth profile. Again, the 0° case has the

weakest return from the trihedral, the 20° case has the strongest return and the two other

cases have trihedral return strengths in between the 0° and 20° cases.

In all cases the buried target appears within approximately 20% of its actual depth,

showing that the VB-SAR process is working well across a range of incidence angles.

However, some variation is visible, with the peak subsurface response appearing shal-

lower than the buried trihedral. One possible explanation for this is that the response of

the gravel/sand mixture above the target may be interfering with the target. Again, as

mentioned in the analysis of the target phase histories, more work is required to under-

stand the causes and possible consequences of this effect.

5.4.3 Multispectral VB-SAR

5.4.3.1 1GHz Sub Bands

In addition to varying the reconstruction angle the TP processor allows subsampling of

the frequency data before it is passed through the TP process, as has previously been

done in order to generate low real resolution TP images and demonstrate the resolution

improvement offered by VB-SAR.

This bandwidth subsampling also gives the opportunity to investigate any real fre-

quency dependent behaviour of VB-SAR. Demonstrating frequency independence would
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Figure 5.28: Example 4-5GHz TP image showing clear resolution of the surface return
and the buried trihedral response. Colourbar scale is in dB.

massively increase the utility of the VB-SAR scheme, as it would allow lower frequency

airborne and spaceborne radars to be used which would give much improved soil pene-

tration than that seen at C-band.

2GHz of bandwidth was used during this experiment. By splitting this bandwidth into

two sub bands of 1GHz bandwidth each (4-5GHz and 5-6GHz) a slant range resolution

of 15cm in freespace was obtained, sufficient to separate the surface and buried trihedral

returns as confirmed by Figure 5.28. This gave the widest possible frequency separation

which ensured that any frequency dependent effects were maximised. This process was

repeated over a range of reconstruction angles and polarisations.

For a buried target, different illumination frequencies should cause two effects. Firstly,

the refractive index of a given soil varies with frequency, which will influence the phase

history due to the change in refractive index. Secondly, the shift in wavelength will also
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influence the phase history; shorter wavelengths would be expected to give larger phase

shifts. As such, comparison of the phase response of the buried trihedral in the two sub

bands could provide an indirect measurement of sand moisture.

After TP processing in both bands the phase histories of the buried trihedral were

extracted, corrected and plotted across all three polarisations, giving the results shown

in Figure 5.29. From these plots it is clear that across incidence angles in VV and HH

polarisations the lower frequency sub band shows a consistently smaller phase shift than

the higher frequency sub band as would be expected. The situation in VH is less clear

with large distortions clearly visible in most bands. It is postulated that these distortions

are caused by the poor SCR given by a trihedral in VH polarisation and that future work

with a more appropriate buried target would remove them. Due to the large distortions

and uncertainty about the consistency of the trihedral response in VH polarisation it was

decided not to include the VH data in further analysis.

Plotting the difference between sub bands against the moisture content of the sand as

shown in Figure 5.30 shows that there is a good correlation between the sand moisture

content and the phase difference between the two bands in VV and HH polarisations. This

suggests that dual band phase measurements of a buried target are an excellent metric for

measuring soil moisture; it is likely that given a suitable buried target that this would

extend to cross polarisations as well.

The phase and amplitude histories extracted from the two sub bands in each polari-

sation can then be fed through the VB-SAR processor. As the real bandwidth in use is

1GHz the range resolution in the TP image stacks will be 15cm in freespace. Given that

the target trihedral is buried at 26cm below the sand surface this means that the buried

target and sand surface cannot be resolved by the VB-SAR process when a single pixel is

used as that single pixel cannot contain both surface and buried trihedral responses. The

results of this are shown in Figure 5.31.
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Figure 5.29: Plot of phase response from buried trihedral in VV (top), HH (middle) and
VH (bottom) in the two sub bands at 0°, 10° and 20° reconstruction angles. System
variations removed using phase response of surface trihedral
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Figure 5.30: Comparison of the phase difference between the two 1GHz sub bands at a
range of incidence angles in VV (top) and HH (bottom) polarisation.
In VV Pearson’s correlation coefficient is 0.992 at 20° (blue markers), 0.965 at 10° (red
markers) and 0.958 at 0° (yellow markers).
In HH Pearson’s correlation coefficient is 0.994 at 20° (blue markers), 0.937 at 10° (red
markers) and 0.925 at 0° (yellow markers).
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Figure 5.31: Left: VV VB-SAR results obtained by using complex histories and DC sub-
traction extracted from the 4-5GHz (top) and 5-6GHz (bottom) real frequency band TP
stack
Right: HH VB-SAR results obtained by using complex histories and DC subtraction ex-
tracted from the 4-5GHz (top) and 5-6GHz (bottom) real frequency band TP stack

These figures show that the VB-SAR process is working correctly across both bands

and both polarisations, with the apparent exception of the 5-6GHz band in VV, where the

target peak is appearing substantially deeper than expected. Of particular interest is the

change in the amplitude of the buried trihedral’s response as the incidence angle changes,

as could be anticipated the response gets weaker as the incidence angle moves away from

20°. Also significant is the decrease in the amplitude of the buried trihedral across all

incidence angles in the upper band compared to the lower band. This effect was expected

and is due to the increased sand attenuation at the higher frequency.
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5.4.3.2 500Mhz Sub Bands

Using two 1GHz wide frequency bands for TP processing allowed investigation of the

effects of sand moisture on the phase seen in the two bands and showed promising results.

However, it did not allow thorough investigation of the link between the band in use and

the phase response of the buried trihedral as the sand dried; using just two bands and

trying to draw a conclusion would be akin to plotting two points and trying to deduce a

relationship from them. By using four bands a more meaningful result can be obtained

yet the bandwidth, and hence range resolution, is still high enough to resolve the buried

trihedral and sand surface separately enabling easy analysis of the buried trihedral’s phase

history. As previously demonstrated, the trihedral return in VH is poor and so VH results

are not shown here.

The extracted phase histories are shown (after correction and unwrapping) in Figure

5.32. As can be seen, the phase change over the sand moisture change generally increases

as the centre frequency of the TP reconstruction increases, as would logically be expected

due to the decreasing wavelength of the radar wave. Pleasingly, the change in overall

phase shift is very similar between bands in VV which supports the wavelength depen-

dency theory. However in HH the changes between bands are slightly less even, further

investigation is needed to confirm why this occurs.

By plotting the difference between the phases in the different bands it is possible to

derive the relationship between the phase difference and sand moisture. The plots are

shown in Figure 5.33.

From a VB-SAR perspective, this change in phase response over a given change in

soil moisture would tend to shift the output peak in depth. However, because the VB-

SAR processor takes the real centre frequency into account when calculating the virtual

frequencies in use and uses a frequency dependent soil model to calculate the soil refrac-
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Figure 5.32: Phase history of buried trihedral across the four 500MHz wide bands in VV
(top) and HH (bottom). TP reconstruction used 10° incidence angle.
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Figure 5.33: Comparison of the phase difference between the four 500MHz sub bands at
a range of incidence angles in VV (top) and HH (bottom) polarisation. TP reconstruction
used 10° incidence angle.
In VV Pearson’s correlation coefficient is 0.963 for the first two bands, 0.935 for the
second and third bands and for the third and fourth bands it is 0.904.
In HH Pearson’s correlation coefficient is 0.157 for the first two bands, 0.975 for the
second and third bands and for the third and fourth bands it is 0.948.
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tive index the depth scale will be shifted for the different bands so the output peaks should

line up with each other, as is shown in Figure 5.34 which shows the results of applying

the VB-SAR process to the phase histories extracted from the 500MHz wide sub bands.

In these depth profiles the VB-SAR processor is working well and placing the buried

target’s peak response close to its actual depth, indicating that the VB-SAR process as im-

plemented does not show a strong frequency dependency and can be reasonably expected

to work across a range of frequency bands.

5.4.3.3 150MHz Sub Bands

After the two and four band VB-SAR demonstration it was realised that a more thorough

demonstration of the VB-SAR technique could be performed using multiple, narrower,

frequency bands across the real bandwidth. The TP processor created during this project

enables easy usage of arbitrary frequency bands and hence is well suited to this inves-

tigation. Significantly, by using much narrower real bandwidths the centre frequency

of the band used to form the TP images would move substantially between bands and

it would give an opportunity to compare VB-SAR results obtained from none adjacent

real frequency bands, which would tend to highlight any frequency dependencies of the

VB-SAR process.

To this end, the real bandwidth was subdivided into 13 bands each 150MHz wide,

continuously covering the range 4-5.95GHz. This produced a freespace range resolution

of 1m in each band, which is sufficiently low to merge the surface and buried trihedral

returns and allow the VB-SAR process to demonstrate the range resolution enhancement

in each band. However, this merging does mean that the buried target’s phase response is

not directly examinable and so it is not presented here.

The 13 sub bands were processed in VV and HH polarisations at incidence angles of
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Figure 5.34: VB-SAR depth profiles produced using the phase history of the buried trihe-
dral across the four 500MHz wide bands in VV (top) and HH (bottom). TP reconstruction
used 10° incidence angle.
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10° and 20° in order to demonstrate the utility of the multispectral technique across two

polarisations and two incidence angles. 10° and 20° incidence angles have previously

been shown to give good responses from the buried target which gives the best opportunity

for examining frequency dependencies, without undue concern about other effects.

The results of this processing are shown in Figure 5.35. In these figures each band

has been normalised relative to itself to highlight where the peak response is in each

band. As can be seen, the depth of the peak response is generally consistent across bands

and reasonably close to the actual depth of the buried target. There does appear to be

a systematic error that is making the peak consistently appear slightly below its actual

depth. This could be due to sand moisture estimation errors caused by the drying between

scans in the period during which the water was being added to the sand or inaccuracies

in the Hallikainen soil model used to convert the sand moisture estimates into refractive

indices. Such inaccuracy may arise because the Hallikainen model is a general model,

rather than one specifically tuned for the sand in use in the GB-SAR laboratory.

5.5 Conclusion

This chapter has presented the experimental work conducted as part of this study.

The basic operation and validity of the VB-SAR scheme has been demonstrated; the

scheme both resolves a buried target at the correct depth and enhances the subsurface

resolution. The demonstration then moved on to encompass other polarisations and inci-

dence angles, which shows that the usage of the VB-SAR scheme with sidelooking SAR

systems is feasible.

Following this, the VB-SAR scheme was applied across a wide range of real band-

widths and centre frequencies. This showed that the VB-SAR scheme would be applicable

to bands other than C-band which was used during this study.
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Figure 5.35: Left: Multispectral VB-SAR results obtained using the latter part of the
drying period’s complex history in VV (top) and HH (bottom) at 10° TP incidence angle.
Dashed red line indicates position of ground surface (surpressed using DC subtraction)
and dashed blue line indicates 26.5cm
Right: Multispectral VB-SAR results obtained using the latter part of the drying period’s
complex history in VV (top) and HH (bottom) at 20° TP incidence angle. Dashed red line
indicates position of ground surface (surpressed using DC subtraction) and dashed blue
line indicates 26.5cm
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However, some further work is necessary to rigorously demonstrate the wider appli-

cability of the VB-SAR scheme. The following suggestions are made for future work:

1. Buried targets that respond strongly to cross polarisations should be studied. The

work presented here used a buried trihedral which did not present a strong response

in cross polarisations and therefore the cross polarisation work was severely limited.

2. Buried targets that present a more consistent return across incidence angles should

be considered. An unexpectedly significant incidence angle dependency was ob-

served, both in terms of the extracted phase history of the buried target and the

results of the VB-SAR process. Whilst they were not overly significant, it is im-

portant to gain a thorough understanding of them and whether they are artefacts of

using a buried trihedral or limitations of the VB-SAR scheme.

3. More generally, this work has only used a single buried target and 100% sand soil.

An obvious avenue for future work would be to use buried targets buried at differing

depths and explore the use of VB-SAR with other soil textures.
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Chapter 6

Realworld Considerations

6.1 Introduction

This Chapter considers and explores certain situations which may be encountered during

a real-world implementation of VB-SAR.

Firstly, the possibility of operating VB-SAR when absolute SMC information is not

available is evaluated. Simulations are presented which explore the feasibility of operat-

ing VB-SAR in “detection mode”, where the presence of buried targets is indicated, but

accurate depth information is not retrieved.

Secondly, the effect of soil texture is explored via simulation. A comparison of VB-

SAR simulated with 100% sand and sandy loam is presented, in order to demonstrate the

ability of the VB-SAR scheme to work equally well in two different soils.

After this, side-looking VB-SAR is simulated. Whereas the laboratory experiment

and simulations previously presented used the TP imaging scheme, any real-world use

involving airborne or spaceborne SAR systems would involve side-looking imaging. For

this reason, a side-looking situtation is simulated and the results presented. Full 3-D VB-

SAR images are presented, along with ground plane images which demonstrate the correct

199
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location of buried targets. The side-looking simulation also includes simulations which

use Sentinel-1’s imaging parameters, in order to explore whether the VB-SAR process

operates correctly given the limitations imposed by a realistic spaceborne radar system.

Next, a brief discussion of the best ground conditions for a realworld VB-SAR de-

ployment is presented.

Finally, the ability of spaceborne systems to detect buried targets is considered and

compared, both to other spaceborne systems and a typical airborne SAR systems.

6.2 Detection Mode VB-SAR

As previously discussed, the ideal situation for VB-SAR operation is to have a reliable

source of SMC information for each DInSAR image used. In this case, the VB-SAR

processor can use the SMC data to reorder the image stack to a consistent SMC increase

or decrease (if necessary) and then perform an interpolation step to linearise the SMC

trend.

However, it is possible that a reliable source of SMC information will not be available.

In this case, it may be possible to operate VB-SAR in a “detection” mode, where reorder-

ing and interpolation of the image stack is skipped and the images are fed to the VB-SAR

processor in temporal order. Keeping in mind that only subsurface targets are expected

to respond to SMC this should still enable separation of surface targets from subsurface

targets. However, because the virtual frequency chirp will not be linear it is expected that

the response of any buried target will be distorted and the application of a depth scale will

not be possible. Nonetheless, such a scheme would still provide at least an indication of

the presence or absence of a buried target.

In order to test this, the VB-SAR simulator was setup to simulate a target buried at

26.5cm under a 100% sand soil, with a series of targets placed at 0cm depth to represent
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the soil surface. The SMC was varied linearly between 3.5% and 9.5% with 100 equally

spaced scans simulated, using 2GHz of bandwidth from 4 to 6GHz. The TP processor was

then used to process the first 150MHz of bandwidth at a 10° incidence angle to produce

images in which the surface and buried target responses had merged together.

To simulate the situation of unknown and inconsistent SMC over the image stack the

images were randomly sorted using MATLAB’s randperm() function. This randomised

order was then passed through the VB-SAR processor and compared to the non-randomised

image stack which contained a consistent shift in SMC. In all cases, the VB-SAR proces-

sor was set to assume a linear SMC decrease over the image stack, which meant that no

interpolation was performed. The depth scales shown in the results are calculated using

this assumed SMC decrease, which does allow accurate placement of the surface.

The results of doing this are shown in Figures 6.1 and 6.2, which show the situation

when there is a buried target present and the situation when there is no buried target,

respectively. As expected, randomising the image order defocuses the buried target, pre-

venting any estimation of depth or resolution of multiple subsurface targets. What is

significant is that the surface is accurately placed and the amplitude away from the sur-

face in the randomised order derived depth profiles is substantially greater relative to the

surface amplitude when a buried target is present as compared to when a buried target is

not present. This demonstrates that ”detection mode” VB-SAR is indeed feasible.

In order to check that these results are not due to simple chance, the VB-SAR pro-

cessing was repeated with 20 different random image orderings, giving the results shown

in Figures 6.3 and 6.4. As can be seen, the absence of a subsurface target results in a very

clean depth profile in all cases, whereas the presence of a subsurface target results in a

much more cluttered depth profile.

To show the effect of detection mode SAR across an entire VB-SAR image, the four

images shown in Figure 6.5 were produced. The upper pair of images, show the results
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Figure 6.1: Comparison of VB-SAR depth profiles of a region containing a buried and
a surface target produced with and without accurate SMC knowledge. Normal order
shows the result of accurate SMC information, random order represents unknown and
inconsistent SMC trend by randomising the scan order prior to VB-SAR processing.

of known SMC and unknown SMC VB-SAR processing with no DC subtraction. As ex-

pected, the known SMC processing gives a very well formed subsurface image, whereas

the unknown SMC processing results in a smeared subsurface image that appears rather

dim compared to the surface responses. By applying DC subtraction to remove the ground

returns the lower pair of images were formed. The subsurface image in the known SMC

case has not been substantially improved, but in the unknown SMC case it is now imme-

diately obvious in which columns the buried target appears.
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Figure 6.2: Comparison of the depth profiles of a region containing only a surface target
produced with and without accurate SMC knowledge. Normal order shows the result
of accurate SMC information, random order represents unknown and inconsistent SMC
trend by randomising the scan order prior to VB-SAR processing.

6.3 Soil Texture Effects

All the simulated scenes presented so far in this chapter have used soil consisting of 100%

sand. Obviously in the real world many other soils would be encountered and hence it

is vital that the VB-SAR process can handle different soils successfully. As a test, an

example soil from [17] (“Field 1”, described as “Sandy Loam” consisting of 51.51% sand

and 13.43% clay) was used with the simulator and the same targets as used to produce

Figure 4.18, which when processed with the TP imager using a real bandwidth of 150MHz

and the resulting complex histories fed to the VB-SAR processor gave the results shown

in the upper part of Figure 6.6. Comparing the two plots shows that the buried targets

and the surface have been resolved at the correct depth in both plots. However, the target

responses show increased levels of distortion in the Sandy Loam soil. This is due to
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Figure 6.3: Depth profiles of a region containing a buried and a surface target produced
from 20 unique reorderings of the image stack prior to VB-SAR processing.

Figure 6.4: Depth profiles of a region containing only a surface target produced from 20
unique reorderings of the image stack prior to VB-SAR processing.
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Figure 6.5: Demonstration of detection mode VB-SAR
Upper left: VB-SAR image produced with known, linear SMC trend
Lower left: VB-SAR image produced with known, linear SMC trend with DC subtraction
enabled to remove the surface response
Upper right: VB-SAR image produced with randomised image stack
Lower right: VB-SAR image produced with randomised image stack with DC subtraction
enabled to remove the surface response

this soil’s refractive index being less sensitive to SMC changes than the 100% sand soil,

leading to a decreased virtual bandwidth for a given SMC change.

The decrease in refractive index shift can be confirmed by reproducing Figure 4.14

using the Sandy Loam. This reproduction is shown in Figure 6.7 and as can be seen the

phase shifts across time have decreased in all bands compared to those seen in the 100%

sand soil. This confirms the decrease in refractive index change and hence the decrease

in VB-SAR resolution.
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Figure 6.6: Results of the VB-SAR processor using the phase histories extracted from a
scene with a vertical stack of three buried targets processed at low TP resolution.
Top: Buried targets placed at 25, 40 and 80cm below the soil surface, soil consists of
51.51% sand and 13.43% clay.
Bottom: Buried targets placed at 25, 40 and 80cm below the soil surface, soil consists of
100% sand. (Rescaled reproduction of Figure 4.18, presented for convenience of reader)
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Figure 6.7: Phase histories extracted from 150MHz TP images from the VB-SAR sim-
ulator, containing a single target buried under 26.5cm of soil consisting of 51.51% sand
and 13.43% clay.

6.4 Side-looking VB-SAR Simulation

The simulation and experimental results shown so far have all been based around the

trough scanner geometry, namely a geometry whereby the antenna’s real beam points

towards the ground under the direction of motion. In contrast to this, real world airborne

and spaceborne systems are configured so that their antenna’s real beam points towards

the ground in the direction perpendicular to the direction of flight. In this situation, the

beam is side-looking which presents a 3-D problem. To this end, the SAR simulator and

backprojection processor were reconfigured to operate in side-looking mode in order to

investigate the effects of a side-looking radar on the VB-SAR process.

As detailed in Chapter 4, the SAR simulator is capable of modelling the side-looking
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Figure 6.8: Example output from SAR simulator operating in side-looking mode with a
full 2GHz bandwidth (4 to 6GHz). Target positioned at (2, 2, -0.265). Black dot placed at
(2, 2, 0); note subsurface target displays down range migration.

case by using the 3-D Snell’s law solver presented by [100]. Coupled with the backprojec-

tion processor which handles side-looking SAR image processing full side-looking SAR

simulation is possible. An example image produced by the simulator, showing four sur-

face targets and a single buried target is shown in Figure 6.8. As can be seen, the buried

target has migrated down-range. This is due to the extra phase added by the subsurface

path being interpreted by the backprojection processor as being due to a surface target

further away from the radar platform.

From this scene the phase response of the buried target was extracted and compared

to that extracted from a target buried at the same depth under the same soil in the trough

scanner geometry. This comparison is shown in Figure 6.9. As can be seen, the side-

looking SAR case shows a slightly increased phase shift over the trough scanner geometry,

this is due to the ray’s path through the soil being longer due to it being angled relative to
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Figure 6.9: Comparison between the phase history of a target buried under 26.5cm of
Field 1 soil when imaged using the trough scanner geometry and side-looking SAR ge-
ometry.

the normal in two dimensions, rather than just one dimension as per the trough scanner.

This will have the effect of making the buried target appear slightly deeper in the VB-SAR

depth profile than it actually is.

To illustrate this, a comparison of the VB-SAR depth profile produced from the trough

scanner geometry and side-looking SAR geometry is shown in Figure 6.10. As can be

seen, as expected the side-looking geometry produces a slighter deeper response for the

buried target due to the increased path length through the soil.

At this point, the full 2GHz real bandwidth of the simulator can be divided into the

same 150MHz sub-bands previously used in order to demonstrate the range resolution

improvement of the VB-SAR process. An example side-looking SAR image formed with

this restricted real bandwidth is shown in Figure 6.11. Compared to the image formed

with the full 2GHz bandwidth (Figure 6.8), it is clear that this image displays substantially

lowered range resolution.
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Figure 6.10: Comparison between the VB-SAR depth profiles of a target buried under
26.5cm of Field 1 soil produced using trough scanner geometry and side-looking SAR
geometry.

By performing VB-SAR on each pixel within the SAR image sets it is possible to build

up a 3-D subsurface image, in a similar fashion to the production of the 2-D VB-SAR

images previously shown. For this work, 4 additional targets were placed on the surface

of the soil to ensure that targets at zero depth are resolved correctly. Taking the SAR

images formed with the full 2GHz resolution first, the results of this process are shown

in Figure 6.12. As with the single SAR image shown in Figure 6.8, the buried target’s

response has moved down range of the actual position of the target. It may be possible

to correct for this by applying a shearing operation to the 3-D image, the necessary shear

calculated using the imaging geometry and the average refractive index of the soil over the

image stack. As can be seen, the VB-SAR process has successfully resolved the buried

target’s depth and placed the surface targets at the correct positions.

The next step taken was to use the 150MHz bandwidth SAR images and apply the
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Figure 6.11: Example output from SAR simulator operating in side-looking mode with a
restricted 150MHz bandwidth (4 to 4.15GHz). Target positioned at (5, 5, -0.265). Black
dot placed at (5, 5, 0); note subsurface target displays slight down range migration.

VB-SAR process to them. For brevity, only three sub bands are presented here. The

resulting VB-SAR images are shown in Figure 6.13. It is immediately noticeable that

the reduced bandwidth has caused the surface targets to elongate as expected due to the

reduced resolution. As per the 2GHz bandwidth case previously shown, the buried target

has been resolved at the correct depth and its response has moved slightly down range of

the target’s actual position. Compared to the surface target responses, the buried target

displays an improvement in both depth and down range resolutions. This comes about

because the VB-SAR process gives an improvement to the slant range resolution which

in this case is not vertical.

In order to test the theory that the down range migration of the buried target was caused

by refraction at the air-soil interface a second 3-D VB-SAR simulation was run, with three

buried targets. These were placed at 25, 40 and 80cm below the surface. The expected
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Figure 6.12: 3-D VB-SAR image formed using the SAR images formed with the full
2GHz bandwidth. Buried target positioned at (2, 2, -0.265). Red dots placed at the actual
target positions; note subsurface target displays down range migration.

symptom of the migration being caused by refraction is that all buried target responses

will be shifted down range by a distance proportional to depth, i.e. the responses will lie

along a straight line. This would enable correction via an image shear.

The result of 3-D VB-SAR processing using SAR images produced using the full

2GHz bandwidth is shown in Figure 6.14. This image strongly supports the theory that

the down range migration of buried targets is caused by refraction at the soil surface as all

three buried targets lie in a straight line at an angle to the surface. In addition, all targets

are resolved at the correct depth.

Again, the 150MHz sub bands were also explored and the results from three bands (1,

7 and 13) from across the total spectrum are shown in Figure 6.15. These bands perform

as expected, though it is more difficult to see the straight line through all buried targets as

the lowered real bandwidth has caused the targets to spread in the down range distance.

This refraction influence is similar to the situation seem during TP imaging when an
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Figure 6.13: 3-D VB-SAR image formed using the SAR images formed with the first
150MHz wide band (4-4.15GHz) (top), seventh 150MHz wide band (4.90 - 5.05GHz)
(middle), thirteenth 150MHz wide band (5.80 - 5.95GHz) (bottom). Buried target posi-
tioned at (2, 2, -0.265). Red dots placed at the actual target positions.
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Figure 6.14: 3-D VB-SAR image formed using the SAR images formed with the full
2GHz bandwidth. Buried targets positioned at (2, 2, -0.25), (2,2,-0.40) and (2,2,-0.80)m.
Red dots placed at the actual target positions; note subsurface targets display down range
migration.

image is skewed due to the imaging algorithm assuming a vertical beam when an angled

beam is in use. It should be similarly possible to correct for this by applying a shear to the

subsurface volume in the down range direction. The shear needed would be calculated

using the average refractive index of the soil over the series of images and the incidence

angle, which is calculated using the true ground position of the buried targets and the

imaging geometry, to calculate the angle of transmission.

6.5 Satellite Simulation

As shown in the previous section, a buried target imaged by a side-looking SAR shows a

slight increase in phase shift over a given change in SMC when compared to the trough

scanner geometry used to demonstrate VB-SAR in the laboratory. This effect presents a
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Figure 6.15: 3-D VB-SAR images formed using the SAR images formed with the first
150MHz wide band (4-4.15GHz) (top), seventh 150MHz wide band (4.90 - 5.05GHz)
(middle), thirteenth 150MHz wide band (5.80 - 5.95GHz) (bottom). Buried targets posi-
tioned at (2, 2, -0.25), (2,2,-0.40) and (2,2,-0.80)m. Red dots placed at the actual target
positions; note subsurface targets display down range migration.
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Platform height 693km
Ground range 385.7km

Incidence angle 29.1 °
Centre frequency 5.405GHz

Chirp Bandwidth (derived from range resolution equation) 7.5MHz
Resolution 20x22m

Pixel Spacing 10x10m
PRF 3000Hz

Platform speed (derived from orbital mechanics) 7.51km/s
Pulse spacing (derived from PRF and platform speed) 2.50m

Number of pulses (derived from cross range resolution equation) 401

Table 6.1: Simulation parameters used for the Sentinel-1 simulation

concerning problem; potentially it could lead to inaccurate location of subsurface objects.

In order to investigate this issue, the simulator was reconfigured away from a “laboratory”

situation (radar close to target scene, target scene on the order of a few square meters and

high bandwidth in use) to a typical Sentinel-1 High resolution L1 GRD IWS configura-

tion, detailed in Table 6.1.

This new imaging geometry required some modifications to the SAR simulator. As

detailed in Section 4.5.1, the SAR simulator solves for the point of refraction at the ground

surface by constructing a vector containing all possible solution points between the plat-

form and buried target. The spacing of the solution points is specified by the user and

this spacing should be much smaller than the pixel spacing in use (a factor of 10 being a

good rule of thumb). In this case, the spacing should be 1m, which leads to a huge num-

ber of points in the vector, leading to very slow simulations. By realising that the point

of refraction should always be closer to a shallow buried target than the ground position

of the remote radar platform it is possible to put a restriction on the region to search; a

restriction of within 200m from the buried target’s ground location is more than adequate

to account for all possible situations and enables rapid simulation.

The other modification is to have the SAR simulator and backprojection processor
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make use of differential ranges relative to the range to the centre of the imaging scene.

This has the effect of shifting the imaging scene back to the antennas, so that a very

large unambiguous range (and hence a very large number of frequency points which is

computationally intensive) is not necessary.

The soil and moisture parameters used were the same (51.51% sand, 13.43% clay and

a moisture range of between 9.6 and 3.55%) as for the previous simulations. For the first

test, a single target was buried in the centre of the scene at a depth of 25cm and four

targets were placed on the soil surface. The VB-SAR process applied was the same as

previously used, each pixel’s phase and amplitude history was used to generate a vertical

depth profile for that pixel. The VB-SAR processor used each pixel in turn to produce

a complete 3-D subsurface image. Amplitude thresholding and MATLAB’s scatter3()

function were then used to produce a point cloud type image. The results of this first

simulation are shown in Figure 6.16. As can be seen, the surface and subsurface targets

still line up well with their actual positions despite the vastly increased ground range to

the scene and radar platform height over previous simulations.

Sentinel-1’s IWS mode produces 250km-wide (in the down range direction) swaths.

In order to check that the VB-SAR process produces valid results at the extremes of these

swaths a repeat of the first Sentinel-1 simulation was performed with an additional 247km

of ground range distance added to the edge of the imaging scene. The results of the near

and far-swath edge simulations are shown in Figure 6.17. As can be seen, the two images

are almost identical, demonstrating the consistent behaviour of the VB-SAR scheme over

the entire swath width.
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Figure 6.16: Groundplane VB-SAR image formed using the SAR images formed with
the Sentinel-1 simulation parameters. Buried target positioned at 25cm below the soil
surface. Actual positions of targets denoted by solid red markers.

6.6 Climatic Considerations

As previously detailed, the VB-SAR process requires a change in SMC in order to pro-

duce subsurface radar images. Whereas in the laboratory and small scale experimentation

changes in SMC can be easily created and controlled, any large scale real-world VB-SAR

deployment would need to use naturally occurring SMC variations.

Certain areas of the Earth’s surface are better suited to VB-SAR than others. Very

dry areas such as desert present very poor conditions for VB-SAR, as the SMC is consis-

tently very low. This means that the virtual bandwidth would be very small and therefore

subsurface resolution would be poor. Similarly, areas where SMC is expected to be high

(for instance, tropical areas) would provide poor data for VB-SAR as the soil attenua-

tion would likely be very high, hindering the ability of the radar system to detect buried

targets.

Areas with large amounts of vegetation cover also present challenges for accurate
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Figure 6.17: 2-D VB-SAR image formed using the SAR images formed with the Sentinel-
1 simulation parameters at the near (top) and far (bottom) edges of the IWS mode imaging
scene. Buried target positioned at 25cm below the soil surface. Actual positions of targets
denoted by solid red markers.
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VB-SAR imaging. The amount of vegetation in a given scene is likely to vary over the

course of a year. This would present an additional moisture change over the SMC change.

As VB-SAR assumes that the soil surface experiences zero moisture change, vegetation

moisture variations would cause the surface return to appear below the surface level in the

VB-SAR depth profile. Similarly, it would also cause the returns of subsurface targets to

appear deeper than the targets actually are.

Another issue with a realworld VB-SAR deployment is the need to have a source of

accurate SMC measurements available (unless VB-SAR operation is limited to “detec-

tion mode” as detailed in Section 6.2). As discussed in Section 2.4.3, for VB-SAR the

optimum source of wide area SMC measurements is likely to be active sensing.

[26] details one method of active SMC sensing, and states that at significant vegetation

levels (NDV I > 0.4) the algorithm tends to underestimate SMC. To give these values

some significance, Figure 6.18 shows average NDVI values for the UK during June and

October 2003. As can be seen, little of the UK has a suitably low NDVI during June

but the situtation is much better during October. It is speculated that the difference is

primarily due to the harvesting of crops between the two dates. It is clear that this method

is of limited utility for VB-SAR imaging of a typical temperate climate area during the

summer months, but usable during the winter months when vegetation levels are lower.

In summary, the optimal area for VB-SAR is one where the SMC is low (to minimise

soil attenuation) and variable (to ensure good VB-SAR subsurface resolution) with light

vegetation cover (to minimise the effects of vegetation moisture on the produced VB-

SAR depth profiles). Such an area could be found in a temperate country during the

winter months.
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Figure 6.18: NDVI maps of the UK during June 2003 (top) and October 2003 (bottom).
Images from [104].
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6.7 Detection of Buried Targets by Spaceborne Radars

As discussed in Section 3.2.5 there are many spaceborne radar systems in orbit, producing

DInSAR images that could potentially be used for VB-SAR. This section considers each

system in turn and examines its potential utility as a data source for VB-SAR.

In order to address the question of whether a given system could be expected to detect

a buried target a very simple method has been chosen. Firstly, the NESZ of each system

has been identified from published literature. This has been converted into a noise equiva-

lent RCS by multiplying the NESZ value by the resolution cell area of the radar system in

question. Next, the theoretical RCS of a 1m square sided trihedral (a target that would be

reasonable to construct and emplace during an initial trial) has been calculated. The dif-

ference between the noise equivalent RCS and the trihedral is calculated in order to give

the maximum soil attenuation that can be tolerated whilst still allowing the target to be

theoretically detectable. The depth of soil which would present that amount of attenuation

was calculated in the following manner. Firstly, calculate the attenuation in Nepers/m [1]

α = k
√

εr[(1+ tan2
δ )]

1
4 sin(

δ

2
) (6.1)

Then, calculate the depth of a target that gives the allowable amount of attenuation in

the following manner:

depth =
atten

α ∗8.68∗2
(6.2)

Where atten is the allowable attenuation, 8.68 is a conversion factor between Nepers

and dB and the factor of 2 accounts for the two way trip of the radar wave through the

soil.

Whilst this is a gross simplification of the actual imaging scenario (ignoring such

things as surface reflection, vegetation, target misalignments etc.) it does serve as a rela-
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tive comparison between different spaceborne systems and airborne systems.

6.7.1 TerraSAR-X/TanDEM-X

TanDEM-X is a spaceborne radar interferometer consisting of two TerraSAR-X radar

satellites orbiting in an accurately controlled, close formation . This arrangement allows

for single pass interferometry, primarily intended to generate DEM products at a higher

spatial resolution, accuracy and global coverage level than that produced by the SRTM.

The system is fully polarimetric and operates in X-band[105]. The system occupies an

orbit with a repeat period of 11 days

From a VB-SAR perspective, TanDEM-X has a significant attraction in that it provides

single pass interferometry. This means that the interferograms it produces are free from

temporal decorrelation and the influence of atmospheric disturbances that are inherent to

multiple pass interferometry. In addition, using single pass interferometry means that the

elapsed time between interferograms in the DInSAR stack is just the revisit time, rather

than double the revisit time as with other systems.

Data availability appears to be good, with InSAR images available as a standard prod-

uct at a reasonable price [106], [107].

Counting against TanDEM-X is the fact that it operates at X-band, which severely

limits the penetration depth through all types of soil. In addition, a typical NESZ of the

system is given by [11] to be no better than -23dB.

Considering TanDEM-X’s centre frequency of 9.65GHz, and using the square sided

trihedral RCS calculation for a 1m edge length of;

σ [dBsm] = 10log10(
12∗π ∗a4 ∗ f

c
) (6.3)

we get a target RCS of 30.8dBsm.
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The resolution of TanDEM-X is 3m x 3m whilst operating in stripmap mode [108],

converting the NESZ from dB/m2 to dBsm using this resolution gives a NESZ of -

13.4dBsm. This gives an allowable soil attenuation figure of 44dB before our 1m trihedral

becomes invisible.

For a soil consisting of 100% sand and having an SMC of 5% this gives a maximum

detection depth of 10.5cm. In reality, any realistic buried target is likely to have a much

lower RCS than the large trihedral under consideration meaning that such a target would

have to be much closer to the soil than this trihedral. It is obvious from this that TanDEM-

X is not well suited to detecting buried targets.

6.7.2 Radarsat2

Radarsat-2 is a Canadian SAR satellite that operates at C-band. The design of the satel-

lite is similar to that of Cosmo-Skymed. The onboard radar is capable of polarimetric

observations by transmitting alternating H and V polarised pulses and receiving both po-

larisations simultaneously. The repeat period of the orbit is listed as 25 days, but the

spacecraft supports both left- and right-looking radar imaging meaning that the revisit

time for a particular patch of ground is likely to be less.

The satellite and data ordering system both support interferometric imaging, although

unlike TanDEM-X only multiple pass interferometry is supported with all the issues that

brings in terms of decorrelation and slower DInSAR stack update rate. Examination of

archived data is also possible [57].

For VB-SAR Radarsat-2 is not an especially attractive radar platform. The repeat pe-

riod is long and operating at C-band, whilst preferable to X-band, does not provide sub-

stantial ground penetration. However, in ultra-fine mode the estimated minimum NESZ is

approximately -31dB/m2 which is very good for a spaceborne radar [56]. Ultra-fine mode
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gives a resolution of 3mx3m, therefore the minimum NESZ is -21.5dBsm.

As was done for TanDEM-X previously, a 1m square sided trihedral is used as an ex-

ample target. Repeating the RCS calculation at Radarsat-2’s centre frequency of 5.405GHz

gives an RCS value of 28.3dBsm. This gives a soil attenuation allowance of 49.8dB.

Using the same soil parameters as for the TanDEM-X calculation (100% sand, 5%

SMC), the maximum detectable burial depth for the trihedral is 35cm. This is an improve-

ment over TanDEM-X, but as noted previously the repeat period is long which limits the

utility of Radarsat-2 for VB-SAR.

6.7.3 PALSAR-2 (ALOS-2)

PALSAR-2 is an L-band SAR carried as the sole payload of the ALOS-2 satellite. This

system is operated by JAXA and is a follow on mission to the PALSAR payload on ALOS.

However, PALSAR was not the sole instrument on ALOS leading to limitations on the

amount of SAR observing possible, due to daytime observations being prioritised for

optical imaging.

ALOS-2 is in a sun-synchronous noon orbit (i.e. crosses the equator at noon local

time), whereas other SAR missions are often in dawn/dusk orbits (crossing the equator

early in the morning or late in the evening). The revisit period is specified as 14 days.

As is typical for modern SAR systems, multiple observation modes are offered includ-

ing spotlight, stripmap and scanSAR. NESZ figures for PALSAR-2 range from -23dB in

scanSAR mode to -28dB in high-sensitivity stripmap mode [12].

PALSAR-2 represents an interesting satellite for VB-SAR. The use of L-band as op-

posed to X or C band allows greater penetration through the earth to buried targets due to

reduced attenuation.

The centre frequency PALSAR-2 uses is 1270MHz. The soil model presented by [17]
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only runs down to 1.4GHz, so for this approximate calculation a frequency of 1.4GHz has

been passed to the soil model.

The 1m square sided trihedral displays an RCS of 22.0dBsm at 1270MHz. In high-

sensitivity stripmap mode ALOS-2 offers 6m x 6m resolution, which gives a NESZ of

-12.43dBsm. Thus, the maximum soil attenuation that can be allowed is -32.43dB.

Using a frequency of 1.4GHz to work within the limitations of the Hallikainen soil

model gives a maximum detectable depth of 51cm; over 5 times that of the X-band

TerraSAR-X despite a slightly worse NESZ which demonstrates the significance of radar

frequency.

6.7.4 RISAT-1

RISAT-1 (Radar Imaging Satellite 1) carries a C-band radar as its sole payload. The

satellite is intended to provide scientific data and data products are available online. True

quad polarisation operation is only available in one mode (a moderate resolution stripmap

mode operating at 9m x 4m resolution). Other modes support resolutions up to 1m x

0.67m whilst operating in hybrid polarisation mode, transmitting in circular polarisation

and receiving in both horizontal and vertical polarisations.

The radar does not support left and right side imaging and the satellite sits in a

dawn/dusk orbit with a revisit period of 25 days [65]. NESZ varies from -16dB to -20dB.

RISAT-1 does not appear to present a particularly promising option for VB-SAR us-

age. The combination of operating at C-band, relatively poor NESZ values and a long

revisit period make this system less attractive than the other space-based possibilities.
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6.8 Detection of Buried Targets by Airborne Radars

Whilst spaceborne systems offer worldwide coverage, airborne SAR systems offer advan-

tages for VB-SAR usage over them. For instance, whilst spaceborne systems are essen-

tially confined to fixed orbits with set revisit times for a given area an airborne system

can offer varied revisit times over a given area. In this way, the system can respond to

variations in soil moisture in order to optimise the DInSAR stack for VB-SAR exploita-

tion. For instance, following a heavy rainfall event the airborne radar could be tasked to

repeatedly overfly an area of interest as the soil moisture decreases.

In addition, whereas spaceborne systems are typically limited to one frequency air-

borne systems often offer the ability to acquire multiple bands simultaneously [109]. This

would be tremendously helpful during the initial deployments of VB-SAR as it would

allow the effects of real frequency to be characterised.

6.8.1 DLR F-SAR

DLR operate F-SAR, an airborne SAR system mounted on a DO228 aircraft. It operates

over X, C, S, L and P (UHF) bands, offering single pass polarimetric interferometry in X

and S band. Repeat pass polarimetric interferometry is available in all bands. Azimuth

resolution ranges from 0.2m in X band to 1.5m in UHF; range resolution ranges from

0.3m in X band to 2.25m in UHF. NESZ figures vary from -46dB to -27dB. [109].

F-SAR presents a very attractive platform to use for evaluating VB-SAR. It offers

very high resolutions compared to satellite systems, which should offer improved signal

to clutter ratios for physically small buried targets.

Using a 1m square sided trihedral buried in 100% sand containing 5% SMC as before

and considering each band in turn, the following figures for maximum detection depth of

a target are found:
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In X band, the quoted NESZ is -34dB at 45°, and the resolution is 0.3x0.2m. This

translates to a NESZ in dBsm of -46.2dBsm. Using F-SAR’s X-band frequency of 9.60GHz

the 1m square sided trihedral has an RCS of 30.8dBsm; allowing for an attenuation of

77dB. In the 100% sand soil at 5% SMC this gives a maximum detection depth of 19.7cm.

In C band, the quoted NESZ is -40dB at 45°, and the resolution is 0.6x0.3m. This gives

a NESZ of -47.4dBsm. Using F-SAR’s C-band frequency of 5.30GHz the 1m square sided

trihedral has an RCS of 28.2dBsm. In this band the maximum soil attenuation possible is

75.6dB. At C band in this soil the maximum detection depth is 54.7cm.

In S band, the quoted NESZ is -34dB at 45°, and the resolution is 0.75x0.35m, which

gives a NESZ of -39.8dBsm. Using F-SAR’s S-band frequency of 3.25GHz the 1m square

sided trihedral has an RCS of 26.1dBsm, so the maximum tolerable soil attenuation is

65.9dB. This leads to a maximum detection depth of 66.9cm in a 100% sandy soil con-

taining 5% SMC.

In L band, the quoted NESZ is -46dB at 45°, and the resolution is 1.5x0.4m, leading

to a NESZ of -48.2dBsm. Using F-SAR’s L-band frequency of 1.325GHz the 1m square

sided trihedral has an RCS of 22.2dBsm, therefore the soil can exhibit an attenuation

of 70.4dB before the target becomes undetectable. As this is outside the range of the

Hallikainen soil model, the soil model presented by [20] was used, giving a maximum

detection depth of 2.11m.

Finally, in P band, the quoted NESZ is -46dB at 45°, and the resolution is 2.25x1.5m,

which gives a NESZ of -40.7dBsm. Using F-SAR’s P-band frequency of 435MHz the 1m

square sided trihedral has an RCS of 17.4dBsm. This allows a maximum soil attenuation

of 58.1dB. At this low frequency, the soil model presented by [20] has to be used. giving

a maximum detection depth of 4.49m.
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6.9 Spaceborne versus Airborne Systems for VB-SAR

From the previous discussions and calculations it is clear that, for initial development

work at least, an airborne system such as F-SAR has numerous advantages over current

spaceborne systems.

Most significantly, an airborne system benefits from higher ground resolutions and

lower NESZ figures than a spaceborne system. As demonstrated in the previous calcula-

tions, this means that a given target can be detected at a much deeper depth by an airborne

system than a spaceborne system. Conversely, a smaller target than the 1m trihedral used

for the calculations could be buried at a shallower depth, reducing the amount of effort

needed to setup a test area.

The ability of F-SAR to operate in multiple frequency bands simultaneously allows

the effects of frequency to be rigorously examined using data collected under identical

conditions, rather than having to compare data collected at different times by different

systems which could lead to ambiguities.

An airborne system also benefits from an essentially arbitrary revisit period. This

means that an initial demonstration using controlled wetting of the soil above the buried

target could be conducted in a much shorter time, with much more control of the soil

moisture, than a similar experiment using a spaceborne system. In addition, the flexibility

of the revisit time could allow natural variations in soil moisture to be exploited to derive

VB-SAR images.

Finally, whereas any investigation using spaceborne data would likely involve ”piggy

backing” onto other data collections and using fixed imaging parameters, an investigation

that uses airborne radar could set (within the limitations of the system) the imaging pa-

rameters. This would offer further opportunities to explore the effects of parameters such

as look angle, target range and polarisation etc.
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6.10 Conclusions

This chapter has explored several issues which will be encountered during real-world

implementation of the VB-SAR scheme.

The ability of VB-SAR to operate without absolute SMC information was demon-

strated. In this situation, VB-SAR operates in ”detection mode”, indicating the presence

of buried targets without giving accurate depth indications.

The insensitivity of VB-SAR to soil texture was shown, by comparing depth profiles

obtained from 100% sand and sandy loam soils.

The most significant result was the simulation of VB-SAR using a side-looking imag-

ing geometry. 3-D simulations were carried out using the SAR simulator and the backpro-

jection imager was used to produce side-looking SAR images. The VB-SAR algorithm

successfully produced depth profiles which placed the buried target at the correct depth,

although the buried targets migrated down range by an amount proportional to their depth.

It is thought that this could be corrected for by applying a shear operation in order to cor-

rect for the effects of refraction at the soil surface, however further work would be needed

to confirm that this is the cause and solution.

The best climatic conditions for a VB-SAR deployment were discussed, leading to a

recommendation that the optimum conditions are likely to be found within a temperate

climate, in an area with light vegetation coverage.

Finally, the feasibility of operating VB-SAR using radar data obtained from several

spaceborne and an airborne SAR system was explored.
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Conclusions

7.1 Introduction

This thesis has presented work which investigated the VB-SAR technique, demonstrating

that it is a feasible technique for subsurface imaging in the real world. This chapter

concludes this thesis by presenting a brief summary of the research performed during this

project. Included within this chapter is a brief summary of the results obtained, answers

to the initial research questions and a selection of suggestions for future research.

7.2 Summary of Results

The key result of this work is the world’s first experimental demonstration of the VB-

SAR technique in a laboratory environment. The laboratory work validated the VB-SAR

technique and demonstrated the ability of the technique to produce subsurface images at

higher resolutions than that offered by the raw radar data. In addition to this, the fre-

quency independence of the VB-SAR scheme was also proven. Both of these results are

significant as real-world side-looking SAR systems operate at relatively low bandwidths

231
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and across a range of centre frequencies.

Furthermore, it was experimentally shown that the VB-SAR process is applicable

across a range of incidence angles. This was verified by using the TP imaging technique

which allowed a single radar dataset to be used to generate radar images with differing

incidence angles, avoiding any variance due to collecting multiple datasets. This is a key

result as it implies that a side-looking SAR based VB-SAR processor does not necessar-

ily need to take the varying incidence angle across an imaging scene into account when

constructing subsurface images.

Within the laboratory environment only a single soil texture, namely 100% sand, was

used. Obviously in the real world a wide range of soil textures could be encountered by

the VB-SAR process. Simulation using a standard soil model [17] demonstrated that the

VB-SAR process would work over a range of soil textures.

Whilst the TP process is a convenient imaging algorithm for laboratory use (due to the

previously mentioned ability to create radar images formed at different incidence angles

from a single radar dataset) it is not a practical imaging solution for large-area data collec-

tion, due to the cross-range resolution being given solely by the antenna’s real beamwidth.

It is certain that any large-area implementation of the VB-SAR scheme would involve

side-looking SAR, as this is the imaging technique used by almost all airborne and space-

borne imaging radars. To this end, simulation has demonstrated that the VB-SAR process

is compatible with the side-looking SAR imaging process at both the laboratory scale and

the spaceborne radar scale.

7.3 Answers to Research Questions

The following research questions were posed in Chapter 1, and this work has provided

the following answers.
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Q1: Is the VB-SAR imaging scheme feasible in a laboratory environment?

A1: Yes, the VB-SAR imaging scheme has been proven to be feasible in the laboratory

environment. VB-SAR subsurface imaging has been successfully conducted, dur-

ing which several key predictions of the VB-SAR theory have proved to be correct.

Q2: Are there likely issues with operating a VB-SAR scheme in a non-laboratory envi-

ronment?

A2: The largest issue with operating VB-SAR in the real world (ignoring system limi-

tations discussed in A4 below) is the accurate determination of SMC over a large

area, accurate SMC information being required in order to apply the correct depth

scale to subsurface images (although it has been shown that the VB-SAR scheme

can successfully operate in “detection mode” when no accurate SMC information

is available, indicating the presence or absence of buried targets). Further possi-

ble limitations, explored by simulations performed during this work but requiring

experimental verification, include the effects of different soil textures, the effect of

incidence angle changes and the responses of different buried targets.

Q3: What limitations does the VB-SAR scheme suffer from?

A3: The largest limitation to the VB-SAR scheme is the high attenuation presented by

moist soils which severely limits the depth at which buried targets are detectable by

spaceborne SAR systems. Other limitations are as discussed in A2 above.

Q4: Given the current state of spaceborne SAR systems, is it possible to demonstrate the

VB-SAR scheme with them?

A4: It is likely not feasible to demonstrate the VB-SAR scheme with existing space-

borne SAR systems. Analysis presented in Chapter 6 has shown that the combina-



234 CHAPTER 7. CONCLUSIONS

tion of relatively poor NESZ figures, high frequencies and long revisit times make

the current spaceborne SAR systems poor candidates for VB-SAR demonstration.

However, it was also shown that airborne systems such as F-SAR are likely to be

well suited for VB-SAR demonstrations, given their substantially improved NESZ,

wider choice of frequency bands and the ability to choose imaging times (rather

than being in a fixed orbit).

7.4 Suggestions for Future Research

This work has made several significant novel contributions and proved the fundamental

feasibility of the VB-SAR process. However, there are still several questions that need to

be answered before large scale exploitation of this technique is feasible.

The most pressing issue, given the previously identified issues with operating this

technique from airborne and spaceborne platforms at C-band is the applicability of the

VB-SAR process to other frequency bands, most significantly lower frequencies such

as L-band. At these lower frequencies the attenuation of vegetation and the soil above

a target should be substantially reduced, enabling successful detection of deeper buried

targets at higher soil moisture contents. Experimentation with multispectral VB-SAR

across the C-band dataset collected as part of this work and simulation within C-band

strongly suggests that the VB-SAR process is applicable across a range of frequencies

with no frequency dependence. In order to validate the process at these lower frequencies

a similar combined experimentation and simulation approach as used within this thesis is

suggested.

The experimental and simulation work presented here has only considered point and

trihedral targets. In a real-world usage, buried targets are likely to present responses that

vary considerably over the range of incidence angles that a side-looking SAR would ob-
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serve them over. It is suggested that during any subsequent laboratory work a range of

buried targets are used. Coupled to this is the necessity to use targets suitable for both

copolarisation and crosspolarisation observations. The crosspolarisation case is partic-

ularly important as the work presented here did not use any crosspolarisation-friendly

buried targets.

A key area that must be explored is the effects of different soil textures on the fun-

damental principles of the VB-SAR technique. Whilst simulation using published soil

models has shown that there should be no reason (other than the need to consider in-

creased soil attenuation) that the VB-SAR technique would not be equally applicable to

a range of soils, provided that a SMC metric exists, this is an obvious avenue for explo-

ration. It is suggested that an experimental scene that contains volumes of both sand (as

used during this work) and a different soil containing the same buried targets is used, so

that the effects of soil texture can be directly compared.

Any practical implementation of the VB-SAR scheme will use data obtained from

side-looking SAR images. For this initial demonstration the TP imaging algorithm of-

fered the advantage of being able to study the responses of buried targets over a range

of incidence angles, and simulation has shown that there is not a fundamental limitation

of the VB-SAR scheme which would prevent the usage of side-looking SAR imagery

as a datasource. Despite this, a laboratory evaluation of the VB-SAR scheme using a

small side-looking SAR system (as described by [110]) is prudent before any large-scale

experimentation is attempted.

Additional exploration of the effects of surface vegetation should be considered. Veg-

etation can contain significant amounts of moisture which can both attenuate the radar

signal and, given seasonal variations, present an additional source of buried target phase

variation above that caused by changes in SMC. Such attenuation and variation is likely

to be insignificant over light vegetation cover such as grassland, but assessment is needed
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to get an appreciation for the situation in areas of heavier vegetation.

All of the future work suggested so far could be carried out in the laboratory, where

the experimental environment is tightly controlled. Any practical deployment of the VB-

SAR process will, of course, be outside this well controlled situation. As a stepping

stone to a large scale investigation using very expensive resources such as an airborne

SAR system, it is suggested that a GB-SAR system (such as that described by [110]) is

used to demonstrate VB-SAR outside. It is suggested that the radar scene for such a trial

should contain surface reference targets and artificially placed buried targets in addition

to any buried objects that are already present in the scene. The SMC would need to be

independently measured over the course of the experiment as, unlike in the experiment

presented in this thesis, the starting SMC of the soil volume would not be accurately

known and so it would not be possible to derive the SMC as the experiment progressed. It

is suggested that controlled wetting of the soil volume is used, so that the experiment can

be conducted relatively rapidly, avoiding the need to deploy and stow the GB-SAR many

times.

The ultimate verification and validation of the VB-SAR imaging scheme would be to

use radar data from an airborne or spaceborne SAR system to form VB-SAR images. A

key attraction of the VB-SAR process is that it can use standard DInSAR datasets. This

means that, provided suitable buried targets are provided or identified, experimentation

with VB-SAR can be piggybacked onto other experimental campaigns. However, there

are several key questions that should be answered before attempting a large area demon-

stration, as listed above. Due to this, the use of such a system in a VB-SAR experiment is

currently considered to be overambitious.
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drologic Perspective,” Annual Review of Earth and Planetary Sciences, vol. 30, pp.

149–180, 2002.

[28] S. Kim, J. van Zyl, S. Dunbar, E. Njoku, J. Johnson, M. Moghaddam, J. Shi, and

L. Tsang, Soil Moisture Active Passive (SMAP) Algorithm Theoretical Basis Doc-



REFERENCES 241

ument Level 2 and 3 Soil Moisture (Active) Data Products, JPL, December 2014,

Revision A.

[29] E. Njoku and D. Entekhabi, “Passive microwave remote sensing of soil moisture,”

Journal of Hydrology, vol. 184, no. 1-2, pp. 101–129, 1996.

[30] Y. Kerr, P. Waldteufel, J.-P. Wigneron, S. Delwart, F. Cabot, J. Boutin, M.-J. Escori-

huela, J. Font, N. Reul, C. Gruhier, S. Juglea, M. Drinkwater, A. Hahne, M. Martin-

Neira, and S. Mecklenburg, “The SMOS Mission: New tool for monitoring key

elements of the global water cycle,” Proceedings of the IEEE, vol. 98, no. 5, pp.

666–687, 2010.

[31] “Recommendation ITU-R RA.314-10; Preferred frequency bands for radio astro-

nomical measurements,” ITU, 2003.

[32] R. Oliva, E. Daganzo-Eusebio, Y. Kerr, S. Mecklenburg, S. Nieto, P. Richaume,

and C. Gruhier, “SMOS radio frequency interference scenario: Status and actions

taken to improve the RFI environment in the 1400-1427MHz passive band,” IEEE

Transactions on Geoscience and Remote Sensing, vol. 50, no. 5 PART 1, pp. 1427–

1439, 2012.

[33] K. D. McMullan, M. A. Brown, M. Martin-Neira, W. Rits, S. Ekholm, J. Marti,

and J. Lemanczyk, “SMOS: The Payload,” IEEE Transactions on Geoscience and

Remote Sensing, vol. 46, no. 3, pp. 594–605, March 2008.

[34] Y. Kerr, P. Waldteufel, P. Richaume, P. Ferrazzoli, and J. Wigneron, “Algorithm

Theoretical Basis Document (ATBD) for the SMOS level 2 soil moisture processor

development continuation project,” SMOS Level 2 Processor for Soil Mois., no.

3-6, 2011.



242 REFERENCES

[35] Y. H. Kerr, P. Waldteufel, P. Richaume, J. P. Wigneron, P. Ferrazzoli, A. Mah-

moodi, A. A. Bitar, F. Cabot, C. Gruhier, S. E. Juglea, D. Leroux, A. Mialon, and

S. Delwart, “The SMOS Soil Moisture Retrieval Algorithm,” IEEE Transactions

on Geoscience and Remote Sensing, vol. 50, no. 5, pp. 1384–1403, May 2012.

[36] P.O’Neill, S. Chan, E. Njoku, T. Jackson, and R. Bindlish, Soil Moisture Active

Passive (SMAP) Algorithm Theoretical Basis Document Level 2 and 3 Soil Mois-

ture (Passive) Data Products, JPL, September 2015.

[37] T. Jackson and T. Schmugge, “Vegetation effects on the microwave emission

of soils,” Remote Sensing of Environment, vol. 36, no. 3, pp. 203 –

212, 1991. [Online]. Available: http://www.sciencedirect.com/science/article/pii/

003442579190057D

[38] B. Choudhury, T. J. Schmugge, A. Chang, and R. Newton, “Effect of surface rough-

ness on the microwave emission from soils,” Journal of Geophysical Research:

Oceans, vol. 84, no. C9, pp. 5699–5706, 1979.

[39] K. Morrison and J. Bennett, “Tomographic profiling - A technique for multi-

incidence-angle retrieval of the vertical sar backscattering profiles of biogeophysi-

cal targets,” IEEE Transactions on Geoscience and Remote Sensing, vol. 52, no. 2,

pp. 1250–1255, 2014.

[40] A. Moreira, P. Prats-Iraola, M. Younis, G. Krieger, I. Hajnsek, and K. Papathanas-

siou, “A tutorial on synthetic aperture radar,” Geoscience and Remote Sensing Mag-

azine, IEEE, vol. 1, no. 1, pp. 6–43, March 2013.

[41] C. Sherwin, J. Ruina, and R. Rawcliffe, “Some Early Developments in Synthetic

Aperture Radar Systems,” IRE Transactions on Military Electronics, vol. MIL-6,

no. 2, pp. 111–115, 1962.

http://www.sciencedirect.com/science/article/pii/003442579190057D
http://www.sciencedirect.com/science/article/pii/003442579190057D


REFERENCES 243

[42] Technical Background and Analysis Methods for SAR, Centre for Space Research,

University of Texas, http://www.csr.utexas.edu/projects/rs/whatissar/sar.html.

[43] M. I. Skolnik, “Radar handbook,” 1970.

[44] G. Stimson, Introduction to Airborne Radar, 2nd ed., , Ed. Mendham: SciTech

Publishing, 1998.

[45] M. Eineder, T. Fritz, J. Mittermayer, A. Roth, E. Börner, and T. Breit, TerraSAR-X

Ground Segment Basic Product Specification Document, DLR, 2008.

[46] D. Geudtner, R. Torres, P. Snoeij, M. Davidson, and B. Rommen, “Sentinel-1 Sys-

tem capabilities and applications,” in 2014 IEEE Geoscience and Remote Sensing

Symposium, July 2014, pp. 1457–1460.

[47] ASAR Product Handbook, ESA, 2007, available at

https://earth.esa.int/handbooks/asar/.

[48] J. P. Ford, “Resolution versus speckle relative to geologic interpretability of space-

borne radar images: A survey of user preference,” IEEE Transactions on Geo-

science and Remote Sensing, vol. GE-20, no. 4, pp. 434–444, Oct 1982.

[49] V. S. Frost, J. A. Stiles, K. S. Shanmugan, and J. C. Holtzman, “A model for radar

images and its application to adaptive digital filtering of multiplicative noise,” IEEE

Transactions on Pattern Analysis and Machine Intelligence, vol. PAMI-4, no. 2, pp.

157–166, March 1982.

[50] I. Elizavetin, “Radiometric artifacts on SAR images,” 2010.

[51] M. D. Desai and W. K. Jenkins, “Convolution backprojection image reconstruction

for spotlight mode synthetic aperture radar,” IEEE Transactions on Image Process-

ing, vol. 1, no. 4, pp. 505–517, Oct 1992.



244 REFERENCES

[52] L. Gorham and L. Moore, “SAR image formation toolbox for MATLAB,” vol.

7699, 2010.

[53] D. B. Tridon, M. Bachmann, D. Schulze, C. Ortega-Mı́guez, M. D. Polimeni,
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Verification of the Virtual Bandwidth SAR Scheme
for Centimetric Resolution Subsurface

Imaging From Space
Alexander Edwards-Smith, Keith Morrison, Simon Zwieback, and Irena Hajnsek, Fellow, IEEE

Abstract— This paper presents the first experimental
demonstration of the virtual bandwidth synthetic aperture
radar (VB-SAR) imaging scheme. VB-SAR is a newly developed
subsurface imaging technique which, in stark contrast to
traditional close proximity ground penetrating radar schemes,
promises imaging from remote standoff platforms such as
aircraft and satellites. It specifically exploits the differential
interferometric SAR (DInSAR) phase history of a radar wave
within a drying soil volume to generate high-resolution vertical
maps of the scattering through the soil volume. For this study, a
stack of C-band vertically polarized DInSAR images of a sandy
soil containing a buried target was collected in the laboratory
while the soil moisture was varied—first during controlled water
addition, and then during subsequent drying. The wetting image
set established the moisture-phase relationship for the soil,
which was then applied to the drying DInSAR image set using
the VB-SAR scheme. This allowed retrieval of high-resolution
VB-SAR imagery with a vertical discrimination of 0.04 m from
a stack of 1-m vertical resolution DInSAR images. This paper
unequivocally shows that the basic principles of the VB-SAR
technique are valid and opens the door to further investigation
of this promising technique.

Index Terms— Ground penetrating radar (GPR), radar, radar
imaging, spaceborne radar, synthetic aperture radar (SAR).

I. INTRODUCTION

SUBSURFACE radar imaging is traditionally performed by
nadir viewing, ground penetrating radar (GPR) systems

that rely on close contact with the ground surface [1]. This
limits the areas that can be safely surveyed to areas that are
nonhazardous and easily accessible. Even for sites that are
easily accessible the relatively slow process of GPR means
that surveying large areas is slow, and hence expensive, not
to mention difficult [2]. Relatively benign terrain undulations
can introduce an additional level of complication to the
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surveying process, requiring extremely precise measurement
of the antenna position during the surveying process [3].
Conversely, radar imaging from standoff distances, such as
that performed by airborne or spaceborne systems overcomes
site access issues and speed of acquisition. However, standoff
systems have major drawbacks when compared to traditional
GPR systems. They typically operate over narrow bandwidths
(due to regulatory and technical limitations), leading to sig-
nificantly decreased slant range resolution.

Whereas GPR systems produce depth profiles which provide
the ability to unambiguously discriminate between the depths
of different returns, synthetic aperture radar (SAR) systems
cannot easily discern between surface and subsurface returns.
Although subsurface features have previously been reported
in SAR imagery [4]–[7], in these papers there is no presen-
tation of a depth profile; rather identification of subsurface
geological-scale features relied upon intelligent supposition,
contextual information, and cross-referencing against optical
imagery. Arid desert conditions allowed for significant pen-
etration of the radar signal to tens of meters. However, in
more temperate climes with more moisture present in the soil,
penetration depths (where the signal has fallen to 1/e of its
strength at the soil surface) will be drastically lower and on
the order of a wavelength [8]. Surveying the current crop of
existing (L-, C-, and X-band) and near-future satellites (adding
P-band), quickly indicates that their slant range resolutions are
significantly poorer than a wavelength. Thus, all returns will
anyway appear unresolved within the viewing depth of the
radar, such that meaningful subsurface imaging is not possible.
It is in the context of these demanding challenges that the
virtual bandwidth SAR (VB-SAR) scheme was proposed [9].
It offers the possibility of addressing these problems by offer-
ing a radical new scheme which delivers a depth resolution
capability independent of a radar’s bandwidth. Based on a soil
radar model, VB-SAR exploits the differing temporal phase
behaviors of soil features at different depths associated with
changes in soil moisture content (SMC). Using a differential
interferometric SAR (DInSAR) image stack, the scheme can
isolate returns with a depth resolution which may be far
superior to the formal range resolution of the radar. Thus,
objects (including both distinct features such as landmines
or archaeological remains and geological features such as
bedrock) within the penetration depth of the radar system may
now be resolved. Although data will very likely not be col-
lected in equal increments of moisture change, for the imagery
to be correctly scaled in depth first requires linearization of the

0196-2892 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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Fig. 1. View of the soil trough and linear scanner with the C-band antennas
attached. Note that this photograph was taken while a different experiment
was being performed, and hence the wetted area and reference trihedral
deployment are different to the situation in this study. Dashed square on
trough surface shows area actually wetted during this study. Solid white lines
represent the real antenna beam pattern and resolution cell, and dotted-dashed
black lines indicate the beam pattern and resolution cell obtained using TP.
Coordinate notation as used in text.

moisture changes before application of the VB-SAR scheme.
In this paper, we present experimental results utilizing a
buried trihedral to validate the basic principles of the VB-SAR
scheme. We derive imagery with depth resolutions far superior
to that across the input DInSAR stack. We also discuss its
real-world application and consider possible limitations of the
scheme.

II. MEASUREMENTS

A. Laboratory Details

The experimental data for this paper were collected using
an indoor microwave measurement facility. A view of the
facility is shown in Fig. 1. A linear scanner is centrally
located down the length of a 4 m (l)× 1 m (w)× 0.9 m (h)
soil trough. The trough is constructed from plywood with no
metal fasteners in order to avoid unwanted radar returns. The
radio frequency (RF) subsystem consists of an HP 8719ES
vector network analyser, which acts as both the RF source
and RF receiver for the system, connected to the anten-
nas by means of flexible coaxial cable runs. Movement is
by a computer controlled servomotor which allows accurate
mechanical positioning of the antennas along the scanner in
order to allow synthetic aperture techniques to be used. The
antennas are momentarily static while each RF measurement
is made. The system can be automatically set to acquire
image sequences at precisely timed intervals. This enables
unsupervised regular sampling over long periods of time to
study the slowly evolving scattering behavior of a scene.

B. Soil Study
The schematic of the target scene used in this experiment

is shown in Fig. 2. The trough volume was filled with
fine kiln-dried building sand to act as the soil, except for
the central 1 m × 1 m region. This region contained a

Fig. 2. Schematic of the experimental setup. The hatched area shows the
position of the gravel-soil mixture. The blank area below the hatched area
indicates the assumed furthest extent of the added moisture. The apex of the
target trihedral is 26.5 cm below the trough surface.

Fig. 3. (Top) Preparation of the soil target. (Bottom right) Wetted
1 m × 1 m area at the location of the gravel-soil mixture. (Bottom left)
Positioning of the reference trihedrals. Darkening of soil surface in vicinity
of surface reference trihedrals is caused by shadow.

10%-gravel:90%-soil mixture by volume, which extended
down to a depth of 20 cm. The gravel was randomly shaped
and around 1 cm in diameter. The surface of the sand was
smoothed off, level with the trough edges. The gravel-soil
mixture sat directly above a square 12-cm trihedral with a
theoretical radar cross section (RCS) of 2.2 m2 at 5 GHz.
It was tilted backwards to present a maximum RCS at a
free space incidence angle of 20°. The apex of the trihedral
was placed at a depth of 26.5 cm. Several surface-mounted
reference trihedrals were placed at various positions on the
soil and trough. Fig. 3 illustrates the preparation of the soil
sample, showing the gravel-soil mixture placed over the buried
trihedral, the wetting of the mixture and the positioning of the
surface reference targets.

The first stage of the experiment involved adding carefully
controlled amounts of water to the dry soil and gravel volume
above the buried trihedral. This allowed the phase response of
the trihedral to changes in SMC to be characterized. The total
amount of water added was 26 L; initially in steps of 200 mL
up to 2 L and then in steps of 2 L up to 26 L, added in total.
Moisture additions were equally spaced at half-hour intervals.
The water was added by using a trigger sprayer for the 200
mL additions, and then a watering can with a rose sprinkler
was used for the 2 L additions. A volume of 26 L was chosen
as previous experience indicated this amount of water would
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Fig. 4. Schematic of the principle of the TP imaging technique. A scan
is made up of a sequence of elemental measurements across the synthetic
aperture L . A subaperture D provides a single profile through the image
volume at a series of equally spaced points along the slant-range direction.
By sliding the subaperture along the full aperture, a continuous series of
profiles build up the TP image. Importantly, each image point is reconstructed
at the same incidence angle i as used for the point Pat depth z.

cause moisture to travel down to a depth of 26.5 cm, which
informed on the depth placement of the trihedral. Additionally,
26 L was estimated to represent the point at which attenuation
would cause the trihedral to just be lost in the radar imagery,
thus providing a maximum variation in signal as the trihedral
feature reappeared during the drying phase. Assuming all the
water stayed within an 1 m × 1 m × 0.265 m active wet
region bounded by the soil surface and the trihedral apex,
leads to a final maximum volumetric SMC of 9.8%. While
the wetting study was done over one day, the drying study
commenced after the final water addition and extended over
a much longer 35-day interval. During this time, the scene
was reimaged at approximately 80-min intervals. In order to
promote evaporation, two portable fans were used to blow air
over the surface of the soil during most daytime intervals,
positioned so that they were well outside the antenna beam
patterns and the airflow did not disturb the surface.

C. Radar Imaging

Radar imagery in this paper was generated using the tomo-
graphic profiling (TP) process [10]. TP does not provide a
tomographic scene reconstruction per se, however, the pre-
sented result has similarity to the final image product from
tomographic schemes, namely, a 2-D vertical backscattering
profile through a volume.

The TP process requires data collected in a similar fashion
to conventional SAR imaging across a synthetic aperture; the
difference is that for TP the antennas are rotated 90° so they
look along the direction of platform travel and so only image
a transect directly below the scanner, rather than out to the
side. As such, with TP we sacrifice information in the across-
track direction, to importantly gain information in the vertical
direction. This is important, and it allows us to spatially isolate
surface and subsurface features, and visualize spatially the
dynamic processes that occur within a soil that are normally
hidden from us in SAR imagery. Fig. 4 shows a schematic of
the TP process.

For this paper, a cluster of C-band antennas was mounted
on the scanner, pointing forward at 20° from nadir. The
antennas had 30° and 50° 3-dB real beamwidths in the along-
and across-track directions, respectively, such that surface and
volume returns would suffer significant range layover and offer
no vertical discrimination through the soil. To overcome this,
in the TP scheme, the beam is sharpened across a subaperture
of the collected synthetic aperture. It is steered to the desired
look angle by applying a suitable phase ramp across the
subaperture elements. In the slant range direction, resolution
is provided by the frequency bandwidth. In the across-track
direction (across the width of the trough), however, the syn-
thetic aperture processing does not sharpen the antenna beam;
rather, this is given by the width of the real beam. Each
subaperture provides an independent narrow-slice look through
the soil at the chosen angle, and their successive along-track
offsets builds up an image of the scene below the scanner
transect. An important property of TP imagery is that the
incidence angle is the same at any pixel throughout the image,
here chosen to be 10°. The achieved vertical and horizontal
resolutions in a TP image are a combination of contributions
from the sharpened beam, bandwidth, and real across-track
beam [10]. The look angle was chosen as a compromise
between high resolutions obtained with a steep angle and
representative SAR imaging geometry.

All scans were collected over a 3-m aperture using
151 aperture points and a sampling interval of 2 cm. At each
sample position, 1601 frequency points were collected over
a 2-GHz bandwidth across a frequency range of 4–6 GHz.
Each scan took just over 6 min to collect. In order to remove
positioning drift, the system was set to “home” against an
end stop microswitch after each scan. Analysis indicates that
the residual positioning error is controlled to a fraction of a
millimeter, insignificant compared to the wavelength in use
and the large phase shifts observed from the buried target.

Two sets of imagery were produced from the data collec-
tion. A high-resolution image set was produced utilizing the
full bandwidth available. Slant range, cross-slant range, and
across-track resolutions were estimated to be 7.5 cm, 35 cm,
and 1.3 m, respectively, at the soil surface. This leads to
vertical and horizontal resolutions of 14 and 36 cm, respec-
tively, at the soil surface. A second low-resolution image
set was produced using the same parameters as the high-
resolution reconstructions, but with a reduced bandwidth of
150 MHz across the frequency range of 4–4.15 GHz. This
gave a slant range estimate of 1 m, leading to a free-space
vertical resolution of 105 cm, and a horizontal resolution of
52 cm at the soil surface. Fig. 5 shows an example of a high-
resolution TP image (produced from the last scan from the
drying period). The buried trihedral is clearly visible in the
image. The returns on the right side of the image are two
surface reference trihedrals, as well as a group of subsurface
features not associated with this study.

III. DATA ANALYSIS

The analysis strategy is to first use the high-resolution
imagery to investigate the “best-performance” result for
VB-SAR. The resolution allows us to separate the returns from
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Fig. 5. Example of high–range-resolution TP image prepared using entire
real bandwidth. Arrow A indicates the soil surface, with the strong returns at
right being generated by some of the surface reference trihedrals, B shows
the buried trihedral of interest to this study, C shows the returns caused by
soil moisture probes present in the sand trough, D shows the returns from
the floor of the trough (note attenuated returns in middle of floor, caused by
the wetted soil in the region above the trihedral), E shows the return from the
single surface reference trihedral in the middle of the trough, and F shows
the combined return from the reference trihedrals placed at the edge of the
trough. (These appear below the surface as they were placed on the edges
of the trough and the TP process provides no resolution in the cross track
direction and so places them onto the central plane of the image.)

the surface, soil volume, and buried feature. This scheme is
then applied to the low-resolution imagery in which the returns
are no longer separable by depth, and which better represents
a real-world SAR application.

The temporal amplitude-phase behavior of the buried tri-
hedral is extracted, first in the wetting period to establish a
moisture-phase relationship, and second in the drying period
for exploitation in a demonstration of the VB-SAR scheme.
Behavior is compared with the returns from the surface in the
wetted area and from a subsurface feature within a dry region.

A. Moisture-Phase Relation
The phase history during the wetting period is of key interest

to establish the moisture-phase relationship for the soil, to be
utilized in the analysis of the drying period data. A key
assumption of VB-SAR is that the variation in phase of a
buried target is linear with SMC change [11]. Fig. 6 plots the
phase response of the buried trihedral to the 2 L additions
of water. As can be seen, the phase decreases linearly with
SMC. The phase value extracted from the 26 L scan is not
shown as the buried trihedral was no longer visible due to
strong soil attenuation. From Fig. 6, we derive a moisture-
phase relationship γ of 0.057°/mL.

For comparison, the backscatter history of the buried trihe-
dral is shown in Fig. 7. This can be expected to be linear
in decibel [11]. While this is mostly the case, there are
significantly more fluctuations away from linear than for the
phase curve. This supports the idea that the phase is the
more robust parameter in the measurement of SMC, a result
found in [11].

B. Drying Period
Fig. 8 shows a sequence of three TP images over the

drying period, from the wettest to driest soil. The buried

Fig. 6. Corrected phase history of buried trihedral during 2 L water additions.
Trend not plotted after 24 L added due to soil attenuation obscuring the
trihedral.

Fig. 7. Backscatter history of buried trihedral during 2 L water additions.
Trend not plotted after 24 L added due to soil attenuation obscuring the
trihedral.

trihedral was seen to recover in brightness through the interval.
Figs. 9 and 10 show the phase and backscatter histories,
respectively, over the entire drying interval extracted from
the pixel corresponding to the buried trihedral from the high-
resolution TP data set.

The curves have been corrected for any unwanted artifacts
of the measurement system by referencing them against the
primary reference trihedral on the soil surface. This corrected
for system drift which is principally due to diurnal temperature
fluctuations in the laboratory.

With the value of γ derived above from the wetting period,
it was possible to quantitatively interpret the observed phase
curve in Fig. 9 in terms of SMC. As phase change should
be linear with SMC change [9], [11], Fig. 9 shows that the
change in SMC was very nonlinear over the drying period. It is
interesting to note that visually two different drying processes
appear to be present; a rapid one dominant until the differential
phase had returned to −600° after around 150 h of drying,
which then rapidly settled into a much slower drying process
until the end of the experiment. We might conjecture that this
can be explained by the initial drying process being dominated
by the evaporation of moisture from the upper portion of the
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Fig. 8. Selection of TP images from the drying period, with an SMC change
of 3.5% between each image showing the re-emergence of the buried trihedral
and the decrease in the surface backscatter as the soil dries. (Top) First scan
of the drying period (with an SMC of 9.8%), (Middle) From the middle of
the drying period (6.3% SMC). (Bottom) Last scan collected as part of this
study (2.7% SMC). Presented over a 35-dB dynamic range, images normalized
relative to each other.

Fig. 9. Phase history for the buried trihedral during drying period after
corrections applied.

soil volume, then once the upper portion was dry the loss of
moisture was from the lower portions which could reasonably
be expected to be a slower process.

With a starting SMC of 9.8%, the total phase change
in Fig. 9 indicates a drying to 2.7%. These SMC estimates
assume that the added water spread homogeneously within
the active gravel-sand region and did not move outside this
region. Previous work [11] informed on the choice of total
water added, which was expected to travel down to just the

Fig. 10. Backscatter history for the buried trihedral during drying period
after corrections applied.

depth of the trihedral. Previous work has also shown the phase
result is little affected by the distribution of SMC above a
buried target, only by the total water column above a target [9].

There are small gaps in the measurements in Fig. 9, primar-
ily near the start of the data. Because the phase variation is
smooth it was meaningful to interpolate across these regions
to recover missing data. It was decided to resample the whole
data set to 1-h intervals, slightly higher than the nominal
sampling rate of 80 min, to ease data manipulation and
visualization.

IV. VB-SAR

A. VB-SAR Theory

The dielectric properties of a soil perceived by a radar wave
are set by its chemical makeup and water content. Over the
timescales of interest for remote sensing, only the moisture
can be expected to change so the variations in dielectric
properties can be assumed to be solely dependent upon SMC
variations [8], [12]. The VB-SAR imaging scheme proposed
by [9] leverages upon the fact that the soil dielectric properties
over a series of DInSAR acquisitions will vary in a predictable
manner quantifiable according to the SMC variations.

The details of the VB-SAR model and technique have
previously been described in [9], but are briefly reviewed here.
As the refractive index of a soil is higher than the refractive
index of air, a radar wave is compressed within the soil.
Thus, a given real frequency in air fR will behave with respect
to phase as a wave of a higher virtual frequency fV within
the soil according to

fV = fR
√

εr (1)

where
√

εr is the refractive index. This is a central principle
of the VB-SAR process. Consider a temporal sequence of
DInSAR acquisitions over a drying soil; the changing refrac-
tive index of the soil will lead to the fixed real frequency
being transported across a range of virtual frequencies. This
synthesises a virtual bandwidth (VB) BV over the series of
images set by the total change in the refractive index

BV = fR�
√

εr . (2)

These virtual frequencies can be treated just as for a real
bandwidth.
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Fig. 11. Phase history of buried trihedral interpolated to linear steps in SMC.

B. Data Preparation

Fig. 9 indicates that the SMC change was not linear over the
image stack during this study. The VB-SAR scheme expects
the provision of an interferometric time series at equal intervals
of soil moisture change. Thus, in order to prepare the data
for use with VB-SAR, the data shown Figs. 9 and 10 were
resampled to be linear in SMC. Knowing the starting SMC was
9.8%, and using the γ term with Fig. 9 phase changes, it was
possible to calculate the absolute SMC for each measurement.
This was then resampled to provide a linear change in SMC
as shown in Fig. 11.

C. VB-SAR Processing

The resampled and windowed amplitude and phase histo-
ries are then passed through a complex fast Fourier trans-
form (FFT) to translate the data from the frequency domain to
the time (equivalently, range) domain. A Kaiser window with
β set to 0.2 was found to give acceptable sidelobe reductions,
and allowed sidelobes to be almost eliminated from the final
displayed VB-SAR image while keeping spreading in the
depth dimension to an acceptable level.

The VB-SAR process detailed so far would provide a
subsurface depth profile, albeit one without any sense of scale
in the depth direction. In order to apply a scale to the depth
profile, the unambiguous range in the image Runabg must be
calculated. This is calculated in the usual fashion but using the
virtual frequency step size ( fvstep) and scaling by the average
refractive index of the soil across the DInSAR stack nav that is

Runabg = cnav

2 fvstep
(3)

where c is the speed of light in free space. Note that in order
to calculate fvstep and nav accurately, the absolute SMC in
each scan must be known. With a known SMC in each scan
and a known soil texture, the refractive index of the moist soil
can be calculated using published soil models [8], [12], from
which (2) can be used to calculate fvstep

fvstep = BV

nscans
(4)

Fig. 12. VB-SAR depth profile formed using only phase history extracted
from high-resolution TP images. Dotted line indicates the position of soil
surface, and dashed line indicates the position of the buried trihedral.

where nscans is the number of scans across which the VB was
generated. If calibrated SMC information is not available, the
VB-SAR process can still be performed but it will not be
possible to apply a depth scale to the profiles produced.

The above process provides a single depth profile from a
single pixel in the input images. To obtain a VB-SAR image,
this process is repeated pixel-by-pixel across the input image
stack. Stacking the resulting color-coded range profiles next
to each other, forms a complete 2-D VB-SAR image across
the TP transect. In the case of side-looking SAR, the use of
each ground pixel across the 2-D scene would provide a full
3-D VB-SAR image.

D. VB-SAR From High-Resolution TP

The initial test of VB-SAR was performed using the com-
plex history of the buried trihedral extracted from the high-
resolution TP data. After resampling to a linear SMC trend, the
phase history fed to the VB-SAR processor will be a straight
line. An FFT of a linear phase history will produce a single
peak, at an offset from zero range defined by the gradient.
For the buried trihedral, the appearance of this peak at the
correct depth in the FFT output with a depth scale applied
would demonstrate successful VB-SAR processing.

The result of performing VB-SAR on the phase history of
the buried trihedral extracted from the high-resolution TP is
shown in Fig. 12. For this process, the amplitude history was
artificially set to be constant at 1 to minimize any unwanted
effects that might otherwise arise from the asymmetric weight-
ing of the phase history by the brightening of the trihedral over
the study period.

In order to apply an accurate depth scale, the model
presented in [8] and the SMC estimates previously produced
were used to calculate the refractive index of the soil in each
scan. By using the average refractive index of the soil over
the series of scans it was possible to calculate the BV . This
gave the unambiguous range, and hence the depth for each
output bin from the VB-SAR FFT. This calculation resulted
in estimates of 2.21 for the average refractive index of the soil,
and from (1) and (2), 3.38 GHz for the BV , providing a range
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Fig. 13. VB-SAR depth profile formed using complex history extracted from
high-resolution TP images. Dotted line indicates the position of soil surface,
and dashed line indicates the position of buried trihedral.

Fig. 14. Example of one of the low-resolution TP images used in the VB-SAR
DInSAR stack, showing that surface and subsurfaces returns are no longer
separable.

resolution of 0.04 m and an unambiguous range of 46 m.
The retrieved depth for the buried trihedral is almost 30 cm—
close to the actual depth of 26.5 cm—demonstrating that the
VB-SAR process is effective.

The process was repeated, but this time including the
asymmetric amplitude weighting shown in Fig. 10. As shown
in Fig. 13, its inclusion causes the impulse response to widen
and distort, although the depth of the peak is unchanged.

E. VB-SAR From Low-Resolution TP

The extraction of the buried feature’s complex history
is an unrealistic data set with regard to side-looking SAR
imagery gathered by satellites and aircraft. In such imagery,
it would not have been possible to separate the buried trihedral
returns from the overlain combination of all returns within the
ground pixel. In order to emulate the data that is obtained
from spaceborne side-looking SAR systems with one single
complex ground pixel per soil column, it is necessary to use
the low-resolution TP data. The lowered range resolution of
1 m means that a single pixel contains contributions from the
soil surface, soil volume, and the buried trihedral. Application
of the VB-SAR process should still lead to a high-resolution
image product in which the buried trihedral and surface appear
as separated features. Fig. 14 shows an example of a low-
resolution TP image. The surface and subsurface features can
no longer be resolved, in particular, the surface and subsurface
returns are no longer separable.

The VB-SAR process still requires provision of a time
series in which the soil moisture changes are linear (or equiv-

Fig. 15. VB-SAR depth profile produced from low-range-resolution TP data.
Dotted line indicates the position of soil surface, and dashed line indicates
the position of buried trihedral.

Fig. 16. VB-SAR depth profile obtained using surface pixel from dry soil
area of low-range-resolution TP data, showing surface and all other returns
correctly resolved to 0 depth. Dotted line indicates the position of soil surface,
and dashed line indicates the position of buried trihedral.

alently, the linear phase change). As such, the SMC estimates
extracted from the high-resolution TP data were used, which
meant that the parameters calculated using the SMC estimates
(average refractive index of the soil, VB, range resolution, and
unambiguous range) were identical.

Fig. 15 shows the result of applying VB-SAR to a sin-
gle pixel extracted at the position of the buried trihedral
across the low-resolution DInSAR stack. Significantly, the
surface return and the buried trihedral returns have been
separated, clearly demonstrating the improvement in range res-
olution generated by VB-SAR processing. The buried trihedral
appears at a slightly shallower depth compared to the high-
resolution retrievals in Figs. 12 and 13, likely due to blending
with the sidelobes of the surface return. This conclusion is
further supported by noting that the surface return has moved
fractionally deeper than 0 cm. For Fig. 16, the VB-SAR
technique was applied to a region of sand that was left dry and
undisturbed over the DInSAR stack. All returns, irrespective
of their depth, appear at 0m, as the zero change in phase
will be interpreted by the VB-SAR scheme as a surface target
with no volume contribution. The depth scale for this depth
profile was generated using the SMC history extracted from
the wetted area.
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Fig. 17. VB-SAR depth profile produced from low-range-resolution and low
cross-slant range resolution TP data. Dotted line indicates the position of soil
surface, and dashed line indicates the position of buried trihedral.

Fig. 18. VB-SAR depth profile produced from low-range-resolution and low
cross-slant range resolution TP data with dc component of complex history
removed. Dotted line indicates the position of soil surface, and dashed line
indicates the position of buried trihedral.

By shortening the subaperture used during TP processing,
it was possible to degrade the along-track resolution to 1 m,
which will have increased the clutter return (clutter being the
surface and soil volume). As could be reasonably expected,
the VB-SAR result in Fig. 17 shows that the surface return
and its associated sidelobes have increased relative to the
buried target’s return, due to the lowered resolution primarily
capturing more surface return. However, the depth of the
trihedral has again been correctly recovered.

As the surface should have a negligible phase change over
the change in SMC [11], a direct current (dc) removal scheme
should reduce the near unchanging surface response from the
depth profile. The result is shown in Fig. 18, which shows that
the dc removal has worked well in suppressing the surface
return to improve the view of the buried feature.

F. Full VB-SAR Imagery

As a final demonstration of the VB-SAR scheme, a full
image formed by repeating the VB-SAR process at each
pixel along the trough is shown in Fig. 19; a 10° horizontal
shear operation has been applied to the entire image in order
to obtain the correct geometry. Note that the artifacts at

Fig. 19. Full VB-SAR image retrieved from the high-resolution imagery.

approximately ±15 cm depth are residual sidelobes of the
strong soil surface returns that remain after the application
of the Kaiser window. A heavier windowing function could
further reduce these at the expense of widening the surface and
buried target peaks. The remarkable improvement the VB-SAR
scheme has provided in the vertical resolution of the scene can
be appreciated by comparison with Fig. 14.

In the dry areas of the scene (in this image approximately
0−110 and 220–320 cm horizontal position) all targets, includ-
ing those buried (as indicated by arrow “C” in Fig. 5), appear
at zero depth. This is further evidence that the VB-SAR
process is working as the VB-SAR theory predicts these dry
areas experienced no SMC change during the experiment so
no BV was synthesised. Presentation of a flat phase history
to the FFT results in a peak at zero depth. In these areas, all
returns from all depths over the series of radar images are
effectively summed and placed at zero depth which explains
the very strong surface return seen in these dry areas in Fig. 19.

G. Real-World Considerations

The application of the VB-SAR process is via inter-
ferometric processing, and production of an interferomet-
ric set would use standard DInSAR processing techniques
to deal with unwanted above-ground phase terms associ-
ated with baseline separation, platform positional errors,
and atmospheric moisture. The need for the maintenance of
coherence between interferometric pairs means the angular
separation between baselines is always small such that the
fractional change in the subsurface path (and hence phase)
associated with angular differences between interferometric
collections will be correspondingly small and of secondary
consideration.

This study operated in a laboratory environment which
allowed some simplifications and removal of likely real-world
impediments. In side-looking SAR data, the phase history of
any buried targets will not be isolatable from other contribu-
tions, and so the method of extracting SMC used here will
not be feasible except for a dominant subsurface feature. The
effect of increasing surface roughness will be to increase the
surface return relative to the subsurface return [25], likely
compromising detection of the subsurface signal.

VB-SAR separates features by virtue of differing linear
phase histories, which ideally requires presentation of the
phase history to the processor in equal steps of soil moisture
change. While in situ measurement (either manually or with
fixed automated stations) of SMC would be acceptable over
small study regions, a global implementation of the scheme
will require estimation of needed parameters from the SAR
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imagery itself. Current implementations of SMC retrieval
are based on relationships between moisture and backscatter
brightness, and these could be utilized for the estimation of
moisture parameters for use by the VB scheme [13]–[16].
If SMC information is not available, it is possible to operate
the VB-SAR scheme in a “detection mode.” This would
omit the SMC linearization step and pass the phase history
directly to the FFT. For moderate phase nonlinearity subsur-
face objects would still show a phase shift and so appear
separated and below the surface, although the depth scale
would be inaccurate [9]. In a case of extreme divergence
from linearity, the phase disturbance evident at a pixel would
indicate the presence of a buried feature but without being
able to produce a properly focused image or correct depth
scale. For a sloping or uneven surface, a subsurface feature
will appear at a representative “effective depth” just as is the
case for an interferometric height retrieval across an undulating
forest canopy. The VB-SAR scheme only improves the below
ground slant range resolution; cross-slant range resolution
is unimproved so objects at the same depth in a ground
pixel will appear as one combined return in the VB-SAR
depth pixel.

There is a question of whether subsurface objects would be
detectable using existing radar platforms. Current spaceborne
SAR systems have Noise Equivalent Sigma Zero (NESZ)
figures on the order of −20 dB [17]–[19], such that even
modest attenuations associated with low SMC will rapidly
compromise measurement of subsurface features. In compari-
son, airborne systems typically have an extra 30 dB of sensi-
tivity and so are currently more suited to VB-SAR [20]–[22].
Geologic and climatic considerations produce preferred
regions for VB-SAR; a soil should be as dry as possible
to minimize attenuation while still providing a large enough
change in SMC to generate sufficient VBs. This tradeoff will
vary for different targets and different radar systems but it can
be modeled using the soil model found in [8].

V. CONCLUSION

This study has demonstrated VB-SAR imaging within the
laboratory environment. A scene consisting of a buried tri-
hedral under a sand and gravel mixture was set up and the
scene repeatedly imaged. Controlled amounts of water were
then added to the surface of the sand and gravel mixture,
and the scene was allowed to dry naturally which produced a
radar data set covering both wetting and drying periods. The
imagery was fed to the VB-SAR processor which successfully
produced high-resolution subsurface imagery for two different
cases; first using the complex history of a buried trihedral
only, and second using the combined complex histories that
contained contributions from the surface, soil volume, and a
buried trihedral. The latter case better emulated the situation
with data from a real-world, side-looking SAR system.

The study has validated the basic concept of VB-SAR;
it has successfully demonstrated standoff subsurface imaging
with a vastly increased range resolution over that given by
the real bandwidth of the radar system, and provided direct
and unambiguous discrimination of surface and subsurface
objects. Techniques for mitigating complications that a real-

world VB-SAR scheme may have to contend with were also
discussed. Future experimental work will include polarimetric
dependencies of VB-SAR.
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Abstract 
The first experimental demonstration of the Virtual Bandwidth SAR (VB-SAR) scheme is provided. VB-SAR 
promises high-resolution imaging of subsurface features at large stand-off distances. This study collected a stack 
of C-band tomographic profiles of the backscattering through a soil as it dried. With 1m vertical resolution, a 
buried trihedral at a depth of 0.26m was inseparable from the soil returns, namely the surface return. Using the 
differing phase behaviours from the scene during drying, it was possible to separate soil and trihedral returns, and 
the 10cm resolution is much improved on the formal resolution offered by the real bandwidth. 

1 Introduction 
Virtual Bandwidth SAR (VB-SAR) is a novel tech-
nique that promises to open up a new remote sensing 
capability in subsurface imaging at large stand-off dis-
tances applicable to aircraft and spacecraft [1]. 
Ground-based and near-ground systems currently pro-
vide the only practical method for high-resolution, sub-
surface ground imaging. These systems rely on close-
proximity measurement in order to spatially isolate 
vertically the surface and subsurface backscatter re-
turns [2]. 

The VB-SAR scheme exploits the change in soil die-
lectric properties which occur when a soil’s moisture 
changes. A real radar wave entering a soil is com-
pressed and behaves like a wave at a higher frequency. 
As it dries, the real radar frequency is sequentially 
transported across a virtual bandwidth of frequencies. 
Even moderate changes in moisture can produce large 
virtual bandwidths; an SMC change of 10% can pro-
vide 3cm vertical resolution at C-band, and double that 
at X-band. In addition, the VB-SAR scheme provides 
an unambiguous discrimination between surface and 
subsurface returns. Only objects within the soil will re-
spond in sympathy to the changes in SMC. Above 
ground will not experience a virtual bandwidth and so 
will appear at zero depth in a reconstruction. Imple-
mented from an aircraft or spacecraft platform, it 
would require collection of a stack of conventional 
DInSAR images over an SMC change. The differential 
phase history at each image pixel would be processed 
to produce a VB-SAR depth profile at that pixel. Re-
peating this across the image would provide a 3D map 
of the soil backscatter. 

This paper presents the results of a laboratory experi-
ment which provides the first experimental demonstra-
tion of VB-SAR capability, and validation of the 
scheme. 

2 Measurements 
The measurements were carried out at Cranfield Uni-
versity’s Ground-Based SAR (GB-SAR) Microwave 
Measurement Facility. In this system a 4m linear scan-
ner sits centrally along the length of a 4m x 1m x 0.9m 
soil trough. Imagery is obtained by driving the antenna 
cluster under computer control along the length of the 
scanner. 

 
Figure 1: Overview sketch of the imaging scene. 

Hatched volume was filled with 90/10% sand/gravel 
mixture and wetted with known amounts of water. 

Figure 1 shows a schematic of the soil trough during 
this study. The trough was filled with fine kiln-dried 
sand, aside from in the hatched volume. This consisted 
of a mixture of 10% gravel and 90% sand by volume. 
The randomly-shaped gravel pieces were nominally 
around 1cm in size.  At a depth of 26cm, directly below 
the gravel-sand mixture, a trihedral was placed and an-
gled to give a maximum return for the imaging geom-
etry. The surface of the sand was level and smooth. 
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Several reference trihedrals were placed on the surface 
of the sand in order to allow monitoring and correction 
of any unwanted system-related phase and amplitude 
variations.  

The antenna platform of the trough scanner was posi-
tioned to give an incidence angle of 20º. For each scan 
the platform moved along a 300cm long aperture, tak-
ing a sample every 2cm (for a total of 151 samples per 
scan). VV C-band measurements were made using a 
bandwidth of 2GHz over the interval 4-6GHz.  

Subsequently, water was added to the surface of the 
sand/gravel mixture in precisely controlled amounts. 
After each addition the scene was reimaged. These 
wetting scans were only used to characterise the phase 
response of the buried trihedral to a change in SMC. In 
total, 28000ml of water was added. Assuming a homo-
geneous distribution of moisture in the wetted volume, 
and neglecting exfiltration of water away from this vol-
ume, this corresponds to a maximum SMC within the 
wetted volume of 10.6%. Subsequently, the SMC at the 
end of the drying period was calculated to be 4.3%. Af-
ter the water addition was complete, the entire scene 
was allowed to dry whilst being reimaged every 30 
minutes. These scans formed the basis of the dataset 
used for VB-SAR processing. 

For the trough scanner’s imaging geometry Tomo-
graphic Profiling (TP), described by [3] provides a suit-
able imaging algorithm. This process produces focused 
complex radar images by a means of synthetic beam 
forming across a synthetic sub aperture which is used 
to create an image of the scene along a transect directly 
below the scanner. The key attraction of TP processing 
for this work is that it provides vertical looks through a 
target volume, in this case, the sand trough. Vertical 
backscattering profiles of the internal volume are pro-
duced, which enables the complex development of the 
soil and its internal features to be studied and extracted 
over the TP image set. 

The data was processed at two range resolutions; the 
maximum of 7.5cm allowed by the 2GHz bandwidth 
collected and an artificially lowered range resolution of 
1m by only using the first 150MHz of the bandwidth. 
In both cases the cross-range (x-axis) resolution was 
the same. A sample high resolution image is shown in 
Figure 2 and the same image processed at low range 
resolution is shown in Figure 3.  

In Figure 2, the soil surface appears at 165cm below 
the antennas, and the buried trihedral is the strong iso-
lated below-ground response close to 0m cross-range. 
The two returns at the top right of the soil volume are 
two of the surface reference trihedrals, the responses 
below them are the returns from a set of soil moisture 
probes present in the trough. 

 
Figure 2: Example high range resolution TP image pre-

pared using entire real bandwidth. 

 
Figure 3: Example low range resolution TP image pre-

pared using subset of real bandwidth. 

The high range resolution TP images were used to gen-
erate estimates for SMC in each scan and validate a key 
assumption for VB-SAR, namely that the phase history 
of a buried target is linear with SMC change. With TP 
imaging we have the luxury of being able to monitor 
the phase response of the pixel containing the peak re-
sponse of the buried trihedral. By monitoring this phase 
change during the wetting process (during which the 
SMC was known) a phase/SMC relationship (º/%) was 
derived. Changes in phase measured at the trihedral 
then informed on changes in SMC during the drying 
scans.  

Conversely, the low range resolution images were 
solely used as a data source for the VB-SAR processor. 
By producing TP images with dramatically reduced 
range resolution it was possible to emulate side looking 
SAR data as might be acquired from an air or space-
borne SAR system where one pixel represents the en-
tire surface and sub surface column collapsed into a 
ground pixel. 
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3 VB-SAR Processing 
VB-SAR, as proposed by [1], promises to allow sub-
surface imaging at enhanced range resolutions by ex-
ploiting the variability of the dielectric properties of a 
soil with SMC (as described by [4]). 

The core principle behind VB-SAR is that a radar wave 
of a given real frequency, fr, entering a soil volume be-
haves as if it were a wave of a higher “virtual” fre-
quency, fv, due to the soil’s refractive index being 
higher than 1. Over a series of radar images the refrac-
tive index of the soil will change due to SMC variation. 
This implies that over the series of images the virtual 
frequency also varies which leads to a virtual band-
width, Bv, being synthesised. The virtual bandwidth 
generated can be calculated by 

  (1) 

Where Δ  is the change in the refractive index of 
the soil over the series of radar images. 

The process performed by the VB-SAR processor in 
this scenario is to resample the complex input data to a 
linear SMC change and then pass the resampled data 
through an FFT to produce a single depth profile of the 
subsurface environment. By repeating this process 
across the TP image a complete VB-SAR image can be 
produced. 

The initial VB-SAR processing for this study consisted 
of passing the complex history of the buried trihedral 
extracted from the high resolution TP images through 
the VB-SAR processor. VB-SAR theory indicates that 
the phase change of a buried target is linear with 
changes in SMC. This assumption can be validated by 
passing a complex history of a buried target through a 
complex FFT- if the assumption is correct then a peak 
will appear in the output of the FFT at the correct depth. 
The phase history extracted from the buried trihedral 
during the drying period is shown in Figure 4.  

It is clear that the phase history is non-linear over time. 
This is presumed to be due to uneven drying rates; in 
the early drying period it is reasonable to assume that 
the rate of SMC decrease was higher due to higher 
evaporation.  

However, it is possible to resample this history to a lin-
ear SMC change by converting the phase value to an 
SMC value for each sample. This will then result in a 
linear phase history being fed to the FFT.  

 
Figure 4: Phase history of buried trihedral during dry-

ing phase. 

The depth scale applied to a VB-SAR output must be 
altered to take into account the refractive index of the 
soil. Firstly, using the estimated SMC history it is pos-
sible to calculate the virtual bandwidth generated by 
using the method presented in [4] to calculate the re-
fractive index of the soil at each data point. From this 
(and knowledge of the number of samples) it was pos-
sible to calculate the range resolution and unambiguous 
range in free space. These values could then be cor-
rected for the soil by using the average soil refractive 
index over the series of scans. The result of this process 
is shown in Figure 5, as can be seen the peak is very 
close to the correct depth which validates the assump-
tion.  

 
Figure 5: Output of VB-SAR FFT when complex history 
of buried trihedral processed.  

In the low resolution TP data each subsurface column 
can be represented by a single pixel as there is degen-
eracy between pixels. Thus, the phase and amplitude 
history for each column was extracted by a single pixel 
from the centre of the pixel across the TP image set. By 
applying the VB-SAR processor to each column’s 
complex history in turn a complete VB-SAR image can 
be formed. The result of this process is shown in Figure 
6. Comparing this image to the TP images used as the 
data source (an example of which is shown in Figure 
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3), notice how not only has the buried trihedral been 
resolved at 28cm below the surface but the surface tri-
hedrals have appeared at the surface of the VB-SAR 
image. This demonstrates the secondary appeal of VB-
SAR; the direct discrimination of surface and subsur-
face targets, as opposed to the need to use additional 
information sources to make this distinction in the "di-
rect" subsurface imaging presented to date [5]. 

 

 

Figure 6: Complete VB-SAR image (top) and zoomed 
view highlighting buried target (bottom). 

Note that in the dry areas at the sides of the image scene 
all targets including those buried within the soil appear 
at zero depth. This is evidence that the VB-SAR pro-
cess is working as expected as the theory states that in 
areas that experience no SMC variation no virtual 
bandwidth is synthesised and so a completely flat 
phase history is presented to the VB-SAR processor 
which gives a peak at zero depth. All returns from all 
depths in the dry areas are effectively summed together 
and placed at zero depth, hence the strong surface re-
turn seen in Figure 6. 

4 Summary 
This study has explored the practical implementation 
of VB-SAR imaging. An image dataset which captured 
a controlled increase and then decrease in SMC was 
collected in the laboratory under carefully controlled 
conditions. By applying the TP process to the dataset a 
series of complex tomographic radar images was gen-
erated. The TP images were then fed into the VB-SAR 
processor.  

From this, the basic principles of VB-SAR processing 
have been validated. Namely, a virtual bandwidth can 
be created and used to significantly enhance the sub-
surface range resolution compared to that produced us-
ing the formal range resolution generated by the radar’s 
"real" bandwidth. In addition, the direct and unambig-
uous separation of surface and subsurface objects was 
demonstrated. 

There are undoubtedly additional considerations and 
complications to the real-world application of the VB-
SAR scheme. An absence of SMC measurements can 
be anticipated for wide-area imaging collected from air 
or spaceborne platforms. Non-linear sampling will 
compromise the performance of the scheme, and a 
knowledge of absolute SMC is necessary to provide an 
accurate depth scale (which depends on accurately as-
sessing the virtual frequency step between samples). 
However, many conventional amplitude-based SMC 
retrieval schemes have been proposed [6]. 
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Motivation:

Virtual-Bandwidth Synthetic Aperture Radar (VB-SAR) is a new technique that enables sub-surface 
imaging from stand off distances, in contrast to current systems that require the sensing platform to be in 
immediate proximity to the soil surface.

The ability to acquire subsurface images from long distances is of great interest to many users; the 
remote nature of the sensing allows very large and difficult to access  areas to be rapidly mapped.

Historically sub surface imaging from satellites has been limited to very dry areas illuminated with 
relatively low frequencies to minimise interaction with the soil

VB-SAR uses variations in soil moisture over a series of DInSAR images to synthesise a virtual 
bandwidth to produce a dramatic increase in range resolution.

Method:

Within the laboratory a buried target was 
imaged with the radar system (pictured 
right) at regular intervals as water was 
added and the soil was then allowed to dry 
naturally

Knowledge of the amount of water added 
and the phase change exhibited by the 
target in each image allowed the moisture 
content in each image to be calculated

By using a model of the soil electrical 
properties the virtual frequency in each 
image was calculated, allowing an accurate 
depth scale to be applied to the VB-SAR 
depth plot

VB-SAR Theory:

In a traditional (real bandwidth) SAR image the range resolution is directly related to the bandwidth of the 
transmitted radar signal; the higher the bandwidth, the better the resolution.

However, transmitting very high real bandwidths is difficult in practice, for both technological (there are 
issues with designing transmit and receive circuits that operate over very wide bandwidths) and 
regulatory (spectrum licensing) reasons.

VB-SAR eschews these problems by exploiting the dependence between soil moisture and the electrical 
properties of said soil to generate very large bandwidths

Formally, the virtual bandwidth generated is given by

 

Where B
v
 is the Virtual Bandwidth generated, f

R
 is the real frequency in use and Δn is the change in 

refractive index of the soil over the  series of radar images.

A key VB-SAR concept is that relatively small changes in soil moisture can produce very large 
bandwidths; for example, a moisture change of 15% will generate a virtual frequency of 6.4GHz when 
using a real frequency of 4GHz. This is because the refractive index of a soil varies rapidly with changes 
in soil moisture content, as shown below.

The radar images obtained in the laboratory were processed to give a very low 
range resolution. A single depth profile which intersects the buried trihedral 
from such an image is shown below.

As can be seen, the soil surface and buried target returns have combined to 
form a single poorly defined peak. The small peak around 40cm is due to 
antenna cross talk; the soil surface is approximately 180cm from the antennas

By applying the VB-SAR technique to the series of 1m range resolution images 
the depth profile below was obtained.

In this profile, the separate soil surface and buried target returns have been 
clearly resolved, showing the large increase in range resolution VB-SAR theory 
predicts.

By stacking these depth profiles across the entire radar scene it is possible to 
build a complete VB-SAR image, an example of which is shown below. It is 
hoped that further processing will refine this image and remove the vertical 
banding present in dry areas.

Future Work:
The proposed future work for this project includes investigating polarimetric VB-
SAR and exploring the possibility of performing VB-SAR testing with data from 
spaceborne SAR systems.

Bv= f RΔn

Results:
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Motivation:

Virtual-Bandwidth Synthetic Aperture Radar (VB-SAR) is a new technique that enables 

high resolution subsurface imaging from stand off distances.

The ability to acquire subsurface images from large distances is of great interest to many 

users; the remote nature of the sensing allows very large and difficult to access  areas to 

be rapidly mapped.

Historically subsurface imaging from satellites has been limited to very dry areas 

illuminated with relatively low frequencies to minimise interaction with the soil. It is not 

possible to separate  returns from above and below ground objects in this situation so 

cross checking with visual images or other sources of information is necessary.

VB-SAR uses variations in soil moisture over a series of DInSAR images to synthesise a 

virtual bandwidth to produce a dramatic increase in depth resolution and directly image 

subsurface objects.

Method:

Within the laboratory a buried target (26cm below the soil surface) was imaged with the 

radar system (pictured below) at regular intervals as water was added. The soil was then 

allowed to dry naturally. Knowledge of the amount of water added and the phase change 

exhibited by the target in each image allowed the soil moisture content in each image to 

be calculated. This knowledge of soil moisture allowed an accurate depth scale to be 

applied to the produced depth profiles.

VB-SAR Theory:

In a traditional (real bandwidth) SAR image the range resolution is directly related to the 

bandwidth of the transmitted radar signal: the higher the bandwidth, the better the 

resolution.

However, transmitting very high real bandwidths is difficult in practice, for both 

technological and regulatory reasons: there are issues with designing transmit and 

receive circuits that operate over very wide bandwidths and spectrum licensing 

constraints preclude the use of certain frequencies.

VB-SAR avoids these problems by exploiting the dependence between soil moisture and 

the dielectric properties of a soil to generate very large bandwidths. When a wave of a 

given real frequency in air enters the soil volume the wave behaves as a wave of a 

higher, “virtual”, frequency. If the soil moisture varies over a period of time this virtual 

frequency will also vary, creating a virtual bandwidth which can be exploited.

Formally, the virtual bandwidth generated is given by

Where B
v

is the Virtual Bandwidth generated, f
R

is the real frequency in use and Δn is the 

change in relative refractive index of the soil over the series of radar images. 

A key VB-SAR concept is that relatively small changes in soil moisture can produce very 

large bandwidths; for example, a moisture change of 15% will generate a virtual 

bandwidth of 6.4GHz when using a real frequency of 4GHz. This is because the relative

refractive index of a soil varies rapidly with changes in soil moisture content.

By applying the VB-SAR technique to the set of 1m range resolution images the depth profile below (in black) 

was obtained. For comparison the depth profile produced by the 1m range resolution is shown in purple.

In this VB-SAR profile, the separate soil surface and buried target returns have been clearly resolved, showing 

the large increase in range resolution VB-SAR theory predicts.

By stacking these depth profiles across the entire radar scene it is possible to build a complete VB-SAR 

image, an example of which is shown below. The buried target is now clearly visible at a depth of 26cm.

Future Work:

The proposed future work for this project includes investigating polarimetric VB-SAR and exploring the 

possibility of testing VB-SAR with data from spaceborne SAR systems.

Bv= f RΔn

Results:

Further processing allows us to scale the returns of the surface and trihedral relative to one another. This is 

necessary for complete imaging of a subsurface scene. However, in this case it has left the relatively weak 

trihedral return swamped by the sidelobes of the strong surface return.

As the response of the surface of the soil does not significantly change over the change in soil moisture it is 

easy to remove it from the VB-SAR data. This also removes the sidelobes that were obscuring the trihedral, as 

shown below.
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