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Summary

Bone mineral density plays an important role in the deter-
mination of bone strength and fracture risks. Consequently,
it is very important to obtain accurate bone mineral density
measurements. The microcomputerized tomography system
provides 3D information about the architectural properties
of bone. Quantitative analysis accuracy is decreased by the
presence of artefacts in the reconstructed images, mainly due
to beam hardening artefacts (such as cupping artefacts). In
this paper, we introduced a new beam hardening correction
method based on a postreconstruction technique performed
with the use of off-line water and bone linearization curves
experimentally calculated aiming to take into account the
nonhomogeneity in the scanned animal. In order to evalu-
ate the mass correction rate, calibration line has been carried
out to convert the reconstructed linear attenuation coefficient
into bone masses. The presented correction method was then
applied on a multimaterial cylindrical phantom and on mouse
skeleton images. Mass correction rate up to 18% between un-
corrected and corrected images were obtained as well as a
remarkable improvement of a calculated mouse femur mass
has been noticed. Results were also compared to those ob-
tained when using the simple water linearization technique
which does not take into account the nonhomogeneity in the
object.

Introduction

Bone mineral density (BMD) and bone mineral content mea-
surements are very important in many preclinical and clinical
studies (bone diseases, osteoporosis diagnostic). For longitu-
dinal studies, computerized tomography (CT) is preferred to
plastic sections (Particelli et al., 2011). There are many non-
destructive methods to measure the BMD and bone mineral
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content such as the quantitative ultrasound method and the
X-ray-based imaging techniques. The quantitative ultrasound
is inexpensive, transportable, ionizing radiation-free and can
predict fractures risks (Karlsson et al., 2001). But its use is
very limited due to some uncertainties concerning its long-
term stability, and precision issues. The other methodologies
are based on the X-ray imaging such as the dual-energy X-ray
absorptiometry (;Genant et al., 1993; Bolotin, 2007), the dual
photon absorptiometry (Gotfredsen et al., 1989), the periph-
eral dual-energy X-ray absorptiometry (Miller et al., 2002), the
peripheral quantitative CT (Gasser, 2003) and the micro-CT
(μCT) (Brasse et al., 2005; Habold et al., 2011). Dual-energy X-
ray absorptiometry cannot assess the measurements in three
dimensions from the scan, but it is still considered as a fairly
accurate method to measure the BMD. Whereas peripheral
quantitative CT can account for the three-dimensional struc-
ture of bone but its relative low resolution limits its use espe-
cially in small animal scanning.μCT is considered to be the best
technique in term of resolution and the three-dimensionality
of the bone architecture (Jiang et al., 2000). It is already used
to evaluate bone porosity (Britz et al., 2010). Rapidly, it con-
sists in the use of a continuous X-ray spectrum to generate
projections of the imaged animal, which will be treated by a
reconstruction algorithm to produce a spatial cartography of
the linear attenuation coefficient in the animal.

Due to the polychromatic nature of the X-rays spectrum, the
attenuation coefficient does not change linearly with the prop-
agation path in the scanned object which leads to a change
in the densities in the μCT reconstructed image. This effect
is called beam hardening and can degrade the image quality
and induce many artefacts such as cupping and streak lines
between dense regions. This can affect the linear attenuation
coefficient values in the reconstructed image and leads to er-
rors in the BMD and bone mineral content measurements of
many quantitative studies (Mulder et al., 2004; Wong et al.,
2004; Willmott et al., 2007) where no beam hardening cor-
rection methods have been applied.

Many correction methods are proposed to correct the beam
hardening artefacts such as the prefiltering, the linearization,
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the dual energy, the postreconstruction and the iterative cor-
rection methods:

(1) The prefiltering (Krimmel et al., 2005; Meganck et al.,
2009) is based on the use of filters between the source
and the object in order to harden the X-ray spectrum.
This method does not eliminate completely the beam
hardening artefacts.

(2) The linearization methods (Herman, 1979; Hammers-
berg & Mangard, 1998; Kachelriess et al., 2006) are
based on the estimation of the relationship between the
attenuated intensity of the polychromatic source spec-
trum and the propagation path in the object which
can be used to correct the polychromatic data into
monochromatic data. This method shows good results
for monomaterial objects.

(3) The dual-energy (Lehmann et al., 1981; Remeysen &
Swennen, 2006) approach uses two energy levels (two
different tube voltages). It increases the dose to the pa-
tient (or animal) and needs to cover a wide energy range
with the two measurements which becomes difficult in
case of multimaterial object.

(4) The postreconstruction method (Nalcioglu & Lou, 1979;
Olson et al., 1981) is based on the generation of the
projections using the reconstructed image and correct-
ing the polychromatic projections to monochromatic
projections. This method requires the knowledge of the
energy distribution of the spectrum and the material
characteristics.

Recently, Krumm et al. (2008) proposed a beam harden-
ing correction method that combines the linearization to a
postreconstruction technique where the knowledge of the
X-ray spectrum and the physical characteristics of the ob-
ject materials are not required. Among the iterative methods
(Kyriakou et al., 2010; Van Gompel et al., 2011), a new method
has been proposed (Yang et al., 2013), which takes into ac-
count the nonhomogeneity in the scanned object but requires
the knowledge of the materials density (that is not our case).
This method requires a set of projections and reprojections in
order to obtain the corrected reconstructed image. Van Gompel
et al. (2011) have also recently proposed an iterative method
aiming to improve the calculation of the distances crossed
by the X-rays into each material by simulating the polychro-
matic and the monochromatic projections with the use of a
ray tracing algorithm in order to add to the measured data the
difference between the two simulated intensities. However,
the obtained reconstructed values have no physical meaning.
In addition, in most of the cited papers, no validation of the
various methods on a real sample (like a mouse for bone mea-
surement) has been done.

In this study, since the scanned animal tissues are known,
we proposed to perform the attenuation curves for the soft tis-
sue and for bone experimentally and to use them for correcting

the measured projections for each tissue. This is a major dif-
ference with Krumm et al. (2008) study which is based on an
inline determination of the monochromatic data. The calcula-
tion of the distances crossed by the X-rays in each material is
done through a ray tracing algorithm. In this paper, we intro-
duce a fast experimental beam hardening correction method
in order to show the effect of its application on the values of the
reconstructed linear attenuation coefficient of bone and conse-
quently on bone masses. The present method is a combination
of an off-line linearization technique and postreconstruction
method that does not need any prior knowledge about the X-
ray spectrum (Koubar et al., 2011), which is the case in the
postreconstruction processes and which can introduce errors
to the applied correction values. In the first part, we explain
the principles of the linearization technique combined to the
postreconstruction process which takes into account the non-
homogeneity in the imaged animal. In addition, we validate
our correction method by applying it on a multimaterial ob-
ject and on small animal (mouse skull and femur). In the last
part we show how the presented correction method affects the
bone linear attenuation coefficient and thereby lead to more
accurate BMD and bone mineral content measurements on
mouse bones. Comparisons with results obtained when us-
ing an already existed water linearization technique are also
discussed.

Materials and methods

The μCT system

The cone beam μCT system has been constructed at the
IPHC (Institut Pluridisciplinaire Hubert Curien), Strasbourg,
France. This system has previously been described (Brasse
et al., 2005). It consists of an X-ray source, an X-ray detector
and 3D translation and rotation stages. The X-ray source is
a commercially sealed tube (L9181-02, Hamamatsu) with a
tungsten anode, a 200 μm beryllium and a 1-mm aluminium
exit windows. The source has an 8 μm focal spot and a max-
imum output power of 8 W. With a selected output power
less than 4 W, the size of the focal spot is 5 μm. The X-ray
source operates in continuous mode with a 39° maximum
beam angle. The X-ray detector is a commercially available
flat panel sensor (C7942CA-22, Hamamatsu) composed of a
CsI scintillator plate coupled to 1-mm aluminium filter and a
two-dimensional photodiode array Complementary Metal Ox-
ide Semiconductor (CMOS) leading to an active area of 120 ×
120 mm2 and 2400 × 2400 active pixel elements. The pixel
size is 50 × 50 μm2. Due to diffusion, the intrinsic resolution
is around 75 μm. Due to the zoom effect, the spatial resolu-
tion is 50 μm. Our measurements were acquired with a 40 kV
source voltage and an anode current of 200 μA (maximum
voltage value for this source: 130 kV corresponding to a cur-
rent of 300 μA). The acquisition parameters have been chosen
to insure a compromise between a good contrast and a low
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Fig. 1. Illustration of the cylindrical phantom.

dose taking into account the scanned animal size (Grodzins,
1983).

Phantom description

The phantom used is an empty cylinder containing two other
small cylinders as shown in Figure 1. This phantom helps to
test the validity of the presented correction method in case of
multimaterial object (water–air–bone) and its contribution in
term of contrast and cupping artefact corrections. In order to
have a three-material object, we filled one of the small cylinders
with the hydroxyapatite (HA) powder Ca10(PO4)6(OH)2 (HA)
which is a major component of bone and represents more than
70% of bone’s chemical composition. Similarly, the second
small cylinder is filled with water.

The origin of the beam hardening

Let us consider a monochromatic source of X-rays with a single
energy E. For a given pixel in the detector, using the beer’s law
the monochromatic projection is given by:

Pm = −IN
(

Im − IB

Im0 − IB

)
=
∫ +∞

−∞
μ(x, y)dl, (1)

where Im0 is the intensity of the source measured by the detec-
tor, Im is the attenuated one after crossing a distance l through
the object, IB is the noise and μ is the attenuation coefficient at
the position (x; y) for the energy E. In our case, the spectrum
used in μCT is polychromatic. This means that the polychro-
matic projection can be expressed by:

Pp = −In
(

Ip − IB

Ip0 − IB

)

= −In

(∫ Emax
0 S(E)D(E)exp(− ∫ +∞

−∞ μ(x, y, E)dl)dE − IB∫ Emax
0 S(E)D(E)dE − IB

)
,

(2)

where Ip0 is the polychromatic spectrum intensity, Ip is the
attenuated one, S(E) represents the X-rays spectrum and D(E)
is the detector efficiency.

We can notice that Eq. (1) shows a linear relationship be-
tween the monochromatic projection and the distance crossed
by the X-rays in the object whereas it is not the case in Eq. (2).
Since the X-rays are considered as monochromatic in the μCT
reconstruction, we have to correct the nonlinear data into lin-
ear data in order to decrease the beam hardening artefacts.
This method is called the linearization.

The proposed method

Correction procedure. Figure 2 shows the flow chart of the
presented beam hardening correction method. It has been
implemented with C++. A first reconstructed image is per-
formed in order to threshold the different materials: air, water
and bone. Off-line water and bone attenuation curves are then
used to correct the pixels values of each projection depending
on the propagation path lengths of the X-rays in each ma-
terial. A first segmentation step of the image has to be done
using global thresholds. The propagation path lengths are
then calculated via a ray tracing algorithm which provides
information about the voxel values and the distances crossed
by the X-ray within the voxel along the X-ray path from the
source to the considered pixel. This study has to be done for
each pixel of each projection. The projection value of the pixel
(i; j) can be expressed by:

Pp (i, j ) =
Nmax∑
k=0

Ppk (i, j ), (3)

where Nmax is the number of materials in the object. In our case,
Nmax is equal to 3, and the segmentation thresholds are set to
distinguish air, water (soft tissue) and bone. The propagation
values of each material are then normalized in order to obtain
their sum equal to the experimental projection value.

Since our proposed method is based on the use of attenuation
curves in order to linearize the measured data, we present first,
in section ‘The attenuation curves’ our linearization procedure
used during our correction procedure.

The attenuation curves. Water and bone attenuation curves
have to be done by measuring the total detected signal in
the detector each time we increase the material’s thickness
crossed by the X-ray beam for each pixel. A sufficient third-
degree polynomial (Hammersberg & Mangard, 1998) has been
chosen to fit the distance crossed by the X-rays d as a function
of the polychromatic projections Pp as shown in the following
equation:

d = a .P p + b.P 2
p + c.P 3

p , (4)

where a, b and c are the polynomial parameters. Each point of
this polynomial should be corrected in order to be equal to the
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Fig. 2. Flow chart of the two beam hardening correction methods.

data obtained in the case of a monochromatic spectrum where
the corresponding monochromatic projection Pm is given
by:

Pm = −In
(

Im

Im0

)
= μ̄.d, (5)

where μ is the material linear attenuation coefficient at the
energy of the monochromatic spectrum, Im0 is the intensity of
the source measured by the detector, Im is the attenuated one
(see Eq. (1) and we can write:

d = 1
μ̄

.Pm. (6)
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Fig. 3. Projection values as a function of Plexiglas thicknesses. The
green curve represents the fitted function of the polychromatic data (blue
dots) for a given pixel, and the red line is the corresponding calculated
monochromatic data.

Fig. 4. Projection values as a function of HA powder thicknesses. The
green curve represents the fitted function of the mean polychromatic data
(blue dots) and the red line is the corresponding calculated monochromatic
data.

Using Eqs. (4) and (6), we can write:

d = 1
μ

.Pm = a .Pp + b.P 2
P + c.P 3

P . (7)

For small distances (when d → 0), the beam hardening effect
is negligible which makes Pm = Pp, and we can write:

1
μ

= a + b.Pp + c.P 2
p , (8)

for d = 0, Pm = 0, we obtain:

1
μ

= a . (9)

Knowing the value of μ, we can obtain now the monochro-
matic projections Pm for each thickness of the considered ma-
terial. The corrected projections could be written as:

Ppcor = μ̄[a .Pp + b.P 2
P + b.P 3

P ] = F (Pp ), (10)

Fig. 5. Greyscale values distribution in the reconstructed image of the
cylindrical phantom. HU, Hounsfield Units.

where F(Pp) is the correction operator for each pixel of the
detector array. The experimental attenuation coefficient used
in the correction equation must be unique for all the detector
pixels and will be equal to the inverse of the mean value of
the ‘a’ polynomial coefficients of all the pixels. In our work, we
consider that the studied animal contains air (lungs), water
(soft tissues) and HA (bone). As the air does not cause beam
hardening artefacts, two attenuation curves for water and
for bone are carried out to be then used in the correction
method. Having very close values of the mass attenuation
coefficient, the Plexiglas (1.19 g cm–3) is used to replace the
soft tissue (1.06 g cm–3) or water (1 g cm–3). Therefore, the
attenuation curves were carried out by the use of 12 × 12 cm2

Plexiglas plates whose the combination allows us to have a set
of thicknesses between 0 and 50 mm with a step of 2 mm. For
the bone attenuation curves, we used HA powder. Due to some
technical constraints, the measurements with the HA powder
were done only on a limited region of the detector and the
measured polychromatic data were averaged for the scanned
region for each HA powder thickness (from 0 to 14 mm with
a step of 2 mm). It was not a problem since the size of mice
bone does not exceed few mm. For both cases, the measured
polychromatic data were fitted via the polynomial function in
order to obtain the fitting parameters, which will be used in
the correction procedure.

Using the attenuation curves of water and bone, the poly-
chromatic projections (Pp)water and (Pp)bone are corrected to
(Ppcor)water and (Ppcor)bone, respectively as shown in Eq. (9).
The corrected projection value of a given pixel (i; j) becomes:

Ppcor (i, j ) =
Nma x∑
k=0

Ppcor (i, j ). (11)
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Fig. 6. Axial sections of (A) the uncorrected phantom, (B) the corrected phantom with the water correction and (C) the corrected phantom with the
proposed water/bone correction.

Once all the projections are corrected, a second, final re-
construction is done. In the next section, we show results
of the simple linearization and presented correction meth-
ods when applied on the cylinder described in section ‘Phan-
tom description’ and on mouse skeleton. In order to evaluate
the improvements in the corrected images, we calculated the
nonuniformity degree (‘cupping degree’) Tcup(%) and the con-
trast between two regions intensities (Ibone and Iwater) C, which
are respectively defined by:

Tcup = μed ge − μcenter

μcenter
× 100 (%) (12)

and

C = Ibone − Iwater

Ibone + Iwater
, (13)

where μedge and μcentre are the linear attenuation coefficients
of the edge and the centre of the cylindrical volume studied,
respectively.

Small animal

In order to show how the correction method can affect the
linear attenuation coefficient of bone and the mineral bone

masses when applied on mouse skeleton and mouse skull
and femur, we used a calibration curve to convert the lin-
ear attenuation coefficient into bone masses. The calibration
line was calculated by measuring the corresponding recon-
structed linear attenuation coefficient of a dipotassium phos-
phate (K2HPO4) solutions of variable known concentrations
(Habold et al., 2011). The equation of the conversion line was:

y = 2.44x + 0.847, (14)

where x represents the linear attenuation coefficient and y, the
bone density. The mass correction rate between the corrected
(Mcor) and the uncorrected mass (Munc) is then calculated and
it is given by:

�M
M

= Munc − Mcor

Munc
. 100, (15)

where Munc is the bone mass value obtained without Beam
Hardening (BH) correction and Mcor is the bone mass obtained
with our correction method.

The value of the mass correction rate will be an evaluat-
ing factor of the underestimation of the calculated bone mass
without correction. A higher mass correction rate obtained
indicates a more significant underestimation of bone mass.
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Fig. 7. Central line profile of the uncorrected cylinder (blue line, 6A), corrected cylinder with the water correction (red line, 6B) and corrected cylinder
with the proposed water/bone correction (black line, 6C).

Results

The attenuation curves

The fitted mean polychromatic (green curve) and monochro-
matic data (red line) when using Plexiglas plates and HA pow-
der are plotted in Figures 3 and 4, respectively.

The mean parameters values for the Plexiglas are: a =
30.62 ± 0.24, b = 3.035 ± 0.51 and c = –0.70 ± 0.17.
The obtained fitting parameters for the HA powder are: a =
3.27 ± 0.04, b = 1.43 ± 0.05 and c = 0.06 ± 0.02.

Correction procedure

Multimaterial object correction. As shown in Figure 5, the
linear attenuation coefficient distribution of the image vox-
els allows us to determine the thresholds between the three
studied materials. Figure 6 shows the cross-sections of the
uncorrected cylinder and the corrected cylinders. The central
line profiles in Figure 7 shows that the image contrast has in-
creased using the corrections in the bone regions. The cupping
artefacts present in the uncorrected image are completely re-
moved with the presented correction method, whereas it is not
the case with the water linearization correction. The nonuni-
formity degree of the attenuation coefficient of bone decreases
widely from around 35.20 ± 4.4% in the uncorrected bone
region to 3.12 ± 3.56% when using our proposed correc-
tion method of the same region, whereas it remains high with
the water linearization correction with a value of 30.64 ±
4.15%.

BMD evaluation in small animal. Figure 8 shows the axial
sections of an uncorrected mouse skeleton image and cor-
rected images. The corresponding linear attenuation coeffi-
cient profiles along the red line are shown in Figure 9. The
contrast between the bone and the neighbouring region along
the red line has increased when applying the correction meth-
ods: (i) without correction: C = 0.526, (ii) water linearization
correction: C = 0.619, (iii) the proposed correction method:
C = 0.652. After defining a threshold to take into consid-
eration the bone zones only, the masses of the uncorrected
and the corrected images are then calculated and the cor-
rection rate distributions are given in Figure 10. The mean
value of the bone mass correction rate has increased with the
proposed correction method. Furthermore, the corresponding
correction distribution is wider and reaches values up to 15%,
whereas the maximum values reached when using the water
linearization correction were around 6%. In order to visualize
the difference between the correction rate of both methods,
and since only around 3.0 ± 1.2% of the image voxels were
corrected with values above 10%, we set the scale of the cor-
rection rate from 0% to 10%. Figures 11(A)–(F) show that
the axial, coronal and sagittal slices of the mass correction
rate of a mouse skeleton obtained with both correction meth-
ods. Then, it has to be demonstrated that the mass correction
rate is not affected by the cone beam geometry and the Feld-
kamp reconstruction algorithm used. For this goal, we imaged
a homogeneous cylinder containing HA powder. A uniform
correction rate of powder mass was obtained, (see Fig. 12).

Finally, we validated our proposed correction method on
mice bone measurements. Using the conversion line between
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Fig. 8. Axial sections of (A) uncorrected mouse skeleton image, and (B) the corrected ones using the water correction method and (C) the proposed
water/bone correction method.

Table 1. Measured and calculated bone mass of a femur and skull.

Without BH correction With BH correction

Measured weight (mg) Calculated weight (mg) Relative error Calculated weight (mg) Relative error

Femora along rotation axis 116.01 ± 0.09 +5.1% 110.36 ± 0.14 +0.0%
Femora perpendicular to rotation axis 110.35 ± 0.27 104.68 ± 0.02 –5.1% 110.30 ± 0.15 –0.0%
Femora random position 112.85 ± 0.06 +2.2% 110.70 ± 0.19 +0.3%
skull 674.20 ± 0.30 724.02 ± 0.24 +7.3% 651.71 ± 0.30 –3.4%

the reconstructed values of the linear attenuation coefficient
of bone and bone density (Eq. (12)), we calculated the mass of a
mouse femur and skull through uncorrected and corrected im-
ages. The exact weight of the dried femur was 110.3 ± 0.3 mg.
When the femur was positioned along the rotation axis of the
μCT, the values we obtained without correction and with the
proposed correction method are 116.0 ± 0.1 mg and 110.4 ±
0.1 mg, respectively (Table 1). The coronal section of the mass
correction rate of femur with the proposed correction method
reached values up to 20% have been observed. When the fe-
mur was positioned perpendicular the rotation axis of the μCT,
the calculated mass were 104.7 ± 0.1 mg and 110.3 ± 0.2
mg, without or with correction, respectively. When there was

a random angle between the femur and the rotation axis of the
μCT, the mass calculated were 112.9 ± 0.1 mg and 110.7 ±
0.2 mg without and with correction. Finally, we weighted a
dry skull and obtained 674.2 ± 0.3 mg. the calculated mass
were 724.0 ± 0.1 and 651.7 ± 0.3 mg, without or with cor-
rection, respectively

Discussion

The uniform correction rate obtained in the case of the ho-
mogeneous cylinder proves the independence of the recon-
structed voxel value from the dedicated cone beam Feldkamp
reconstruction algorithm. Iterations cannot be performed in
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Fig. 9. Line profile of the uncorrected mouse skeleton image (blue line, 8A), the corrected one with the water correction (red line, 8B) and the corrected
one with the proposed bone/water correction (black line, 8C). The pixel size is 100 μm.

Fig. 10. Distributions of bone mass correction rate with the water correction method (red curve) and the proposed bone/water correction method (blue
curve).

this method because the corrected values are obtained di-
rectly after the first experimental linearization. Otherwise
greater corrected values will be obtained and no convergence
is reached (data not shown). For this reason, the experimental
attenuation curves have to be done carefully for each mate-
rial. A generally common problem that faces this method is
the truncation data which can introduce an enormous error
on the calculated projections. To overcome this constraint,

limited region of interests are selected where no truncated
values exists.

Since the attenuation curves were done experimentally and
off-line, the presented method is considered to be very fast
(17 s per projection on a single 2.67 GHz Xeon CPU) in com-
parison to others methods where the linearization are done
in-line and during the correction procedure (Krumm et al.,
2008) or where a set of projections and reprojections are

C© 2015 The Authors
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Fig. 11. Axial, coronal and sagittal slices of the mass correction rate of a mouse skeleton obtained by the water correction method (A), (C), (E) and by the
proposed water/bone correction method (B), (D), (F) in the same scale.

required and performed iteratively (Kyriakou et al., 2010).
One disadvantage of the presented method is the calculation
of the projections through an uncorrected image which can
introduce errors especially when severe artefacts appear. This
is not the case when small animal-like mice are used. A scatter
correction would be helpful in order to obtain scatter-corrected
μCT values which can reduce the errors on the calculated pro-
jections through a first scatter-corrected image.

Due to the water abundance in the mouse’s body and the
small thicknesses of bone crossed by the X-rays, no severe
streak line artefacts are observed in the preclinical images ob-
tained. In addition, the chosen third polynomial degree seems
to be sufficient to fit the measured data. The nonlinear be-
haviour of the attenuation curves obtained in the previous
section show that the beam hardening effect is more impor-
tant with bone than with soft tissue. This is normal and ex-
pected due to the higher attenuation coefficient values of the
HA powder than those of Plexiglas. Originally, methods in-
cluded also fat correction (Ruegsegger et al., 1978). Since our
X-ray source contains a 1 mm Al window, the water and fat

corrections were not very useful. Once these off-line attenua-
tion curves are done, the segmentation thresholds are set to
separate the present materials in the phantom or in the ani-
mal by analysing the distribution of the greyscale values. The
obtained profiles in both cases (the phantom and the mouse
skeleton) show that the water linear attenuation coefficient
does not change with the correction methods. This can be ex-
plained by the quasilinear behaviour of the water attenuation
curves which it is not the case with the HA curves. Conse-
quently, the contrast has increased with the two correction
methods. However, the cupping artefacts in the bone region
of the cylindrical phantom is not removed using the water
linearization correction method, while it is the case with the
proposed correction method. In addition, the correction rate
is not uniform and differs from region to another in the mouse
skeleton depending on the thicknesses and the densities of the
corresponding bones. The amount of the corrected bone vox-
els by the water/bone correction in the whole skeleton image
where the mass correction rate is greater than 5%, represents
around 34.60 ± 8.68% of the total bone voxels number and
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Fig. 12. Correction rate of a reconstructed axial slice of a homogeneous
cylinder containing HA powder. (Slice dimensions: 512 × 720 voxels with
a voxel size of 0.1 × 0.1 × 0.1 mm3.)

Fig. 13. Example of mass correction rate of mouse femur using the pro-
posed water/bone correction method.

it can reach greater values when selecting a single slice. This
high percentage has to be taken into account in the deter-
mination of the mineral bone masses. Otherwise, the errors
introduced in the mass bone calculations will be very impor-
tant and this will lead to false bone mineral measurements. In
this work, we calculated the total bone mass of a skeleton but

the obtained value was lower than the measured weight. This
may be due to the difficulty to remove 100% of the soft tissue
from the skeleton. Furthermore, the attenuation curves are
done usually with a constant density material which it is not
the case of skeleton where the BMD is not uniform and varies
from region to another. In the case of isolated bones (femur
or skull) the mass calculation was very good after beam hard-
ening correction. In mean, the relative error on the weight
was 0.1% for the three positions of the femur. At the opposite,
without beam hardening correction, the relative error was be-
tween –5% and + 5, in function of the position (Figure 13).
This means that, without correction, when the X-rays cross
a small amount of bone (femur along the rotation axis) the
mass is overestimated. When X-rays cross longer distances of
bone (femur perpendicular to the rotation axis) the calculated
mass was underestimated (even if the distances crossed are
heterogeneous). When a skull was used, the corrected calcu-
lated mass was underestimated (3.4%). But since it is almost
impossible to remove all the soft tissue from the skull it is more
likely that the calculated mass is correct but the measured
mass is not correct. This deviation from the ‘real’ value may
also be due to the uncorrected scatter signal present in the
projections even if the correction is weak in the case of bones.
But, in our case, the beam hardening correction was almost
enough, we did not need to compensate by a function (Hewei
et al., 2006).

Conclusions

In this paper, we showed that our beam hardening correction
method based on bone linearization in μCT can widely reduce
the beam hardening artefacts when taking into account the
nonhomogeneity in the scanned animal and can also correct
the reconstructed linear attenuation coefficient values, espe-
cially for the bone without any prior knowledge about the
X-ray spectrum. One important step in our presented method
is the determination of the thresholds that separates between
materials in order to correct each voxel value in the image by
the use of the off-line attenuation curves and its corresponding
correction line. We showed also that applying our proposed
correction method on animal isolated bones images leads to
greater mass correction rates than the case of the simple water
linearization method, which allows us to reach an accurate
bone mass measurement. The proposed method allowed us to
obtain the exact mass of a bone whatever was the distance
crossed by the X-rays.
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