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Abstract

This thesis exploits indexmodulation techniques to design energy- and spectrum-
efficient system models to operate in future wireless networks. In this respect,
index modulation techniques are studied considering two different media: map-
ping the information onto the frequency indices of multicarrier systems, and
onto the antenna array indices of a platform that comprises multiple antennas.

The index modulation techniques in wideband communication scenarios
considering orthogonal and generalized frequency divisionmultiplexing systems
are studied first. Single cell multiuser networks are considered while developing
the system models that exploit the index modulation on the subcarriers of
the multicarrier systems. Instead of actively modulating all the subcarriers, a
subset is selected according to the index modulation bits. As a result, there
are subcarriers that remain idle during the data transmission phase and the
activation pattern of the subcarriers convey additional information.

The transceivers for the orthogonal and generalized frequency division mul-
tiplexing systems with index modulation are both designed considering the
uplink and downlink transmission phases with a linear combiner and precoder
in order to reduce the system complexity. In the developed system models,
channel state information is required only at the base station. The linear com-
biner is designed adopting minimum mean square error method to mitigate
the inter-user-interference. The proposed system models offer a flexible design
as the parameters are independent of each other. The parameters can be ad-
justed to design the system in favor of the energy efficiency, spectrum efficiency,
peak-to-average power ratio, or error performance.

Then, the index modulation techniques are studied for large-scale multiple-
input multiple-output systems that operate in millimeter wave bands. In order
to overcome the drawbacks of transmission in millimeter wave frequencies,
channel properties should be taken in to account while envisaging the wireless
communication network. The large-scale multiple-input multiple-output sys-
tems increase the degrees of freedom in the spatial domain. This feature can
be exploited to focus the transmit power directly onto the intended receiver
terminal to cope with the severe path-loss. However, scaling up the number of
hardware elements results in excessive power consumption. Hybrid architec-
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tures provide a remedy by shifting a part of the signal processing to the analog
domain. In this way, the number of bulky and high power consuming hardware
elements can be reduced. However, there will be a performance degradation as a
consequence of renouncing the fully digital signal processing. Index modulation
techniques can be combined with the hybrid system architecture to compensate
the loss in spectrum efficiency to further increase the data rates.

A user terminal architecture is designed that employs analog beamforming
together with spatial modulation where a part of the information bits is mapped
onto the indices of the antenna arrays. The system is comprised a switching
stage that allocates the user terminal antennas on the phase shifter groups to
minimize the spatial correlation, and a phase shifting stage that maximizes
the beamforming gain to combat the path-loss. A computationally efficient
optimization algorithm is developed to configure the system. The flexibility of
the architecture enables optimization of the hybrid transceiver at any signal-to-
noise ratio values.

A base station is designed in which hybrid beamforming together with spatial
modulation is employed. The analog beamformer is designed to point the
transmit beam only in the direction of the intended user terminal to mitigate
leakage of the transmit power to other directions. The analog beamformer
to transmit the signal is chosen based on the spatial modulation bits. The
digital precoder is designed to eliminate the inter-user-interference by exploiting
the zero-forcing method. The base station computes the hybrid beamformers
and the digital combiners, and only feeds back the digital combiners of each
antenna array-user pair to the related user terminals. Thus, a low complexity
user architecture is sufficient to achieve a higher performance. The developed
optimization framework for the energy efficiency jointly optimizes the number
of served users and the total transmit power by utilizing the derived upper
bound of the achievable rate. The proposed transceiver architectures provide a
more energy-efficient system model compared to the hybrid systems in which
the spatial modulation technique is not exploited.

This thesis develops low-complexity system models that operate in narrow-
band and wideband channel environments to meet the energy and spectrum
efficiency demands of future wireless networks. It is corroborated in the thesis
that adopting index modulation techniques both in the systems improves the
system performance in various aspects.
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Notation
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C set of complex numbers
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𝑛
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XH Hermiteian of a matrix or vector X
X† (XHX)−1XH if X has full column rank or XH(XXH)−1 if X has

full row rank
I𝑛 identity matrix of size 𝑛
|X| determinant of a square matrix X
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ℎ(𝑥) differential entropy of 𝑥
ℎ(𝑥 | 𝑧) conditional differential entropy of 𝑥 given 𝑧
𝐼(𝑥; 𝑦) mutual information between 𝑥 and 𝑦
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Chapter 1

Introduction

1.1 Motivation

Future 5th generation (5G) and beyond networks will have to serve an unprece-
dented amount of wireless devices, which is forecasted to reach tens of billions
by 2030 [1]. Numerous use cases, e.g., enhanced mobile broadband (eMBB),
ultra-reliable low latency communications (URLLC), and massive machine type
communications (mMTC), will be implemented with the deployment of the 5G
networks to provide reliable service [2]. The resulting network will have a het-
erogeneous architecture that consists of diverse technologies. Small and macro
cells will operate in cooperation, long term evolution (LTE) and wireless fidelity
(WiFi) will coexist at the same unlicensed frequency bands, and device-to-device
communications will be enabled. In order to serve such a massive amount of
connected devices, which comprises not only mobile terminals but also smart
appliances, autonomous cars, Internet of Things (IoT), and so on, a 1000x data
rate increase is needed. It is apparent that such a huge data rate increase cannot
be reached by simply scaling up the transmit power, due to sustainable growth,
economical, and environmental concerns. Thus, energy efficiency (EE) has been
acknowledged as a key requirement of future networks in addition to spectrum
efficiency (SE) [3].

There are several candidates to fulfill the SE and EE requirements of future
wireless networks among which large-scale multiple-input multiple-output
(MIMO) systems [4], millimeter wave (mmWave) communications [5], and flexi-
ble waveform designs [6] particularly have been put forward for the upcoming
5G networks. Moving towards beyond 5G networks, terahertz (THz) communi-
cations will be utilized that enables more accurate positioning, various health
applications, short-range communications [7]. To provide a better coverage and
enable wireless communications at the remote areas, unmanned aerial vehicles
(UAV) will be exploited that can potentially facilitate wireless broadcast and
support high rate transmissions [8]. As a result of network densification and
heterogeneity, software-defined networking (SDN) [9] and network slicing [10]
will be adopted to accommodate various technologies. The former provides a
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2 Chapter 1 Introduction

dynamic architecture that configures the network to improve the performance
and monitoring while the latter will allow to partition the network resources
for the simultaneous operation of diversified technologies.

Besides all the aforementioned technologies, index modulation (IM) tech-
niques have attracted significant attention thanks to their innovative way of
conveying information compared to traditional communication systems. Specif-
ically, the attractive feature of IM techniques is mapping the information onto
the indices of different media. Because of this feature, IM techniques provide
an additional dimension to the conventional modulation schemes that map
the information onto the phase, amplitude or frequency of a sinusoidal carrier
signal. Unlike these conventional schemes, IM techniques are able to map the
information onto the antenna/antenna array (AA) indices that are used to trans-
mit/receive the signal, on/off status of radio frequency (RF) mirrors, modulation
types, signal powers, time/frequency indices and also a combination of those in
addition to the conventional modulation schemes.

This thesis exploits the IM techniques in order to design energy- and spectrum-
efficient system models to operate in future wireless networks. In this respect,
IM techniques are studied considering two different media: mapping the in-
formation onto the frequency indices of multicarrier systems and onto the AA
indices of a platform that comprises multiple antennas.

1.2 Overview and Contribution

Multicarrier waveforms are widely utilized due to their high SE nature where
the transmission of multiple streams at the same time instant is enabled. The
orthogonal frequency division multiplexing (OFDM) multicarrier communi-
cation system is already implemented for various technologies including 4th
generation (4G) LTE [11]. However, the demand for SE in 5G wireless networks
is much larger than in current 4G networks since 5G networks will involve
not only the cellular communications, but also several different vertical sectors
such as sensors for smart cities, device-to-device communications, self driving
vehicles. One of the physical layer techniques that has emerged recently is
the IM techniques. Hence, there is a need for alternative signal processing
techniques that will increase the SE and EE of the network.

Modulation and Multiplexing. In order to satisfy these requirements, IM
is introduced for OFDM waveforms in [12] which enables transmitting addi-
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tional bits by modulating them onto the subcarrier indices. As opposed to the
conventional OFDM system, there are subcarriers that remains idle during the
transmission. The number and index of the subcarriers that are modulated by a
conventional modulation scheme are established based on the IM part of the
information bits. In this particular system model, the IM part of the information
bits are grouped as ones and zeroes, then the group with larger cardinality is
chosen to be modulated. Hence, there is a need for control subcarriers to explic-
itly signal the type of the majority bit value to the receiver. In order to prevent
the need of excess subcarriers that can also be exploited to transfer information
bits, an enhanced subcarrier index modulation (ESIM)-OFDM system has been
proposed [13]. This study proposes a procedure to avoid the control subcarriers
where the available subcarriers are divided into smaller groups. The number
of the subcarriers in each group is associated with the modulation order of the
symbol. Thus, this method requires higher order modulations to reach the same
SE as that of the conventional OFDM system.

The dependency to the modulation order on the IM part of the information bits
limits the SE and the flexibility of the resulting system model. Hence, OFDM-IM
system is proposed in [14] where the number of active subcarriers are predefined
regardless of the modulation order and the indices of the subcarriers are chosen
according to the incoming bits. The results show that the OFDM-IM technique
improves the error performance of the system compared to the conventional
OFDM and ESIM-OFDM systems. Since a grouping architecture is adopted in
order to exploit OFDM-IM system, the resulting performance can be further
improved by employing an interleaving method [15, 16]. The idea is to locate the
subcarriers that belong to the same group apart from each other while forming
the final OFDM-IM block to be transmitted. Thus, the subcarriers of the adjacent
subchannels belong to the separate groups which brings frequency diversity
gain to OFDM-IM.

In order to further investigate the performance enhancement by exploiting
IM technique on the frequency domain, a closed-form lower bound to the
achievable rate of the OFDM-IM systems with interleaved grouping is derived
[16]. The study denotes that the lower bound can be exploited to predict the
optimal subcarrier activation strategy which maximizes the performance gain
of OFDM-IM over conventional OFDM systems. Besides the achievable rate,
bit error rate (BER) is also an important performance metric that indicates the
robustness of the developed system model. As it has been proven by extensive
simulations, the OFDM-IM system improves the BER performance compared
to the conventional OFDM. Moreover, a tight closed-form approximation of
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the BER is derived introducing the expression for the number of bit errors
occurring in both the index domain and the complex domain, in the presence
of both imperfect and perfect detection of active subcarrier indices [17]. Then
the analysis is extended to the case that the channel state information (CSI) is
uncertain which enables to investigate the impacts of CSI uncertainty on the
diversity gain and error floor of the BER [18]. Addition of a third dimension
to the constellation diagram on frequency domain increases the diversity and
brings various advantages to the system as studied with the aforementioned
works. However, it also increases the load of the receiver since IM part of the
information bits should be detected successfully. In most of the system models
that have been proposed, there is a small number of subcarrier activation pattern
which is out of use. A methodology is proposed to encode all possible subcarrier
activation patterns which also lowers the false detection caused by having excess
activation pattern [19].

Various methods to exploit IM technique on the subcarriers of an OFDM
system is studied and the performance metrics are analyzed. Furthermore,
OFDM-IM system is extended to MIMO scenario in order to exploit also the spa-
tial multiplexing and achieve higher SE values [20]. Low complexity transceiver
architectures are crucial in MIMO systems since the complexity and the required
computation power are increased with the number of antennas. Hence, a low
complexity transceiver structure is developed and performance of various detec-
tion schemes are studied. As it has been reported before, IM techniques can be
combined to increase the diversity and improve the performance as with gener-
alized space-frequency division multiplexing (GSFIM) system [21, 22]. Therein,
both spatial domain and frequency domain are exploited to encode bits through
indexing which increases the complexity of the resulting system model. Hence,
an encoding procedure is proposed to exploit the low complexity computation
of combinatorics in combinatorial number system together with a detection
algorithm based on a multi-stage message passing approach.

Although there are similarities on the system design of a point-to-point and
multiuser (MU)-MIMO scenarios from the spatial multiplexing perspective, inter-
user-interference (IUI) of the latter case brings additional challenges to tackle
in the system design. Therefore, a transceiver architecture is designed for the
subcarrier index modulation (SIM)-OFDM in MU networks where an iterative
detector based on the generalized approximate message passing algorithm is
developed to tackle the IUI [23]. Furthermore, the study is extended to the
large-scale MIMO systems with imperfect CSI [24]. Furthermore, surveys on
IM techniques are recently published in [25, 26] which provide a broader look



1.2 Overview and Contribution 5

into various applications and performance evaluations in the subject.
The OFDM system enables to transmit information on multiple orthogonal

subcarriers at a time instant. The technology is already adopted by many
applications as it increases the SE significantly. Although the orthogonality
reduces the inter-carrier-interference (ICI), it results in large peak-to-average
power ratio (PAPR) and out-of-band emission. To tackle the disadvantages of
the OFDM system and provide a more generic design, generalized frequency
division multiplexing (GFDM) system is proposed [27]. In contrast to the OFDM
system, GFDM allows one to transmit information by an arbitrarily filtered
block that comprises multiple subsymbols in the time domain and multiple
subcarriers in the frequency domain. The generation of an GFDM block is not
straightforward as for the OFDM case, hence a low complexity matrix model
that provides a practical method to generate the GFDM block is proposed [28].
Moreover, the performance of the GFDM system is compared with the LTE
standard as far as spectral properties and implementation complexity aspects
are concerned. Since linear signal processing methods lower the complexity of
the resulting system, the matrix model to generate the GFDM block is further
improved to enable design of linear receiver structures and the BER is exploited
as the performance metric to compare various receivers [29]. Moreover, possible
applications of GFDM scheme for various 5G network scenarios are further
studied in [30].

Similar to the OFDM system, IM techniques can be exploited to increase the
performance of the GFDM [31]. Although BER of the GFDM-IM system outper-
forms the conventional GFDM and OFDM-IM systems at mid- to high-signal-to-
noise ratio (SNR) regions, more erroneous detection of the subcarrier activation
pattern results in performance degradation in low SNR region. Hence, a message
passing-based detector can be adopted in order to improve the BER performance
of the GFDM-IM system [32]. Besides enhancing the SE and improving the BER
performance, utilizing IM techniques also reduces the out-of-band emission
of the GFDM systems [33]. Moreover, the spatial domain can be exploited in
addition to the frequency domain to further improve the SE where the infor-
mation bits are mapped both onto the indices of the transmit antennas and the
subcarriers along with the conventionally modulated symbols [34]. The space
and frequency index modulation (SFIM)-GFDM system outperforms the spatial
modulation (SM)-GFDM system regarding the BER [35] where the IM technique
is exploited only in the spatial domain. A generic GFDM system with flexible
IM techniques that enables switching between different IM techniques to adapt
the channel conditions can be designed [36]. Thanks to the flexibility of the



6 Chapter 1 Introduction

resulting system architecture, a multilayer transmission scheme can be exploited
by effectively utilizing the space, frequency, and time dimensions to adjust the
BER performance and SE.

Contribution. Inspired by the aforementioned studies, this thesis first dis-
cuses a system model for a MU MIMO network that utilizes the OFDM-IM
system [37]. Thereafter, the work is extended for the GFDM-IM [38] that brings
additional challenges to overcome to the system design. In order to study the
performance of the proposed system models, uncoded BER is taken into account
as a performance metric for both systems. Since MU networks are considered,
interference among the users both in the uplink (UL) and downlink (DL) trans-
mission phases is the fundamental challenge for the design of the system. With
the additional complexity brought by utilizing the IM techniques, it necessitates
to tackle the interference among the users by linear combiner and precoder
architectures without degrading the resulting performance. To enable the de-
tection of the information conveyed by both IM and conventional modulation
parts, a more versatile yet lower complexity algorithm is essential. Therefore,
this thesis proposes linear combiner and precoder designs by exploiting the
spatial multiplexing of MIMO system and describes low complexity detection
algorithms that are applicable for practical scenarios.

Energy-efficient mmWave Communications. Although the multicarrier
modulation system together with IM techniques improves the performance of the
resulting system model, the shortage of bandwidth in low frequencies motivates
the migration to higher frequencies in order to satisfy the vast increase in data
rates [39, 40]. Availability of spectrum in the mmWave band has been considered
by the research community as a way to design the wireless communication
networks to meet the expected large traffic demands [41].

A shortcoming of the mmWave band is the severe path-loss and sensitivity to
blockage of mmWave propagation bring additional challenges to the network
[42]. In spite of the unfavorable characteristics of the channel, large number
of antennas can be packed in small areas due to the small wave length at high
frequencies and asymptotically achieve the capacity of the channel [4]. Hence,
large-scale MIMO technology became one of the promising candidates to combat
these challenges and satisfy the demand for high data rates [43]. By increasing
the number of antennas, the performance of the system can be improved as
a trade-off between the antenna gain and the additional degrees of freedom
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[44]. Considering a system with a massive number of antennas, it is possible
to serve multiple user terminal (UT) in the same time and frequency resources
simultaneously [45]. The usage of a large number of antennas helps focusing
the energy in the form of narrow beams, so that the quality of communication
is improved and the radiated power is steered to the intended direction [46].
Moreover, linear precoding schemes can be employed to drastically reduce the
complexity of the system [47].

Fully digital architectures, such as the block diagonalization algorithm in
[48], are proven to achieve high performance. However, implementation of
a fully digital architecture at a terminal with a large number of antennas is
not practical due to space and energy consumption constraints [49]. Adopting
analog beamforming techniques decreases the number of power hungry hard-
ware elements while benefiting the directivity of the channel [50]. Although
analog beamforming techniques help to combat the severe path-loss of the
mmWave bands, control over the precoding matrix is limited in the analog
domain. Therefore, hybrid architectures should be designed with a reduced
number of RF chains by employing analog beamforming together with digital
precoding [51, 52]. There has been extensive research on hybrid architectures,
such as a two-stage hybrid beamformer/combiner algorithm [53], where the
minimum number of RF chains to realize the performance with a fully-connected
structure is studied. An asymptotically optimal hybrid beamforming design that
exploits the singular vectors of the channel to generate the analog beamformer
and combiner is proposed in [54, 55]. Then, a codebook-based analog precoding
design is proposed where the CSI is obtained via a beam sweep procedure [56].
Furthermore, an algorithm is proposed that configures the hybrid precoders at
the transmitter side and the analog combiner at the receive end with a small
training and feedback overhead [57]. There, the authors have shown that the
hybrid beamforming system achieves higher data rate values compared to the
analog beamforming and approaches the performance of fully digital beamform-
ing. A different perspective is adopted to lower the complexity of the hybrid
beamforming design problem by firstly obtaining the optimum number of RF
chains, then calculating the precoders [58]. Because of utilizing large number
of antennas, considering per-antenna power constraint results in a more real-
istic scenario while developing the system architecture [59]. Another hybrid
beamforming system is proposed in [60] that enables multiple data streams
to the UT by jointly designing the analog beamformer and digital precoder in
one stage. In addition, a minimum mean square error (MMSE) based multiuser
hybrid beamformer is designed by leveraging the sparsity of the mmWave chan-
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nel [61]. However, the fully connected hybrid MIMO architecture comprises
many analog devices (phase shifters, power splitters and combiners). Thus,
when a moderate number of RF chains is deployed, the fully connected hybrid
MIMO consumes more power than the fully digital MIMO [62]. A more energy-
efficient system can be designed by adopting a partially-connected architecture
[63]. However, abandoning the fully connected hybrid architecture results in
degradation of the SE even with the most sophisticated algorithms for the design
of the partially-connected hybrid precoders/combiners [62, 64].

In order to improve the SE without compromising the simplicity and low
power consumption, SM techniques, where a part of the information bits is
mapped in the spatial domain such as onto the antenna or AA indices, can
be adopted [65, 66, 67]. System models can be designed such that the loss on
the SE caused by lowering the number of RF chains to reduce the total power
consumption is compensated by adopting SM techniques. As proposed in [68],
a point-to-point system with generalized SM employing analog beamforming
achieves better SE than a system that comprises more RF chains. Therein, a
single RF chain per data stream is activated to transmit the conventionally
modulated symbols, and analog beamforming is employed by the subarray
selected by spatially modulated bits. The implementation of SM in MU MIMO
networks is studied in [69] and a precoding method is proposed in order to
cancel IUI. A closer look into the transmitter design of SM together with analog
beamforming is provided in [70]. Furthermore, the application of SM with
hybrid beamforming for a mmWave railway communication system is studied
in [71]. There, the receive antenna arrays at the front and at the end of the train
are regarded as virtual users served by two different data streams transmitted by
the base station (BS). An analog beamformer and combiner are employed at the
transmitter and receiver, respectively, even though the system is not specifically
designed for a multiuser scenario.

Contribution. By considering the tendency of exploiting the empty spectrum
onmmWave bands, this thesis focuses on developing systemmodels that operate
on higher frequencies as the next step [72, 73]. The proposed system models
utilize the properties of the signal and channel characteristics brought by oper-
ating on the mmWave band. Firstly, a point-to-point large-scale MIMO system
that operates in mmWave narrowband channel environment [74] is developed.
In order to cope with the poor scattering nature of mmWave channels and the
severe path-loss of mmWave propagation, a large number of antennas is em-
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ployed at the BS and at the UT to provide a large beamforming gain. An analog
beamforming aided SM scheme for the UL transmission phase is proposed to
maximize the EE at the UT for a given SE requirements. The extension of the
work to the MU networks is straightforward, since a fully digital BS architec-
ture is adopted for the UL transmission phase. Then, a system model for an
MU large-scale MIMO network that operates in mmWave narrowband channel
environment is proposed [72]. There, a hybrid BS architecture is considered
that exploits the SM technique by mapping a part of the information onto the
indices of the AAs. In this scheme, BS employs an analog beamformer to direct
the beam to the intended user and a digital precoder to cancel IUI while users
employ digital combiners. EE is one of the fundamental requirements of the
future networks and the basis of the proposed system models. Therefore, an
optimization framework for bit-per-Joule EE maximization is proposed for the
developed system model [75, 76].

The proposed hybrid beamforming systems that adopt SM techniques are
designed for narrowband channels in this thesis. An extension to the wideband
channels in which IM technique is adopted on the subcarriers of the multicarrier
system in addition to the SM is possible to further increase the diversity of the
system. This can be achieved by treating each subchannel of the multicarrier
system as a narrowband channel. In this case, analog and digital precoders/com-
biners should be designed independently for each subchannel. However, this
would result in a much complex system model and increase the number of hard-
ware elements for the signal processing on the analog domain. Hence, a hybrid
system can be designed with an analog beamfomer for the entire spectrum and
digital beamformers for each subchannels [77, 78].

1.3 Outline

Increasing the SE of the network has been the biggest concern of the research
community since the data exchange went beyond voice transmission in various
communication scenarios. Deployment of MIMO technologies and taking ad-
vantage of multicarrier systems have been the traditional approaches to meet
the demands of today’s networks. However, the number of connected devices
is exponentially growing as well as the heterogeneity of the communication
scenarios. Hence, concerns on the power consumption of the network contin-
uously increased and ultimately EE became a key requirement for the future
wireless networks. Traditional MIMO and OFDM systems are insufficient to
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satisfy these ever-growing demands. Thus, this thesis discusses the implemen-
tation of IM techniques to tackle the design of energy- and spectrum-efficient
wireless communication systems. Motivated by this background, this thesis will
discuss innovative multiple antenna and multicarrier transmission schemes.

Chapter 2 elaborates on the fundamentals of the technologies that are utilized
in this thesis. First, the principles of the multicarrier systems are unveiled and
the basic structure of the OFDM and GFDM transceivers are explained. Then,
the necessity of the large-scale MIMO systems are explicated, advantages and
disadvantages brought by deploying large number of antennas are further dis-
cussed. Lastly, the fundamental principles of the IM techniques that are adopted
to develop the system models are elucidated. Furthermore, some practical exam-
ples are presented to unveil the numerous possibilities of system designs when
IM techniques are considered.

Chapter 3 focuses on multicarrier systems that exploit IM techniques in the
frequency domain, namely OFDM and GFDM.The former enjoys the orthogonal-
ity of the subcarriers while the latter further increases the SE by transmitting the
data block in multiple time instances. The MU communication and IM bring ad-
ditional complexity to the system due to the multi-stream signal processing, IUI
and the extension of the modulation of the data to the frequency domain. Thus,
linear signal processing methods are adopted and the receiver is designed to
decode the data by a low complexity detection algorithm without sacrificing the
performance. An IM system is considered in which the number of available and
active subcarriers are predefined, and the subcarrier activation pattern conveys
information. The proposed system model is designed for a MU network where
both BS and UTs comprise multiple antennas. Hence, precoder and combiner
designs at the BS have the utmost importance to mitigate the IUI and process the
signal to prepare for the joint detection of the information bits conveyed by IM
and conventional modulation parts. To tackle this problem, MMSE-based linear
precoder and combiner are designed for the DL and UL transmission phases,
respectively. The receiver is designed to detect the IM bits by comparing the
received power on the subcarriers, then decode the conventionally modulated
symbols carried by the detected active subcarriers.

Chapter 4 studies transmission in the mmWave bands, specifically studying
the use of SM technique in this context. It is aimed to develop system models
where the communication at the high frequency bands is turned into advantage
by exploiting large number of antennas and adopting hybrid architectures. The
SM technique is a special case of IM techniques where the information bits are
mapped in the spatial domain such as indices of antennas or AAs. By combining
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these technologies, Chapter 4 discusses large-scale MIMO systems that exploit
IM techniques in the spatial domain. There is an available spectrum in mmWave
bands which is mostly empty. Since the lower frequency bands are excessively
crowded, mmWave bands are highly attractive to serve large amount of devices
that will be part of future wireless networks. However, the poor scattering nature
and the severe path-loss of the mmWave bands bring additional challenges
to overcome in designing the system. In order to combat the disadvantages
brought by transmission in high frequencies, large-scale MIMO systems can
be adopted. Due to the degrees of freedom of deploying a large number of
antennas, linear signal processing methods and beamforming technologies can
be exploited. Although large-scale MIMO systems offer a favorable solution
for the SE requirements, scaling up the number of hardware elements in the
system increases the power consumption drastically. Therefore, a more efficient
design is necessary instead of increasing the number of hardware elements,
so that the EE requirements can be met as well. In this respect, Chapter 4
proposes transceiver architectures that exploit hybrid beamforming techniques
together with SM scheme. First, a low power consuming UT architecture is
designed where the objective is lowering the number of bulky and high power
consuming hardware elements. The UT comprises a large number of antennas
that are grouped to form multiple AAs considering the channel characteristics.
Performance of the network highly depends on the channel statistics since
the mmWave bands have a limited scattering environment, hence the system
design is more challenging. Therefore, an algorithm is developed to design
the system that maximizes the EE of the UT for a given SE. In the resulting
systemmodel, SM bits are mapped onto the indices of AAs which are activated to
transmit a conventionally modulated symbol by employing analog beamforming.
Since a fully digital large-scale BS architecture is considered, a zero-forcing
(ZF) combiner is employed prior to detection of the received signal. Then,
the focus is shifted to the design of a low power consuming BS architecture
that transmits multiple data streams to fully digital UTs. The BS comprises
a large number of antennas that are grouped to form AAs. Moreover, SM
bits are mapped onto the indices of activated AAs for each user’s data stream.
Since a MU network is considered, BS employs a ZF-based digital precoder
to eliminate the IUI. Furthermore, analog beamforming is employed to direct
the signal to the intended user. Thanks to the hybrid beamforming at the BS,
one AA can be utilized to transmit data to multiple UTs simultaneously, hence
the SM technique is fully exploited. At last, an EE optimization framework is
developed in order to jointly optimize the number of UTs to be served and the
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total transmission power. The problem is formulated as the maximization of the
EE with respect to the transmit power and number of active users, enforcing
constraints on maximum power, maximum and minimum number of active
users, and a minimum achievable guaranteed rate. The optimization is carried
out considering both the standard linear power consumption model, as well as
the case in which the transmit amplifier operates in the non-linear region. In
both cases, globally optimal optimization algorithms with affordable complexity
are developed.

Finally, Chapter 5 concludes the thesis and discusses the open problems for
further research in these directions.



Chapter 2

Preliminaries and Fundamentals

This chapter elaborates the basic principles of the technologies that will be
exploited to design system models in Chapter 3 and Chapter 4. Among the many
candidate technologies for future wireless networks, multicarrier systems are
already deployed for various technologies. Section 2.1 describes the elementary
transceiver architecture and signal processing methods for OFDM and GFDM
systems. Since implementations has already started, large-scale MIMO systems
will take part in the network to provide better service and to cover larger areas.
Therefore, the discussion of large-scale MIMO systems follows in Section 2.2
by addressing the advantages and disadvantages of scaling up the number of
hardware elements at the terminals. Conventional signal processing methods
are not adequate as the number of connected devices increases drastically. IM
techniques are proposed to further increase the SE and EE of the multicarrier
and large-scale MIMO systems. Section 2.3 elucidates the principles of IM
techniques and discusses the additional diversity brought to the system. Lastly,
Section 2.4 introduces a generic single cell MU network architecture and unveils
the assumptions to develop the system models in the following chapters.

2.1 Multicarrier Systems

In communication systems, information is carried with the help of sinusoidal
signals. These carrier signals can be modulated in phase, amplitude, or frequency
in order to convey information. In general, this methodology is called 𝑀-ary
modulation where 𝑀 denotes the modulation order and enables to transmit
log2𝑀 bits per symbol. The modulated symbols are transmitted over a wireless
channel in a certain frequency band. The resulting input-output relationship
when a single 𝑀-ary modulated symbol 𝑥 is transmitted can be expressed as

𝑦 = ℎ𝑥+ 𝑛, (2.1)

where 𝑦 is received signal, ℎ is the channel impulse response with arbitrary
distribution, 𝑛 is the additive noise with 𝒞𝒩 (0, 𝜎2) distribution. When a single
carrier communication system is considered, in order to achieve high data rates,
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Figure 2.1: Block diagram of a multicarrier transceiver.

higher order modulation order should be adopted. However, conventional mod-
ulation schemes may suffer from inter-symbol-interference (ISI) and frequency
selective fading. The ISI occurs when the received symbol is distorted by the
subsequent symbols caused by the multipath fading environment which is the
usual case in real-world scenarios. Frequency selective fading occurs when the
channel impulse response varies over the bandwidth that the transmitted signal
occupies. The frequency band in which the channel impulse response is constant
is called coherence bandwidth and the signal experiences flat fading over the
coherence bandwidth. In order to achieve higher data rates without suffering ISI
and frequency selective fading, multicarrier waveforms can be adopted in a way
that the available bandwidth is divided into subchannels which are shorter than
the coherence bandwidth, and a subcarrier that is modulated with a lower order
modulation scheme carries the information. Each subcarrier spans a lower band-
width and a higher time interval can be utilized. This results in communication
suffering only from flat fading over multiple narrowband channels.

Orthogonal Frequency Division Multiplexing. OFDM is one of many
multicarrier waveforms that is implemented in several modern systems. By
dividing the available transmission bandwidth OFDM enables transmitting a
large number of orthogonal, narrowband subcarriers in parallel. A transceiver
block diagram of a basic OFDM system is depicted in Figure 2.1. Let d ∈ CNtot×1

be the set of symbols to be transmitted where Ntot is the number of total sub-
carriers. For brevity, signal processing blocks, i.e., serial to parallel (S/P) and
parallel to serial (P/S) converters, up to the modulation and demodulation of
the symbols is not demonstrated in Figure 2.1. The OFDM block is generated by
utilizing a square filter which is equivalent to the inverse fast Fourier transform
(IFFT) in practical implementation. Hence, the transmit symbols are processed
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by an IFFT in the filter block, i.e.

x = AHd, (2.2)

where A = (𝑎𝑘,𝑙) ∈ CNtot×Ntot is a fast Fourier transform (FFT) matrix with
elements 𝑎𝑘,𝑙 = 1√

Ntot
exp

(︀
𝑗2𝜋 𝑘𝑙

Ntot

)︀
for all 𝑘, 𝑙 ∈ {0, 1, . . . ,Ntot − 1}. In order

to guarantee the orthogonality of the signal passing through amultipath channel,
a cyclic prefix (CP) is inserted at the end of the OFDM block which is equivalent
to copying the first NCP samples of the OFDM block to its end. The resulting
received signal is

r̃ = H̃x̃+ n. (2.3)

Herein, H̃ ∈ CNtot+NCP×Ntot is the circular convolution matrix generated from
the channel impulse vector h ∈ C𝐶×1 with arbitrary distribution. Since the
channel impulse response comprises multiple paths, the effect of a signal block
x̃ ∈ CNtot+NCP×1 passing through the channel is the convolution of the channel
impulse vector and the transmitted signal. This operation can be performed in
matrix form by exploiting the circular convolution matrix H̃ which simplifies
the transmission model as in (2.3). The additive noise vector n ∈ CNtot+NCP×1

comprises independent and identically distributed (i.i.d.) elements that follow
circularly symmetric complex Gaussian distribution with zero mean and 𝜎2

variance. After the reception of the OFDM block, the CP is removed and FFT is
employed

y = Ar. (2.4)

Prior to the demodulation of the symbols, equalization is performed by the
help of matched filtering W = HH or ZF filtering W = H† or linear MMSE
filtering W = (HHH+ 𝜎2INtot)

−1HH where H ∈ CNtot×Ntot is the circular convo-
lution matrix of the channel after removal of the CP. The number of subcarriers
Ntot at an OFDM block is generally large in order to achieve high SE. Thus, the
channel matrixH and the filtering matrixA also have high dimensions. In order
to design a system with low complexity, only linear processing methods are
considered.

Generalized Frequency Division Multiplexing. Next, the properties of a
GFDM system are elucidated which is a non-orthogonal multicarrier system.
The GFDM system can be considered as a generalization of the OFDM that
enables transmitting the data in multiple time and frequency resources. A
GFDM block comprises 𝐿 subsymbols in the time domain and Ntot subcarriers
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in the frequency domain. In contrast to the OFDM system, the GFDM block can
be generated with an arbitrary filter and the CP inserted only once for multiple
subsymbols, which provides larger SE than the OFDM system. The transceiver
block diagram of a basic GFDM system is again as depicted in Figure 2.1 with
slightly different operations in the blocks. Let d ∈ C𝑄×1 be the set of symbols
to be transmitted where 𝑄 = 𝐿Ntot is the total number of samples. The GFDM
block is generated by processing the data vector d with the transmit matrix
A ∈ C𝑄×𝑄 that is computed as proposed in [29]

x = Ad. (2.5)

Herein, A has the structure of

A = [g0,0, . . . , gNtot−1,0, g0,1, . . . , gNtot−1,1, g0,𝐿−1, . . . , gNtot−1,𝐿−1] (2.6)
where 𝑔𝑛,𝑙 = 𝑔

(︀
(𝑞 − 𝑛𝐿)mod𝑄

)︀
exp

(︀
𝑗2𝜋 𝑛𝑞

Ntot

)︀
(2.7)

is the circularly shifted transmit filter and g𝑛,𝑙 ∈ C𝑄×1 is the vector consisting
of the filter samples

g𝑛,𝑙 = [𝑔𝑛,𝑙(0), 𝑔𝑛,𝑙(1), . . . , 𝑔𝑛,𝑙(𝑄− 1)]T. (2.8)

Each individual sample of the GFDM block can be represented as

x(𝑞) =
Ntot−1∑︁
𝑛=0

𝐿−1∑︁
𝑙=0

𝑑𝑛,𝑙 𝑔𝑛,𝑙(𝑞), (2.9)

with sampling index 𝑞 ∈ {0, 1, . . . , 𝑄− 1}. After processing the symbols to be
transmitted, a CP of length NCP is inserted at the end of the GFDM block. The
remaining procedure is the same as for OFDM systems.

The aforementioned multicarrier waveforms enable improving the SE by
transmitting multiple samples per channel use. However, these systems also
come with some disadvantages. OFDM systems are easy to implement with
an FFT algorithm. Since the pulse shaping filter is rectangular, it results in
out-of-band emission due to the side lobs in the frequency domain. OFDM
systems provide orthogonality that makes subcarriers and symbols independent
of each other, but this also requires perfect synchronization, and equalization
plays an important role in the performance of the resulting system. In order to
prevent ISI, the insertion of the CP is necessary, which results in a degradation
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of the SE. In addition, OFDM systems suffer from high PAPR which is due to the
presence of a large number of independently modulated subcarriers. Hence, the
peak power value on the individual subcarrier can be larger than the average of
the whole OFDM block.

In GFDM systems, pulse shaping can be performed with any arbitrary fil-
ter which results in lower out-of-band emission. These systems have non-
orthogonal subcarriers, hence the time and frequency synchronization is not
as crucial as that of OFDM systems. However, non-orthogonality causes self-
created ISI and ICI whenever the nulls of the subcarriers do not coincide with the
peak of remaining subcarriers. Only a single CP per GFDM block is inserted for
total 𝐿Ntot subcarriers. In contrast, 𝐿 CP per OFDM block with Ntot subcarriers
should be inserted to transmit the same amount of information as for the GFDM.
Hence, GFDM systems increase the SE compared to OFDM systems. Although
OFDM and GFDM systems provide spectrum-efficient communication, in or-
der to satisfy the EE requirements of future wireless networks and to further
increase the SE of the system, it is convenient to adopt IM techniques on top of
these multicarrier systems.

2.2 Large-scale Multiple Input Multiple Output Systems

In recent years, MIMO systems have been implemented in several wireless
communication networks since they enable transmitting multiple data streams
at the same time and in the same frequency band, thus increasing the SE. MIMO
communications have already been employed for both point-to-point and MU
scenarios. Implementing multiple antennas brings additional degrees of freedom
which can be exploited, e.g., to increase SE due to multiple simultaneous data
streams, to decrease interference since the transmitted beam can be directed to
the intended UT, to benefit from the enhanced reliability due to the diversity of
the transmitted and received signals over the channel.

With recent advances in technology, it is possible to pack a large number of
antennas at the transceivers. There are more powerful processors to control
and process the signals that belong to many antennas. In addition, there is
ongoing research on designingmore robust and less energy consuming hardware.
Therefore, hundreds of antennas can be deployed to design large-scale MIMO
systems.

A generic block diagram of a large-scaleMIMO system is depicted in Figure 2.2.
In this system model, the number of transmit or receive antennas NT and NR
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Figure 2.2: Block diagram of a large-scale MIMO transceiver.

are much larger than the number of data streams 𝑈 to be transmitted per
channel use. Since the large number of antennas provides sufficient diversity
linear processing methods can be utilized even under poor scattering channel
environments. Hence, large-scale MIMO systems facilitate designing the system
with lower complexity.

In the block diagram depicted in Figure 2.2, the transmitter and receiver
comprise digital and analog precoders and combiners. It is possible to perform
signal processing operations entirely in the baseband to have a better control
over the entries of the digital precoding and combining matrices. However, this
increases the system complexity and the power consumption drastically when
large-scale MIMO systems are considered due to the large power consumption
of, e.g., the RF chain, the digital to analog converter (DAC), and the analog to
digital converter (ADC). Therefore, analog precoders and combiners are used in
the system design where the phase of the signal is controlled in the RF domain.
As a result of utilizing the analog blocks in the system model, it is possible
to implement a lower number of power hungry devices, e.g., power amplifier
(PA), RF chain, DAC, ADC, low noise amplifier (LNA), than the total number
of antennas in the system. Adopting linear processing, the received signal of a
system that is working in a narrowband channel environment is

r = HFPd+ n, (2.10)

where the transmitted signal in this case is x = FPd. The post-processed signal
after hybrid combining is

y = WDr, (2.11)

where P, W ∈ C𝑈×𝑈 are the digital precoder and combiner as well as F ∈
CNT×𝑈 and D ∈ C𝑈×NR are the analog precoder and combiner, respectively.
H ∈ CNR×NT is the channel matrix with arbitrary distribution, d ∈ C𝑈×1 is
the input vector comprising 𝑈 symbols to be transmitted, and n ∈ CNR×1 is
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the circularly symmetric complex Gaussian noise vector with i.i.d. 𝒞𝒩 (0, 𝜎2)
distributed elements.

The design of the precoders and combiners can differ according to the targeted
system model and the resulting network architecture. There is an extensive
amount of work on the design of hybrid systems both in narrowband and
wideband channel environments for point-to-point and MU networks. The
surveys on the hybrid beamforming techniques in [79, 52] and the references
therein provide a broader look for further reading.

Large-scale MIMO systems are useful particularly in mmWave bands to com-
bat the poor scattering nature of the channel and the severe path-loss. Large
AAs can be utilized in order to direct the beam to the receiver and to concentrate
the transmit power with minimal leakage. This feature not only increases the
received SNR, but also mitigates the IUI in MU networks. Due to the small
wavelength of high frequencies, antennas occupy less space, hence large arrays
can be implemented even for portable devices. However, bulky and high power
consuming hardware elements such as RF chains, DACs, and ADCs complicate
the design of large-scale MIMO systems. The aforementioned hybrid beamform-
ing schemes enable lowering the number of these hardware elements by moving
a part of the signal processing to the analog domain. However, lowering the
number of these elements also limits the number of data streams to be trans-
mitted simultaneously. Therefore, more advanced signal processing techniques
are necessary to compensate the loss in SE. In this respect, IM techniques can
provide a remedy by exploiting the excessive number of antennas to transmit
information without additional power consumption.

2.3 Index Modulation Techniques

In traditional communication systems, information is transmitted by modulating
the phase, amplitude, or frequency of a sinusoidal carrier signal. In contrast,
IM techniques enable transmitting of information by mapping the bits onto
different entities of the system. Then, this additional diversity is exploited in
order to transmit information. Moreover, IM techniques can be adopted as stand
alone or together with conventional modulation schemes.

Index Modulation in the Spatial Domain. In order to deliberate the diver-
sity brought by IM techniques, a transmitter consisting of multiple antennas
is chosen to exemplify exploiting the spatial domain. Consider a transmitter
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architecture that comprises NT = 4 transmit antennas as depicted in Figure 2.3a
and Figure 2.3b. There are various possibilities in order to transmit information
by adopting IM techniques with such a system architecture.

Example I: Activating a Single Antenna. Assuming a narrowband chan-
nel environment, only a single carrier signal is transmitted per channel use.
Although there exist NT = 4 transmit antennas, only one of them is activated
during the transmission and the index of the activated antenna conveys infor-
mation as shown in Figure 2.3a. This kind of IM technique is called SM and
enables to transmit log2 NT bits of information. In addition to the SM, the car-
rier signal can be modulated with a conventional 𝑀-ary modulation scheme.
Hence, log2 NT + log2𝑀 bits of information can be transmitted per channel use.
Note that the spatially-modulated bits are transmitted inherently with the index
of the activated antenna and do not require additional transmit power. Thus,
adopting SM increases the SE without any additional energy cost, which leads
to improving the EE, as well, compared to the traditional modulation schemes.



2.3 Index Modulation Techniques 21

Example II: Activating Multiple Antennas. Considering the same nar-
rowband system model, the on/off status of the transmit antennas can be altered
based on the incoming bit stream as depicted in Figure 2.3b. In this case, a
sinusoidal carrier signal is transmitted from the antenna if the bit mapped onto
that antenna is 1 and the antenna remains idle otherwise. This kind of IM
technique is called space shift keying (SSK) and enables transmitting NT bits of
information. In addition to the SSK scheme, the carrier signal can be modulated
with a conventional 𝑀-ary modulation scheme. Hence, NT + log2𝑀 bits of
information can be transmitted per channel use. In this case, each antenna
transmits the same conventionally modulated signal, hence the probability of
correct detection of the modulated signal at the receiver side is increased due to
the diversity of the received signal. Another variation of the SSK scheme is to
define transmit power levels for bits 0 and 1 and activate all the antennas during
transmission. The power level of the transmitted carrier signal differs based
on the bit mapped onto the specific antenna. With this variation, the number
of paths over which the modulated signal is received is multiplied, hence the
probability of correct detection at the receive side is further increased.

These are only two of many different variations of the IM idea to map infor-
mation onto the indices of the transmit antennas. Another advantage of the
IM technique is that it allows one to design the system model with a lower
number of RF chains than that of conventional systems. Since this enables a
diversity gain in the spatial domain, a system that consumes lower power than
the counterparts can be designed without compromising the SE.

Index Modulation in the Frequency Domain. Next, a wideband channel
application of the IM technique is considered. Without loss of generality, a
system with 𝑁 = 4 available carriers is considered as depicted in Figure 2.4. In
contrast to the conventional wideband system in which all the available carriers
are modulated, the activation pattern of the carriers is selected based on the
incoming bit stream. In this specific scenario, 𝐾 = 3 out of 𝑁 = 4 carriers are
modulated and the activation pattern of the carriers convey additional informa-
tion to the conventional modulation. As a result, ⌊log2

(︀
𝑁
𝐾

)︀
⌋ bits of information

are transmitted in addition to the 𝐾 log2𝑀 conventionally modulated bits.
Note that the wideband application of the IM can be combined with the systems
in Figure 2.3a and Figure 2.3b. Therefore, log2 NT + ⌊log2

(︀
𝑁
𝐾

)︀
⌋ + 𝐾 log2𝑀

bits for Example I and NT + ⌊log2
(︀
𝑁
𝐾

)︀
⌋+𝐾 log2𝑀 bits for Example II can be

transmitted per channel use, respectively.
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Although IM techniques provide advantages, e.g., increased SE and EE, CSI
is generally crucial in order to detect the bits that are transmitted by one of
the IM techniques. The resulting system model is therefore complex and more
sophisticated detection algorithms are required.

This thesis deals with a system model that can operate both in narrowband
and wideband channels as well as in low and high frequency bands and that
can satisfy the SE and EE demands of future wireless networks. Hence, this
thesis discusses transceiver architectures that employ IM techniques with linear
precoders and combiners and reduced complexity detection schemes. This
section has unveiled the IM techniques that will be adopted to design a large-
scale MIMO system to cope with the growing SE and EE demands in wireless
networks. The surveys on the SM in [80] and IM in [25, 26] and the references
therein provide a broader look into the various applications for further reading.

2.4 Single Cell Multiuser Networks

Figure 2.5: Illustration of a generic network architecture for a single cell multiuser
wireless communications scenario.
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An illustration for a wireless communications network with a single BS and
multiple UTs is depicted in Figure 2.5. It is assumed that both the BS and
the UTs are equipped with multiple antennas in order to exploit the spatial
multiplexing. The technologies that are utilized at each terminal and the signal
processing blocks are elaborated in Chapter 3 and Chapter 4. Therein, case
specific transceiver architectures are explained in detailed and the performance
of the resulting systems are analyzed.

Considering the UL data transmission phase of the MU scenario, the received
signal at the BS can be expressed as

r =
𝑈∑︁

𝑢=1

√︀
𝑃𝑢H𝑢x𝑢 + n, (2.12)

where 𝑃𝑢 is the transmit power budget of the user 𝑢, H𝑢 ∈ CNR×NT is the
channel between the BS and the user, x𝑢 is the transmitted signal and n is the
additive noise. Due to the interference, received signal x𝑢 is distorted by the
signals transmitted from the remaining UTs. Similarly, the received signal at
user 𝑢 considering the DL data transmission phase is

r𝑢 =

𝑈∑︁
𝑖=1

√︀
𝑃𝑖H𝑢x𝑖 + n. (2.13)

where x𝑖 ̸=𝑢 refers to the transmitted signal from the interfering UTs. As a
consequence of the IUI, the probability of the erroneous detection increases.
Signal processing methods to mitigate the IUI should be adopted to increase the
communication quality. Therefore, CSI should be acquired at least at the BS to
enable designing precoders and combiners according to the channel statistics
between the BS and UTs.

A time division duplex (TDD) transmission is adopted in which the BS acquires
the CSI during the UL training phase. According to the scenario considered
in Chapter 3 and Chapter 4 the UTs either do not require full CSI but partial
information on the channel statistics. In the case that the UTs require parts of
the CSI on the channel statistics, the required information is fed back during the
DL training phase. In the proposed system models, IM techniques are exploited
in order to increase the SE of the network by considering EE requirements as
well. The systems are designed to employ linear precoders and combiners to
obtain a low complexity architecture. Detection algorithms are designed to
jointly decode the IM and conventionally modulated parts of the bit stream.
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Chapter 3 will develop a system model that operates on a wideband channel
environment and employs IM techniques on the subcarriers of multicarrier sys-
tems in order to increase the SE and EE of the overall network. The transmission
model will be developed based on (2.3) for OFDM-IM and GFDM-IM systems
considering the MU communications. When a wireless communication system
operates in the low frequency band, the transmitted signal travels through a rich
scattering channel environment since the wavelength of the electromagnetic
wave is large which results in lower absorption and more reflection and diffrac-
tion while passing through the channel. A common way of simulating such
channel environments is a Rayleigh fading model which can be represented
as an i.i.d. complex Gaussian distribution with 𝒞𝒩 (0, 1). Hence, a multipath
Rayleigh fading channel is adopted while studying the UL and DL transmission
performance of the proposed system model in Chapter 3.

A system model that employs IM in the spatial domain and operates in the
mmWave band will be developed in Chapter 4. The transmission model will
be developed based on (2.10) for hybrid beamforming with spatial modulation
(HBFSM) systems considering the MU communications. In order to study the
UL and DL transmission performances of the system, a narrowband channel
environment is adopted which follows a geometry-based model [81, 82]. The
CSI can be acquired by a pilot-based channel estimation using the polynomial
expansion scheme proposed in [83] or a low complexity adaptive compressed-
sensing-based algorithm proposed in [84] which offer low complexity methods.
The number of scattering clusters is limited in mmWave band due to the severe
path-loss of the waves traveling at high frequencies. In order to take this effect
into consideration in the system performance evaluation, the channel matrix
between the BS and a UT is modeled as the well-known geometry-based model

H =

√︂
NTNR

𝐶

𝐶∑︁
𝑐=1

𝛼𝑐 aR (𝜃𝑐) aT (𝜑𝑐)
H
. (2.14)

Herein, 𝐶 is the number of scattering clusters of the channel H ∈ CNT×NR

between the BS and the UT where NT and NR denote the number of transmit
and receive antennas, respectively. Furthermore, 𝛼𝑐 is the gain of the 𝑐-th path
that is modeled as 𝒞𝒩 (0, 1), while 𝜃𝑐 ∼ 𝒰 [0, 2𝜋] and 𝜑𝑐 ∼ 𝒰 [0, 2𝜋] represent
the azimuth angle of departure (AoD) from the BS and angle of arrival (AoA)
at the UT. By assuming uniform linear arrays (ULA), the transmit and receive
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array response vectors of the 𝑐-th path aT(𝜑𝑐) and aR(𝜃𝑐) are generated as

a(𝜙) =
1√
𝑁

[︁
1, e𝑗𝑘𝑑 sin(𝜙), . . . , e𝑗(𝑁−1)𝑘𝑑 sin(𝜙)

]︁T
, (2.15)

where 𝜙 is the angle of the considered path and 𝑁 is the number of elements in
the array. Moreover, 𝑘 = 2𝜋

𝜆 where 𝜆 is the signal wavelength and 𝑑 = 𝜆
2 is the

inter-element spacing.
The channel model in (2.14) can be decomposed as

H = ARDAH
T , (2.16)

where matrices AR ∈ CNR×𝐶 and AT ∈ CNT×𝐶 consist of the antenna array
response vectors of all the paths

AR = [aR(𝜃1), aR(𝜃2), . . . , aR(𝜃𝐶)], (2.17a)
AT = [aT(𝜑1), aT(𝜑2), . . . , aT(𝜑𝐶)]. (2.17b)

Finally, the diagonal matrix D ∈ C𝐶×𝐶 has the complex path gains at the
diagonal entries

√︀
NTNR/𝐶[𝛼1, 𝛼2, . . . , 𝛼𝐶 ].

IM techniques provide additional diversity which can be exploited by mapping
the information bits to the various media. These bits are transmitted inherently
without requiring transmission power. Although this feature enables increasing
the SE of the network by maintaining the EE of the system, it requires more
advanced signal processing and detection algorithms. In this respect, this thesis
focuses on developing system models that employ linear precoders and com-
biners by adopting ZF and MMSE receivers, which allow processing the signal
to enable spatial multiplexing, to mitigate the IUI and to prepare the signal for
detection. Since the BS has more computational power than the UTs, the system
performs a large part of the signal processing at the BS side.

The following sections present in detail the system models for each specific
case. The problem of developing system models that adopt IM techniques in
wideband channels with multicarrier transmission is addressed in Chapter 3.
Then, large-scale MIMO systems that operate in narrowband channel environ-
ments are developed in Chapter 4 where IM is exploited in the spatial domain.





Chapter 3

Multicarrier Systems with Index Modulation

This chapter studies the IM techniques in wideband communication scenarios.
Since the demand on data rates increases drastically, multicarrier systems will
continue to be deployed due to their high SE nature. In order to meet with
ever-increasing demands on the wireless communication networks, OFDM and
GFDM multicarrier systems that exploit IM techniques are proposed for MU
scenarios.

Although the advantages brought by the conventional OFDM system were
sufficient for LTE networks, the SE and EE need to be further improved to satisfy
the excessive requirements of future wireless networks. Therefore, Section 3.1
develops a system model that exploits both the conventional OFDM system and
IM technique. Bringing an IM technique into the OFDM system architecture
enables forming a three dimensional constellation diagram where the third
dimension depends on the index activation pattern of the subcarriers. As it is
already elucidated in Section 2.3, the source of information conveyed by the index
activation pattern is transmitted without any additional power consumption
for the conventionally modulated symbol. The system model for the OFDM-IM
is developed next and improvement on the performance is corroborated by
comparison with existing systems.

Furthermore, a GFDM system offers a non-orthogonal multicarrier communi-
cation that can be considered as a generalized form of the conventional OFDM
system. Although the GFDM system architecture is more complex in comparison
to the OFDM system it provides larger SE in return. A GFDM symbol consists
of multiple time and frequency slots and requires a single CP insertion for the
entire data block. Hence, the SE is improved since the need of the redundancy
is much lower than in the conventional OFDM system. As discussed for the
OFDM system, IM techniques can be exploited for a GFDM system as well to
further increase the SE and EE of the network. In this respect, Section 3.2 devel-
ops a GFDM-IM system model for MU networks. In order to corroborate the
improvement by exploiting the GFDM-IM system, the performance is compared
with the developed OFDM-IM system and the conventional GFDM system.

27
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3.1 Orthogonal Frequency Division Multiplexing

This section introduces the system model for an MU network that adopts an
OFDM-IM system for wireless transmission. The general specifications of the
OFDM-IM system are elaborated in Section 3.1.1 and the transceiver architec-
tures are developed for the UL and the DL transmission phases. Furthermore,
Section 3.1.2 studies the performance of the proposed system model with refer-
ence to the achieved SE and PAPR.

3.1.1 System Model

A single cell MU network architecture was introduced in Section 2.4. This section
focuses on the detailed design of each terminal in the network by considering a
wideband communications system. In order to combat the frequency selectivity
and to achieve high data rates the available spectrum can be divided into Ntot
narrowband subchannels. In this way, the symbols transmitted through the
subchannels experience almost flat fading. A system that adopts a conventional
OFDM system would modulate all the available subcarriers per channel use
and consequently, Ntot log2𝑀 bits would be transmitted per channel use, where
𝑀 is the modulation order. In contrast, a subset of the available subcarriers is
chosen to be active and modulated with 𝑀-ary symbols when the OFDM-IM
system is considered. Thus, a part of the incoming bit stream is mapped onto the
index activation pattern of the subcarriers. Note that the bits that are mapped
onto the subcarrier indices are transmitted inherently with the knowledge of
the index activation pattern that requires no additional transmission power.

Assume that Ktot out of Ntot available subcarriers are chosen to be active
according to the incoming bit stream per channel use. 𝑀-ary modulated symbols
are transmitted on these Ktot subcarriers while Ntot−Ktot subcarriers remain idle.
Thus, the size of the set that contains the index activation pattern is

(︀Ntot
Ktot

)︀
which

is a large number for realistic values of Ntot. Therefore, a grouping architecture
is adopted in order to reduce the complexity of data detection on the receiver
side. Hence, the subcarriers are divided into𝐺 groups in order to have a feasible
receiver structure. The resulting number of available and active subcarriers in
each group are 𝑁 = Ntot/𝐺 and 𝐾 = Ktot/𝐺. Consequently, 𝑏 = 𝐺𝑝 bits are
transmitted per channel use where 𝑝 = 𝑝1 + 𝑝2 is such that 𝑝1 = ⌊log2

(︀
𝑁
𝐾

)︀
⌋

bits belong to the IM part and 𝑝2 = 𝐾 log2𝑀 bits are transmitted as 𝑀-ary
modulated symbols.

In the following subsections, the system model of OFDM-IM for both UL and
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Figure 3.1: OFDM-IM block diagram for the uplink transmission phase.

DL transmission in MU networks is introduced. The BS design to deal with the
IUI for these systems is explained in detail.

Uplink Transmission

The transmitter and receiver block diagrams for the uplink transmission are
depicted in Figure 3.1a and Figure 3.1b, respectively [37]. The MU network
comprises 𝑈 UTs equipped with NT transmit antennas and a BS equipped with
NR receive antennas. Since a low complexity system model is targeted, the
condition that the BS has sufficient degrees of freedom should be satisfied.
Hence, it is assumed that NR ≥ 𝑈NT in order to design a linear combiner which
operates with high performance. Both the users and the BS have fully digital
architectures. It is assumed that the BS has perfect CSI and the users are not
aware of the channel statistics.

The bit stream for each user consists of NT𝑏 bits to be transmitted to the
BS. The S/P converter block splits the incoming bit stream for each antenna
and 𝑏 bits are assigned per antenna to be transmitted per channel use. The
OFDM-IM block creator first starts by dividing these bits into 𝐺 = Ntot/𝑁
groups such that 𝑏 = 𝐺𝑝. Note that the number of groups 𝐺 and the number
of available subcarriers at each group 𝑁 can be designed according to the
system requirements, e.g. high SE, low PAPR, or a simple receiver architecture.
Furthermore, 𝑝 bits are divided into two parts according to the modulation
order 𝑀 and the number of active subcarriers 𝐾 . The combination of the 𝐾
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active subcarriers that will be modulated for the transmission over the channel
is selected from the look-up table according to 𝑝1 bits

i𝑔𝑡𝑢 = [𝑖𝑔𝑡𝑢(1), 𝑖
𝑔
𝑡𝑢(2), . . . , 𝑖

𝑔
𝑡𝑢(𝐾)]T, (3.1)

where 𝑔 ∈ {1, 2, . . . , 𝐺}, 𝑡 ∈ {1, 2, . . . ,NT} and 𝑢 ∈ {1, 2, . . . , 𝑈}. Herein,
𝑖𝑔𝑡𝑢(𝑘) ∈ {1, 2, . . . , 𝑁} is the 𝑘-th selected subcarrier index of the 𝑔-th group
to transmit from the 𝑡-th transmit antenna of the 𝑢-th user. Note that, when 𝑝1
bits are not a power of 2, the look-up table will be truncated and the decoding
of the active subcarrier indices must be adapted accordingly. Furthermore, the
remaining 𝑝2 bits are used to generate 𝑀-ary modulated data to transmit on the
selected subcarriers

s𝑔𝑡𝑢 = [𝑠𝑔𝑡𝑢(1), 𝑠
𝑔
𝑡𝑢(2), . . . , 𝑠

𝑔
𝑡𝑢(𝐾)]T. (3.2)

Herein, 𝑠𝑔𝑡𝑢(𝑘) is the modulated symbol to be assigned to the 𝑘-th selected
subcarrier index of the 𝑔-th group to transmit from the 𝑡-th transmit antenna of
the 𝑢-th user. The resulting subcarrier indices and the modulated symbols for
all groups are collected in i𝑡𝑢 ∈ CKtot×1 and s𝑡𝑢 ∈ CKtot×1 vectors to form the
OFDM-IM block per antenna

i𝑡𝑢 = [(i1𝑡𝑢)
T, (i2𝑡𝑢)

T, . . . , (i𝐺𝑡𝑢)
T]T, (3.3)

s𝑡𝑢 = [(s1𝑡𝑢)
T, (s2𝑡𝑢)

T, . . . , (s𝐺𝑡𝑢)
T]T. (3.4)

Once the selection procedure is completed, the modulated data is assigned
to the active subcarriers. First, the frequency domain OFDM-IM symbol of
the 𝑔-th group x𝑔𝑡𝑢 = [𝑥𝑔

𝑡𝑢(1), 𝑥
𝑔
𝑡𝑢(2), . . . , 𝑥

𝑔
𝑡𝑢(𝑁)]T is generated where 𝑥𝑔

𝑡𝑢(𝑛)
is the signal to be transmitted on the 𝑛-th subcarrier. Thereafter, in order to
ensure that the symbols at each subcarrier are transmitted through uncorrelated
channels, interleaved grouping is performed to build the final OFDM-IM block

x𝑡𝑢[1, . . . , 𝑔, . . . , 𝑔 +𝐺, . . . , 𝑔 + (𝑁 − 1)𝐺, . . . ,Ntot]
T = x𝑔𝑡𝑢[1, 2, . . . , 𝑁 ]T

(3.5)
where 𝑔 ∈ {1, 2, . . . , 𝐺}, 𝑡 ∈ {1, 2, . . . ,NT} and 𝑢 ∈ {1, 2, . . . , 𝑈}. The inter-
leaver blockΠ performs this operation and locates the subcarriers that belong to
the same group separated 𝐺 subchannels from each other. Note that 𝐺(𝑁 −𝐾)
entries of x𝑡𝑢 are zero which is the number of subcarriers that are selected
to stay idle during the data transmission. After reorganizing the frequency
domain symbol x𝑡𝑢, an Ntot-point IFFT operation is performed. Thereafter, a
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CP of length NCP is inserted to eliminate the ISI. The resulting OFDM-IM block
with length Ntot + NCP is transmitted from each transmit antenna over a 𝐶-tap
frequency-selective Rayleigh fading channel for each user. The input-output
relationship in the frequency domain per subcarrier is

r𝑛 =
√
𝑃

𝑈∑︁
𝑢=1

H𝑛𝑢x𝑛𝑢 + n𝑛, (3.6)

where 𝑛 ∈ {1, 2, . . . , 𝑁} is the index of the subcarrier. Therein, 𝑃 is the total
transmit power budget that is equally allocated for each user as 𝑃 = 𝑃𝑢/𝑈 ,
x𝑛𝑢 ∈ CNT×1 is the transmitted OFDM-IM block of the 𝑢-th user, H𝑛𝑢 ∈
CNR×NT is the corresponding effective channel matrix with 𝒞𝒩 (0, 1) distributed
elements, and n𝑛 ∈ CNR×1 is a noise vector with i.i.d. 𝒞𝒩 (0, 𝜎2) distributed
elements.

After the reception of the OFDM-IM block the BS first removes the CP. Af-
terwards, an Ntot-point FFT is performed to transform the signal back to the
frequency domain. In order to prepare the signal for combining and demod-
ulation the OFDM-IM block with length Ntot is divided into 𝐺 groups by the
deinterleaving block Π−1 where each group comprises 𝑁 subcarriers. There-
after, MMSE combining is performed to eliminate the IUI and to successfully
reconstruct the transmitted symbol. The resulting post-processed signal at each
group is

y𝑔𝑛 = W𝑔
𝑛r

𝑔
𝑛 = W𝑔

𝑛H
𝑔
𝑛x

𝑔
𝑛 +W𝑔

𝑛n
𝑔
𝑛, (3.7)

where
W𝑔

𝑛 = ((H𝑔
𝑛)

HH𝑔
𝑛 + 𝜎2I𝑈NT/𝑃 )−1(H𝑔

𝑛)
H (3.8)

is the MMSE combiner of the 𝑔-th group and the 𝑛-th subcarrier such that
the channel matrix H𝑔

𝑛 = [H𝑔
𝑛1,H

𝑔
𝑛2, . . . ,H

𝑔
𝑛𝑈 ] ∈ CNR×𝑈NT is rearranged and

consists of all single user channel matrices. The 𝑈NT × 1 dimensional signal
vector x𝑔𝑛 = [(x𝑔𝑛1)T, (x

𝑔
𝑛2)

T, . . . , (x𝑔𝑛𝑈 )
T]T contains the transmitted data of all

users.
After employing the MMSE combiner to each subcarrier, the resulting y𝑔𝑛 ∈

C𝑈NT×1 symbols for each group are rearranged as

Y𝑔 = [Y𝑔
1,Y

𝑔
2, . . . ,Y

𝑔
𝑈 ], (3.9)

where Y𝑔
𝑢 ∈ C𝑁×NT is the post-processed signal of the 𝑢-th user. From the post-

processed matrix Y𝑔 it is easy to detect the active indices. Assume ∈ Z2𝑝1×𝐾
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is the matrix that contains all possible index combinations of the truncated
look-up table. An example of is given for 𝑁 = 4 and 𝐾 = 2

=

[︂
1 1 1 2
2 3 4 3

]︂𝑇
. (3.10)

By adopting such a look-up table, the decision metric is calculated for each
combination

m(𝑗) =

𝐾∑︁
𝑘=1

|y𝑔𝑡𝑢((𝑗, 𝑘))|, (3.11)

where 𝑗 ∈ {1, 2, . . . , 2𝑝1}, 𝑔 ∈ {1, 2, . . . , 𝐺}, 𝑡 ∈ {1, 2, . . . ,NT}, and 𝑢 ∈
{1, 2, . . . , 𝑈}. Furthermore, the active subcarrier combination is determined by
searching for the maximum entry of m

�̂� = argmax
𝑗

m(𝑗). (3.12)

Finally, �̂� is inserted into the look-up table and the subcarrier activation
pattern is detected as

î𝑔𝑡𝑢 = (�̂�, :). (3.13)

After detection of the active subcarrier indices the symbols on these subcarri-
ers are collected in x̂𝑔𝑡𝑢 = y𝑔𝑡𝑢(̂i

𝑔
𝑡𝑢). Therein, î𝑔𝑡𝑢 and x̂𝑔𝑡𝑢 are C𝐾×1 vectors that

contain indices of 𝐾 active subcarriers and 𝑀-ary modulated data transmitted
from the 𝑡-th transmit antenna of the 𝑢-th user, respectively. After collecting the
signals on the detected subcarriers, 𝑀-ary demodulation is performed in order
to detect the symbols ŝ𝑔𝑡𝑢. The resulting detected indices and 𝑀-ary modulated
data of all groups from all users are [̂I1, . . . , Î𝑈 ] and [Ŝ1, . . . , Ŝ𝑈 ], respectively,
where Î𝑢 and Ŝ𝑢 are ∈ CKtot×NT for 𝑢 ∈ {1, 2, . . . , 𝑈}.

The performance of the OFDM-IM system is presented for the UL transmission
phase in Figure 3.2 [37]. In order to study the performance of the developed
system model the uncoded BER is considered as the performance metric. The
OFDM-IM system is proposed in order to increase the amount of information bits
that is transmitted per channel use without increasing the total transmit power.
In this way, it is aimed to meet the EE and SE requirements of future wireless
networks by adopting progressive signal processing techniques. As already
elaborated throughout this section, a part of the information bits is mapped onto
the activation pattern of the subcarriers that carry the conventionally modulated
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Figure 3.2: Uncoded bit error rate performance comparison of the uplink transmission
phase for the OFDM-IM, SIM-OFDM and OFDM systems in networks consisting of 2 and
32 users, respectively (NT = 1, NR = 𝑈NT, Ntot = 128 with 4-QAM).

symbols. In contrast, all available subcarriers are actively modulated to transmit
the symbols with the conventional OFDM system. Although the conventional
OFDM system has a lower complexity than the OFDM-IM since there is only
one source of information to encode and decode, it also results in a large PAPR
as elucidated in Section 3.1.2. An analog system model was proposed for the
MU scenario in [23] where SIM is adopted to map the information bits to the
subcarrier activation pattern. However, the number of available subcarriers per
group is fixed (due to the modulation order 𝐺 = 𝑀 ) and a single subcarrier
remains idle during the transmission. The resulting system achieves the same
SE as the conventional OFDM system.

In order to study the performance of the proposed system model the uncoded
BER of the aforementioned system models are compared with the OFDM-IM for
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the MU scenario. A wideband channel with Ntot = 128 subcarriers is considered
to transmit information to the BS. The channel between the BS and the users
is assumed to be a 𝐶 = 8-tap frequency selective Rayleigh fading channel.
Therefore, a CP of length NCP = 16 is inserted at the end of each block in
order to eliminate the ISI. It is assumed that the BS has perfect CSI which is
acquired during the training phase prior to the data transmission. Furthermore,
a 4-quadrature amplitude modulation (QAM) scheme is adopted to modulate
the active subcarriers. Figure 3.2 depicts the UL BER performance of the system
with 𝑈 = 2 and 𝑈 = 32 users, respectively. Thus, the effect of the IUI to
the performance can be studied as well. It is assumed that each user has a
single transmit antenna and that the number of antennas at the BS equals the
number of users NR = 𝑈NT so that the linear MMSE receiver operates with
high performance. Since the number of active subcarriers is determined by the
modulation order in the SIM-OFDM system, it is assumed that𝑁 = 4,𝐾 = 3 for
the simulations. On the other hand, the numbers of total and active subcarriers
in a group can be determined independently for the OFDM-IM system. Therefore,
these parameters are selected as 𝑁 = 8 and 𝐾 = 6 for the OFDM-IM case to
unveil the advantages of the flexibility of the developed system model.

Figure 3.2 elucidates that the OFDM-IM system achieves better performance
than the conventional OFDM and SIM-OFDM in both the 2- and the 32-user
scenarios. Since only 𝐺𝐾 subcarriers carry information on the spectrum, the
average distance, i.e., subcarrier spacing, between the 𝑀-ary symbols on the
spectrum is larger than in the other two systems. Furthermore, the interleaved
grouping provides additional protection to the modulated symbols against corre-
lated channels. Note also that the selection of the available subcarriers and the
active subcarriers in a group is independent from the modulation order. On the
contrary, in SIM-OFDM system, the number of subcarriers in a group is defined
as 𝑀 that is also the modulation order. Moreover, only one subcarrier among
the available subcarriers in a group remains idle during the data transmission.
This property of the system limits the system design while in OFDM-IM 𝑁 and
𝐾 can be chosen freely according to the system requirements. This feature
of OFDM-IM provides a flexible design and allows a trade-off between SE and
PAPR.

The relatively poor performance of the OFDM-IM in a low SNR regime can
be explained with the higher erroneous detection of the subcarrier indices.
When the active subcarrier indices are not detected correctly at the receiver
side decoding of the modulated symbols on these detected subcarriers will also
be erroneous. Another disadvantage brought by the IM part of the system
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Figure 3.3: OFDM-IM block diagram for the downlink transmission phase.

is the additional complexity of the decoding process. There are intermediate
steps between combining and 𝑀-ary demodulation in order to detect the active
subcarrier indices. Despite its additional complexity the OFDM-IM system has
a better error performance than the conventional OFDM and the SIM-OFDM
systems. Furthermore, OFDM-IM provides a flexible system model that enables
designing the system according to the requirements such as high SE, low PAPR
and low BER.

Downlink Transmission

The transmitter and the receiver block diagrams for the DL transmission are
depicted in Figure 3.3a and Figure 3.3b, respectively [37]. This time, the BS
transmits 𝑈 data streams simultaneously to the users equipped with NR receive
antennas. Moreover, the BS is equipped with NT transmit antennas such that
NT ≥ 𝑈NR in order to design a linear precoder that operates with high perfor-
mance. The OFDM-IM symbol x𝑔𝑟𝑢 for each group is formed in the same manner
with the UL transmission phase where 𝑔 ∈ {1, 2, . . . , 𝐺}, 𝑟 ∈ {1, 2, . . . ,NR},
and 𝑢 ∈ {1, 2, . . . , 𝑈}. Thereafter, the OFDM-IM block per antenna and group
x𝑟𝑢 ∈ CNtot×1 is built by performing interleaved grouping in order to transmit
the subsymbol through uncorrelated channels.

In the uplink transmission phase, only the BS has the CSI while the users
are oblivious of the channel statistics. On the contrary, the users have partial
information about the channel statistics in the DL transmission phase in order
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to successfully decode the received signal. By taking advantage of the CSI, an
MMSE-based precoder is employed to eliminate the IUI. The precoded frequency
domain OFDM-IM symbol is

x̄𝑛 = 𝛽𝑛

𝑈∑︁
𝑢=1

P𝑛𝑢x𝑛𝑢, (3.14)

where 𝑛 ∈ {1, 2, . . . 𝑁} is the index of the subcarrier. Therein, x𝑛𝑢 ∈ CNR×1

is the signal on the 𝑛-th subcarrier to be transmitted to the 𝑢-th user. P𝑛𝑢 ∈
CNT×NR is the precoding matrix designed to mitigate the IUI such that

P𝑛 =

(︂
HH

𝑛H𝑛 +
𝜎2I𝑈NT

𝑃𝑢

)︂−1

HH
𝑛. (3.15)

Herein, P𝑛 = [P𝑛1,P𝑛2, . . . ,P𝑛𝑈 ] is the precoding matrix for all users where
𝑢 ∈ {1, 2, . . . , 𝑈}. Furthermore, 𝛽𝑛 is the normalization coefficient per subcar-
rier in order to satisfy the total transmit power constraint

𝛽𝑛 =

√︃
𝑃

tr{P𝑛PH
𝑛}

. (3.16)

After precoding, in order to separate the signals of all users, the OFDM-IM
symbol is transformed into the time domain by employing an IFFT. The time
domain signal is transmitted through a 𝐶-tap frequency-selective Rayleigh
fading channel following the insertion of the CP to eliminate ISI. The received
signal at the 𝑢-th user after removing the CP and interleaved regrouping is

r𝑔𝑛𝑢 = H𝑔
𝑛𝑢x̄

𝑔
𝑛 + n𝑔

𝑛𝑢, (3.17)

where x̄𝑔𝑛 ∈ CNT×1 is the transmitted symbol, H𝑔
𝑛𝑢 ∈ CNR×NT is the Rayleigh

fading channel matrix between the 𝑢-th user and the BS where the elements
follow 𝒞𝒩 (0, 1) distribution and n𝑔

𝑛𝑢 ∈ CNR×1 is the noise vector with i.i.d.
elements that follow circularly symmetric complex Gaussian distribution with
zero mean and 𝜎2 variance, respectively.

Since the precoding has been performed in order to eliminate the IUI, the
user only needs to acquire the normalization coefficient 𝛽𝑛 to calculate y𝑔𝑛𝑢 =
r𝑔𝑛𝑢/𝛽𝑛. The user then proceeds to decode the received OFDM-IM symbol. Note
that the proposed design reduces the user training burden significantly since
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𝛽𝑛 is a scalar. In the case that users require complete CSI, the channel matrix
H𝑛 ∈ CNT×NR per subcarrier 𝑛 would be required where 𝑛 ∈ {1, 2, . . . ,Ntot},
which results in a long training period for each user and thus reduces the
spectrum efficiency of the system.

Once the user obtained the post-processed signal y𝑔𝑛𝑢, the active subcarrier
indices î𝑔𝑟𝑢 and the 𝑀-ary modulated symbols ŝ𝑔𝑟𝑢 on these subcarriers are
decoded in the same manner as in the UL transmission phase.

Figure 3.4: Uncoded bit error rate performance comparison of the downlink transmission
phase for the OFDM-IM and OFDM systems in networks consisting of 2 and 32 users,
respectively (NT = 𝑈NR, NR = 1, Ntot = 128, 𝑁 = 8, 𝐾 = 6 with 4-QAM).

As for the UL transmission phase, the performance of the OFDM-IM system
is studied by considering the uncoded BER as the performance metric. For the
DL transmission phase, the only comparable system model is the conventional
OFDM since the SIM-OFDM systemwas studied for the UL transmission phase in
[23]. Figure 3.4 elucidates the error performance of the developed system model
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compared to the conventional OFDM system for the MU scenario [37]. Similar
to the UL transmission phase, a wideband channel with Ntot = 128 subcarriers
is considered to transmit information to the UTs. The channel between the
BS and the users is assumed to be a 𝐶 = 8-tap frequency selective Rayleigh
fading channel. Hence, a CP of length NCP = 16 is inserted at the end of each
block in order to eliminate the ISI. It is assumed that the BS acquires the CSI
perfectly during the training phase and computes the MMSE precoders at the
begining of each coherence time. Furthermore, a 4-QAM is adopted to modulate
the active subcarriers. During the DL transmission phase, the BS transmits
parallel data streams to the single antenna users in the network. Hence, the
number of transmit antennas at the BS equals the number of users NT = 𝑈NR
which also enables designing high-performance MMSE precoders. The number
of total and active subcarriers in a group is determined as 𝑁 = 8 and 𝐾 = 6
for an OFDM-IM system, respectively. As shown in Figure 3.4 that the DL
performance of the OFDM-IM system is similar to that of the UL scenario. The
MMSE-precoder successfully mitigates the IUI and the OFDM-IM outperforms
the conventional OFDM in a mid- to high-SNR regime.

3.1.2 Performance Analysis

Next, the performance of the OFDM-IM system is studied from the SE and
PAPR perspective. In order to unveil the advantages brought by the proposed
system model the performance is compared with that of conventional OFDM
and SIM-OFDM [23] systems.

Spectrum Efficiency

The upper bound of the achievable SE of an OFDM-IM system is

SEOFDM-IM =
𝐺(⌊log2

(︀
𝑁
𝐾

)︀
⌋+𝐾 log2𝑀)

Ntot + NCP
. (3.18)

Herein, Ntot is the total number of subcarriers allocated for the communication,
NCP is the length of the CP which depends on the channel statistics, and𝑀 is the
modulation order. The parameters𝐺,𝑁 , and𝐾 are the numbers of groups, avail-
able subcarriers, and active subcarriers per group, respectively. The parameters
𝐺, 𝑁 , and 𝐾 can be configured according to the system requirements.
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On the other hand, the upper bound of the achievable SE of a SIM-OFDM
system is

SESIM-OFDM =
𝐺(log2𝑀 +𝐾 log2𝑀)

Ntot + NCP
. (3.19)

Since the number of active subcarriers 𝐾 in each group is related to the modu-
lation order in the SIM-OFDM system according to 𝐾 = 𝑀 − 1, the SE can be
expressed as

SESIM-OFDM =
Ntot log2𝑀
Ntot + NCP

. (3.20)

Furthermore, the upper bound of the achievable SE of a conventional OFDM
system is

SEOFDM =
Ntot log2𝑀
Ntot + NCP

. (3.21)

As can be seen from (3.20) and (3.21), the upper bounds of the SE of the
SIM-OFDM and the conventional OFDM systems are equal. On the contrary,
the parameters 𝑁 and 𝐾 can be configured independently from the modula-
tion order for the OFDM-IM system. The comparison of the SEs of OFDM-IM,
SIM-OFDM, and conventional OFDM is given for various parameters. A wide-
band channel is divided into Ntot = 128 subchannels to transmit multiple
streams through a frequency selective channel. It is assumed that each stream
has the CP length NCP = 16. As it can be seen from Table 3.1, the SEs of the
conventional OFDM and the SIM-OFDM systems are equal. The major benefit
of the SIM-OFDM system is the lower PAPR value which is explained in the
next section. However, the OFDM-IM system can be configured as required,
which can result in better SE compared to alternative systems.

Peak-to-Average Power Ratio

In a multicarrier system, there is a large number of independently modulated
symbols. Therefore, the power levels of each subcarrier are generally different
from each other. The PAPR is defined as the ratio of the maximum power of a
sample in a given OFDM transmit symbol to the average power of that OFDM
symbol. The large PAPR values result in a degradation of the PA efficiency, thus
the PA is forced to operate in the non-linear region. Consequently, there is
research on reducing the PAPR and different methods have been proposed over
the years [85, 86]. Nevertheless, the PAPR value is proportional to the number of
active subcarriers [85, 23], and employing IM techniques provides lower PAPR
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Table 3.1: Spectrum-efficiency values of the OFDM-IM, SIM-OFDM, and OFDM systems
(Ntot = 128, NCP = 16).

System model 𝑀 𝑁 𝐾 SE

OFDM-IM 4 16 13 1.94
8 32 28 2.75

SIM-OFDM 4 4 3 1.88
8 8 7 2.66

OFDM 4 - - 1.88
8 - - 2.66

inherently. Since the number of activated subcarriers is smaller than the number
of available subcarriers, the OFDM systems that adopt IM attain smaller PAPR
values compared to the conventional OFDM and SIM-OFDM systems

PAPROFDM-IM ≤ PAPRSIM-OFDM < PAPROFDM, (3.22)

where the PAPR values for the considered multicarrier systems can be expressed
for comparison as

PAPROFDM-IM ∝ 10 log10 K
OFDM-IM
tot , (3.23)

PAPRSIM-OFDM ∝ 10 log10 K
SIM-OFDM
tot , (3.24)

PAPROFDM ∝ 10 log10 Ntot. (3.25)

3.2 Generalized Frequency Division Multiplexing

In this section the design problem of a GFDM-IM system in an MU network is
addressed. Since the GFDM system is a generalization of OFDM the developed
system model of GFDM-IM is similar to that of OFDM-IM. However, the gen-
eral specifications of the GFDM-IM system are elaborated in Section 3.2.1 for
clarity, and differences of the transceiver architectures for the UL and the DL
transmission phases are emphasized. The performance of the proposed system
model with reference to the achieved SE is studied in Section 3.2.2.
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3.2.1 System Model

This section focuses on the detailed design of each terminal in an MU network
by adopting a GFDM system. The considered GFDM block is filtered arbitrarily
and consists of 𝐿 subsymbols and Ntot subcarriers. The transmission of a con-
ventional GFDM block enables transmitting𝑄 = 𝐿Ntot symbols per channel use
which results in transmitting 𝑄 log2𝑀 bits where 𝑀 is the modulation order.
Additionally, the IM technique can be exploited similar to the OFDM-IM system
in order to transmit a part of the incoming bit stream with the activation pattern
of the subcarriers on each subsymbol. As a result, not all available subcarriers at
a subsymbol are modulated but Ktot out of Ntot subcarriers are chosen to carry
𝑀-ary modulated signals according to the incoming bit stream. The remaining
𝐿(Ntot − Ktot) subcarriers stay idle during the transmission and the location of
the active subcarriers carries additional information besides the conventionally
modulated data.

As explained in Section 3.1, when the number of available subcarriers Ntot
is large the size of the set that contains the index activation pattern is large
as well. Thus, a grouping architecture is adopted in order to design a feasible
receiver. Let𝐺 be the number of groups for each subsymbol, then the number of
available and active subcarriers in each group is 𝑁 = Ntot/𝐺 and 𝐾 = Ktot/𝐺,
respectively. The resulting total number of bits transmitted from one of the
transmit antennas with a GFDM-IM block is 𝑏 = 𝐿𝐺𝑝 where 𝑝 = 𝑝1 + 𝑝2 is
the total number of bits per group with 𝑝1 = ⌊log2

(︀
𝑁
𝐾

)︀
⌋ for the IM part and

𝑝2 = 𝐾 log2𝑀 for the 𝑀-ary modulated symbols.
In the following subsections, the system model of GFDM-IM for both UL and

DL transmission in MU networks is introduced. The BS design to deal with the
IUI for these systems is explained in detail.

Uplink Transmission

The transmitter and the receiver block diagrams for the uplink transmission
are depicted in Figure 3.5a and Figure 3.5b, respectively [38]. In the considered
system model, there are 𝑈 users each equipped with NT transmit antennas and
the BS which is equipped with NR receive antennas where NR ≥ 𝑈NT. It is
assumed that the BS has perfect CSI and that the users are not aware of the
channel statistics.

The bit stream at each UT consists of NT𝑏 bits transmitted to the BS during the
UL transmission phase. The S/P converter block splits the incoming bit stream
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Figure 3.5: GFDM-IM block diagram for the uplink transmission phase.

into 𝑏 bits per antenna. The GFDM-IM block creator first starts by dividing 𝑏
bits into 𝐿 groups for each subsymbol. In order to configure the system for
the GFDM-IM system with grouping architecture the available Ntot subcarriers
of each subsymbol are divided into 𝐺 groups where 𝑁 = Ntot/𝐺. Thereafter,
according to the IM bits, 𝐾 subcarriers are activated by using a predefined look-
up table as in (3.10). Recall that, according to the number of bits conveyed by
the IM part of the system, the look-up table might be truncated. The activation
pattern of the 𝐾 subcarriers that will be modulated for the transmission is
selected from the look-up table according to the 𝑝1 bits

i𝑔𝑙𝑡𝑢 = [𝑖𝑔𝑙𝑡𝑢(1), 𝑖
𝑔
𝑙𝑡𝑢(2), . . . , 𝑖

𝑔
𝑙𝑡𝑢(𝐾)]T, (3.26)

where 𝑔 ∈ {1, 2, . . . , 𝐺}, 𝑙 ∈ {1, 2, . . . , 𝐿}, 𝑡 ∈ {1, 2, . . . ,NT}, and 𝑢 ∈
{1, 2, . . . , 𝑈}. Herein, 𝑖𝑔𝑙𝑡𝑢(𝑘) ∈ {1, 2, . . . , 𝑁} is the 𝑘-th selected subcarrier
index of the 𝑔-th group of the 𝑙-th subsymbol to transmit from the 𝑡-th transmit
antenna of the 𝑢-th user. In the case that 𝑝1 is not an order of 2 and the look-up
tableΦ is truncated; the decoding of the indices of the active subcarriers must be
adapted accordingly. Furthermore, the remaining 𝑝2 bits are used to modulate
𝐾 𝑀-ary symbols

s𝑔𝑙𝑡𝑢 = [𝑠𝑔𝑙𝑡𝑢(1), 𝑠
𝑔
𝑙𝑡𝑢(2), . . . , 𝑠

𝑔
𝑙𝑡𝑢(𝐾)]T. (3.27)

Herein, 𝑠𝑔𝑙𝑡𝑢(𝑘) is the modulated symbol for the subcarrier 𝑖𝑔𝑙𝑡𝑢(𝑘) of the 𝑔-th
group of the 𝑙-th subsymbol to transmit from the 𝑡-th transmit antenna of the
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𝑢-th user. The resulting subcarrier indices and the modulated symbols for all
groups are collected in the vectors i𝑙𝑡𝑢 ∈ CKtot×1 and s𝑙𝑡𝑢 ∈ CKtot×1 for each
subsymbol

i𝑙𝑡𝑢 = [(i1𝑙𝑡𝑢)
T, (i2𝑙𝑡𝑢)

T, . . . , (i𝐺𝑙𝑡𝑢)
T]T, (3.28)

s𝑙𝑡𝑢 = [(s1𝑙𝑡𝑢)
T, (s2𝑙𝑡𝑢)

T, . . . , (s𝐺𝑙𝑡𝑢)
T]T. (3.29)

The modulated data is assigned to the active subcarriers and the data vector
d𝑔𝑙𝑡𝑢 ∈ C𝑁×1 for the 𝑔-th group and the 𝑙-th subsymbol is generated as

d𝑔𝑙𝑡𝑢 = [𝑑𝑔𝑙𝑡𝑢(1), 𝑑
𝑔
𝑙𝑡𝑢(2), . . . , 𝑑

𝑔
𝑙𝑡𝑢(𝑁)]T. (3.30)

Note that 𝑁 −𝐾 subcarriers on the vector d𝑔𝑙𝑡𝑢 remain idle during the trans-
mission. Thereafter, the data vector of each subsymbol is generated by combin-
ing all groups d𝑙𝑡𝑢 = [(d1𝑙𝑡𝑢)T, (d2𝑙𝑡𝑢)T, . . . , (d𝐺𝑙𝑡𝑢)T]T. The resulting data block
d𝑡𝑢 ∈ C𝑄×1 is generated by combining the data of all subsymbols

d𝑡𝑢 = [dT
1𝑡𝑢,d

T
2𝑡𝑢, . . . ,d

T
𝐿𝑡𝑢]

T. (3.31)

Finally, a block interleaver is employed in a similar manner as in (3.5) to transmit
each subcarrier in a group through uncorrelated channels, and the GFDM-IM
data block of the 𝑢-th user to be transmitted from the 𝑡-th transmit antenna
d̄𝑡𝑢 ∈ C𝑄×1 is generated.

Afterwards, the remaining procedure is the same as that in the conventional
GFDM system. The resulting GFDM symbol is filtered prior to the transmission

x𝑡𝑢 = Ad̄𝑡𝑢. (3.32)

Herein, A is the 𝑄×𝑄 transmit matrix generated as proposed in [29] with the
following structure

A = [g0,0, . . . , gNtot−1,0, g0,1, . . . , gNtot−1,1, g0,𝐿−1, . . . , gNtot−1,𝐿−1] (3.33)

where 𝑔𝑛,𝑙 = 𝑔((𝑞 − 𝑛𝐿)𝑚𝑜𝑑𝑄
) exp

(︂
𝑗2𝜋

𝑛𝑞

Ntot

)︂
(3.34)

is the circularly shifted transmit filter and g𝑛,𝑙 ∈ C𝑄×1 is the vector consisting
of the filter samples

g𝑛,𝑙 = [𝑔𝑛,𝑙(0), 𝑔𝑛,𝑙(1), . . . , 𝑔𝑛,𝑙(𝑄− 1)]T. (3.35)
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Assuming perfect channel equalization, the CP insertion and removal is omit-
ted for ease of representation, the resulting data to be transmitted from all anten-
nas of the 𝑢-th user can be written in a vector form as x𝑢 = [xT

1𝑢,xT
2𝑢, . . . ,xT

𝑇𝑢]
T.

Finally, the GFDM-IM block is transmitted from each user over a𝐶-tap frequency-
selective Rayleigh fading channel. The received signal at the BS is

r =
√
𝑃

𝑈∑︁
𝑢=1

H𝑢x𝑢 + n. (3.36)

n𝑛 ∈ C𝑄NR×1 is i.i.d. circularly symmetric complex Gaussian with 𝒞𝒩 (0, 𝜎2)
distributed elements, while H𝑢 ∈ C𝑄NR×𝑄NT has the following structure

H𝑢 =

⎡⎢⎣ H11𝑢 H12𝑢 . . . H1𝑇𝑢

...
. . .

...
H𝑅1𝑢 H𝑅2𝑢 . . . H𝑅𝑇𝑢

⎤⎥⎦ , (3.37)

where H𝑟𝑡𝑢 ∈ C𝑄×𝑄 is the circular convolution matrix generated from the
channel impulse response coefficients h𝑡𝑢 = [ℎ𝑡𝑢1, ℎ𝑡𝑢2, . . . , ℎ𝑡𝑢𝐶 ] where 𝐶 is
the number of channel taps and ℎ𝑡𝑢𝑐 are circularly symmetric complex Gaussian
random variables distributed as 𝒞𝒩 (0, 1/𝐶).

MMSE combining is employed that comprises the matrix A as well in order
to perform joint detection and demodulation (JDD) for GFDM [34]. Hence, the
MMSE combiner consists of the channel convolution matrix and the GFDM
modulator matrix is designed as

W = (BHB+ 𝜎2I𝑄NT𝑈/𝑃 )−1BH (3.38)

where B = [B1,B2, . . . ,B𝑈 ] with

B𝑢 =

⎡⎢⎣ H11𝑢A H12𝑢A . . . H1𝑇𝑢A
...

. . .
...

H𝑅1𝑢A H𝑅2𝑢A . . . H𝑅𝑇𝑢A

⎤⎥⎦ . (3.39)

The resulting estimated vector d̃ = Wr ∈ C𝑄NT𝑈×1 contains the transmitted
data from all users. Furthermore, the estimated data vector of each user is
divided into 𝐿 groups for each subsymbol

d̃𝑡𝑢 = [d̃T
1𝑡𝑢, d̃

T
2𝑡𝑢, . . . , d̃

T
𝐿𝑡𝑢]

T. (3.40)
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Thereafter, the data vector of each subsymbol d̃𝑡𝑢 is further divided into G groups
in order to detect the active subcarriers and demodulate the 𝑀-ary symbols
carried by these subcarriers.

d̃𝑙𝑡𝑢 = [(d̃1𝑙𝑡𝑢)
T, (d̃2𝑙𝑡𝑢)

T, . . . , (d̃𝐺𝑙𝑡𝑢)
T]T, (3.41)

where 𝑙 ∈ {1, 2, . . . , 𝐿}, 𝑡 ∈ {1, 2, . . . ,NT}, and 𝑢 ∈ {1, 2, . . . , 𝑈}.
In order to detect the active subcarriers in the received data d̃𝑔𝑙𝑡𝑢 ∈ C𝑁×1,

the decision metric m is computed for each possible combination of the active
subcarriers by using the look-up table

m(𝑗) =

𝐾∑︁
𝑘=1

|d̃𝑔𝑙𝑡𝑢((𝑗, 𝑘))|, (3.42)

where 𝑗 ∈ {1, 2, . . . , 2𝑏1} and 𝑔 ∈ {1, 2, . . . , 𝐺}. Once the decision metric m
is computed for all possibilities, the maximum entry of this metric, which also
indicates the active subcarrier combination, is found as �̂� = argmax𝑗 m(𝑗).
Finally, �̂� is inserted to and the active subcarriers are detected as follows

î𝑔𝑙𝑡𝑢 = (�̂�, :). (3.43)

Afterwards, the transmitted symbols on these subcarriers can be easily de-
modulated by a classical 𝑀-ary demodulation. Finally, î𝑔𝑙𝑡𝑢 ∈ C𝐾×1 contains
the detected active subcarrier indices and ŝ𝑔𝑙𝑡𝑢 ∈ C𝐾×1 contains the detected
𝑀-ary modulated symbols of the 𝑔-th group of the 𝑙-th subsymbol transmit-
ted from the 𝑡-th antenna of the 𝑢-th user. The resulting detected indices and
𝑀-ary modulated data of all users are Î = [̂I1, . . . , Î𝑈 ] and Ŝ = [Ŝ1, . . . , Ŝ𝑈 ],
respectively, where Î𝑢 and Ŝ𝑢 are ∈ C𝐿Ktot×NT for 𝑢 ∈ {1, 2, . . . , 𝑈}.

Furthermore, the performance of the GFDM-IM system is studied for the UL
transmission phase. Since there is no other work on the system that adopts
GFDM-IM at MU networks the performance of the developed system model
is compared with a conventional GFDM system and the OFDM-IM system
proposed in Section 3.1. The design of a system model that operates at MU
networks introduces additional challenges to overcome the IUI. In addition
to this, generating a GFDM block is already more complex than generating
a conventional OFDM block since an arbitrary filter is utilized and a GFDM
block comprises multiple time and frequency samples. Therefore, a linear MMSE
receiver is exploited in order to process the GFDM-IM block to compensate the
complexity of the resulting system model.
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Figure 3.6: Uncoded bit error rate performance comparison of the uplink transmission
phase for the GFDM-IM, OFDM-IM, and GFDM systems in a 2-user network (NT = 1,
NR = 2, 𝐿 = 5, Ntot = 128, 𝑁 = 4, 𝐾 = 3 with 4-QAM).

Theperformance of the proposed system is studied by considering the uncoded
BER as the performance metric. The channel between the BS and the users is
assumed to be a 𝐶 = 10-tap frequency selective Rayleigh fading channel. Thus,
a CP of length NCP = 32 is inserted at the end of each block to eliminate the ISI.
It is assumed that the BS acquires the CSI perfectly during the training phase,
hence the linear receiver operates without performance degradation. Moreover,
2- and 4-user networks are considered in order to study the performance of the
system. Each user is equipped with a single antenna NT = 1 and the number
of receive antennas at the BS equals the number of users NR = 𝑈NT. During a
single channel use, a number of 𝐿 = 5 subsymbols and Ntot = 128 subcarriers
are exploited. The number of available subcarriers in a group for the GFDM-IM
and OFDM-IM systems is determined as 𝑁 = 4. Among these subcarriers
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𝐾 = 3 of them are activated at each transmission. Additionally, a 4-QAM
scheme is adopted to modulate the active subcarriers. The resulting samples are
processed with a square-root-raised-cosine (SRRC) filter to generate the GFDM
block where the shape of the filter is adjusted with the roll-off factor 𝛼. Note
that a smaller roll-off factor sharpens the edges of the filter which results in
a square filter when 𝛼 = 0. Hence, setting the roll-off factor to 𝛼 = 0 makes
the subcarriers of the resulting GFDM block orthogonal. In order to observe
the effect on the filtering choice to the performance two roll-off factors are
considered: 𝛼 = 0.1 and 𝛼 = 0.9.

Figure 3.6 elucidates the error performance of the GFDM-IM system compared
to the conventional GFDM and the OFDM-IM systems for a 2-user network. It
has been shown in Section 3.1 that exploiting IM techniques on the subcarriers
of the OFDM system improves the error performance of the system. The studies
on the GFDM system in the literature unveiled that GFDM achieves better
error performance than the OFDM system. Besides, the OFDM system can be
considered as a variation of the GFDM in which the number of subsymbols is
𝐿 = 1 and the samples are filtered with a square filter. The simulation results
reveal that the error performance of the GFDM-IM system is better than in
both the conventional GFDM and the OFDM-IM systems. This performance
improvement is the result of the MMSE-based JDD and the improved distance
of the symbols in the frequency domain caused by the IM technique. Note that
increasing the roll-off factor results in a slightly worse performance up to the
mid-SNR region.

The uncoded BER performance of the proposed system is studied for a 4-user
network in Figure 3.7. The simulation results show that the interference among
the users is successfully mitigated. The behavior of the considered systems are
similar to the 2-user case, hence the designed receiver successfully eliminates the
IUI. Moreover, the increased diversity by increasing the number of BS antennas
results in a performance improvement for all considered system models.

Downlink Transmission

The block diagrams of the transmitter and receiver in the DL transmission phase
are depicted in Figure 3.8a and Figure 3.8b, respectively [38]. During the DL
transmission phase, the BS transmits 𝑈 data streams simultaneously to the
users. In this system model, the BS is equipped with NT transmit antennas while
each user is equipped with NR receive antennas where NT ≥ 𝑈NR. Moreover,
it is assumed that BS has a perfect CSI and that the users need only partial
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Figure 3.7: Uncoded bit error rate performance comparison of the uplink transmission
phase for the GFDM-IM, OFDM-IM, and GFDM systems in a 4-user network (NT = 1,
NR = 4, 𝐿 = 5, Ntot = 128, 𝑁 = 4, 𝐾 = 3 with 4-QAM).

information on the channel statistics to successfully decode the received signal.
For each user 𝑢 at the transmit chain of the BS arrive NR𝑏 bits. The GFDM-IM

block x𝑢 ∈ C𝑄NR×1 is formed in the same manner as for the UL transmission
phase where 𝑢 ∈ {1, 2, . . . , 𝑈}. Furthermore, the GFDM-IM block is precoded
by an MMSE-based precoder prior to the transmission in order to mitigate the
IUI. The resulting received signal at the 𝑢-th user is

r𝑢 = 𝛽

𝑈∑︁
𝑖=1

H𝑢P𝑖x𝑖 + n, (3.44)

where H𝑢 ∈ C𝑄NR×𝑄NT has the same structure as in (3.37). Hence, the cir-
cular convolution matrix of the channel for all users can be generated as
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Figure 3.8: GFDM-IM block diagram for the downlink transmission phase.

H = [HT
1,HT

2, . . . ,HT
𝑈 ]

T where H ∈ C𝑈𝑄NR×𝑄NT . Then, the MMSE precoder
P ∈ C𝑄NT×𝑈𝑄NR is calculated as follows

P =

(︂
HHH+

𝜎2I𝑈𝑄NR

𝑃𝑢

)︂−1

HH, (3.45)

where P = [P1,P2, . . . ,P𝑈 ]. Furthermore, 𝛽 is the normalization coefficient in
order to satisfy the total transmit power constraint

𝛽 =

√︃
𝑃

tr{PPH}
. (3.46)

Finally, n ∈ C𝑄NR×1 is the circularly symmetric complex Gaussian noise vector
where the elements follow a i.i.d. 𝒞𝒩 (0, 𝜎2) distribution.

After the reception of the GFDM-IM block the user first removes the CP.
Afterwards, the GFDM demodulation is performed and the estimated vector
d̃ ∈ C𝑄NR×1 is calculated

d̃𝑢 = A†r𝑢/𝛽. (3.47)

Note that the normalization coefficient 𝛽 is the only parameter that is needed to
fed back to the users during the training phase. After the GFDM demodulation
each user employs deinterleaving and regroups the signal in order to detect the
active subcarrier indices and the modulated symbols.
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Once the user has the post-processed signal d̃𝑔𝑙𝑟𝑢 the active subcarrier indices
î𝑔𝑙𝑟𝑢 and the 𝑀-ary modulated symbols ŝ𝑔𝑙𝑟𝑢 on these subcarriers are decoded in
the same manner as in the UL transmission phase.

Figure 3.9: Uncoded bit error rate performance comparison of the downlink transmission
phase for the GFDM-IM and GFDM systems in the networks consisting of 2 and 4 users,
respectively (NT = 𝑈NR, NR = 1, 𝛼 = 0.9, 𝐿 = 5, Ntot = 128, 𝑁 = 4, 𝐾 = 3 with
4-QAM).

Next, the performance of the developed GFDM-IM system for MU networks is
studied in Figure 3.9 for 2- and 4-user networks. Similar to the previous cases, the
uncoded BER is considered as the performance metric. It has been already shown
for the UL transmission phase that the GFDM-IM system achieves a better error
performance than the OFDM-IM system. Hence, only the error performance of
the conventional GFDM is taken into account for the DL transmission phase
to reinforce the advantages of the GFDM-IM system. For the simulations a
wideband channel with Ntot = 128 subcarriers and a data block of 𝐿 = 5
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subsymbols is considered. The channel between the BS and the users is assumed
to be a 𝐶 = 10-tap frequency selective Rayleigh fading channel. A CP with
length NCP = 10 is inserted at the end of each data block to eliminate the ISI. In
order to modulate the active subcarriers a 4-QAM scheme is adopted. Moreover,
2- and 4-user networks are considered for the DL transmission phase where each
UT is equipped with a single antenna NR = 1. Thus, the number of antennas at
the BS is equal to the number of users in the network NT = 𝑈NR. The number of
available subcarriers for each group is set to 𝑁 = 4, while the number of active
subcarriers is 𝐾 = 3 for the GFDM-IM system. In order to generate the final
GFDM block, an SRRC filter with roll-off factor 𝛼 = 0.9 is utilized. Figure 3.9
demonstrates that the GFDM-IM system outperforms the conventional GFDM
system starting from the mid-SNR region. As for the previous system models
that exploit IM techniques erroneous detection of the active subcarrier indices
results in performance degradation in the low-SNR regime.

3.2.2 Performance Analysis

TheGFDM system already provides a better SE and a higher flexibility on the type
of filter that can be used for modulation and demodulation for the GFDM block.
As in the OFDM-IM case, IM can be employed to the GFDM system in order to
achieve better spectrum- and energy-efficiency and to satisfy requirements of
future networks. Next, the performance of the GFDM-IM is studied in terms of
the achieved SE value, comparing the performance with a conventional GFDM
system and the OFDM-IM system proposed in Section 3.1.

Spectrum Efficiency

The upper bound of the achievable SE of the GFDM-IM system is

SEOFDM-IM =
𝐿𝐺(⌊log2

(︀
𝑁
𝐾

)︀
⌋+𝐾 log2𝑀)

𝐿Ntot + NCP
. (3.48)

Recall that 𝐿 is the number of subsymbols, Ntot is the total number of subcarriers
allocated for the communication, NCP is the length of the CP depending on the
channel statistics, and 𝑀 is the modulation order. Furthermore, the parameters
𝐺, 𝑁 , and 𝐾 are the numbers of groups, available subcarriers and active sub-
carriers per group, respectively. The parameters 𝐺, 𝑁 , and 𝐾 can be configured
according to the system requirements as for the OFDM-IM case.
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On the other hand, the upper bound of the achievable SE of the OFDM-IM
system was given in (3.18) and for the conventional GFDM system it is

SEGFDM =
𝐿Ntot log2𝑀
𝐿Ntot + NCP

. (3.49)

The comparison of the SE of GFDM-IM, OFDM-IM, and conventional GFDM
is given in Table 3.2 for various parameters. It is assumed for the GFDM-IM and
GFDM systems that the transmission consists of 𝐿 = 5 subsymbols. Moreover,
the wideband channel per subsymbol is divided into Ntot = 128 subchannels to
transmit multiple streams through a frequency selective channel. It is assumed
that the symbols are modulated with 4-QAM. As shown in Table 3.2, the SE
of the GFDM-IM system is better than that of the conventional GFDM system
for the given parameters. Although the SE of the conventional GFDM and the
OFDM-IM systems are similar when NCP = 16 the conventional GFDM system
achieves better SE when the length of the CP is increased to NCP = 32.

Table 3.2: Spectrum-efficiency values of the GFDM-IM, OFDM-IM, and GFDM systems
(Ntot = 128 with 4-QAM).

System model NCP 𝐿 𝑁 𝐾 SE

GFDM-IM 16 5 16 13 2.14
32 5 16 13 2.08

OFDM-IM 16 - 16 13 1.94
32 - 16 13 1.75

GFDM 16 5 - - 1.95
32 5 - - 1.90

3.3 Summary

This chapter focused on the IM techniques for multicarrier systems. Firstly,
an MU system model was developed that exploits the IM technique on the
subcarriers of the OFDM system. Instead of actively modulating all available
subcarriers of the OFDM, a subset is selected according to the IM part of the
information bits. As a result, there are subcarriers that remain idle during
the data transmission phase and the activation pattern of those subcarriers
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convey additional information. In order to lower the complexity of the encoding
and decoding of the OFDM-IM system, a grouping architecture was exploited.
Although grouping the subcarriers results in a lower data rate transmitted by
the IM part it reduces the complexity of the receiver significantly. Moreover, an
interleaving method was adopted while constructing the final data block that
ensures that the subcarriers which belong to the same group are not allocated
to adjacent channels. Thus, the subcarriers of the same group are not effected
by the correlation between the subchannels. Then, the GFDM-IM system was
developed in a similar manner as the OFDM-IM system. For the GFDM-IM
system, IM technique was utilized for the subcarriers of each subsymbol by
adopting interleaved grouping. Then, the final GFDM-IM block was generated
comprising all subcarriers of the subsymbols.

The transceivers for the OFDM-IM and GFDM-IM systems were designed both
considering UL and DL transmission phases with linear combiner and precoder
in order to reduce the system complexity. In the developed system models the
BS acquires the CSI, computes the combiner for the UL transmission phase and
computes the precoder for the DL transmission phase. The linear MMSE method
was exploited to eliminate the IUI which results in a low complexity system
model. Moreover, the SE and PAPR expressions were given as the parameters of
the number of groups, available subcarriers, and active subcarriers. The proposed
system models offer flexible design since these parameters are independent of
each other. Amulticarrier system can be designed by adopting either a OFDM-IM
or GFDM-IM system according to the requirements. Lower PAPR values can be
achieved by activating less subcarriers. The SE can be improved by adjusting
the number of groups, available subcarriers, and active subcarriers. The EE
can be improved by transmitting more index modulated bits while keeping the
transmit power per conventionally modulated bits fixed. Moreover, the error
performance can be enhanced by using the same total transmit power as in
conventional OFDM and GFDM systems. This results in higher transmit power
per active subcarrier in OFDM-IM and GFDM-IM systems.





Chapter 4

Hybrid Beamforming with Spatial Modulation

This chapter studies the IM techniques in large-scale MIMO systems that operate
in mmWave bands. In order to overcome the drawbacks of mmWave bands,
channel properties should be taken into account while envisaging the wireless
communication network. As already elaborated in Chapter 2, large-scale MIMO
systems increase the degrees of freedom in the spatial domain. This feature can
be exploited to focus the transmit power directly onto the intended receiver
terminal to cope with the severe path-loss. However, scaling up the number
of hardware elements results in an increased power consumption. Hybrid ar-
chitectures provide a remedy by shifting a part of the signal processing to the
analog domain. In this way the number of bulky and high power consuming
hardware elements can be reduced. Needless to say, there will be a performance
degradation as a consequence of renouncing the fully digital signal process-
ing. Consequently, IM techniques can be combined with the hybrid system
architecture to compensate the loss in SE and to further increase the data rate.

Since the UTs are generally portable devices space and power (battery) con-
straints limit the number of hardware elements that can be implemented and
the computation power of the terminal. In this respect, Section 4.1 develops a
system model in which a hybrid UT architecture that employs SM is designed.
An algorithm is developed to configure the analog circuitry to maximize the
EE for a given SE by considering the channel statistics. The performance of the
resulting system model is analyzed by extensive simulations both for stochastic
and deterministic channel environments.

Section 4.2 focuses on developing a spectrum- and energy-efficient BS archi-
tecture. A hybrid beamformer is designed where the number of high-power-
consuming hardware elements is limited by the number of UTs to be served.
SM is exploited by mapping a part of the information bits onto the indices of
the AAs. The developed algorithm for EE maximization optimizes the transmit
power and the number of UTs to be served, subject to the maximum power con-
straints, maximum and minimum number of UTs, and minimum achievable rate
guarantee. Simulation results corroborate the performance improvement by the
proposed system model and the global optimality of the developed algorithm.

55
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4.1 Uplink Transmission

This section develops an energy-efficient large-scale UT architecture that exploits
the SM technique to communicate with a fully digital BS in mmWave bands.
Implementing a fully digital architecture at the UT that comprises a large number
of antennas is challenging due to the space and battery life constraints. To
overcome this issue a UT architecture that employs analog beamforming with
spatial modulation (ABFSM) is introduced in Section 4.1.1. Then, a closed form
expression for the achievable rate of the system considering Gaussian input
for the conventionally modulated part of the transmitted signal is derived in
Section 4.1.2. Moreover, an optimization algorithm is developed in Section 4.1.3
to design the system parameters to maximize the EE of the resulting system. The
system performance is evaluated by adopting a stochastic channel model and a
deterministic channel model that is predicted utilizing the ray-based Volcano
technology by SIRADEL [87].

4.1.1 System Model

A large-scale MIMO system model is considered in which the focus is on the
design of a low power consuming UT architecture that employs ABFSM. In
the proposed system model the UT comprises NUT transmit antennas and the
BS comprises NR receive antennas. The communication protocol is assumed
to be TDD where acquiring the CSI is required only at the BS. After acquiring
the CSI the BS runs the optimization algorithm proposed in Section 4.1.3 in
order to determine the system parameters detailed in the remainder of this
section. Thereafter, the BS provides the UT with the outcome of the optimization
algorithm during the DL training phase. Since the information required by the
UT is limited the DL training phase results in a low training overhead. The BS
computes the ZF combiner to process the received signal during the UL data
transmission phase.

Figure 4.1 depicts an energy-efficient UT architecture for the UL transmission
phase that comprises a single RF chain and a large number of power-efficient
devices such as RF switches and phase shifters [74]. In order to employ analog
beamforming an architecture that consists of two stages is considered: a phase
shifting stage to provide a large transmit beamforming gain and a switching
stage to group the antennas of an array considering the correlation among the
channels of the antennas. Hence, the resulting channel matrices between the
AAs and the BS have full rank.
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Figure 4.1: User terminal block diagram of the ABFSM scheme for the uplink transmis-
sion phase.

Phase Shifting Stage. During the UL transmission phase the UT exploits NA
AAs to transmit the conventionally modulated signal. Each AA consists of NT
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phase shifters that help to form the analog beamforming vector f𝑎. Each phase
shifter has to be connected to a single antenna only. In the specific AA, each
phase shifter is connected to a distinct antenna, however, among the different
arrays there can be common antennas. The number of AAs NA and the number
of phase shifters per array NT are determined to maximize the EE of the system
at the beginning of each coherence time by employing the low complexity
optimization algorithm described in Section 4.1.3. The resulting UT comprises
NANT phase shifters that contribute to the communication.

Switching Stage. The optimization algorithm establishes the connections of
the UT circuitry illustrated in Figure 4.1. The connection of the switches at the
phase shifters side is labeled as SWf

𝑖,𝑗 and at the antennas side is labeled as SWa
𝑖,𝑗

where 𝑖 denotes the AA index that the phase shifter belongs to and 𝑗 denotes the
antenna index that the phase shifter is connected to. In the hardware circuitry,
SWf

𝑖,𝑗 and SWa
𝑖,𝑗 with same indices are connected, however this connection is

omitted in Figure 4.1 to preserve the clarity of the illustration. Maximum NA
switches are closed for each transmit antenna during the channel coherence
time. The switching architecture between the transmit antennas and the phase
shifters is as follows:
• The transmit antenna 𝑁1 can be connected to the first phase shifters of
each AA. The connections are established between SWf

𝑖,1 and SWa
𝑖,1 where

𝑖 ∈ {1, 2, . . . ,NA}.
• The transmit antenna 𝑁2 can be connected to the first two phase shifters of
each AA. The connection possibilities of the transmit antenna 𝑁2 depend
on the connections of the transmit antenna 𝑁1. As an example, if the trans-
mit antennas 𝑁1 and 𝑁2 contribute to the analog beamformer f1 then the
connection from SWf

1,1 to SWa
1,1 and the connection from SWf

1,2 to SWa
1,2

contribute to the signal transmission, however if the transmit antenna 𝑁1

is not connected to f1 and transmit antenna 𝑁2 contributes to the analog
beamformer f1 then the connection from SWf

1,1 to SWa
1,1 to transmit antenna

𝑁2 contributes to the signal transmission. The connections are established
between SWf

𝑖,𝑗 and SWa
𝑖,𝑗 where 𝑖 ∈ {1, 2, . . . ,NA} and 𝑗 ∈ {1, 2}.

• The same procedure follows up to transmit antenna (NT − 1) and the con-
nections are established between SWf

𝑖,𝑗 and SWa
𝑖,𝑗 where 𝑖 ∈ {1, 2, . . . ,NA}

and 𝑗 ∈ {1, 2 . . . ,NT − 1}.
• The connections for the remaining antennas are established between SWf

𝑖,𝑗

and SWa
𝑖,𝑗 where 𝑖 ∈ {1, 2, . . . ,NA} and 𝑗 ∈ {1, 2 . . . ,NT}.
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Since the same antenna can be shared by multiple analog beamformers each
antenna can be fed by maximum NA signals. Each antenna is connected to
an adder block that is used to sum the signals coming from different phase
shifters to the designated antennas through the switches to perform analog
beamforming. Only the antennas that are selected as active by the optimization
algorithm contribute to the communication and the rest remains idle.

Hardware Power Consumption Model. The power consumption of the
considered UT circuitry is modeled as

𝑃c = NANT(𝑃SW + 𝑃PS) + NA𝑃PA + 𝑃RF + 𝑃DAC + 𝑃BB. (4.1)

Therein, 𝑃PA refers to the power consumption of the PA taken as the reference
𝑃ref in the hardware circuitry. The power consumption of the UT devices at
28GHz is modeled as in [62, 88] for the hardware power dissipation

𝑃PA = 𝑃PS = 𝑃ref, 𝑃SW = 0.25𝑃ref, (4.2)
𝑃RF = 2𝑃ref, 𝑃DAC = 𝑃BB = 10𝑃ref,

where the power consumption of the hardware elements, such as phase shifter
(PS), DAC, switch (SW), RF chain, and base band (BB) computation, are defined
by using the reference power consumption value 𝑃ref.

At the receive end of the channel, the BS employs a ZF combiner prior to the
detection of the spatially and𝑀-ary modulated bits. In this way the interference
between the signals from different AAs is eliminated. In order to employ the ZF
combiner successfully the channel between the BS and UT should be full rank.
Therefore, an analog switching stage is utilized to perform antenna selection and
grouping that reduces the correlation among the antennas of the UT and ensures
the rank requirement. As a result, NA analog beamformers are employed where
each AA consists of NT antennas in order to boost the transmit beamforming
gain. Since the antennas at each group are chosen in order to combat the spatial
correlation among the UT antennas the received power at the BS is maximized.
This is achieved by selecting the number of antennas and the antenna indices
per AA jointly by considering the channel statistics.

The incoming data stream prior to the transmission comprises two parts. The
former is modulated according to a conventional 𝑀-ary modulation scheme,
the latter is mapped onto the indices of the AAs. During the UL transmission
phase, NA AAs transmit the same 𝑀-ary modulated symbol from the activated
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antennas which provides diversity of the received signal at the BS. Each AA
transmits the modulated symbol either with a high power level 𝛼H that indicates
the spatial bit 1 or with a low power level 𝛼L that indicates the spatial bit 0.
As a result, NA spatially modulated bits and log2𝑀 conventionally modulated
bits are transmitted per channel use. By exploiting different power levels for
the bits 1 and 0 instead of deactivating the antennas that represent bit 0 the
complete message set with 2NA combinations can be transmitted based on the
incoming bit stream. If the system was designed in a way that the antennas
that represent 0 are deactivated then transmitting NA 0s would require special
treatment since no 𝑀-ary modulated signal could be transmitted in this case.
The resulting received signal at the BS is

r =
√︀
𝛽𝑃HF𝑥+ n. (4.3)

Therein, 𝛽 is the coefficient that ensures the constant average transmit power at
the UT, and 𝑃 is the transmit power budget of the UT. It is assumed that the
channel H ∈ CNR×NUT between the UT and the BS follows a geometry-based
channel model given in (2.14). Furthermore, 𝑥 is the 𝑀-ary modulated symbol
and n ∈ CNR×1 is the noise vector with i.i.d. circularly symmetric complex
Gaussian elements 𝒞𝒩 (0, 𝜎2).

4.1 Definition. ASW ∈ RNUT×NANT is the switching matrix that satisfies

A(𝑖,𝑗)
SW ∈ {0,1}, (4.4a)

‖A(𝑖,(𝑎−1)NT+1:𝑎NT)
SW ‖0 ∈ {0, 1}, (4.4b)

where 𝑖 ∈ {1, 2, . . . ,NUT}, 𝑗 ∈ {1, 2, . . . ,NANT} and 𝑎 ∈ {1, 2, . . . ,NA}.

The switching matrix ASW connects the phase shifters to the UT antennas in
such a way that ASW(𝑖, 𝑗) = 1 when the 𝑗-th phase shifter represented by the
𝑗-th column of ASW is connected to the 𝑖-th UT antenna represented by the 𝑖-th
row of ASW and hence, ‖A(𝑗)

SW‖0 = 1 where 𝑗 ∈ {1, 2, . . . ,NANT}. Moreover,
(4.4b) holds from the fact that the phase shifter inside a specific beamformer is
connected to a distinct UT antenna.

4.2 Definition. Let f𝑎 ∈ CNT×1 be the analog beamformer of the 𝑎-th AAwhere
𝑎 ∈ {1, 2, . . . ,NA}. Then, APS ∈ CNANT×NT is the phase shifting matrix having
the analog beamformers of all AAs in its diagonal

APS = diag(f1, f2, . . . , fNA). (4.5)
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Moreover, ‖f𝑎‖2 = 1 has unit power where each element has constant amplitude
and satisfies |f(𝑖)𝑎 | = |f(𝑗)𝑎 | for all 𝑖, 𝑗 ∈ {1, 2, . . . ,NT}.

Hence, the beamforming matrix F ∈ CNUT×NA is decomposed as

F = ASWAPSt, (4.6)

where t = (1 − 2𝛼)s + 𝛼1NA is utilized to map the spatial symbol s ∈ RNA×1

to high and low transmit power levels 𝛼H = 1 − 𝛼 and 𝛼L = 𝛼, respectively,
with 0 ≤ 𝛼 ≤ 1/2. Moreover, the power level in order to transmit the 𝑀-
ary modulated symbol employing the 𝑎-th analog beamformer f𝑎 depends on
the NA bits from the incoming data stream where 𝑎 ∈ {1, 2, . . . ,NA} and
Pr(s = s𝑗) = 1/2NA are such that s𝑗 is the 𝑗-th spatial symbol out of 2NA

combinations. Finally, the power coefficient 𝛽 is computed as

𝛽 =
1

E(‖ASWAPSt𝑥‖2)
=

1

tr(ASWAPSRssAH
PSAH

SW)
, (4.7)

Rss =
1

2NA

2NA∑︁
𝑗=1

tjtHj . (4.8)

Herein, tj indicates the mapping of the 𝑗-th spatial symbol out of 2NA combina-
tions. After the reception of the signal at the BS ZF combining is employed to
enable the detection of the spatially and 𝑀-ary modulated symbols

y = Wr, (4.9)

where the ZF combining matrix is computed as W =
(︀
HH

effHeff
)︀−1HH

eff, where
Heff ∈ CNR×NA is the effective channel matrix

Heff = HASWAPS = [H1f1,H2f2, . . . ,HNAfNA] (4.10)

and H𝑎 = HA((𝑎−1)NT+1:𝑎NT)
SW ∈ CNR×NT is the subchannel matrix of the 𝑎-th

AA. The resulting post-processed signal y ∈ CNA×1 comprises the spatially and
𝑀-ary modulated symbols. Hence, the 𝑎-th entry of y has the following values

y(𝑎) =

{︃√︀
𝛽𝑃𝛼H𝑥+ 𝑛

′

𝑎 if s(𝑎) = 1,√︀
𝛽𝑃𝛼L𝑥+ 𝑛

′

𝑎 if s(𝑎) = 0,
(4.11)
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where 𝑛
′

𝑎 ∈ 𝒞𝒩 (0, 𝜎
′2
𝑎 ) is the 𝑎-th entry of the post-processed noise variable

n
′
= Wn with variance 𝜎

′2
𝑎 =

(︀
WWH)︀(𝑎,𝑎) 𝜎2.

Since a fully digital BS is assumed, a maximum-likelihood (ML) detector can
be utilized to jointly detect the spatially and 𝑀-ary modulated symbols. The
joint ML detection problem can be expressed as

[ŝ, �̂�] = max
s𝑗,𝑥𝑚

𝑓 (y|s𝑗 , 𝑥𝑚) (4.12)

= min
s𝑗,𝑥𝑚

⃦⃦⃦⃦
R− 1

2
nn

(︁
y−

√︀
𝛽t𝑗𝑥𝑚

)︁ ⃦⃦⃦⃦2
,

where Rnn =
(︀
𝜎2WWH)︀, s𝑗 is the 𝑗-th spatial symbol out of 2NA possibilities,

and 𝑥𝑚 is the 𝑚-th modulation symbol from the 𝑀-ary constellation diagram.
The ML detector is basically an exhaustive search over all 𝑀2NA possibilities.
Note that although it minimizes the error probability for a given signal it also
results in a more complex receiver architecture.

4.1.2 Achievable Rate Analysis

SE is adopted as a performance metric to evaluate the considered system model.
Therefore, a closed form expression of the achievable rate of the ABFSM scheme
is derived by considering a Gaussian symbol 𝑥 by means of information theoret-
ical methods. By applying the mutual information chain rule, the achievable
rate is computed as

𝐼 (s, 𝑥;y) = 𝐼 (s;y) + 𝐼 (𝑥;y|s) , (4.13a)
𝐼 (s;y) = ℎ (y)− ℎ

(︀
y
⃒⃒
s
)︀
= IS, (4.13b)

𝐼 (𝑥;y|s) = ℎ(y|s)− ℎ(y|s, 𝑥) = IM. (4.13c)

Assuming a Gaussian-distributed input signal 𝑥 the differential entropy of the
post-processed signal ℎ(y) is computed as

ℎ(y) = −
∫︁

𝑓 (y) log2 𝑓(y)𝑑y, (4.14)

where 𝑓(y) is a complex Gaussian mixture random vector

𝑓(y) =
2NA∑︁
𝑗=1

Pr (s𝑗) 𝑓
(︀
y
⃒⃒
s𝑗
)︀
=

1

2NA

2NA∑︁
𝑗=1

1

𝜋NA|𝑗 |
exp

(︀
−yH−1

𝑗 y
)︀

(4.15)
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𝑗 = 𝛽𝑃 tHj tj + Rnn.

The closed form expression of the differential entropy of a Gaussian mixture
ℎ(y) is unknown as explained in Section 4.2 and approximations are derived in
Proposition 4.12 and Proposition 4.13 for discrete inputs. Here, an approximation
of the mutual information of the post-processed signal y is derived considering
Gaussian input. The conditional differential entropy chain rule on ℎ(y) is
applied to prove a closed form expression for the conditional probability density
function 𝑓(𝑦𝑘|𝑦𝑘−1, . . . , 𝑦1). Finally, the computational complexity is reduced
by simplifying the integral in (4.14) to the sum of double integrals as follows

ℎ(y) = ℎ(𝑦1) +

NA∑︁
𝑘=2

ℎ(𝑦𝑘|𝑦𝑘−1, . . . , 𝑦1) (4.16)

with the conditional probability density function (PDF)

𝑓(𝑦𝑘|𝑦𝑘−1, . . . , 𝑦1) =
1

2𝑘

2𝑘∑︁
𝑖=1

𝑓
(︀
𝑦𝑘
⃒⃒
𝑦𝑘−1, . . . , 𝑦1, tj(1 : 𝑘)

)︀
. (4.17)

4.3 Lemma. The random variable (𝑦𝑘
⃒⃒
𝑦𝑘−1, . . . , 𝑦1, tj(1 : 𝑘)) in (4.17) is com-

plex Gaussian distributed with 𝒞𝒩
(︀
0, 𝜎2

𝐾 + 𝑃𝑗,𝐾

)︀
.

Proof. The proof is given in Appendix B.1. ■

Therefore, the 𝑘-th differential entropy ℎ(𝑦𝑘|𝑦𝑘−1, . . . , 𝑦1) is determined by
evaluating the double integral numerically regardless of the size of y, thus the
computational complexity is reduced significantly. Moreover, the differential
entropy ℎ(y|s) can be expressed in closed form as

ℎ(y|s) =
2NA∑︁
𝑗=1

Pr (s𝑗)ℎ(y|s = s𝑗) =
1

2NA

2NA∑︁
𝑗=1

log2(𝜋e)
NA

⃒⃒⃒⃒
𝛽𝑃 tjtHj + Rnn

⃒⃒⃒⃒

=
1

2NA

2NA∑︁
𝑗=1

(︀
NA log2(𝜋e) + log2

⃒⃒
Rnn
⃒⃒ (︀
1 + 𝛽𝑃 tHj Rnntj

)︀)︀
. (4.18)

By utilizing the low computational complexity method for evaluating ℎ(y) and
the closed form expression of ℎ(y|s) the spatial rate IS in (4.13b) can be computed
efficiently. Moreover, the differential entropy ℎ(y|s, 𝑥) can be expressed as

ℎ(y|s, 𝑥) = ℎ(n
′
) = log2(𝜋e)

NA
⃒⃒
Rnn
⃒⃒
. (4.19)
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Algorithm 1: System parameter optimization of generalized SM
1: Input: H and 𝑁A,max

2: Output: SE
3: Compute qr(H) with permutation vector e such that H (:, e) = QR;

then R1,1 ≥ R2,2 ≥ · · · ≥ RNUT,NUT holds
4: for nA = 1 : 𝑁A,max do

5: Heff =

[︂
H(:,e1), . . . ,H

(︁
:,enA

)︁]︂
6: 𝒮(𝑎) = max

0≤𝛼≤1/2
(IS + IM)

7: end for
8: return SE = max (𝒮)

According to (4.18) and (4.19), the modulation rate IM in (4.13c) can be expressed
in closed form as

IM =
1

2NA

2NA∑︁
𝑗=1

log2
(︀
1 + 𝛽𝑃 tHj R

−1
nn tj

)︀
. (4.20)

Finally, the achievable rate of the ABFSM scheme considering Gaussian input is
expressed as the sum of the achievable rate of the spatial modulation part and
the conventional modulation part 𝐼(s, 𝑥;y) = IS + IM.

4.1.3 Optimization of the System Parameters

This section proposes an optimization algorithm to maximize the EE of the
system under SE constraints. Furthermore, the optimization algorithm is utilized
to jointly design the switching matrix ASW, the phase shifting matrix APS, and
the power level 𝛼 for the SM bits. In the proposed UT architecture an analog
phase shifting stage is adopted to achieve a high beamforming gain. Although
the phase shifters are low-power-consuming elements compared to the RF chains,
DACs, etc., utilizing a large number of phase shifters would also increase the
power consumption and could degrade the EE of the system. Thus, the system
is developed to reach the maximum EE such that the SE of the resulting system
is equal to or larger than the SE of a system that employs only the switching
stage, namely generalized SM.

Algorithm 1 optimizes the SE of the generalized SM in order to compare
it with the proposed system model. The resulting SE value is utilized as an
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Algorithm 2: System parameter optimization of ABFSM
1: Input: H = ARDAH

T , SE
2: Output: A*

SW, A*
PS and 𝛼*

3: 𝜃max = arg max
𝑙

|D𝑙,𝑙|, 𝑙 ∈ {1, 2, . . . , 𝐿}

4: for nT = 1 : NUT do
5: H𝑎 = HASW,𝑎, 𝑎 ∈ {1, 2, . . . , 𝑁NA} where 𝑁NA =

(︀NUT
nT

)︀
6: f𝑎 = AT,𝑎(:, 𝜃max), 𝑎 ∈ {1, 2, . . . , 𝑁NA}
7: Heff = [H1f1, . . . ,H𝑁NA

f𝑁NA
]

8: Compute qr(Heff) with permutation vector e such that Heff (:, e) = QR;
then R1,1 ≥ R2,2 ≥ · · · ≥ RNUT,NUT holds

9: for nA = 1 : 𝑁A,max do

10: ASW (nA, nT) =
[︁
ASW,e1, . . . ,ASW,enA

]︁
11: APS (nA, nT) = diag(fe1, . . . , fenA)

12: Heff = [He1fe1, . . . ,HenAfenA ]

13: 𝒮 (nA, nT) = max
0≤𝛼≤1/2

(IS + IM)

14: ℰ (nA, nT) = 𝒮 (nA, nT) /Pc
15: Ω(nA, nT) = 𝛼
16: end for
17: end for
18: Find N*

A ,N
*
T by solving (4.21) for ℰ , 𝒮 and SEgSM

19: return A*
SW = ASW

(︀
N*

A ,N
*
T
)︀
, A*

PS = APS
(︀
N*

A ,N
*
T
)︀
, 𝛼* = Ω

(︀
N*

A ,N
*
T
)︀

input to Algorithm 2 to optimize the parameters of the developed system model.
QR decomposition is employed [89] to obtain the channel quality of each UT
antenna. R in step (3) of Algorithm 1 is the upper triangular matrix of the
channel H where the diagonal entries are associated with the strength of the
path between the UT and BS antennas. The permutation vector e is composed
by exploiting the matrix R such that e comprises the antenna indices starting
from the strongest path. 𝑁A,max represents the maximum number of AAs that
is upper bounded by the number of paths 𝐶 of the channel. Next, the best
subchannel matrix that maximizes the SE is selected.

Moreover, the proposed system model is optimized for an arbitrary number of
phase shifters nT for an AA in Algorithm 2. The aim of Algorithm 2 is to find the
optimum number of AAs N *

A such that each AA consists of those antennas that
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have the lowest correlation among the arrays. There are 𝑁NA =
(︀NUT
nT

)︀
possible

ways to connect the nT phase shifters of a group to the NUT antennas of the UT
which leads to 𝑁NA possibilities for the groups of phase shifters. Furthermore,
the 𝑎-th analog beamformer f𝑎 is designed to transmit the beam in the direction
of the strongest path. Next, the effective channel matrix Heff is generated that
includes all possible analog beamformers for 𝑁NA possible connections. With
the help of the QR decomposition [89] the least correlated groups are sorted in
one step. Thereafter, the SE and EE are evaluated with optimized power levels
accounting for the number of AAs (nA = 1 : 𝑁A,max). The procedure is repeated
for every possible number of active antennas in a group (nT = 1 : NUT) until a
NUT ×𝑁A,max grid of the SE and EE is constructed. Finally, the BS selects the
operating points from the grid to maximize the EE such that the SE is larger
than that of the generalized SM system without the phase shifting stage, namely

(N *
A ,N

*
T ) =max

nA,nT
EE (4.21a)

s.t. SE ≥ SEgSM, (4.21b)
EE ∈ ℰ , SE ∈ 𝒮, (4.21c)
nA ∈ {1, 2, . . . , 𝑁A,max}, (4.21d)
nT ∈ {1, 2, . . . ,NUT}. (4.21e)

The optimization of the power level in step (13) of Algorithm 2 leads to a non-
linear objective function in one variable with one linear constraint that can be
evaluated numerically.

In the exhaustive search-based design, step (8) of Algorithm 2 should be
replaced with an exhaustive search for the selection of NA groups out of

(︀NUT
nT

)︀
possible combinations for all nT ∈ {1, 2, . . . ,NUT} and nA ∈ {1, 2, . . . , 𝑁A,max}.
The number of grid points of the proposed algorithm 𝑁Alg 2 and the exhaustive
search 𝑁ES can be computed as

𝑁Alg 2 = NUT𝑁A,max, (4.22)

𝑁ES = 1 +

NUT−1∑︁
nT=1

𝑁A,max∑︁
nA=1

(︂(︀NUT
nT

)︀
nA

)︂
, ∀
(︂
NUT

nT

)︂
≥ NA. (4.23)

As an illustrative example, consider NUT = 16 and 𝑁A,max = 4. The correspond-
ing numbers of grid points are𝑁Alg 2 = 64 and𝑁ES = 2.9×1015. Therefore, the
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proposed algorithm reduces the computational complexity significantly with a
slight performance degradation as given in Table 4.1.

Table 4.1: Energy efficiency of the ABFSM scheme considering Algorithm 2 and the
exhaustive search algorithm (NR = 128, NUT = 4, 𝐶 = 3).

SNR [dB] −8 −4 0 4 8 12

EEAlg 2 [bits/Hz/J] 8.54 10.08 11.55 12.93 14.25 15.51

EEES [bits/Hz/J] 8.55 10.10 11.58 13.00 14.27 15.55

Figure 4.2: Optimum number of AAs and of antennas per array for the ABFSM scheme
(NR = 128, NUT = 16, 𝐶 = 4).
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Performance Evaluation in a Stochastic Channel Environment. The be-
havior of Algorithm 2 is evaluated in Figure 4.2 in terms of optimized number
of AAs N *

A and optimized number of antennas per array N *
T [74]. For the perfor-

mance evaluation a stochastic channel model is adopted with 𝐶 = 4 scattering
clusters. The gain of the path associated to each scattering cluster follows an i.i.d.
circularly symmetric complex Gaussian distribution with 𝒞𝒩 (0, 1). The AoD
and AoA of each path follow a uniform distribution with 𝜑 ∼ 𝒰 [−𝜋/2, 𝜋/2]
and 𝜃 ∼ 𝒰 [−𝜋/6, 𝜋/6], respectively. The performance of the system is aver-
aged over 1000 channel realizations. A BS with NR = 128 antennas and a UT
with NUT = 16 transmit antennas where the maximum number of AAs is set
to 𝑁A,max = 4. Figure 4.2 shows that, since the aim is at maximizing the EE
of the system, the optimum number of phase shifters (transmit antennas) N *

T
for an array is smaller than the total number of transmit antennas NUT = 16.
Therefore, the increase in the number of AAs is necessarily associated with a
decrease in the number of phase shifters per AA. Since a high beamforming gain
is essential in the low-SNR region the number of phase shifters per AA is larger
and thus, the number of arrays is small. Increasing the SNR reduces the required
beamforming gain. As a result, the number of phase shifters per AA decreases.
Thus, the number of AA increases to attain a high spatial multiplexing gain.

Figure 4.3 compares the SE of the proposed ABFSM system with the general-
ized SM [74]. At the low-SNR region, the proposed design achieves superior SE
as the phase shifting stage of the ABFSM scheme provides a high beamform-
ing gain and compensates the severe path-loss. When the high-SNR region is
considered each group may contain one or two phase shifters as depicted in
Figure 4.2. Since the small number of antennas at an AA is not sufficient to
provide a high beamforming gain the SE of the generalized SM approaches the
SE of ABFSM.

In [74] the EE and SE trade-off is studied in Figure 4.4 for the ABFSM system
compared to the generalized SM. In the low-SNR region, the proposed design
achieves superior SE and EE due to the high gain of the phase shifting stage. In
the high-SNR region the generalized SM scheme achieves slightly better EE as
the number of AAs is getting smaller (down to one) and the SE gap of the two
systems decreases.

Performance Evaluation in a Deterministic Channel Environment. Up
to this point the performance of the ABFSM scheme considering a stochastic
channel environment was evaluated. Next, the performance of the developed



4.1 Uplink Transmission 69

Figure 4.3: Spectrum efficiency of the ABFSM scheme compared to the generalized SM
scheme (NR = 128, NUT = 16, 𝐶 = 4).

system model is studied considering the poor scattering environment of the
mmWave propagation in a deterministic channel environment. A realistic user
distribution is considered and deterministic channels per user are generated with
the aim of evaluating the performance of the proposed system in a typical small
cell scenario at 28GHz. Furthermore, the performance of the proposed scheme
is compared under stochastic and deterministic channel environments. In order
to generate the deterministic channel, several outdoor small-cell mmWave-
channel samples have been predicted from the ray-based propagation model
VolcanoUrban [87]. Those samples are the result of physical interactions be-
tween the electromagnetic wave and the real representation of a dense urban
environment, more precisely, a district in New York Manhattan. In addition
to the line-of-sight (LoS), the indirect paths are a combination of reflections
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Figure 4.4: Energy- and spectrum-efficiency trade-off of the ABFSM scheme compared
to the generalized SM scheme (NR = 128, NUT = 16, 𝐶 = 4).

(up to three) and diffraction (up to one) on the building facades. A small cell is
positioned at 8 meters above the ground, at a typical location for a lamppost.
Three sectors are installed at the small cell. Each sector is feeding a linear AA
with boresight direction oriented towards azimuth 0∘, 120∘, and 240∘ as de-
picted in Figure 4.5 [74]. Each linear AA is composed of 128 vertically-polarized
antenna elements, which are uniformly distributed in the horizontal plane, at a
frequency of 28GHz, and with half-wavelength separation. The length of each
sector AA is 68.6 centimeters. All antenna elements have the same radiation
pattern with 60∘ half power horizontal beamwidth.

The users are assumed to be pedestrians that are randomly distributed on
the surrounding pavements within a maximum range of 220 meters from the
small cell BS. The user equipment is located at 1.5 meter above the ground. Its



4.1 Uplink Transmission 71

Figure 4.5: Top view of a realistic user distribution (red dots) served by a large-scale
MIMO base station consisting of three sectors inside a small mmWave cell in Manhattan,
New York City, where the farthest user is located 220 meters away from the base station.

antenna is a ULA with 16 vertically polarized isotropic elements positioned in
the horizontal plane. The channel samples are produced from 142 different user
positions. Users are positioned either in a wide or a narrow street or even in a
small square. A few of them are in an non-line-of-sight (NLoS) situation.

Finally, a total number of 180 channel samples is created: 50, 69, and 61 for
Sector 0, 1, and 2, respectively. The number of NLoS samples is 37. Each sample
is obtained as follows: the multiple paths are computed using the ray-based
model from the central point of the small cell array towards the central point
of the user array. The physical description of the departure and the arrival
angles of each path allows extrapolating the phase shifts along the arrays. The
multi-path field sum is calculated for each couple of transmit/receive elements.
The whole approach has the advantage that the field variations in the MIMO
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channel matrix are related to physical phenomena which intrinsically leads to
realistic correlations.

Figure 4.6: Uplink spectrum efficiency of the ABFSM scheme for the Sector 0 of the BS.

The SE of the proposed system model is evaluated on the stochastic channel
model with 𝐶 = 2 and 𝐶 = 6 scattering clusters. The deterministic channel
model for the scenario depicted in Figure 4.5 is assuming the same path-loss
for both models. For the simulation setup it is considered that the noise level
𝜎2 = −84 dBm, the transmit power𝑃 = 20 dBm, and the carrier frequency 𝑓𝑐 =
28GHz. Figure 4.6 shows the SE comparison between the stochastic channel
model and Sector 0 of the deterministic channel prediction [74]. Sector 0 has the
lowest scattering environment due to the LoS users and the vegetation. For that
reason, only 4% of the users in this sector achieve an SE larger than the SE of the
system operating in a stochastic channel environment with 𝐶 = 6 scattering
clusters. Most of the users (94%) in the deterministic channel environment
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Figure 4.7: Uplink spectrum efficiency of the ABFSM scheme for the Sector 1 of the BS.

achieve an SE between the stochastic channel with 𝐶 = 2 and 𝐶 = 6 scattering
clusters. Since Sector 1 has more NLoS users, 8% of the users in this sector
experience an SE larger than the stochastic channel with 𝐶 = 6 scattering
clusters as shown in Figure 4.7 [74]. Moreover, 87% of the users have an SE
between the stochastic channel with 𝐶 = 2 and 𝐶 = 6 scattering clusters.
Figure 4.8 depicts the SE performance of Sector 2 [74]. In this sector users
are farther away than in the other two cases, therefore, the users in Sector 2
experience a larger path-loss and a lower SE. In addition, most of the users
(≈ 92%) have an SE between the stochastic channel with 𝐶 = 2 and 𝐶 = 6
scattering clusters. This experiment shows that the proposed system design
attains similar performance under both the theoretical stochastic channel model
in (4.25) and the realistic channel model. The considered channel model can be
adopted for performance evaluations of the developed system models. Moreover,
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Figure 4.8: Uplink spectrum efficiency of the ABFSM scheme for the Sector 2 of the BS.

the system performance evaluation of the mmWave channels at 28GHz, based
on a stochastic channel model, gives a realistic assessment if the number of
scattering clusters is between 𝐶 = 2 and 𝐶 = 6.

4.2 Downlink Transmission

This section studies an energy-efficient large-scale BS architecture that oper-
ates in an MU network. The transceiver is designed by considering the DL
transmission phase to operate in a mmWave channel environment in a similar
manner as in Section 4.1. In order to cope with the poor scattering nature of
the mmWave channels the BS will employ analog beamformers to attain a high
beamforming gain and a digital combiner to mitigate the IUI as discussed in
Section 4.2.1. The BS utilizes HBFSM in order to achieve high SE without altering
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Figure 4.9: HBFSM block diagram for the downlink transmission phase.

the total power consumption. Since an MU network with HBFSM system is
considered it is assumed that the UTs have a fully digital architecture to focus
on a low complexity BS design. In addition, a system model that employs hybrid
beamforming (HBF) to transmit only the conventionally modulated signals is
presented in Appendix C to demonstrate the performance enhancement of the
proposed system model. Moreover, Section 4.2.2 breaks down the design of
the hybrid beamformer at the BS and the digital combiner at the UT while
the quantization error is further analyzed as a design parameter of the analog
beamformer in Section 4.2.3. Next, an approximation of the achievable rate
of the developed system model is derived in Section 4.2.4 considering discrete
input for the conventionally modulated part of the transmitted signals. Finally,
in Section 4.2.5 an optimization framework for EE maximization is developed.

4.2.1 System Model

This section addresses the design of an MU large-scale MIMO system with one
transmitter and multiple receivers where the transmitter and receiver block
diagrams for the DL transmission phase are depicted in Figure 4.9a and Fig-
ure 4.9b, respectively [72]. The transmitter employs hybrid beamforming and
the receivers employ digital combining. In the proposed system model the BS is
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equipped with NA ULA that are fed by NRF RF chains. Each AA consists of NT
transmit antennas. It is assumed without loss of generality that NT is fixed for
all AAs and there are no common transmit antennas between arrays. Note that
the number of AAs is independent from the number of RF chains. It is assumed
that the BS has perfect CSI that is acquired during the UL training phase prior
to data transmission. Moreover, users require only partial information that is
acquired during the DL training phase.

The BS serves 𝑈 users with NR receive antennas. It is likely that the number
of antennas at the UT is small enough to deploy one RF chain per antenna and
that every user is served with only one data stream. Consequently, there is no
need to deploy analog beamformers at the receiver side as conventional MIMO
beamforming techniques suffice. The number of data streams the BS has to
process is equal to the number of users 𝑈 . Given the considered beamforming
scheme, the number of data streams (users) 𝑈 that will be simultaneously
transmitted is a lower bound on the number of RF chains NRF ≥ 𝑈 .

Additionally, according to the use of the SM, the incoming bit stream 𝑏 in-
tended for a specific user is divided into two parts. The first part is modulated
according to SM principles by choosing one of the AAs which enables transmit-
ting 𝑏1 = log2 NA bits. The second part is modulated according to a conventional
𝑀-ary modulation scheme which enables the transmission of 𝑏2 = log2𝑀 bits.
Based on the incoming bits for each bit stream one of the AAs is chosen and the
𝑀-ary modulated data is transmitted by using the selected AA. Hence, the index
of the active AA conveys information without consuming additional power. It is
also possible that one AA is activated to transmit information to more than one
user per channel use. This can be only realised by using analog beamformers.
However, it enables exploiting SM in the MU scenario without any limitation.

A number of 𝑈 bit streams per channel use arrive at the transmit chain
of the BS. According to the SM bits the AA indices are determined for every
user. Thereafter, the BS constructs the digital precoder and selects the analog
beamformer. 𝑈 parallel signals are transmitted to the users. The resulting
received signal at the 𝑖-th user can be expressed as

r𝑖 =
√
𝑃

𝑈∑︁
𝑗=1

H𝑎𝑗,𝑖f𝑎𝑗,𝑗p𝑎𝑗,𝑗x+ n𝑖. (4.24)

H𝑎𝑗,𝑖 ∈ CNR×NT is the channel between the 𝑎𝑗-th AA and 𝑖-th user accounting
for 𝐶 scattering clusters where 𝑎𝑗 is the selected AA index to transmit data to
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the 𝑗-th user. The channel follows a geometry-based model as in (2.14)

H𝑎𝑗,𝑖 =

√︂
NTNR

𝐶

𝐶∑︁
𝑐=1

𝛼𝑎𝑗,𝑖𝑐aR𝑎𝑗,𝑖
(𝜃𝑐)aH

T𝑎𝑗,𝑖
(𝜑𝑐). (4.25)

aR𝑎𝑗,𝑖
(𝜃𝑐) and aT𝑎𝑗,𝑖

(𝜑𝑐) are the receive and transmit AA response vector of the
𝑐-th path

aR𝑎𝑗,𝑖
(𝜃𝑐) =

√︂
1

NR
[1, e𝑗𝜋 sin 𝜃𝑐, . . . , e𝑗𝜋(NR−1) sin 𝜃𝑐]𝑇 , (4.26)

aT𝑎𝑗,𝑖
(𝜑𝑐) =

√︂
1

NT
[1, e𝑗𝜋 sin𝜑𝑐, . . . , e𝑗𝜋(NT−1) sin𝜑𝑐]𝑇 , (4.27)

where 𝑐 ∈ {1, 2, . . . , 𝐶}. 𝜃𝑐 and 𝜑𝑐 are the AoA and AoD of the path and follow
the uniform distribution 𝒰(0, 2𝜋]. Finally, 𝛼𝑎𝑗,𝑖𝑐 represents the channel gain of
the 𝑐-th path that follows i.i.d. circularly symmetric complex Gaussian distribu-
tion with 𝒞𝒩 (0, 1). It is assumed that the antennas are placed on the array with
half-wavelength separation. Furthermore, p𝑎𝑗,𝑗 ∈ C1×𝑈 and f𝑎𝑗,𝑗 ∈ CNT×1 are
the digital precoding and analog beamforming vectors for the 𝑗-th user when the
𝑎𝑗-th AA array is chosen for transmission. Equal power allocation in large-scale
MIMO systems where the number of BS antennas is larger than the number
of receive antennas NT ≫ NR results in a negligible performance degradation
compared to the optimized solution [90]. Thus, the total transmit power 𝑃 of
the BS is equally allocated to the users 𝑃𝑖 = 𝑃/𝑈 . The selection procedure for
the precoders and beamformers is detailed in Section 4.2.2. Moreover, x ∈ C𝑈×1

is the data vector that consists of the 𝑀-ary modulated symbols for 𝑈 users.
n𝑖 ∈ CNR×1 is the circularly symmetric complex Gaussian noise vector where
the elements follow an i.i.d. 𝒞𝒩 (0, 𝜎2) distribution.

The receiver block diagram of a single user is depicted in Figure 4.9b. It is
assumed that the users have a fully digital architecture which results in the same
number of RF chains and receive antennas. The received signal is passed onto
the combiner with the help of RF chains and digital combining is performed to
successfully reconstruct the transmitted symbol

𝑦𝑖 = wH
𝑎𝑖,𝑖r𝑖

=
√
𝑃wH

𝑎𝑖,𝑖

𝑈∑︁
𝑗=1

H𝑎𝑗,𝑖f𝑎𝑗,𝑗p𝑎𝑗,𝑗x+wH
𝑎𝑖,𝑖n𝑖, (4.28)
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wherew𝑎𝑖,𝑖 is the digital combiner of the 𝑖-th user when the 𝑎𝑖-th AA is selected
based on the SM bits. The digital precoder p𝑎𝑗,𝑗 is selected based on the ZF
method in order to eliminate the interference from other users. Thus, the
resulting post-processed symbol at each individual user with the matching
digital combiner is equivalent to

𝑦𝑖 =
√︀
𝑃𝑖wH

𝑎𝑖,𝑖H𝑎𝑖,𝑖f𝑎𝑖,𝑖𝑥𝑖 +wH
𝑎𝑖,𝑖n𝑖. (4.29)

Since the information of the activated AA to transmit the signal to the user
is unknown at the user side the users are oblivious of the knowledge of the
matching combiner. Therefore, the decoder should be designed accordingly and
the user 𝑖 needs to have the combiners of each AA {w1,𝑖,w2,𝑖, . . . ,wNA,𝑖}. In
order to decode the received symbol a low complexity ML detector is designed
to jointly estimate the AA index and 𝑀-ary modulated symbol

[�̂�𝑖, �̂�𝑖] = argmin
𝑎,𝑚

⃒⃒⃒⃒
1

𝛽
wH

𝑎,𝑖r𝑖 − 𝑥𝑚

⃒⃒⃒⃒2
. (4.30)

Therein, w𝑎,𝑖 ∈ CNR×1 is the digital combiner from the 𝑎-th AA to the 𝑖-th
user where 𝑎 ∈ {1, 2, . . . ,NA}. Moreover, 𝛽 is the normalization coefficient to
ensure a constant transmit power at the BS. Finally, 𝑥𝑚 is the𝑚-th symbol of the
𝑀-ary constellation diagram. Since the ZF method is utilized for the design of
the digital precoder p𝑎𝑗,𝑗 at the BS and the digital combinerw𝑎𝑖,𝑖 at the user the
interference signals from other users fall into the null-space of the transmitted
signal to the 𝑖-th user as long as 𝑖 ̸= 𝑗. In a similar manner, the post-processed
signal of the 𝑖-th userwH

𝑎,𝑖r𝑖 falls into the null-space of the transmitted signal to
the 𝑖-th user as long as 𝑎𝑖 ̸= 𝑎. Hence, the proposed detector architecture allows
the user to decode the received signal without the knowledge of the channel
H𝑎𝑗,𝑖, analog beamformer f𝑎𝑗,𝑗 , and digital precoder p𝑎𝑗,𝑗 but only with the
knowledge of its own digital combiner vectors w𝑎,𝑖 where 𝑎 ∈ {1, 2, . . . ,NA}
and the normalization coefficient 𝛽. The construction of the digital combining
vectors is further detailed in Section 4.2.2.

4.2.2 Precoder, Beamformer, and Combiner Design

Two approaches are taken into account to design the analog beamforming
vector. The first method works by choosing the beamforming vector among the
transmit AA response vectors aT(𝜑) in (4.27) which requires infinite resolution
phase shifters in order to generate the beamforming vector of the strongest path
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with exact AoD 𝜑. The second method is exploiting a predefined beamsteering
codebook with quantized angles between (0, 2𝜋]. Although the first approach
provides the optimum solution for large arrays [91] it is practically impossible to
implement a phase shifter with infinite resolution. The second approach ensures
an implementable design but induces a performance degradation due to the
quantization of the angle of the strongest path.

4.4 Definition. ℱ is the codebook consisting of 𝑁 codewords

ℱ = {f𝑛 ∈ CNT×1 : fH𝑛f𝑛 = 1, 𝑛 ∈ {1, 2, . . . , 𝑁}}, (4.31)

such that the codeword f𝑛 is constructed as

f𝑛 =

√︂
1

NT
[1, exp (𝑗𝜋 sin(𝜑𝑛)), . . . , exp (𝑗𝜋(NT − 1) sin(𝜑𝑛))]

T. (4.32)

Herein, 𝜑𝑛 denotes the direction of the 𝑛-th analog beamformer.

4.5 Definition. ℱA is the infinite resolution codebook that follows the properties
introduced in Definition 4.4 consisting of the transmit AA response vectors

f𝑛 = aT𝑛
, 𝑛 ∈ {1, 2, . . . , 𝑁}. (4.33)

Therein, the angle 𝜑𝑛 that is utilized to construct the codeword as in (4.32)
denotes the AoD of the 𝑛-th path. The size of the codebook is equal to the
number of multipaths of the channel 𝑁 = 𝐶 .

4.6 Definition. ℱB is the quantized codebook that follows the properties in-
troduced in Definition 4.4. The codewords f𝑛 are constructed by utilizing the
quantized angles

𝜑𝑛 =
2𝜋𝑛

𝑁
, 𝑛 ∈ {0, 2, . . . , 𝑁 − 1}. (4.34)

Moreover, the size of the codebook is 𝑁 = 2𝐵 where 𝐵 is the resolution of the
phase shifters.

4.7 Remark. The construction of the codebook ℱA requires the CSI since the
angle 𝜑𝑛 denotes the AoD of the 𝑛-th path. Therefore, the codebook should
be updated at the beginning of each channel coherence time. In addition, the
phase shifters should have infinite resolution in order to steer the beam in the
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direction of any arbitrary angle. In contrast, the codebook ℱB is constructed
once based on the resolution of the phase shifters. However, the resolution of
the phase shifter 𝐵 effects the resulting performance of the overall system due
to the quantization error.

Given the codebook in Definition 4.4, the analog beamformer f𝑎,𝑖 per user
per AA is chosen in order to maximize the SNR of the link between the selected
AA and the intended user where 𝑎 ∈ {1, 2, . . . ,NA} and 𝑖 ∈ {1, 2, . . . , 𝑈}. The
analog beamformer design problem is then to find f𝑎,𝑖 that solves

f𝑎,𝑖 = argmax
f𝑛∈ℱ

||H𝑎,𝑖f𝑛||2. (4.35)

Herein, f𝑛 is the 𝑛-th codeword where 𝑛 ∈ {1, 2, . . . , 𝑁}. Furthermore, H𝑎,𝑖 is
the channel between the 𝑎-th AA and 𝑖-th user.

The problem in (4.35) is solved independently for each AA–user pair. There-
fore, the search space of the optimization problem isℱ with cardinality |ℱ| = 𝑁
which generally is not a large number. Hence, the exhaustive search method is
adopted to provide the optimum solution. Note that the optimum analog beam-
formers for each AA–user pair are found at the beginning of each coherence
time of the channel and are stored at the BS.

The resulting analog beamforming matrix F ∈ CNT×𝑈 of the present channel
use for all users according to the selected AA based on the incoming bit stream
is

F = [f𝑎1,1, f𝑎2,2, . . . , f𝑎𝑈 ,𝑈 ]. (4.36)

In order to generate the digital combiner the BS constructs the matrix H𝑖 =
[H1,𝑖f1,𝑖,H2,𝑖f2,𝑖, . . . ,HNA,𝑖fNA,𝑖] for each user. H𝑖 is then used to calculate the
digital combiner of the 𝑖-th user to successfully reconstruct the transmitted
symbol

W𝑖 =
[︀
w1,𝑖,w2,𝑖, . . . ,wNA,𝑖

]︀
= (H†

𝑖 )
H, (4.37)

where 𝑖 ∈ {1, 2, . . . , 𝑈}.

4.8 Remark. During the DL training phase the BS feeds only back the H𝑖

matrix to the user 𝑖 to enable digital combining which has NA × NR dimension.
In the case that all users would have to calculate their own digital combiner the
full channel matrix [H1,𝑖,H2,𝑖, . . . ,HNA,𝑖] would be needed with NANT × NR
dimensions, which would result in a longer training period.
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After determining the analog beamformers and receive combiners the trans-
mitter generates the effective channel matrixHeff in order to calculate the digital
precoder to eliminate the IUI

Heff=

⎡⎢⎣w
H
𝑎1,1H𝑎1,1f𝑎1,1 . . . wH

𝑎1,1H𝑎𝑈 ,1f𝑎𝑈 ,𝑈

...
. . .

...
wH

𝑎𝑈 ,𝑈H𝑎1,𝑈 f𝑎1,1 . . . wH
𝑎𝑈 ,𝑈H𝑎𝑈 ,𝑈 f𝑎𝑈 ,𝑈

⎤⎥⎦ . (4.38)

Finally, the precoding matrix P ∈ C𝑈×𝑈 for all users is determined as

P = [pT
𝑎1,1 . . .p

T
𝑎𝑈 ,𝑈 ]

T = 𝛽H†
eff, (4.39)

where p𝑎𝑖,𝑖 ∈ C1×𝑈 is the precoder of the 𝑖-th user when the 𝑎𝑖-th AA is chosen
based on the spatially-modulated bits. The average transmit power constraint
𝑃 is satisfied by the coefficient 𝛽

𝛽 = E

⎛⎜⎝⎯⎸⎸⎷ 𝑈

tr
(︁
H†

eff(H
†
eff)

H
)︁
⎞⎟⎠ , (4.40)

where the expectation is over channel realizations. Since the complex channel
coefficients are the key parameters for spatially-modulated bits an instantaneous
power constraint is not applicable for systems that employ the SM scheme [69].

Figure 4.10 depicts the performance improvement at a large-scale MU-MIMO
network when the HBFSM scheme is considered [72]. The performance of the
HBFSM scheme is compared with the conventional SM scheme for the MU
scenario [69]. In the considered conventional SM system each AA is dedicated
to a single user. The SM bits are mapped onto a single antenna at each AA
per user and the 𝑀-ary modulated symbol is transmitted through the selected
antenna. A ZF precoder with average power constraint is employed in order to
eliminate the IUI.

In the simulation setup an MU network is considered with 𝑈 = 2 users. It is
assumed that each user has NR = 1 receive antennas. 2 spatially-modulated bits
are transmitted per user per channel use by either of the considered schemes.
A system that employs conventional SM with only digital precoding at the BS
has N SM

T = 4 transmit antennas at each AA and the same number of AAs as
users NA = 𝑈 . In contrast, a system that employs the HBFSM scheme has
NA = 4 AAs consisting of NT = 8 and NT = 64 transmit antennas at each array,
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Figure 4.10: Uncoded BER performance comparison of the conventional SM and HBFSM
schemes (𝑈 = 2, NR = 1, 𝐵 = 8 with 4-QAM).

respectively. Therefore, the total number of bits transmitted through SM per
channel use by both schemes is log2 N

SM
T = log2 NA = 2. A mmWave channel

is adopted with 𝐶 = 10 scattering clusters. The cardinality of the codebook is
|ℱA| = 10 when the codebook in Definition 4.5 is considered. The phase shifter
resolution for the codebook ℱB is set to 𝐵 = 8 bits, hence the cardinality of the
codebook is |ℱB| = 256 when the codebook in Definition 4.6 is considered.

As shown in Figure 4.10, the error performance is better than in the conven-
tional SM scheme up to the high-SNR region although the HBFSM scheme has
an error floor when the codebook ℱB is utilized. When the codebook ℱA is
utilized, HBFSM outperforms conventional SM regardless the SNR value. An
AA consisting of only 8 transmit antennas already provides a 5 dB gain over the
conventional SM system. Since exploiting a larger number of antennas increases
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the beamforming gain and enables narrowing the beam, a 12 dB gain can be
enjoyed by utilizing AAs equipped with 64 transmit antennas. Although there
is an intersection point between HBFSM and conventional SM by increasing the
codebook size and number of transmit antennas at an array, the performance
of HBFSM can be further improved. Note that each AA is served by a single
RF chain. Hence, increasing the number of transmit antennas at an array does
not come with a high cost while significantly increasing the performance. The
simulation results show that the number of antennas at an array is one of the
key parameters that affects the performance. Because of the array gain, the
larger the number of transmit antennas the better the beam can be directed to
the intended user.

Since the phase shifters have a limited resolution there will be a performance
degradation caused by the quantization error. In the next section this quantiza-
tion error is studied and an analytical expression is derived.

4.2.3 Characterization of theQuantization Error

For large-scale AAs the right and left singular vectors of the channel are the
transmit and receive AA response vectors, respectively [91]. The optimization
problem is formulated to find the optimal analog beamformer for the channel
given in (4.25) by adopting the codebook in Definition 4.5

fA = argmax
fA,𝑛∈ℱA

||HfA,𝑛||2. (4.41)

fA,𝑛 is the 𝑛-th codeword from the codebook where 𝑛 ∈ {1, 2, . . . , 𝑁} with
𝑁 = 𝐶 being the number of scattering clusters of the channel and the total
number of codewords in the codebook. H ∈ CNR×NT is the channel matrix and
fA,𝑛 ∈ CNT×1 is the 𝑛-th codeword of the codebook ℱA. In order to achieve the
performance of the optimal beamformer infinite resolution phase shifters should
be implemented. Since this is not possible for practical systems beamsteering
codebooks with quantized angles are commonly considered [92]. However,
selecting the analog beamformer among beamsteering codebooks leads to a
quantization error. In the sequel, the quantization error between the codewords
among the codebooks ℱA and ℱB is derived.

4.9 Definition. Let f𝑎 and f𝑏 be the codewords belonging to the codebooks ℱA
and ℱB, respectively. The chordal distance between ℱA and ℱB is defined as

𝑑𝑐(f𝑎, f𝑏) = sin[𝜃(f𝑎, f𝑏)], (4.42)
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where 𝜃(f𝑎, f𝑏) = arccos |fH𝑎 f𝑏| is the principle angle.

By exploiting the chordal distance 𝑑𝑐 that is introduced in Definition 4.9,
the quantization error can be upper and lower bounded as in the following
proposition.

4.10 Proposition. Assume that fA and fB are the solution of the problem in (4.35)
for codebooks ℱA and ℱB, respectively. Let 𝑑𝑐 be the chordal distance between
input vectors then the quantization error can be characterized as

d𝑐,min ≤ max
fA∈𝐺(NT,1)

𝑑2𝑐(fA, fB) ≤ d𝑐,max, (4.43a)

d𝑐,min = 1− tr
(︀
fAfHAfB,𝑛f

H
B,𝑛

)︀
, (4.43b)

d𝑐,max = 2
− 𝐵

NT−1 . (4.43c)

Therein, 𝐺(NT, 1) is the Grassmann manifold which is defined as the set of all
lines in an NT-dimensional Euclidean space.

Proof. Let ℱB be a codebook with 𝐵 bits resolution phase shifters where the
codebook size is 𝑁 = 2𝐵 . Then, the problem in (4.35) can be reformulated as

fB = arg min
fB,𝑛∈ℱB

𝑑2𝑐(fA, fB,𝑛)

= arg min
fB,𝑛∈ℱB

1− tr
(︀
fAfHAfB,𝑛f

H
B,𝑛
)︀
,

(4.44)

where (4.44) is an example of a Grassmannian quantization on the Grassmann
manifold 𝐺(NT, 1) [93, 94, 95]. The codebook ℱB can be considered as a Grass-
mannian subspace sphere-packing codebook since the elements of ℱB are dis-
tributed over a sphere with radius ||fHB,𝑛fB,𝑛||2 = 1, for all 𝑛 ∈ {1, 2, . . . , 𝑁}.
The distance between the optimal beamformer and the selected beamformer
from the quantized codebook is defined as 𝑑𝑐(fA, fB). Based on a Grassmannian
subspace sphere-packing codebook the deterministic subspace quantization
distortion in (4.44) is defined by

d𝑐,min = 1− tr
(︀
fAfHAfB,𝑛f

H
B,𝑛
)︀
. (4.45)

Moreover, the maximum value of 𝑑2𝑐(fA, fB,𝑛) can be upper bounded by adopting
the result in [94, Theorem 4]

d𝑐,max = 𝑣
− 1

NT−1 2
− 𝐵

NT−1 . (4.46)
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As the result of the derivations by considering the specific case at hand, the
metric ball volume coefficient is 𝑣 = 1 as computed in Appendix A. Hence, the
upper bound of the quantization error becomes d𝑐,max = 2

− 𝐵
NT−1 . ■

4.11 Corollary. The quantization error in (4.43) vanishes asymptotically in 𝐵

since lim𝐵→∞ 2
− 𝐵

NT−1 = 0.

Figure 4.11: Uncoded BER performance of the HBFSM scheme for various codebook
sizes (𝑈 = 2, NA = 4, NT = 8, NR = 1 with 4-QAM).

In Figure 4.11 the uncoded BER performance of the system is depicted for
the cases that the analog beamformer vector is chosen among the transmit AA
response vectors ℱA and the beamsteering codebook ℱB [72]. The simulation
results indicate that the quantization error of the codebook ℱB leads to an error
floor for low codebook sizes. Since the digital combiner at the receiver side is
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generated by using the analog beamforming vector too, an erroneous beam-
forming vector cumulatively increases the resulting error probability. Contrary,
when the analog beamforming vector is chosen from codebook ℱA the perfor-
mance is better and there is no error floor in the system. Although the codebook
ℱA provides the optimal beamformer there is no phase shifter with infinite
resolution. Hence, the codebook ℱB with 𝐵-bit resolution would be utilized in
practical systems. When the resolution of the phase shifters is changed from
6 bits to 9 bits the performance is increased significantly. The performance of
the beamsteering codebook will eventually converge to the optimal beamformer
with increasing resolution.

4.2.4 Achievable Rate

Figure 4.12: Achievable rate approximation of the HBFSM scheme for a single user
(NA = 2, NT = 8,NR = 1 with BPSK).
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The mutual information between the transmitted symbol �̄�𝑖 and the post-
processed symbol 𝑦𝑖 of the 𝑖-th user is

𝐼(𝑦𝑖;𝑥𝑖) = ℎ(𝑦𝑖)− ℎ(𝑦𝑖|�̄�𝑖) , (4.47a)
= ℎ(𝑦𝑖)− ℎ(𝑧𝑖) . (4.47b)

�̄�𝑖 is the information-bearing symbol and (4.47b) holds due to the fact that �̄�𝑖

consists of𝑀-ary and spatially-modulated symbols where the SM part possesses
channel statistics as well and 𝑧𝑖 is the noise term after receive combining with
circularly symmetric complex Gaussian distribution 𝒞𝒩 (0, 𝜎2). There is no
closed-form solution for the differential entropy of a Gaussian mixture random
variable. An approximation is derived in Proposition 4.12.

4.12 Proposition. Bounds on the achievable rate �̃�𝑖 of the 𝑖-th user can be de-
rived for the post-processed symbol 𝑦𝑖 with Gaussian mixture distribution

ℎ𝑙(𝑦𝑖)− ℎ(𝑧𝑖) ≤ �̃�𝑖 ≤ ℎ𝑢(𝑦𝑖)− ℎ(𝑧𝑖), (4.48a)
ℎ𝑙(𝑦𝑖) = (𝛾 + 𝛼𝑁,𝑁 ′) log2 e+ log2 𝜎, (4.48b)
ℎ𝑢(𝑦𝑖) = (𝛾 + 𝛽𝑁,𝑁 ′) log2 e+ log2 𝜎, (4.48c)

ℎ(𝑧𝑖) = log2(𝜋e𝜎
2) . (4.48d)

Details on these bounds are given in Appendix B.2.

Proof. First, the PDF of the received signal is derived

𝑓𝑌𝑖
(𝑦𝑖) =

𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

𝑓𝑌𝑖
(𝑦𝑖|𝑎 = 𝑗, 𝑥 = 𝑥𝑚)Pr(𝑎 = 𝑗, 𝑥 = 𝑥𝑚) . (4.49)

Since the selection of the AA indices and 𝑀-ary symbols are independent
events the joint probability in (4.49) can be separated as

Pr(𝑎 = 𝑗, 𝑥 = 𝑥𝑚) = Pr(𝑎 = 𝑗)Pr(𝑥 = 𝑥𝑚) =
1

NA

1

𝑀
, (4.50)

where random variables 𝑎 and 𝑥 follow uniform distributions 𝒰(1,NA) and
𝒰(1,𝑀), respectively. For a given AA index the𝑀-ary symbol pair (𝑎 = 𝑗, 𝑥 =
𝑥𝑚), the randomness lies in the noise term that follows a complex Gaussian
distribution. Therefore, the PDF of the received signal 𝑦𝑖 is the composition of
the complex Gaussian PDFs with mean values (

√
𝑃𝑖wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚) where 𝑗 ∈
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{1, 2, . . . ,NA} and 𝑚 ∈ {1, 2, . . . ,𝑀}. The resulting PDF follows a Gaussian
mixture distribution

𝑓𝑌𝑖(𝑦𝑖) =
1

𝑀NA

𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

1

𝜋𝜎
exp

{︃
−
|𝑦𝑖 −

√
𝑃𝑖wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚|2

𝜎2

}︃
, (4.51)

whereH𝑗,𝑖, f𝑗,𝑖 andw𝑗,𝑖 are the channel matrix, analog beamformer and receive
combiner for the 𝑗, 𝑖 AA–user pair, respectively. Herein, 𝑥𝑚 denotes the 𝑚-th
symbol from the 𝑀-ary constellation diagram and 𝑃𝑖 is the transmit power of
the 𝑖-th user. By using the approximation derived for Gaussian mixtures in [96]
the differential entropy of 𝑦𝑖 follows as in (4.48). ■

Although the upper and lower bounds in (4.48) are tight they result in an
expression that is not tractable especially for the EE optimization problem that
is discussed in Section 4.2.5. Therefore, a looser upper bound is derived in
Proposition 4.13 which is more convenient as far as system optimization is
concerned.

4.13 Proposition. For all 𝑖 ∈ {1, 2, . . . , 𝑈} the achievable rate �̃�𝑖 of the 𝑖-th
user assuming discrete-symbol input is upper-bounded as

�̃�𝑖 ≤ log2 𝜋e

⎡⎣𝜎2 +
𝑃

𝑈𝑀𝑁𝐴

𝑀∑︁
𝑚=1

𝑁𝐴∑︁
𝑗=1

⃒⃒
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

⃒⃒2

− 𝑃

𝑈𝑀2𝑁2
𝐴

⎛⎝ 𝑀∑︁
𝑚=1

𝑁𝐴∑︁
𝑗=1

ℜ
{︀
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀⎞⎠2

− 𝑃

𝑈𝑀2𝑁2
𝐴

⎛⎝ 𝑀∑︁
𝑚=1

𝑁𝐴∑︁
𝑗=1

ℑ
{︀
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀⎞⎠2
⎤⎥⎦

− log2 𝜋e𝜎
2 = �̄�𝑖 , (4.52)

where �̄�𝑖 denotes the upper bound of the achievable rate of the 𝑖-th user.

Proof. See Appendix B.3. ■

Figure 4.12 depicts the achievable rate of the HBFSM scheme. In this figure
a BS with NA = 2 AAs consisting of NT = 8 transmit antennas is considered.
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A single-user network is assumed where the UT has a single receive antenna.
The BS transmits a binary phase shift keying (BPSK) symbol from the selected
AA based on the SM bits per channel use. The differential entropy of the post-
processed signal ℎ(𝑦) = −

∫︀∞
−∞ 𝑓𝑌 (𝑦) log 𝑓𝑌 (𝑦)𝑑𝑦 is computed by using the

numerical integration method. Then the achievable rate is calculated as

�̃� = ℎ(𝑦)− log2(𝜋e𝜎
2) . (4.53)

The lower bound (LB) and upper bound (UB) of the tight approximation are
computed by using (4.48) and the looser UB is computed by using (4.52). As
shown in Figure 4.12 the tight bounds of Proposition 4.12 are almost the same
as the exact achievable rate. However, the gap between the approximation by
Proposition 4.13 is getting larger with an increasing SNR. The reason is that this
approximation is derived by the principle of maximum differential entropy, i.e.,
the differential entropy of a random variable that follows a Gaussian distribu-
tion provides the maximum attainable differential entropy [97]. Therefore, the
differential entropy of a random variable with Gaussian mixture distribution
cannot exceed that of a random variable with Gaussian distribution with the
same variance value.

4.14 Remark. The bound in (4.52) achieves the best available trade-off between
accuracy and mathematical tractability. Indeed, as it will be corroborated later
in this section, it provides a higher accuracy than the bound from [71] that does
not account for the discrete nature of the modulation symbols. On the other
hand, the tight approximation in (4.48) is quite cumbersome and is not suitable
for optimization purposes.

4.2.5 Energy Efficiency Optimization

This section develops an optimization framework for bit-per-Joule EE maximiza-
tion in mmWave large-scale MIMO systems with the HBFSM scheme. The EE
maximization problem is formulated subject to maximum power constraints,
minimum and maximum number of active users, and minimum per-user rate
constraints. The optimization is carried out considering both the traditional
power consumption model that assumes a linear operation of the transmit ampli-
fier, as well as the scenario in which the non-linearity of the transmit amplifier
cannot be neglected, leading to a more realistic power consumption model.

The approximation by Proposition 4.13 is adopted as the achievable rate
expression of the HBFSM system which provides a tractable expression to solve



90 Chapter 4 Hybrid Beamforming with Spatial Modulation

the optimization problem. The right-hand-side of (4.52) can be expressed as

�̄�𝑖 = log2

(︂
1 +

𝑃

𝑈
𝑎𝑖

)︂
,

𝑎𝑖 =

𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

|𝑏𝑗,𝑚,𝑖|2

𝑀NA
−

⎛⎝ 𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

ℜ{𝑏𝑗,𝑚,𝑖}
𝑀NA

⎞⎠2

−

⎛⎝ 𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

ℑ{𝑏𝑗,𝑚,𝑖}
𝑀NA

⎞⎠2

,

𝑏𝑗,𝑚,𝑖 =
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

𝜎
. (4.54)

The variable 𝑎𝑖 is guaranteed to be non-negative. Indeed, defining the complex
number 𝑋𝑖 =

∑︀𝑀
𝑚=1

∑︀NA
𝑗=1 𝑏𝑗,𝑚,𝑖 and recalling that 𝑀NA ≥ 1 it holds that

𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

|𝑏𝑗,𝑚,𝑖|2−
1

𝑀NA

⎡⎢⎣
⎛⎝ 𝑀∑︁

𝑚=1

NA∑︁
𝑗=1

ℜ{𝑏𝑗,𝑚,𝑖}

⎞⎠2

+

⎛⎝ 𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

ℑ{𝑏𝑗,𝑚,𝑖}

⎞⎠2
⎤⎥⎦

≥ |𝑋𝑖|2 −ℜ{𝑋𝑖}2 −ℑ{𝑋𝑖}2 = 0 . (4.55)

Thus, the ergodic achievable sum-rate can be upper bounded as

𝑅𝑠 = E

(︃
𝑈∑︁
𝑖=1

�̄�𝑖

)︃
= 𝑈E

(︂
log2

(︂
1 +

𝑃

𝑈
𝑎𝑖

)︂)︂
, (4.56)

wherein it has been assumed that all {𝑎𝑖}𝑈𝑖=1 are identically distributed, mo-
tivated by the assumption of identical distribution of the fading channels ex-
perienced by the 𝑈 users. Therefore, the ergodic achievable sum-rate can be
expressed as 𝑅𝑠 = 𝑈𝑅, where 𝑅 is the ergodic achievable rate of any user.

Power Consumption Model

This section introduces the power consumption models for the EE maximization
problem. In particular, two different models will be considered for the total
power consumed for the DL transmission, namely

𝑃t(𝑈,𝑃 ) = 𝜂𝑃 + 𝑈Pc , (4.57)

𝑃t(𝑈,𝑃 ) = 𝜂nl𝑃
1/𝑛 + 𝑈𝑃c,nl . (4.58)
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Equation (4.57) represents the standard power consumption model which
accounts for the total power 𝑃 radiated by the BS to serve all users, with 𝜂 > 0
being related to the amplifier efficiency, plus the static hardware power Pc, that
is dissipated to operate the communication of a single user in the network. It
should be stressed that the expression of Pc could be further detailed to highlight
the dependence of Pc on the specifications of the particular hardware blocks
that are deployed at each network node, e.g., DACs, ADCs, filters, cooling
equipment. However, the specific components that contribute to the value of Pc
are inessential as far as the maximization of the EE with respect to 𝑃 and 𝑈 is
concerned. Indeed, the results that follow hold for any Pc > 0 assuming that Pc
does not depend on the optimization variables 𝑃 and 𝑈 .

The peculiar feature of the model in (4.57) is that it assumes a linear oper-
ation for the transmit amplifier. The model in (4.58) extends that in (4.57) by
accounting for the presence of non-linear terms at the output of the transmit
amplifier. As for the parameters 𝜂nl and 𝑃c,nl, they have the same interpretation
as in (4.57), but are denoted by different symbols because in general their values
will be different from those in (4.57). Nevertheless, it is still assumed that both
𝑃c,nl and 𝜂nl are non-negative numbers. The model in (4.58) has been previously
introduced in [98] and the special case 𝑛 = 2 has been treated in [99, 100].
However, none of these previous works has considered the model in (4.58) in
the context of EE maximization. This appears to be a challenging scenario due
to the fact that (4.58) is a non-convex function of the transmit power, which
complicates the direct use of fractional optimization methods.

In this context the system EE is defined for a given bandwidth 𝐵 as

EE = 𝐵
𝑈𝑅(𝑈,𝑃 )

𝑃t(𝑈,𝑃 )
, (4.59)

which is to be maximized by determining the optimal (𝑈,𝑃 ) by considering
the linear and non-linear power models, respectively. Section 4.2.5 addresses
the maximization of the system EE assuming the linear power model in (4.57)
and the case of the non-linear power model in (4.58). The motivation to treat
these two cases separately is explained later when the linear power model in
(4.57) enables a deeper analytical insight into the optimal resource allocation
structure.
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Energy Efficiency Optimization with the Linear Power Model

Assume that the power consumption model in (4.57) holds and that the goal is to
determine the optimal transmit power 𝑃 and number of users 𝑈 that maximize
the system EE. This problem is first formulated in the sequel, then the optimal
(𝑈,𝑃 ) is derived by studying the problems of optimal 𝑃 for fixed 𝑈 and the
optimal 𝑈 for fixed 𝑃 , respectively.

Problem Formulation. The problem of maximizing the EE of the considered
HBFSM system with respect to the transmit power 𝑃 and the number of users
𝑈 can be stated as the optimization program:

max
𝑈,𝑃

𝑈𝑅(𝑈,𝑃 )

𝑃 + 𝑈Pc
(4.60a)

s.t. 0 ≤ 𝑃 ≤ Pmax (4.60b)
𝑈 ∈ {Umin,Umin + 1, . . . ,Umax} (4.60c)
𝑅(𝑈,𝑃 ) ≥ Rmin , (4.60d)

wherein, without loss of generality, 𝜂 has been included in Pc, and the resulting
multiplicative constant 𝐵/𝜂 has been neglected since it is not essential for the
optimization of 𝑃 and 𝑈 . Constraint (4.60b) enforces the physical limitations
on the transmit power, constraint (4.60c) ensures that the number of active RF
chains/users is between a minimum desired value and the maximum feasible
value, while constraint (4.60d) sets a minimum quality of service (QoS) in terms
of per-user minimum acceptable achievable rate.

The challenge to solve problem (4.60) lies mainly in the presence of the integer
variable 𝑈 . This prevents the use of standard gradient-based methods, and
in its fractional nature, which makes the problem non-convex even in the
continuous variable 𝑃 . The available tools for the optimization of non-convex
fractional functions are able to operate with polynomial complexity. Then, the
numerator and denominator of the fraction to be maximized are concave and
convex functions in the optimization variables. All constraint functions are
convex [101]. Even allowing the initial integer variable 𝑈 to be continuous, the
joint concavity of 𝑈𝑅(𝑈,𝑃 ) with respect to (𝑈,𝑃 ) is still not clear.

In order to solve problem (4.60) the first step is to study the problem with
respect to one variable at a time, finding the optimal 𝑃 for any fixed 𝑈 and the
optimal integer 𝑈 for any fixed 𝑃 . Then, joint optimization of 𝑈 and 𝑃 will be
derived which is proved to be globally optimal solution of problem (4.60).
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Optimal𝑃 for Fixed𝑈 . If𝑈 is fixed constraint (4.60c) becomes a single-ratio
fractional problem, whose solution can be characterized in closed-form.

4.15 Proposition. For any given 𝑈 (4.60a) has a unique stationary point Ps and
there exists a unique power level Pmin such that (4.60d) is fulfilled with equality.
Problem (4.60) is feasible if and only if Pmin ≤ Pmax. In this case it admits the
unique solution

𝑃 * = max(Pmin,min(Pmax, Ps)) . (4.61)

Proof. The objective (4.60a) is non-negative. Moreover, the argument of the
statistical expectation at the numerator of (4.60a) tends to zero for 𝑃 → 0 while
it grows logarithmically for 𝑃 → ∞. Since this is true for every realization of
the random variable to be averaged we can conclude that the whole fraction
(4.60a) tends to zero for both 𝑃 → 0 and 𝑃 → ∞. Thus, for any given 𝑈 (4.60a)
has to have a finite global maximizer with respect to 𝑃 .

Next, it is observed that with respect to only 𝑃 the function𝑅(𝑈,𝑃 ) is strictly
concave, because the argument of the statistical expectation defining𝑅(𝑈,𝑃 ) is
strictly concave for any realization of the random variable that is averaged, and
because the statistical average is a linear operator, thus preserving the concavity
property of its argument. Therefore, with respect to 𝑃 constraint (4.60a) has a
strictly concave numerator and an affine denominator, thus being strictly pseudo-
concave. The strict pseudo-concavity of constraint (4.60a) coupled with the fact
that it admits a finite global maximizer implies that (4.60a) has only one station-
ary point Ps, which is also its global maximizer. Moreover, constraint (4.60a) is
increasing for 𝑃 ≤ Ps and decreasing for 𝑃 ≥ Ps.

Finally, for fixed 𝑈 the uniqueness of Pmin follows from the fact that 𝑅(𝑈,𝑃 )
is strictly increasing in 𝑃 and 𝑅(𝑈, 0) = 0. Thus, the equation 𝑅(𝑈,𝑃 ) = Rmin
has a unique solution with respect to 𝑃 , say Pmin. Therefore, problem (4.60) is
feasible if and only if Pmin ≤ Pmax, and in this case, putting together previous
arguments, (4.61) follows. ■

Optimal 𝑈 for Fixed 𝑃 . If 𝑃 is fixed constraint (4.60b) becomes an integer
fractional problem. Finding the optimal 𝑈 appears more challenging than
optimizing 𝑃 , since no low-complexity algorithm exists for non-linear, integer
problems, and exhaustive searches are typically used as solution methods, which
might be time consuming, especially for large Umax and low Umin. Instead, this
section determines the optimal integer 𝑈 in closed-form.
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4.16 Lemma. Consider the following function of real variables:

𝑔 : (𝑦, 𝑃 ) ∈ R+
0 × R+

0 → 𝑔(𝑦, 𝑃 ) = 𝑦𝑅(𝑦, 𝑃 ) . (4.62)

The function 𝑔 is jointly concave in 𝑦 and 𝑃 . Moreover, it is strictly increasing and
concave in 𝑦 for fixed 𝑃 .

Proof. The function 𝑔 can be seen to be the perspective of the strictly concave
function

𝑓(𝑃 ) = E(log2 (1 + 𝛼𝑃 )) . (4.63)

Then, the joint concavity of 𝑔 immediately follows from the fact that the per-
spective function preserves the concavity property [102, Chapter 3].

The second part of the Lemma 4.16 follows upon directly computing the first-
and second-order derivatives of 𝑔 with respect to 𝑦, namely

𝜕𝑔

𝜕𝑦
= E

(︂
log2

(︂
1 + 𝛼

𝑃

𝑦

)︂
− 𝛼𝑃/𝑦

1 + 𝛼𝑃/𝑦

)︂
(4.64)

𝜕2𝑔

𝜕𝑦2
= −E

(︂
𝛼2𝑃 2

(𝑦 + 𝛼𝑃 )2

)︂
, (4.65)

and observing that (4.64) is strictly positive1 and (4.65) is strictly negative, for
all values of parameter 𝑦 > 0. ■

4.17 Remark. It can be seen that the function 𝑔 considered in Lemma 4.16 is
formally equivalent to the rate function 𝑈𝑅(𝑈,𝑃 ) in problem (4.60) with the
difference that the first argument of the function takes value over the positive
real line instead of being an integer value. However, this does not imply any
relaxation to problem (4.60). The function 𝑔 has been introduced only because
it is instrumental in finding the optimal integer 𝑈 in problem (4.60). Indeed,
Proposition 4.18 shows how by exploiting the properties of the function 𝑔(𝑦, 𝑃 )
it is possible to derive the optimal integer 𝑈 that solves (4.60) for any fixed 𝑃 .

4.18 Proposition. For any given𝑃 the function 𝑓(𝑦) = 𝑔(𝑦, 𝑃 )/(𝑃+𝑦Pc) has a
unique maximizer ys, and there exists a unique value ymin such that 𝑔(ymin, 𝑃 ) =
Rmin. Then, the optimal integer 𝑈 for problem (4.60) is computed as

𝑈* = argmax
{⌈𝑦*⌉,⌊𝑦*⌋}

EE(𝑈,𝑃 ) , (4.66)

1Recall that (1 + 𝑡) log(1 + 𝑡) > 𝑡 holds for all 𝑡 > 0.
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with 𝑦* given by

𝑦* = max(max(Umin, ymin),min(Umax, ys)) . (4.67)

Before deriving the proof, it is useful to observe that Proposition 4.18 says
that for any given 𝑃 the optimal number of users 𝑈 is found by first computing
the continuous quantity in (4.67) and then checking which of the two integer
values ⌈𝑦*⌉ and ⌊𝑦*⌋ yields the larger value of the objective (4.60a).

Proof. The first step of the proof is to show that the function 𝑓 has a unique
maximizer and that the equation 𝑔(𝑦, 𝑃 ) = Rmin has a unique solution. Both
points follow exploiting Lemma 4.16 and by following similar steps as in the
proof of Proposition 4.15. Specifically, by virtue of Lemma 4.16 it follows that
𝑔(𝑦, 𝑃 ) is strictly concave in 𝑦, and thus 𝑓(𝑦) is a strictly pseudo-concave
function, being the ratio between a strictly concave function and an affine
function. Moreover, it is easy to see that 𝑓(𝑦) is non-negative and tends to zero
for both 𝑦 → 0 and 𝑦 → ∞. As a result, for any given 𝑃 , 𝑓(𝑦) is a unimodal
function which has a finite global maximizer ys. Moreover, 𝑓 is increasing for
𝑦 ≤ ys and decreasing for 𝑦 > ys. On the other hand, it is also easy to check that
𝑅(𝑦, 𝑃 ) is strictly decreasing for 𝑦 ≥ 0, and since lim𝑦→0𝑅(𝑦, 𝑃 ) = +∞ the
equation 𝑅(𝑦, 𝑃 ) = Rmin has a unique solution for any Rmin ≥ 0. From these
properties it follows that the maximizer of 𝑓(𝑦) over the set 𝑦 ∈ [Umin,Umax],
𝑅(𝑦, 𝑃 ) ≥ Rmin is given by (4.67).

At this point, the key step in the proof is to observe that for any fixed 𝑃
objective (4.60a) can be seen as the sampling of the function 𝑓(𝑦) with sampling
step 1. Then, since 𝑓(𝑦) is increasing for 𝑦 ≤ 𝑦𝑠 and decreasing for 𝑦 > 𝑦𝑠 it
must hold that

EE(⌊𝑦*⌋, 𝑃 ) ≥ EE(𝑈,𝑃 ) , (4.68)

for any 𝑈 ≤ 𝑦*, and

EE(⌈𝑦*⌉, 𝑃 ) ≥ EE(𝑈,𝑃 ) , (4.69)

for any 𝑈 ≥ 𝑦*. In other words, given the unimodality of the function 𝑓 and
its maximizer 𝑦* the optimal integer 𝑈 ∈ {Umin, . . . ,Umax} must be either the
lower or the upper integer of 𝑦*. Hence, (4.66) follows. ■

Before concluding this part, it should be stressed again that, although a
continuous version of (4.60a), i.e., 𝑓(𝑥), has been exploited in the proof of
Proposition 4.18, this entails no loss of optimality and the final solution in (4.66)
is the global optimal, integer solution of (4.60) with respect to 𝑈 .
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Joint Optimization of 𝑈 and 𝑃 . After optimizing the transmit power and
number of users separately, now the joint optimization of both 𝑈 and 𝑃 will be
derived.

To restate problem 4.60 the new variable 𝑧 = 𝑃/𝑈 is defined

max
𝑈,𝑧

E(log2(1 + 𝛼𝑧))

𝑧 + Pc
(4.70a)

s.t. 0 ≤ 𝑧 ≤ Pmax

𝑈
(4.70b)

𝑈 ∈ {Umin,Umin + 1, . . . ,Umax} (4.70c)
E(log2(1 + 𝛼𝑧)) ≥ Rmin . (4.70d)

Inspecting (4.70), the following remarks can be made.

4.19 Remark. The objective (4.70a) depends only on 𝑧, and is formally equiva-
lent to the objective (4.60a) regarded only as a function of the transmit power
𝑃 . As a consequence, the same arguments used in Proposition 4.15 can be used
to show that (4.70a) is a unimodal function with a unique stationary point zs,
which coincides with the function global maximizer. Thus, zs can be found as
the unique solution of the equation

𝜕

𝜕𝑧

(︂
E(log2(1 + 𝛼𝑧))

𝑧 + Pc

)︂
= 0 . (4.71)

4.20 Remark. Similarly, the constraint function in (4.70d) depends only on 𝑧
and is formally equivalent to (4.60d) regarded only as a function of the transmit
power 𝑃 . Thus, there exists a unique value zmin such that

E(log2(1 + 𝛼zmin)) = Rmin . (4.72)

According to Remark 4.19 and Remark 4.20 for any given 𝑈 problem (4.70)
has a unique optimal solution 𝑧* given by:

𝑧* = max(zmin,min(𝑧𝑠, Pmax/𝑈)) . (4.73)

Since 𝑧 = 𝑃/𝑈 the optimal 𝑃 * for any given 𝑈 is computed in closed form as

𝑃 *
𝑈 = max(𝑈zmin,min(𝑈zs, Pmax)) . (4.74)

A first important observation that follows from (4.74) is that the quantities
zmin and 𝑧𝑠 do not depend on 𝑈 , being the unique stationary point of (4.70a)
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and the unique value such that (4.70d) is fulfilled with equality. This implies
that (4.70) can be efficiently solved by simply computing (4.74) for any 𝑈 ∈
{Umin, . . . ,Umax} and then selecting the best pair (𝑈,𝑃 *

𝑈 ). A procedure to
globally solve (4.70) can be formulated as in Algorithm 3.

Algorithm 3: Global optimization of (𝑈,𝑃 ) with power model (4.57)
1: Compute zs by solving (4.71);
2: Compute zmin by solving (4.72);
3: Compute 𝑃 *

Umin
as in (4.74);

4: EEUmin = EE(Umin, 𝑃
*
Umin

);
5: (̃︀𝑈, ̃︀𝑃 ) = (Umin, 𝑃

*
Umin

);
6: for 𝑈 = Umin + 1:Umax do
7: Compute 𝑃 *

𝑈 as in (4.74);
8: EE𝑈 = EE(𝑈,𝑃 *

𝑈 );
9: if EE𝑈 > EE𝑈−1 then

10: (̃︀𝑈, ̃︀𝑃 ) = (𝑈,𝑃 *
𝑈 );

11: end if
12: end for

It is to be stressed again that, although Algorithm 3 involves searching over
all user set 𝑈 ∈ {Umin, . . . ,Umax}, its complexity is extremely limited since zmin
and zs are to be computed only once before the loop over 𝑈 starts. Once they
are available, computing (4.74) is straightforward for any 𝑈 since it requires
only simple algebraic operations.

Finally, note that problem (4.60) might have more than one solution because
(4.60a) depends only on the variable 𝑧 and there might exist two (or more)
feasible pairs, say (𝑈1, 𝑃

*
𝑈1
) and (𝑈2, 𝑃

*
𝑈2
), such that

zs =
𝑃 *
𝑈1

𝑈1
=

𝑃 *
𝑈2

𝑈2
. (4.75)

Energy Efficiency Optimization with the Non-linear Power Model

Assume the power consumption model in (4.58) holds and that again the goal
is to determine the optimal transmit power 𝑃 and number of users 𝑈 that
maximize the system EE. This problem is first formulated in the sequel, then the
optimal pair (𝑈,𝑃 ) is determined.
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Problem Formulation. Including the parameter 𝜂nl into 𝑃c,nl and neglecting
the resulting constant term 𝐵/𝜂nl the EE maximization problem is formulated
with the non-linear power model as

max
𝑈,𝑃

𝑈E
(︀
log2(1 +

𝑃𝛼
𝑈 )
)︀

𝑃 1/𝑛 + 𝑈𝑃c,nl
(4.76a)

s.t. 0 ≤ 𝑃 ≤ Pmax (4.76b)
𝑈 ∈ {Umin,Umin + 1, . . . ,Umax} (4.76c)

E
(︂
log2

(︂
1 +

𝑃𝛼

𝑈

)︂)︂
≥ Rmin . (4.76d)

To begin with, the optimal 𝑈 for fixed 𝑃 can be determined by the same
method described in Section 4.2.5 since the denominator of the EE is still linear
in 𝑈 . Instead, the optimization of the transmit power 𝑃 is more challenging
because, unlike the case considered in Section 4.2.5, the power consumption
model is a non-convex function of 𝑃 for 𝑛 > 1. Thus, even if the numerator
of (4.76a) can be proved to be concave following the same argument as in
Section 4.2.5, this is not sufficient to conclude that (4.76a) is a pseudo-concave
function in 𝑃 . The remainder of this section is intended to overcome this
challenge.

Optimal 𝑃 for Fixed 𝑈 Assume 𝑈 is fixed in (4.76). Then, applying the
change of variable 𝑥 = 𝑃 1/𝑛 allows reformulating (4.76) as follows

max
𝑥

E
(︀
𝑈 log2

(︀
1 + 𝑥𝑛𝛼

𝑈

)︀)︀
𝑥+ 𝑈𝑃c,nl

(4.77a)

s.t. 0 ≤ 𝑥 ≤ P1/𝑛
max (4.77b)

E
(︂
log2

(︂
1 +

𝑥𝑛𝛼

𝑈

)︂)︂
≥ Rmin . (4.77c)

As it will be described next, this variable change makes it possible to prove
a similar result for problem (4.77) as in Proposition 4.15, even though it is not
possible to directly follow the same argument as in Proposition 4.15, since the
numerator of (4.77a) is not concave in 𝑥, which prevents directly concluding
that (4.77a) is a pseudo-concave function. Nevertheless, the pseudo-concavity
of (4.77a) can still be proved as shown next.
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4.21 Definition. A function 𝑓 : R+ → R+ is called (strictly) S-shaped if there
exists a point 𝑥0 such that 𝑓 is (strictly) convex for 0 < 𝑥 < 𝑥0 and (strictly)
concave for 𝑥 > 𝑥0.

Next, the pseudo-concavity of (4.77) is proved.

4.22 Lemma. The objective (4.77a) is a strictly pseudo-concave function in 𝑥.

Proof. The first step of the proof is to show that the numerator of (4.77a) is an
S-shaped function. Upon defining for convenience ℎ = 𝛼/𝑈 , it is shown that
the second derivative of the numerator of (4.77a) has a unique zero given by

E(ℎ) (𝑛− 1) + E
(︀
ℎ2
)︀
(𝑛− 1)𝑥𝑛

0 = E
(︀
ℎ2
)︀
𝑛𝑥𝑛

0(︂
(𝑛− 1)E(ℎ)

E(ℎ2)

)︂1/𝑛

= 𝑥0

E
(︀
ℎ2
)︀
𝑛𝑥𝑛

0 ⇔ 𝑥0 . (4.78)

Moreover, it is easy to verify that the second derivative of the numerator of
(4.77a) is strictly positive for 𝑥 < 𝑥0 and strictly negative for 𝑥 > 𝑥0 and thus
Definition 4.21 is fulfilled.

At this point, the pseudo-concavity of (4.77) is shown by considering sepa-
rately the intervals 𝑥 > 𝑥0 and 𝑥 < 𝑥0, proving that (4.77a) is strictly pseudo-
concave in both intervals. This, in turn, implies Lemma 4.22 since (4.77a) is also
differentiable in 𝑥0.

For 𝑥 > 𝑥0 (4.77a) is the ratio between a strictly concave function and an
affine function, and thus it is pseudo-concave.

For 0 < 𝑥 < 𝑥0 it is proven that (4.77a) is a strictly increasing function, which
implies the pseudo-concavity property. Computing the first derivative of (4.77a)
shows that it is positive if

E
(︂

𝑛ℎ𝑥𝑛

1 + ℎ𝑥𝑛
− log2(1 + ℎ𝑥𝑛)

)︂
⏟  ⏞  

𝑔1(𝑥)

+E
(︂
𝑛𝑈𝑃c,nl𝑥

𝑛−1

1 + ℎ𝑥𝑛

)︂
⏟  ⏞  

𝑔2(𝑥)

> 0 . (4.79)

It is first noticed that 𝑔2 is always positive for 𝑥 > 0. As for 𝑔1, when defining
𝑓(𝑥) = E(log2(1 + ℎ𝑥𝑛)) it is observed that it can be written as

𝑔1(𝑥) = −𝑓(𝑥) + 𝑥
𝑑𝑓(𝑥)

𝑑𝑥
. (4.80)
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At this point recall that in the range 0 < 𝑥 < 𝑥0 the numerator of (4.77a) is
convex and so will be 𝑓(𝑥). As a result, 𝑔1(𝑥) ≥ 0 directly follows from the
first-order condition for the convexity of a function. ■

After showing the above results, it is finally possible to employ the same argu-
ments as in Proposition 4.15 to derive the solution of problem (4.77). Specifically,
the following result holds.

4.23 Proposition. For any given 𝑈 (4.77a) has a unique stationary point xs
and there exists a unique xmin such that (4.77c) is fulfilled with equality. Prob-
lem (4.77a) is feasible if and only if xmin ≤ P1/𝑛

max and in this case it admits the
unique solution

𝑥* = max(xmin,min(P1/𝑛
max , xs)) . (4.81)

Proof. By virtue of Lemma 4.22, it holds that (4.77a) has a unique stationary point
xs. Moreover, it is easy to see that for any 𝑛 ≥ 1 (4.77c) is strictly increasing in
𝑥 ≥ 0 and thus there will be a unique xmin such that

E
(︂
𝑈 log2

(︂
1 +

x𝑛min𝛼

𝑈

)︂)︂
= Rmin . (4.82)

Then, the rest of the proof follows by a similar argument as in Proposition 4.15.
■

Thus, based on (4.81), the optimal transmit power is obtained as:

𝑃 * =
(︁
max

(︁
xmin,min

(︁
P1/𝑛
max , xs

)︁)︁)︁𝑛
. (4.83)

Joint Optimization of 𝑈 and 𝑃 . In order to jointly optimize the pair (𝑈,𝑃 ),
an important difference with respect to the case in which a linear power model
is used needs to be highlighted. Specifically, as discussed in Section 4.2.5, using a
linear power model leads to problem (4.70) for which the stationary point of the
objective function zs, and the point zmin that fulfilled the QoS constraint with
equality did not depend on the number of users 𝑈 . This allowed us to develop
Algorithm 3 in which zs and zmin has to be computed just once. Instead, due to
the more involved mathematical structure of (4.83) the quantities xs and xmin in
(4.74) depend on the number of users 𝑈 and thus, they need to be computed for
each value of 𝑈 . This leads to the resource allocation in Algorithm 4.
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Algorithm 4: Global optimization of (𝑈,𝑃 ) with power model (4.58)
1: for 𝑈 = Umin : Umax do
2: Compute xs as the unique stationary point of (4.77a);
3: Compute xmin as the unique solution of (4.82);
4: Compute 𝑃 * as in (4.83);
5: EE𝑈 = EE(𝑈,𝑃 *);
6: if EE𝑈 > EE𝑈−1 then
7: (̃︀𝑈, ̃︀𝑃 ) = (𝑈,𝑃 *);
8: end if
9: end for

4.24 Remark. It should be stressed that, even though Algorithm 4 involves
computing xs and xmin for all possible values of 𝑈 , the resulting computational
complexity is still affordable. Indeed, the maximum number of users Umax that
can be served typically does not reach unmanageably large numbers and, more
importantly, the optimal pair (𝑈,𝑃 ) does not depend on the instantaneous
channel gains but only on the channel statistics. Thus, the optimal pair (𝑈,𝑃 )
needs to be updated following the slow-fading channel variations. Finally, the
exhaustive search is only over 𝑈 , whereas for each 𝑈 ∈ {Umin, . . . ,Umax} the
corresponding optimal power can be easily computed by means of (4.83).

Next, the performances of the proposed algorithms are unveiled in mmWave
large-scale MIMO systems. First, the performances of Algorithm 3 and Algo-
rithm 4 are studied in Figure 4.13 and Figure 4.14 under various QoS constraints
for the MU MIMO DL with SM [76]. Both algorithms are developed in order
to globally optimize the total transmit power and the number of users (𝑈,𝑃 ).
In order to solve the optimization program the upper bound of the ergodic
achievable sum-rate developed in (4.56) is considered. For the simulations 5000
independent channel realizations are generated following the geometry-based
channel model with 𝐶 = 10 scattering clusters and a bandwidth 𝑊 = 1MHz.
The number of AAs at the BS is chosen as NA = 2 with NT = 8 and NT = 64
transmit antennas in order to observe the effect of the number of antennas
on the system performance. It is assumed that all mobile users are equipped
with a single antenna. Therefore, only digital combining is employed at the
receiver side while hybrid beamforming is performed at the transmitter side. In
Figure 4.13, the achieved EE is reported by jointly allocating the transmit power
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Figure 4.13: Energy efficiency maximization of the HBFSM scheme considering Algo-
rithm 3 (NA = 2, NR = 1, Pc = 1Watt, Umin = 2, Umax = 10 with BPSK).

𝑃 and the number of active RF chains (users) 𝑈 according to Algorithm 3 which
is developed by considering a standard power consumption model. Figure 4.14
depicts the performance of the system according to Algorithm 4 considering
the power consumption model that accounts also for the non-linearity of the
power amplifier with 𝑛 = 2. Moreover, various QoS requirements are enforced
in order to serve the user with the minimum rate Rmin = QoSRmax where Rmax
is the maximum achievable ergodic rate, which is achieved by setting 𝑃 = Pmax
and 𝑈 = Umax.

Figure 4.13 and Figure 4.14 show that increasing the number of total trans-
mit antennas NT results in better performance for both algorithms. Since the
wavelength of the signal is short enough to design and pack a large number of
antennas in a small space it is possible to deploy large AAs in a confined space
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Figure 4.14: Energy efficiency maximization of the HBFSM scheme considering Algo-
rithm 4 (NA = 2, NR = 1, Pc = 1Watt, Umin = 2, Umax = 10 with BPSK).

at the BS to enjoy higher beamforming gains. Thus, the transmitted beams can
be directed to the intended user more precisely, which results in less IUI and
more robust communication. When there is no minimum rate requirement, EE
increases up to the optimal point with (𝑈*, 𝑃 *) and remains constant when
increasing the transmit power budget. In contrast, the numerical results verify
that when the QoS constraint is enforced EE drops if the transmit power budget
is further increased, due to the fact that the transmit power needs to be increased
beyond the EE-maximizing power level in order to fulfill the QoS requirement.
As the power budget increases Rmax increases as well and eventually the opti-
mum power that satisfies the rate requirement becomes the maximum power
𝑃 * = Pmax. This result also confirms that the EE is not monotonically increasing
in 𝑈 and 𝑃 , admitting in general a maximizer (𝑈* ̸= Umax, 𝑃

* ̸= Pmax).
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Figure 4.15: Mean-square error of the energy efficiency of the HBFSM scheme with
ergodic rate upper bound.

Next, the accuracy of the proposed upper-bound of the ergodic achievable
sum-rate is studied in terms of the EE value. Specifically, Figure 4.15 considers
NA = 2, NT = 8, and shows the mean square error (MSE) between the EENI
obtained using the true ergodic achievable rate value, computed by numerical
integration, and the EE obtained using [76]:
• the proposed bound in (4.56), labeled as EEUB1

,
• the bound proposed in [71], labeled as EEUB2

, which is the only other bound
available in the literature that is suitable for optimization purposes.

The results show that the newly proposed bound achieves a lower MSE, thus
being more accurate than that from [71] and motivating its use for an energy-
efficient system design.

Moreover, Figure 4.16 compares the performances of two schemes given in
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Figure 4.16: Energy efficiency comparison of the HBFSM and HBF schemes.

Section 4.2 and its counterpart without SM in Appendix C, respectively [76].
Both schemes employ hybrid beamforming that grants low power consumption
compared to the fully digital systems. This is due to the fact that the number
of RF chains is lower than the number of antennas. The numerical integration
method is adopted in order to compare the HBF with and without SM introduced
in Section 4.2 and Appendix C, respectively. The EE performance of the two
schemes is compared in Figure 4.16 where the rate of a single user is computed
by numerical integration over 5000 channel realizations. Throughout the simula-
tions a BS with 16 transmit antennas is considered. As for the HBFSM case, the
available transmit antennas are divided into two groups to form NA = 2 AAs
in order to employ SM. Therefore, only NT = 8 transmit antennas are used to
perform beamforming. On the contrary, all NT = 16 antennas are active in the
HBF system to transmit 𝑀-ary modulated symbols. Although the achievable
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rate is only log2𝑀 in the HBF case the fact that the number of active anten-
nas to perform beamforming is doubled results in better performance in the
low-SNR range due to the beamforming gain when the static hardware power
dissipation is Pc = 1Watt, as depicted in Figure 4.16. When the static hardware
power dissipation is low enough the optimum number of users and the trans-
mit power pair (𝑈*, 𝑃 *) is lower than the values that achieve the maximum
rate. Finally, the EE of the two schemes converge to the global optimum with
increased transmit power budget. In addition, the performance gap between
HBF with and without SM schemes becomes smaller when the static hardware
power dissipation is increased to Pc = 10Watt. The system model detailed in
Section 4.2 features the SM scheme that allows transmitting spatially-modulated
bits mapped onto the AA index. The spatially-modulated bits are transmitted
inherently with the knowledge of the activated AA to transmit 𝑀-ary modu-
lation symbol to the targeted user. When the user detects the AA index of the
transmission the spatially-modulated bits are also detected. As a result, the
radiated power is consumed only to transmit the 𝑀-ary modulated bits while
the spatially-modulated bits are transmitted as well. Compared to HBF systems
HBFSM offers a larger SE with the same transmit power consumption. Since
the optimum number of users and the transmit power pair (𝑈*, 𝑃 *) is high
enough to achieve the maximum rate log2 NA + log2𝑀 the HBFSM scheme
outperforms the HBF scheme as observed in Figure 4.16. These results show, a
larger static hardware power dissipation Pc results in a larger optimal transmit
power 𝑃 *. Therefore, the system operates in the SNR region that results in the
maximum achievable rate.

4.3 Summary

This chapter addressed the problem of designing a spectrum- and energy-efficient
transceiver that operates in mmWave bands. First, an UT architecture was
designed that employs analog beamforming together with SM. The system
comprises two stages: a switching stage that intelligently allocates the UT
antennas on the phase shifter groups to minimize the spatial correlation and
a phase shifting stage that maximizes the beamforming gain to combat the
path-loss. A computationally efficient optimization algorithm was developed to
configure the system. The flexibility of the architecture enables optimization
of the hybrid transceiver at any SNR region. Only one group of phase shifters
is activated to attain a high beamforming gain at the low-SNR region, while
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the number of groups increases at the high-SNR region. This also increases
the spatial rate since SM bits are mapped onto the AA indices. Moreover, the
number of phase shifters per group decreases at a high-SNR region as optimizing
the EE implies reducing the total number of phase shifters. The performance
of the developed system model has been evaluated under a stochastic and a
deterministic channel model. Extensive simulation results have shown that the
considered stochastic channel model is accurate when the number of clusters is
chosen to emulate the poor scattering nature of mmWave bands.

Furthermore, a transceiver design was developed that employs hybrid beam-
forming together with SM. The analog beamformer was designed to focus the
transmitted beam only into the direction of the intended UT so that the transmit
power per user is focused only for the communication with that user. The analog
beamformer is chosen to transmit the conventionally modulated signal based
on the spatially-modulated bits. Moreover, the digital precoder was designed
to eliminate the IUI by exploiting ZF technique. Each user employs digital
combining that matches with the activated AA and nulls out the remaining
directions which enables to detect the SM bits. The system model was devel-
oped to calculate hybrid beamformers and the digital combiners at the BS. Only
the digital combiners of each AA–user pair are fed back to the related UTs
during the DL training phase, thus a low complexity user architecture is suf-
ficient to achieve higher performance. Moreover, for an analog beamformer
the effect of the codebook selection on the performance has been studied and
corroborated that increasing the codebook size enables to achieve optimum
performance. Then, an approximation for the achievable rate considering a
finite input alphabet has been derived which is then utilized to optimize the EE
of the developed system model. An optimization framework was developed for
the EE of the system to jointly optimize the total transmit power and the number
of served users. It has been corroborated with extensive simulation results that
the developed optimization algorithm achieves the global optimum. Moreover,
the proposed transceiver architecture provides a more energy-efficient system
model compared to the HBF systems without SM.





Chapter 5

Conclusion and Outlook

5.1 Conclusion

This thesis addressed the problem of designing a spectrum- and energy-efficient
system by exploiting IM techniques. The number of devices in wireless com-
munication networks is ever-growing. Recent developments in the technology
result in a heterogeneous network architecture that comprises not only mobile
terminals but also IoT, autonomous cars, etc. While the network gets perpetually
more crowded, the concern on the power consumption has risen significantly
as well. As discussed throughout this thesis, IM techniques enable activating
already existing features of the system as a resource that can convey information.
This new source of information is exploited without additional transmit power
dissipation.

By realizing the possible virtues, the IM technique was first exploited for
the OFDM system. An MU wireless communication network that employs a
OFDM-IM system was designed in which the IM technique was utilized on the
subcarriers of the multicarrier system. In this respect, only the predefined num-
ber of subcarriers is activated to carry the conventionally modulated symbols
where the subcarrier activation pattern conveys the part of information without
power consumption. A similar procedure was employed in a GFDM system to
exploit the advantages brought by IM techniques. In this case, the subcarriers
that belong to a subsymbol are utilized to carry the bilateral information.

Since an MU network was considered where multiple UTs communicate with
the BS at the same time and in the same frequency resources, mitigating IUI
has the utmost importance. Therefore, linear MMSE precoders and combiners
were designed to already pre-process the signal at the BS side to enable a
low complexity UT design. The detection of the subcarrier activation pattern is
crucial to be able to further decode the conventionallymodulated symbols carried
by the active subcarriers. Thus, a low complexity decoder was designed to detect
the subcarrier activation pattern by sensing the received power, then proceeding
to decode the conventionally modulated symbols on the estimated subcarriers.
The performance of the developed OFDM-IM and GFDM-IM system models

109
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was corroborated by extensive simulations and established that exploiting IM
techniques improves the resulting system performance. Moreover, the developed
OFDM-IM and GFDM-IM system models provide flexibility that can be adjusted
to the network requirements. The number of groups, the number of available
subcarriers, and the number of active subcarriers can be configured in order to
improve the SE, EE, PAPR, and error performance.

Next, an energy-efficient UT architecture that operates in the mmWave chan-
nel environment was developed. As it was elaborated, large-scale MIMO systems
are one of the technologies that will be deployed in future networks. Especially
for the systems that exploit the empty spectrum in high frequencies, terminals
with many antennas will be utilized to cope with the high path-loss of mmWave
channels. Since the UTs are portable devices that have space limitations and
battery life constraints, EE is one of the fundamental requirements in the system
design. Thus, a UT was developed that comprises a low number of bulky and
high-power-consuming hardware elements, e.g., RF chain, DAC, and PA, while
utilizing more simple and low-energy-consuming elements such as antennas,
switches, and phase shifters. An algorithm was developed that configures the
hardware architecture considering the channel statistics to maximize the EE
subject to the SE of the UT. This has led to devising a transmission scheme that
exploits the antennas that have the least correlated channels to form the AAs.
Moreover, spatially modulated bits are mapped onto the indices of AAs that
are utilized to transmit conventionally modulated bits by employing analog
beamforming. Although the UT is equipped with a single RF chain that enables
transmitting a single data stream, more information bits are transmitted without
consuming transmit power by the SM scheme to satisfy the SE requirement
as well. The performance of the developed system model was compared with
the performance of a UT that exploits SM without analog beamforming. The
results have shown that utilizing analog beamforming improves the system per-
formance and reinforces the system against the disadvantages of the mmWave
channels.

As it has been corroborated in the literature, fully digital signal processing
achieves optimum performance. However, scaling up the number of antennas to
combat the poor scattering environment of the mmWave bands prevents from
employing a large number of hardware elements due to the power consumption
constraints. Although BSs have more resources at their disposal, measures
should be taken to keep the power consumption in the required level to satisfy
the EE demands. Hence, a BS architecture that exploits hybrid beamforming
techniques was developed. The designed system model allows transmitting
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multiple streams at the same time and in the same frequency resources of the
subscribers of the network. The designed BS selects the AA to transmit the
conventionally modulated symbol according to the SM part of the information
bits. The design of a low complexity system model with the hybrid beamformer
at the BS and the digital combiner at the UT has not been straightforward
to tackle with the IUI and the detection of the SM bits. Hence, the digital
signal processing was designed by taking into account the channel, interference
of the users, and SM scheme by exploiting ZF methods. Moreover, analog
beamformers have been designed to enable transmitting multiple streams from
an AA and directing the beam to the intended user which also helps to reduce
the interference. The performance improvement of the developed system model
was corroborated by numerically comparing it with a system that employs only
digital signal processing. Next, an optimization framework for EE maximization
for the proposed system model was developed. Algorithms were designed to
optimize the transmit power and the number of active RF chains (users), subject
to maximum power constraints, maximum and minimum number of UTs to
serve, and minimum achievable rate guarantee. The optimization was carried
out considering both the standard linear power consumption model, as well as
the case in which the transmit amplifier operates in the non-linear region. Both
algorithms enjoy global optimality and require an affordable computational
complexity. Moreover, it was shown that superior energy-efficient performance
can be obtained by employing SM with hybrid beamforming.

5.2 Outlook

This thesis developed various system models to meet the EE and SE demands of
future wireless networks. Each and every considered scenario brings its own
challenges to the system design. Therefore, each system model was handled
separately to address the challenges and to develop a low-complexity system
model.

First, multicarrier systems that exploit IM technique have been designed
considering low frequencies. As there is a large available spectrum in mmWave
bands, there has been research on the hybrid beamforming techniques for
multicarrier systems. Hence, the developed OFDM-IM and GFDM-IM systems
can be further studied to combine them with hybrid beamforming techniques
and to operate in mmWave bands. Since the antennas that are located close to
each other suffer more from spatial correlation in mmWave bands compared
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to the lower frequency bands, the number of subcarriers that will be activated
during the data transmission can be optimized considering the channel statistics.

In the design of the low-power-consuming UT that operates at high frequen-
cies, a fully digital BS has been assumed. As it has been elaborated, power
consumption at the BS should be taken into account as a design parameter
since the number of UTs to be served is ever-increasing. Hence, the design of
a transceiver for the UL transmission phase in which the BS employs hybrid
beamforming to process the received signal is an interesting research direction.

Furthermore, the developed transceiver architecture for an MU network that
operates in mmWave bands has been shown to improve the performance in com-
parison to existing works. In this system design, AAs were grouped in a linear
manner without considering the channel quality. When the communication in
mmWave bands is considered, it is highly possible that the antennas which are
located in the close proximity result in having spatially correlated channels. As
done for the UL transmission phase, a grouping algorithm can be developed to
form the AAs with the antennas that have the least correlated channels among
each other. It can be already foreseen that this will be a challenging task since
each UT’s channel is diversified. For the developed system model, the UTs
were assumed to have fully digital architectures. In order to reduce the power
consumption of the hardware circuitry and enjoy the array gain at the receiver
side as well, UTs with hybrid architecture can be designed.

In addition, the design of a generic system model with all aforementioned
features is indeed an attractive research topic. A hybrid MU transceiver that can
operate in wideband mmWave channels with high performance and which ex-
ploits IM techniques both on the indices of subcarriers and AAs would be useful
in various scenarios. The resulting system model could be configured according
to the system requirements possibly in cooperation with SDN technology.



Appendix A

Quantization Error Derivations

In the sequel, the metric ball volume coefficient 𝑣 in (4.46) is computed for the
developed system parameters. Let ℱA ∈ 𝐺(NT, 𝑎) and ℱB ∈ 𝐺(NT, 𝑏) be the
Grassmann manifold which lies on NT-dimensional Euclidean space on 𝑎- and
𝑏-dimensional planes, respectively. Then the volume formula for a metric ball
in the Grassmann manifold is [93]

𝑣 =

⎧⎪⎪⎨⎪⎪⎩
1

Γ(𝑎(NT−𝑏)+1)

NT−𝑏∏︀
𝑖=1

Γ(NT−𝑖+1)
Γ(NT−𝑎−𝑖+1) if NT ≤ 𝑎+ 𝑏,

1
Γ(𝑎(NT−𝑏)+1)

𝑎∏︀
𝑖=1

Γ(NT−𝑖+1)
Γ(𝑏−𝑖+1) if NT ≥ 𝑎+ 𝑏.

(A.1)

For the considered scenario, the codebooks ℱA and ℱB lie on 1-dimensional
plane since the codewords f have the dimension NT × 1. This degrades the
problem in the following form

𝑣 =

⎧⎪⎪⎨⎪⎪⎩
1

Γ((NT−1)+1)

NT−1∏︀
𝑖=1

Γ(NT−𝑖+1)
Γ(NT−1−𝑖+1) if NT ≤ 2,

1
Γ((NT−1)+1)

1∏︀
𝑖=1

Γ(NT−𝑖+1)
Γ(1−𝑖+1) if NT ≥ 2.

(A.2)

Since the Γ function is defined as Γ(𝑁) = (𝑁 − 1)! the two cases become the
following after the manipulations

𝑣 =

⎧⎨⎩ 1
Γ(NT)

NT−1∏︀
𝑖=1

(NT − 𝑖) if NT ≤ 2,

1 if NT ≥ 2.

(A.3)

The derivation of the metric ball volume can be further manipulated since the
first case of (A.3) has only NT = 1 different form the second case. In that case,
the lower limit of the product operator is larger than the upper limit. There
is no integer 𝑖 that satisfies the condition 1 ≤ 𝑖 ≤ NT − 1 = 0, thus this is
an empty product. In order to make sure that associativity laws are respected,
empty products are defined to be equal to 1. Hence the metric ball volume is
𝑣 = 1 for all values of NT > 0.
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Appendix B

On the Achievable Rate of Gaussian Mixtures

B.1 The Conditional Density Function

By exploiting information theoretical methods, the conditional density function
of the random variable in (4.17) can be derived as follows

ℎ
(︁
𝑦𝑘
⃒⃒
𝑦𝑘−1, . . . , 𝑦1, t

(1:𝑘)
j

)︁
(𝑎)
= ℎ

(︁
𝑦1, . . . , 𝑦𝑘

⃒⃒
t(1:𝑘)j

)︁
− ℎ
(︁
𝑦1, . . . , 𝑦𝑘−1

⃒⃒
t(1:𝑘)j

)︁
(𝑏)
= log2 𝜋e

⃒⃒⃒
𝛼𝑃 t(1:𝑘)j t(1:𝑘)

𝐻

j + R(1:𝑘,1:𝑘)
nn

⃒⃒⃒
⃒⃒⃒
𝛼𝑃 t(1:𝑘−1)

j t(1:𝑘−1)𝐻

j + R(1:𝑘−1,1:𝑘−1)
nn

⃒⃒⃒
(𝑐)
= log2 𝜋e

⃒⃒⃒
R(1:𝑘,1:𝑘)

nn

⃒⃒⃒
⃒⃒⃒
R(1:𝑘−1,1:𝑘−1)

nn

⃒⃒⃒ 1 + 𝛼𝑃 t(1:𝑘)𝑇j R(1:𝑘,1:𝑘)−1

nn t(1:𝑘)j

1 + 𝛼𝑃 t(1:𝑘−1)𝑇

j R(1:𝑘−1,1:𝑘−1)−1

nn t(1:𝑘−1)
j

(𝑑)
= log2 𝜋e

(︁
𝜎2
𝐾 + 𝑃𝑖,𝐾

)︁
where

𝜎2
𝐾 =

⃒⃒⃒
R(1:𝑘,1:𝑘)

nn

⃒⃒⃒⧸︁⃒⃒⃒
R(1:𝑘−1,1:𝑘−1)

nn

⃒⃒⃒
and

𝑃𝑗,𝐾 = 𝜎2
𝐾𝛼𝑃

t(1:𝑘)
𝑇

j R(1:𝑘,1:𝑘)−1

nn t(1:𝑘)j − t(1:𝑘−1)𝑇

j R(1:𝑘−1,1:𝑘−1)−1

nn t(1:𝑘−1)
j

1 + 𝛼𝑃 t(1:𝑘−1)𝑇

j R(1:𝑘−1,1:𝑘−1)−1

nn t(1:𝑘−1)
j

Therein, (a) follows from chain rule of differential entropy and (b) from the
Gaussian distribution, (c) follows from the identity |A+ ttH| = |A|(1+ tHA−1t)
and (d) follows from noise and signal power separation. Thus,

𝑓
(︁
𝑦𝑘
⃒⃒
𝑦𝑘−1, . . . , 𝑦1, t

(1:𝑘)
j

)︁
= 𝒞𝒩

(︁
0, 𝜎2

𝐾 + 𝑃𝑗,𝐾

)︁
.
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B.2 Tight Bounds on the Differential Entropy

Tight bounds on the differential entropy of Gaussian mixtures are derived in
[96]. They are applicable when the Gaussian components of the mixtures differ
in their mean values only. In order to achieve tight upper and lower bounds on
the differential entropy of the Gaussian mixture 𝑦𝑖 with 𝐿 = NA𝑀 equiprobable
components in (4.29) and hence the corresponding achievable rate in (4.48)
results of [96, Theorem 1] are adopted in this section.

B.1 Theorem. Let 𝑦𝑖 be a Gaussian Mixture random variable with mean values
𝑥1 < 𝑥2 < · · · < 𝑥𝐿, a probability sequence 𝑝1 = 𝑝2 = · · · = 𝑝𝐿 = 1/𝐿, and
variance 1. Define

𝑎𝑙 =
1

𝐿
exp

{︁
− 𝑥2

𝑙

2

}︁
, 𝑙 = 1, . . . , 𝐿,

�̂�𝑙 =
𝑎𝑙
𝑎𝐿

, 𝑐𝑙 = 𝑥𝑙 − 𝑥𝐿, 𝑙 = 1, . . . , 𝐿− 1,

�̌�𝑙 =
𝑎𝑙+1

𝑎1
, 𝑐𝑙 = 𝑥1 − 𝑥𝑙+1, 𝑙 = 1, . . . , 𝐿− 1,

𝜂(𝑢) = ln
(︂
1 +

𝐿−1∑︁
𝑙=1

�̂�𝑙 exp{𝑐𝑙𝑢}
)︂
, 𝑢 ≥ 0,

𝜂(𝑢) = ln
(︂
1 +

𝐿−1∑︁
𝑙=1

�̌�𝑙 exp{𝑐𝑙𝑢}
)︂
, 𝑢 ≥ 0.

Let �̂� > 0 be the unique root of 𝜂(𝑢) = ln 2 if
∑︀𝐿−1

𝑙=1 �̂�𝑙 > 1 and �̂� = 0 otherwise.
Similarly, let �̌� > 0 be the unique root of 𝜂(𝑢) = ln 2 if

∑︀𝐿−1
𝑙=1 �̌�𝑙 > 1 and �̌� = 0

otherwise. In addition, define 𝜃𝑖1,...,𝑖𝐿−1
, 𝜃𝑖1,...,𝑖𝐿−1

for 𝑖1, . . . , 𝑖𝐿−1 ≥ 0, and 𝑣𝑛
for 𝑛 ≥ 1 as

𝜃𝑖1,...,𝑖𝐿−1
=

𝐿∑︁
𝑙=1

𝑎𝑙 exp
{︂
1

2

(︂
𝑥𝑙 +

𝐿−1∑︁
𝑘=1

𝑖𝑘𝑐𝑘

)︂2}︂
𝑄

(︂
�̂�− 𝑥𝑙 −

𝐿−1∑︁
𝑘=1

𝑖𝑘𝑐𝑘

)︂
,

𝜃𝑖1,...,𝑖𝐿−1
=

𝐿∑︁
𝑙=1

𝑎𝑙 exp
{︂
1

2

(︂
𝑥𝑙 −

𝐿−1∑︁
𝑘=1

𝑖𝑘𝑐𝑘

)︂2}︂
𝑄

(︂
�̌�+ 𝑥𝑙 −

𝐿−1∑︁
𝑘=1

𝑖𝑘𝑐𝑘

)︂
,

𝑣𝑛 =
∑︁

𝑖1,...,𝑖𝐿−1≥0
𝑖1+···+𝑖𝐿−1=𝑛

(𝑛− 1)!
𝐿−1∏︁
𝑙=1

𝑖𝑙!

(︂
𝜃𝑖1,...,𝑖𝐿−1

𝐿−1∏︁
𝑙=1

�̂�𝑖𝑙𝑙 + 𝜃𝑖1,...,𝑖𝐿−1

𝐿−1∏︁
𝑙=1

�̌�𝑖𝑙𝑙

)︂
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Then for any 𝑁,𝑁 ′ ≥ 1 it holds

(𝛾 + 𝛼𝑁,𝑁 ′) log2(𝑒) ≤ ℎ(𝑦𝑖) ≤ (𝛾 + 𝛽𝑁,𝑁 ′) log2(𝑒), (B.1)

where

𝛾 = ln
√
2𝜋e
𝑎𝐿

+
1

2𝐿

𝐿∑︁
𝑙=1

𝑥2
𝑙 − ln

𝑏1
𝐿

𝐿∑︁
𝑙=1

𝑄(𝑥𝑙)−
𝑥𝐿

𝐿

𝐿∑︁
𝑙=1

𝑥𝑙

+ (𝑥𝐿 − 𝑥1)

𝐿∑︁
𝑙=1

(︂
𝑥𝑙

𝐿
𝑄(𝑥𝑙)−

𝑎𝑙√
2𝜋

)︂
,

𝛼𝑁,𝑁 ′ =

2𝑁−1∑︁
𝑛=1

(−1)𝑛𝑣𝑛 −
𝑁 ′−1∑︁
𝑛=0

(︀
𝜂(�̂�𝑛) 𝜉𝑛 + 𝜂(�̌�𝑛) 𝜉𝑛

)︀
,

𝛽𝑁,𝑁 ′ =

2𝑁∑︁
𝑛=1

(−1)𝑛𝑣𝑛 −
𝑁 ′−1∑︁
𝑛=0

(︀
𝜂(�̂�𝑛+1) 𝜉𝑛 + 𝜂(�̌�𝑛+1) 𝜉𝑛

)︀
,

and with �̂�𝑛 = 𝑛�̂�/𝑁 ′, �̌�𝑛 = 𝑛�̌�/𝑁 ′ for all 𝑛 ∈ {0, 1, . . . , 𝑁 ′} further

𝜉𝑛 =
1

𝐿

𝐿∑︁
𝑙=1

(︀
𝑄(�̂�𝑛 − 𝑥𝑙)−𝑄(�̂�𝑛+1 − 𝑥𝑙)

)︀
,

𝜉𝑛 =
1

𝐿

𝐿∑︁
𝑙=1

(︀
𝑄(�̌�𝑛 + 𝑥𝑙)−𝑄(�̌�𝑛+1 + 𝑥𝑙)

)︀
,

The gaps ℎ(𝑦𝑖)− (𝛾 + 𝛼𝑁,𝑁 ′) log2(𝑒) and (𝛾 + 𝛽𝑁,𝑁 ′) log2(𝑒)− ℎ(𝑦𝑖) in (B.1)
are bounded from above by 𝜀𝑁,𝑁 ′ defined by

𝜀𝑁,𝑁 ′ = 𝑣2𝑁−1 +

𝑁 ′−1∑︁
𝑙=0

(︀
𝜂(�̂�𝑛)− 𝜂(�̂�𝑛+1)

)︀
𝜉𝑛 +

𝑁 ′−1∑︁
𝑙=0

(︀
𝜂(�̌�𝑛)− 𝜂(�̌�𝑛+1)

)︀
𝜉𝑛

The term 𝜀𝑁,𝑁 ′ vanishes at least as fast as 𝑂(1/𝑁) +𝑂(1/𝑁 ′).

Proof. See [96, Theorem 1]. ■

B.2 Remark. Let 𝑦𝑖 be a Gaussian Mixture random variable with the same
mean values and probability sequence as in Theorem B.1 but with variance 𝜎2.
Defining 𝑦𝑖 = 𝑦𝑖/𝜎 leads to a Gaussian Mixture random variable with mean
values 𝑥1/𝜎 < 𝑥2/𝜎 < · · · < 𝑥𝐿/𝜎 the same probability sequence as that of 𝑦𝑖
and variance 1. Then, one can use Theorem B.1 to bound the differential entropy
ℎ(𝑦𝑖) = ℎ(𝑦𝑖) + log2(𝜎).
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B.3 A Bound on the Achievable Rate

Let 𝑋 be a real-valued Gaussian mixture with the distribution function

𝑓𝑋(𝑥) =
1

𝐿

𝐿∑︁
𝑙=1

1√
2𝜋𝜎2

exp
{︂
− (𝑥− 𝜇𝑙)

2

2𝜎2

}︂
,

where 𝜇𝑙 and 𝜎2 are the mean and variance of the 𝑙-th Gaussian random variable
𝑋𝑙 of the mixture. The mean of 𝑋 can be computed as

E(𝑋) =

∫︁ ∞

−∞
𝑥𝑓𝑋(𝑥) 𝑑𝑥 =

1

𝐿

𝐿∑︁
𝑙=1

∫︁ ∞

−∞
𝑥𝑓𝑋𝑙

(𝑥) 𝑑𝑥 =
1

𝐿

𝐿∑︁
𝑙=1

𝜇𝑙

Further, if the second moment E
(︀
𝑋2
)︀
is known as well, then the variance of 𝑋

can be computed by var(𝑋) = E
(︀
𝑋2
)︀
− E(𝑋)

2. Since

E
(︀
𝑋2
)︀
=

1

𝐿

𝐿∑︁
𝑙=1

∫︁ ∞

−∞
𝑥2 1√

2𝜋𝜎2
exp

{︂
− (𝑥− 𝜇𝑙)

2

2𝜎2

}︂
𝑑𝑥 =

1

𝐿

𝐿∑︁
𝑙=1

(︀
𝜎2 + 𝜇2

𝑙

)︀
the variance of the Gaussian mixture 𝑋 is given by

var(𝑋) = 𝜎2 +
1

𝐿

𝐿∑︁
𝑙=1

𝜇2
𝑙 −

1

𝐿2

(︂ 𝐿∑︁
𝑙=1

𝜇𝑙

)︂2

.

Now, let 𝑍 = 𝑋 + 𝑗𝑌 be a complex random variable of two independent
Gaussian mixtures 𝑋 and 𝑌 with the same number 𝐿 of equiprobable Gaussian
distributions each with expected values 𝜇𝑋,𝑙 and 𝜇𝑌,𝑙 as well as an identical
variance 𝜎2. Then, the mean of 𝑍 can be written as

E(𝑍) = E(𝑋) + 𝑗E(𝑌 ) =
1

𝐿

𝐿∑︁
𝑙=1

(︀
𝜇𝑋,𝑙 + 𝑗𝜇𝑌,𝑙

)︀
=

1

𝐿

𝐿∑︁
𝑙=1

𝜇𝑙

and the variance of 𝑍 with var(𝑍) = var(𝑋) + var(𝑌 ) further

var(𝑍) = 2𝜎2 +
1

𝐿

𝐿∑︁
𝑙=1

|𝜇𝑙|2 −
1

𝐿2

(︂ 𝐿∑︁
𝑙=1

ℜ{𝜇𝑙}
)︂2

− 1

𝐿2

(︂ 𝐿∑︁
𝑙=1

ℑ{𝜇𝑙}
)︂2

(B.2)
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Based on (B.2) and the fact that the differential entropy of any random variable
with finite variance is less than or equal to the differential entropy of a Gaussian
random variable with the same variance [97], the variance of the random variable
in (4.29) is given as

var(𝑌𝑖) = 𝜎2 +
1

𝑀NA

𝑀∑︁
𝑚=1

NA∑︁
𝑗=1

⃒⃒√︀
𝑃𝑖wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

⃒⃒2
− 1

𝑀2N 2
A

(︃
𝑀∑︁

𝑚=1

NA∑︁
𝑗=1

ℜ
{︀√︀

𝑃𝑖wH
𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀)︃2

(B.3)

− 1

𝑀2N 2
A

(︃
𝑀∑︁

𝑚=1

NA∑︁
𝑗=1

ℑ
{︀√︀

𝑃𝑖wH
𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀)︃2

.

Hence, the achievable rate �̃�𝑖 of user 𝑖 in (4.52) is upper bounded by applying
the variance (B.3) to log2(𝜋e var(𝑌𝑖)) and interchanging 𝑃𝑖 = 𝑃/𝑈 , i.e.

�̄�𝑖 = log2 𝜋e

⎡⎣𝜎2 +
𝑃

𝑈𝑀𝑁𝐴

𝑀∑︁
𝑚=1

𝑁𝐴∑︁
𝑗=1

⃒⃒
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

⃒⃒2
− 𝑃

𝑈𝑀2𝑁2
𝐴

(︃
𝑀∑︁

𝑚=1

𝑁𝐴∑︁
𝑗=1

ℜ
{︀
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀)︃2

− 𝑃

𝑈𝑀2𝑁2
𝐴

(︃
𝑀∑︁

𝑚=1

𝑁𝐴∑︁
𝑗=1

ℑ
{︀
wH

𝑗,𝑖H𝑗,𝑖f𝑗,𝑖𝑥𝑚

}︀)︃2
⎤⎦

− log2(𝜋e𝜎
2).





Appendix C

Multiuser MIMO Downlink without Spatial
Modulation

This section describes a similar system model as that described in Section 4.2 ,
with the only difference that no SM is employed, but instead all the available
transmit antennas are used in order to transmit data to 𝑈 users in parallel. This
specific system can be thought as one of the configurations of HBFSM where
instead of transmitting the 𝑀 -ary modulated symbol from different antenna
arrays according to the SM bits, all the antenna arrays are activated during the
transmission, therefore no SM bits are transmitted. A transmitter is considered
that deploys hybrid beamforming to communicate with UTs that deploy digital
combining. In this case, the received signal of the 𝑖-th user is

r𝑖 =
√
𝑃

𝑈∑︁
𝑗=1

H𝑖f𝑗p𝑗x+ n𝑖, (C.1)

where 𝑃 is the total power transmitted by the BS,H𝑖 ∈ CNR×NANT is the channel
matrix between BS and the 𝑖-th user. Furthermore, f𝑗 ∈ CNANT×1 andp𝑗 ∈ C1×𝑈

are the analog beamformer and the digital precoder for the 𝑖-th user. x ∈ C𝑈×1

is the data vector containing the 𝑀 -ary modulated symbols of all the users, and
finally n𝑖 ∈ CNR×1 is the noise vector with i.i.d. circularly symmetric complex
Gaussian elements 𝒞𝒩 (0, 𝜎2). Similar to the Section 4.2.1, the resulting post-
processed signal at each individual user is

𝑦𝑖 = wH
𝑖 r𝑖

=
√︀

𝑃𝑖wH
𝑖 H𝑖f𝑖𝑥𝑖 +wH

𝑖 n𝑖. (C.2)

In order to derive the achievable rate of the system, the mutual information
between transmitted and received symbols 𝐼(𝑦𝑖;𝑥𝑖) = ℎ(𝑦𝑖)− ℎ(𝑧𝑖) is attained
where 𝑥𝑖 in this case is the 𝑀 -ary modulated symbol, 𝑧𝑖 is the noise term after
receive combining. Since the modulated symbol 𝑥𝑖 belongs to a finite input
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constellation, the resulting signal 𝑦𝑖 follows a Gaussian mixture distribution

𝑓𝑌𝑖
(𝑦𝑖) =

1

𝑀

𝑀∑︁
𝑚=1

1

𝜋
exp

{︂
−|𝑦𝑖 −

√
𝑃𝑖wH

𝑖 H𝑖f𝑖𝑥𝑚|2

𝜎2

}︂
, (C.3)

where 𝑥𝑚 denotes the 𝑚-th symbol from the 𝑀 -ary constellation diagram, and
𝜎2 is the received noise power.

Following Proposition 4.13, the achievable rate𝑅𝑖 of user 𝑖 assuming discrete-
symbol input, is upper-bounded as

�̃�𝑖 ≤ log2 𝜋e

[︃
𝜎2 +

𝑃

𝑈𝑀

𝑀∑︁
𝑚=1

|wH
𝑖 H𝑖f𝑖𝑥𝑚|2 − 𝑃

𝑈𝑀2

(︃
𝑀∑︁

𝑚=1

ℜ{wH
𝑖 H𝑖f𝑖𝑥𝑚}

)︃2

− 𝑃

𝑈𝑀2

(︃
𝑀∑︁

𝑚=1

ℑ{wH
𝑖 H𝑖f𝑖𝑥𝑚}

)︃2
⎤⎦− log2 𝜋e𝜎

2 = �̄�𝑖 (C.4)

Furthermore, the right-hand-side of Equation (C.4) can be expressed as

�̄�𝑖 = log2

(︂
1 +

𝑃

𝑈
𝑎𝑖

)︂
,

𝑎𝑖 =

𝑀∑︁
𝑚=1

|𝑏𝑚,𝑖|2

𝑀
−

(︃
𝑀∑︁

𝑚=1

ℜ{𝑏𝑚,𝑖}
𝑀

)︃2

−

(︃
𝑀∑︁

𝑚=1

ℑ{𝑏𝑚,𝑖}
𝑀

)︃2

, (C.5)

𝑏𝑚,𝑖 =
wH

𝑖 H𝑖f𝑖𝑥𝑚

𝜎

Finally, the ergodic achievable sum-rate is

𝑅𝑠 = E

(︃
𝑈∑︁
𝑖=1

�̄�𝑖

)︃
= 𝑈𝑅, (C.6)

similar to the Section 4.2.1, all {𝑎𝑖}𝑈𝑖=1 are identically distributed, motivated
by identical distribution of the fading channels experienced by the 𝑈 users.
Therefore, the ergodic achievable sum-rate can be expressed as 𝑅𝑠 = 𝑈𝑅,
where 𝑅 is the ergodic achievable rate of any user.
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