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## Abstract

## Summary of Master Dissertation （Master Program（Science））

16880336 Kento YASUDA<br>\section*{Micromachines swimming in viscoelastic fluids （邦題）：粘弾性体中を遊泳するマイクロマシン（英文）}

Microswimmers are tiny machines that swim in a fluid，such as sperm cells or motile bacteria，and they are expected to be applied to microfluidics and mi－ crosystems．By transforming chemical energy into mechanical work，microswim－ mers change their shape and move in viscous environments．Over the length scale of microswimmers，the fluid forces acting on them are governed by the effect of viscous dissipation．According to Purcell＇s scallop theorem，time－reversal body motion cannot be used for locomotion in a Newtonian fluid．As one of the sim－ plest models exhibiting broken time－reversal symmetry，Najafi and Golestanian proposed a three－sphere swimmer，in which three in－line spheres are linked by two arms of varying length．

First，we discuss the locomotion of a three－sphere microswimmer in a viscoelas－ tic medium and propose a new type of active microrheology．We derive a relation that connects the average swimming velocity and the frequency－dependent viscos－ ity of the surrounding medium．In this relation，the viscous contribution can exist only when the time－reversal symmetry is broken，whereas the elastic contribution
is present only when the structural symmetry of the swimmer is broken. Purcell's scallop theorem breaks down for a three-sphere swimmer in a viscoelastic medium.

Next, we discuss the dynamics of a generalized three-sphere microswimmer in which the spheres are connected by two elastic springs. The natural length of each spring is assumed to undergo a prescribed cyclic change. We analytically obtain the average swimming velocity as a function of the frequency of cyclic change in the natural length. In the low-frequency region, the swimming velocity increases with frequency, and its expression reduces to that of the original three-sphere model by Najafi and Golestanian. Conversely, in the high-frequency region, the average velocity decreases with increasing frequency. Such behavior originates from the intrinsic spring relaxation dynamics of an elastic swimmer moving in a viscous fluid.

Finally, we discuss the directional motion of an elastic three-sphere micromachine in which the spheres are in equilibrium with independent heat baths having different temperatures. Even in the absence of prescribed motion of the springs, such a micromachine can gain a net motion due purely to thermal fluctuations. A relation connecting the average velocity and the temperatures of the spheres is analytically obtained. This velocity can also be expressed in terms of average heat flows in the steady state. Our model suggests a new mechanism for locomotion of micromachines in nonequilibrium biological systems.
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## Chapter 1

## Introduction

### 1.1 Quantitative understanding of non-equilibrium phenomena

Many physical phenomena are investigated by using methods of equilibrium statistical physics. Equilibrium statistical physics, however, cannot deal with biological phenomena which are governed by non-equilibrium processes. Therefore, the establishment of non-equilibrium statistical physics is an important issue.

Recently, violation of the fluctuation dissipation theorem (FDT) has been used to quantitatively characterize non-equilibrium phenomena. FDT is the relation which connects fluctuations and dissipations in equilibrium systems. It is considered that the violation of FDT can be quantitatively measured in order to characterize non-equilibrium properties. Microrheology (MR) [1.1, 1.2] can be used to observe the FDT violation. MR is one of the most useful techniques for measuring the rheological properties of soft matter. There are two different methods; passive microrheology and active microrheology. In active microrheology, a probe particle in the sample medium is actively pulled in order to measure mechanical responses. In passive microrheology, the mechanical properties of a medium can be extracted from the Brownian motion of probe particle. Because active MR and passive MR are related to dissipation and fluctuation, respectively, we can
estimate the violation of FDT by compering these two quantities.
Living cells have been attracting much interests as typical non-equilibrium systems. In living cells, active proteins generate mechanical energy from chemical energy due to ATP, and biopolymers such as cytoskeletons show complex mechanical responses. Since both aspects of non-equilibrium phenomena and rheology coexist in living cells, they are ideal systems to analyze out-of-equilibrium properties with the use of MR. An experiment using MR in living cells or membranes of red blood cells show the breakdown of FDT. Guo et al. introduced small particles into cancer cells, and measured mechanical response and self-diffusion [1.3]. As a result, the mean squared displacement (MSD) shows a dependence on ATP concentration. Furthermore, MSD shows anomalous diffusion, which indicates that MSD is not proportional to time. As a result of response and MSD, the breakdown of FDT in living cells has been confirmed and they further estimated the degree of FDT violation. On the other hand, Turlier et al. measured response and fluctuations of RBCs [1.4]. As a result, the violation of FDT has been found in the low-frequency regime for RBCs in the presence of ATP.

On the other hand, how to consider non-equilibrium and viscoelastic effects in the theoretical framework of MR remains to be investigated. My research aim is to quantitively understand non-equilibrium systems such as living cells. In this thesis, I have investigated self-diffusion and membrane fluctuations in non-equilibrium systems [1.5-1.9].

### 1.2 Non equilibrium behaviors of micromachines

The challenge to estimate non-equilibrium properties of external environment from self-diffusion and membrane fluctuations in living cells has started only recently. Non-equilibrium behaviors of micromachines, which exhibit internal nonequilibrium processes, have attracted much interests. Micromachines correspond to tiny objects which can extract energy from ATP through chemical reactions and make functions by varying their conformations. Examples are enzymes and
motor proteins in living cells or microorganism such as bacteria or sperm.
Recently, it was reported that self diffusion of single molecule enzymes is enhanced by the addition of substrate [1.10-1.12], and this problem has been discussed actively in the community. Several possibilities to explain the diffusion enhancement have been proposed such as thermophoresis, collective heating, stochastic swimming [1.13-1.15]. However this problem has not yet been resolved. Theoretical work to explain the diffusion enhancement is now being intensively discussed, and how to relate non-equilibrium phenomena and self-diffusion of micromachines needs to be investigated in detail. If this relations is established, we can estimate internal non-equilibrium properties from the measurement of the dynamics of micromachines.

Swimming motion is an essential function for micromachines. Swimming is the result of the net displacement by performing a body deformation. For example, microorganisms such as bacteria are active enough to migrate in the fluid and there is a mechanism to gain net displacements. Motor proteins in cells exhibit material transport, and it is necessary to gain net displacements. Swimming motions are studied both experimentally and theoretically as an essential problem of nonequilibrium systems $[1.16,1.17]$. Scallop theorem is a theorem that describes the basic mechanism of swimming micromachines [1.18]. This theorem was proposed in 1977 by Purcell, but has been proven only recently [1.19].

### 1.3 Scallop theorems

Scallop theorem states the essential mechanism for swimming by using body deformation of a micromachine. According to this theorem, swimmers in Newtonian fluids can not attain any directed motion with a reciprocal motion, i.e., a timereversal motion. This means that a tiny scallop cannot swim by performing simple open and close motions. We note that a time reversal motion cannot make a closed area in the phase space of deformations (see the right figure in Fig.1.1), while a non-reciprocal motion can make a closed area (see the left figure in Fig.1.1).


Figure 1.1: Left: non-reciplocal motion in space of freedom degree of motions. Right: reciplocal motion.

### 1.4 Three sphere swimmer

As one of the simplest models exhibiting broken time-reversal symmetry in a viscous fluid, Najafi and Golestanian proposed a three-sphere swimmer [1.20, 1.21], in which three in-line spheres are linked by two arms of varying length (see Fig.1.2). This model is suitable for analytical analysis because it is sufficient to consider only the translational motion, and the tensorial structure of the fluid motion can be neglected. Such a three-sphere swimmer has been experimentally realized by using ferromagnetic particles and by applying an oscillating magnetic field [1.22]. This model have attracted many interests, and many similar models have been proposed.

### 1.5 Aim of this thesis

In this thesis, I shall discuss various situations of three-sphere swimmers [1.231.25]. In the Sec. 2, we show three-sphere swimmers in viscoelastic medium. We discuss elastic swimmers in viscous fluid in Sec. 3. We also argue thermally-driven


Figure 1.2: Najafi-Golestanian three-sphere swimmer model. Three identical spheres of radius $a$ are connected by arms of lengths $L_{1}(t)$ and $L_{2}(t)$ and undergo time-dependent cyclic motion. The swimmer is embedded in a viscous fluid characterized by a shear viscosity $\eta$.
elastic swimmers in Sec. 4.
On the other hand, we investigate anomalous diffusion in living cell in Sec. 5. Finally, we will discuss membrane fluctuations in non-equilibrium system in Secs. 6 and 7.
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## Chapter 2

## Swimmer-microrheology

We discuss the locomotion of a three-sphere microswimmer in a viscoelastic medium and propose a new type of active microrheology. We derive a relation that connects the average swimming velocity and the frequency-dependent viscosity of the surrounding medium. In this relation, the viscous contribution can exist only when the time-reversal symmetry is broken, whereas the elastic contribution is present only when the structural symmetry of the swimmer is broken. Purcell's scallop theorem breaks down for a three-sphere swimmer in a viscoelastic medium.

### 2.1 Introduction

Microrheology is one of the most useful techniques for measuring the rheological properties of soft matter and various biological materials including cells [2.1, 2.2]. There are two different methods: passive microrheology and active microrheology. In passive microrheology, both the local and bulk mechanical properties of a medium can be extracted from the Brownian motion of a probe particle [2.3, 2.4]. In this method, the generalized Stokes-Einstein relation (GSER) is used to analyze thermal diffusive motion. In active microrheology, on the other hand, the probe is actively pulled through the fluid with the aims of driving the medium out of equilibrium and measuring mechanical responses [2.5, 2.6]. Within linear
response theory, the generalized Stokes relation (GSR) is employed to obtain the frequency-dependent complex shear modulus.

In this Letter, we propose a new type of active microrheology using a microswimmer. Microswimmers are tiny machines that swim in a fluid such as sperm cells or motile bacteria, and are expected to be applied to microfluidics and microsystems [2.7]. As one of the simplest microswimmers, we consider the Najafi-Golestanian three-sphere swimmer model [2.8, 2.9], where three in-line spheres are linked by two arms of varying length (see Fig. 2.1). Recently, such a swimmer has been experimentally realized [2.10]. We investigate its motion in a general viscoelastic medium, and obtain a relation that connects the average swimming velocity and the frequency-dependent complex shear viscosity of the surrounding viscoelastic medium. We show explicitly that the absence of the time-reversal symmetry of the swimmer motion leads to the real part of the viscosity, whereas the absence of the structural symmetry of the swimmer is reflected in the imaginary part of the viscosity. Hence, we shall call the proposed method the "swimmer-microrheology". Our result also indicates that Purcell's scallop theorem [2.11, 2.12], which states that time-reversible body motion cannot be used for locomotion in a Newtonian fluid, breaks down for a three-sphere swimmer in viscoelastic media if the structural symmetry is violated.

### 2.2 Model

The general equation that describes the hydrodynamics of a low-Reynolds-number flow in a viscoelastic medium is given by the following generalized Stokes equation [2.13]:

$$
\begin{equation*}
0=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} \eta\left(t-t^{\prime}\right) \nabla^{2} \mathbf{v}\left(\mathbf{r}, t^{\prime}\right)-\nabla p(\mathbf{r}, t) \tag{2.1}
\end{equation*}
$$

Here $\eta(t)$ is the time-dependent shear viscosity, $\mathbf{v}$ is the velocity field, $p$ is the pressure field, and $\mathbf{r}$ stands for a three-dimensional positional vector. The above equation is further subjected to the incompressibility condition, $\nabla \cdot \mathbf{v}=0$. From
these equations, one can obtain a linear relation between the time-dependent force $F(t)$ acting on a hard sphere of radius $a$ and its time-dependent velocity $V(t)$. In the Fourier domain, this relation can be represented as

$$
\begin{equation*}
V(\omega)=\frac{1}{6 \pi \eta[\omega] a} F(\omega) \tag{2.2}
\end{equation*}
$$

where we use a bilateral Fourier transform for $V(\omega)=\int_{-\infty}^{\infty} \mathrm{d} t V(t) e^{-i \omega t}$ and $F(\omega)$, while we employ a unilateral one for $\eta[\omega]=\int_{0}^{\infty} \mathrm{d} t \eta(t) e^{-i \omega t}$. Equation (2.2) is the GSR, which has been successfully used in active microrheology experiments [2.5], and its mathematical validity has also been discussed [2.6].

Next, we briefly explain the three-sphere model for a minimum swimmer introduced by Najafi and Golestanian [2.8, 2.9]. As schematically shown in Fig. 2.1, this model consists of three spheres of the same radius $a$ that are connected by two arms of lengths $L_{1}(t)$ and $L_{2}(t)$, which undergo time-dependent motion. Their explicit time dependences will be given later. If we define the velocity of each sphere along the swimmer axis as $V_{i}(t)$ with $i=1,2,3$, we have

$$
\begin{align*}
& \dot{L}_{1}(t)=V_{2}(t)-V_{1}(t),  \tag{2.3}\\
& \dot{L}_{2}(t)=V_{3}(t)-V_{2}(t), \tag{2.4}
\end{align*}
$$

where $\dot{L}_{1}$ and $\dot{L}_{2}$ indicate time derivatives.


Figure 2.1: Najafi-Golestanian three-sphere swimmer model. Three identical spheres of radius $a$ are connected by arms of lengths $L_{1}(t)$ and $L_{2}(t)$ and undergo time-dependent cyclic motion. The swimmer is embedded in a viscoelastic medium characterized by a frequency-dependent complex shear viscosity $\eta[\omega]$.

Owing to the hydrodynamic effect, each sphere exerts a force $F_{i}$ on the viscoelastic medium and experiences a force $-F_{i}$ from it. To relate the forces and the velocities in the frequency domain, we use the GSR in Eq. (2.2) and the Oseen tensor, in which the frequency-dependent viscosity $\eta[\omega]$ is used instead of a constant one [2.3, 2.4]. Assuming that $a \ll L_{1}, L_{2}$, we can write [2.8, 2.9]

$$
\begin{align*}
& V_{1}(\omega)=\frac{F_{1}(\omega)}{6 \pi \eta[\omega] a}+\frac{1}{4 \pi \eta[\omega]} \frac{F_{2}(\omega) * L_{1}^{-1}(\omega)}{2 \pi}+\frac{1}{4 \pi \eta[\omega]} \frac{F_{3}(\omega) *\left(L_{1}+L_{2}\right)^{-1}(\omega)}{2 \pi},  \tag{2.5}\\
& V_{2}(\omega)=\frac{1}{4 \pi \eta[\omega]} \frac{F_{1}(\omega) * L_{1}^{-1}(\omega)}{2 \pi}+\frac{F_{2}(\omega)}{6 \pi \eta[\omega] a}+\frac{1}{4 \pi \eta[\omega]} \frac{F_{3}(\omega) * L_{2}^{-1}(\omega)}{2 \pi},  \tag{2.6}\\
& V_{3}(\omega)=\frac{1}{4 \pi \eta[\omega]} \frac{F_{1}(\omega) *\left(L_{1}+L_{2}\right)^{-1}(\omega)}{2 \pi}+\frac{1}{4 \pi \eta[\omega]} \frac{F_{2}(\omega) * L_{2}^{-1}(\omega)}{2 \pi}+\frac{F_{3}(\omega)}{6 \pi \eta[\omega] a}, \tag{2.7}
\end{align*}
$$

where we have used bilateral Fourier transforms such as $L_{1}^{-1}(\omega)=\int_{-\infty}^{\infty} \mathrm{d} t\left[L_{1}(t)\right]^{-1} e^{-i \omega t}$. Furthermore, the convolution of two functions is generally defined by $g_{1}(\omega) *$ $g_{2}(\omega)=\int_{-\infty}^{\infty} \mathrm{d} \omega^{\prime} g_{1}\left(\omega-\omega^{\prime}\right) g_{2}\left(\omega^{\prime}\right)$ in the above equations.

As in the original study, we are interested in the autonomous net locomotion of the swimmer, and there are no external forces acting on the spheres. If the inertia of the surrounding fluid can be neglected, we have the following force balance condition:

$$
\begin{equation*}
F_{1}(t)+F_{2}(t)+F_{3}(t)=0 . \tag{2.8}
\end{equation*}
$$

Since Eqs. (2.5)-(2.7) involve convolutions in the frequency domain, we cannot solve these equations for arbitrary $L_{1}(t)$ and $L_{2}(t)$. Here we assume that the two arms undergo the following periodic motion:

$$
\begin{align*}
& L_{1}(t)=\ell+d_{1} \cos (\Omega t)  \tag{2.9}\\
& L_{2}(t)=\ell+d_{2} \cos (\Omega t-\phi) \tag{2.10}
\end{align*}
$$

In the above, $\ell$ is the constant length, $d_{1}$ and $d_{2}$ are the amplitudes of the oscillatory
motion, $\Omega$ is the common arm frequency, and $\phi$ is the mismatch in the phases between the two arms. In the following analysis, we generally assume that $d_{1}, d_{2} \ll$ $\ell$. The time-reversal symmetry of the arm motion is present when $\phi=0$ and $\pi$. Furthermore, we characterize the structural symmetry of the swimmer by $d_{1}$ and $d_{2}$, i.e., the structure is symmetric when $d_{1}=d_{2}$, while it is asymmetric when $d_{1} \neq d_{2}$.

### 2.3 Results

Since the arm frequency is $\Omega$, we assume that the velocities and the forces of the three spheres can generally be written as

$$
\begin{align*}
& V_{i}(\omega)=V_{i, 0} \delta(\omega)+\sum_{n=1}^{\infty}\left[V_{i, n} \delta(\omega+n \Omega)+V_{i,-n} \delta(\omega-n \Omega)\right]  \tag{2.11}\\
& F_{i}(\omega)=F_{i, 0} \delta(\omega)+\sum_{n=1}^{\infty}\left[F_{i, n} \delta(\omega+n \Omega)+F_{i,-n} \delta(\omega-n \Omega)\right] \tag{2.12}
\end{align*}
$$

where $i=1,2,3$ for the three spheres. Substituting Eqs. (2.11) and (2.12) into the six coupled Eqs. (2.3)-(2.8), we obtain a matrix equation with infinite dimensions.

Under the conditions $d_{1}, d_{2} \ll \ell$ and $a \ll \ell$, we are allowed to consider only $n=-1,0,1$ and we further use the approximation $F_{i, \pm 2} \approx 0$. Then we can solve for the six unknown functions $V_{i}(\omega)$ and $F_{i}(\omega)$, and also calculate the total swimming velocity $V=\left(V_{1}+V_{2}+V_{3}\right) / 3$. Up to the lowest order terms in $a$, the average swimming velocity over one cycle of motion becomes [see also Appendix 2.A]

$$
\begin{equation*}
\bar{V} \approx \frac{7 d_{1} d_{2} a \Omega}{24 \ell^{2}} \frac{\eta^{\prime}[\Omega]}{\eta_{0}} \sin \phi-\frac{5\left(d_{1}^{2}-d_{2}^{2}\right) a \Omega}{48 \ell^{2}} \frac{\eta^{\prime \prime}[\Omega]}{\eta_{0}}, \tag{2.13}
\end{equation*}
$$

where $\eta^{\prime}[\Omega]$ and $\eta^{\prime \prime}[\Omega]$ are the real and imaginary parts of the complex shear viscosity, respectively, and $\eta_{0}=\eta[\Omega \rightarrow 0]$ is the constant zero-frequency viscosity.

The first term in Eq. (2.13) can be regarded as the viscous contribution and is present only if the time-reversal symmetry of the swimmer motion is broken,

Table 2.1: Locomotion of a three-sphere swimmer in a viscoelastic medium and the relevant rheological information.

| medium | viscous |  |  |  | viscoelastic |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| time-reversal symmetry | Y |  | N |  | Y |  | N |  |
| structural symmetry | Y | N | Y | N | Y | N | Y | N |
| swimmer motion | N | N | Y | Y | N | Y | Y | Y |
| rheological information | - | - | N | N | - | $\eta^{\prime \prime}$ | $\eta^{\prime}$ | $\eta^{\prime}, \eta^{\prime \prime}$ |

i.e., $\phi \neq 0, \pi$. The second term, on the other hand, corresponds to the elastic contribution, and exists only when the structural symmetry of the swimmer is broken, i.e., $d_{1} \neq d_{2}$. If we are able to control $d_{1}, d_{2}$, and $\Omega$ of the swimmer, we can first obtain $\eta^{\prime}[\Omega]$ by measuring $\bar{V}$ as a function of $\Omega$ by setting $d_{1}=d_{2}$. Then we make a difference between $d_{1}$ and $d_{2}$ to examine the change in $\bar{V}$, which then yields $\eta^{\prime \prime}[\Omega]$. The corresponding complex shear modulus is simply obtained by $G[\Omega]=i \Omega \eta[\Omega]$. This is a new type of active microrheology that we propose in this Letter.

For a purely Newtonian fluid, namely, for a medium characterized by a constant viscosity, the second term in Eq. (2.13) vanishes, and the first term coincides with the expression obtained by Golestanian and Ajdari [2.9]. It should be noted here, however, that the velocity $\bar{V}$ in this case no longer depends on the constant viscosity (because $\eta^{\prime}[\Omega] / \eta_{0}=1$ ) and we cannot measure it from $\bar{V}$. Equation (2.13) also implies that the swimmer cannot move in a purely elastic medium, for which we have $\eta_{0} \rightarrow \infty$. Importantly, owing to the presence of the second term, Purcell's scallop theorem breaks down for a three-sphere swimmer in a viscoelastic medium. Namely, even if the time-reversal symmetry of the swimmer motion is not broken, i.e., $\phi=0, \pi$, the present swimmer can still move in a viscoelastic medium due to the second term as long as its structural symmetry is broken, i.e., $d_{1} \neq d_{2}$. On the basis of Eq. (2.13), we have summarized in Table I the motion of a three-sphere swimmer in a viscoelastic medium and the relevant rheological information.

To further illustrate our result, we first assume that the surrounding viscoelastic medium is described by a simple Maxwell model. In this case, the frequency-
dependent viscosity can be written as

$$
\begin{equation*}
\eta[\omega]=\eta_{0} \frac{1-i \omega \tau_{\mathrm{M}}}{1+\omega^{2} \tau_{\mathrm{M}}^{2}}, \tag{2.14}
\end{equation*}
$$

where $\tau_{\mathrm{M}}$ is the characteristic time scale. Within this model, the medium behaves as a viscous fluid for $\omega \tau_{\mathrm{M}} \ll 1$, while it becomes elastic for $\omega \tau_{\mathrm{M}} \gg 1$. Using Eq. (2.14), we can easily obtain the average swimming velocity in Eq. (2.13) as

$$
\begin{equation*}
\bar{V}=\frac{7 d_{1} d_{2} a \Omega}{24 \ell^{2}} \frac{1}{1+\Omega^{2} \tau_{\mathrm{M}}^{2}} \sin \phi+\frac{5\left(d_{1}^{2}-d_{2}^{2}\right) a \Omega}{48 \ell^{2}} \frac{\Omega \tau_{\mathrm{M}}}{1+\Omega^{2} \tau_{\mathrm{M}}^{2}} . \tag{2.15}
\end{equation*}
$$

The first viscous term increases as $\bar{V} \sim \Omega$ for $\Omega \tau_{\mathrm{M}} \ll 1$, while it decreases as $\bar{V} \sim$ $\Omega^{-1}$ for $\Omega \tau_{\mathrm{M}} \gg 1$. This is a unique feature of the viscoelasticity [2.7, 2.14, 2.15], but such a reduction occurs simply because the medium responds elastically in the high-frequency regime. On the other hand, the second elastic term increases as $\bar{V} \sim \Omega^{2}$ for $\Omega \tau_{\mathrm{M}} \ll 1$, and it approaches a constant for $\Omega \tau_{\mathrm{M}} \gg 1$. In Fig. 2.2(a), we plot the average swimming velocity $\bar{V}$ as a function of the dimensionless arm frequency $\Omega \tau_{\mathrm{M}}$ when $\phi=\pi / 2$ and $d_{1}=d_{2}$. This plot corresponds to the first term in Eq. (2.15). As a reference, the behavior of $\bar{V} \sim \Omega$ for a purely viscous fluid is also plotted. Figure 2.2(b) is a similar plot when $\phi=0$ and $d_{1} \neq d_{2}$, and corresponds to the second term in Eq. (2.15).

As a different example, we next consider the case in which the viscoelastic medium is described by a power-law model such that $[2.13,2.16,2.17]$

$$
\begin{equation*}
\eta[\omega]=G_{0}(i \omega)^{\alpha-1}, \tag{2.16}
\end{equation*}
$$

where the exponent can take values of $0 \leq \alpha \leq 1$. With this expression, the complex shear modulus also exhibits a power-law behavior, $G[\omega]=G_{0}(i \omega)^{\alpha}$. The limits of $\alpha=0$ and 1 correspond to the purely elastic and the purely viscous cases, respectively. In the case of a power-law fluid, the average swimming velocity can
be obtained from Eqs. (2.13) and (2.16) as

$$
\begin{equation*}
\bar{V}=\frac{7 d_{1} d_{2} a}{24 \ell^{2} \tau_{\mathrm{p}}}\left(\Omega \tau_{\mathrm{p}}\right)^{\alpha} \sin (\pi \alpha / 2) \sin \phi+\frac{5\left(d_{1}^{2}-d_{2}^{2}\right) a}{48 \ell^{2} \tau_{\mathrm{p}}}\left(\Omega \tau_{\mathrm{p}}\right)^{\alpha} \cos (\pi \alpha / 2), \tag{2.17}
\end{equation*}
$$

where $\tau_{\mathrm{p}}=\left(\eta_{0} / G_{0}\right)^{1 /(1-\alpha)}$. Here we have assumed that the medium behaves as a purely viscous fluid in the low-frequency limit characterized by a finite viscosity $\eta_{0}$. According to the above expression, the swimming velocity scales as $\bar{V} \sim \Omega^{\alpha}$ in both the first and second terms. For the purely viscous case of $\alpha=1$, the first term reduces to the result by Golestanian and Ajdari [2.9], while the second term vanishes. For the purely elastic case of $\alpha=0$, on the other hand, the first term vanishes and the second term remains, although the latter no longer depends on the arm frequency $\Omega$. In Figs. 2.2(a) and 2.2(b), we have also plotted the average velocity $\bar{V}$ as a function of $\Omega \tau_{\mathrm{p}}$ when $\alpha=1 / 2$. In both of these plots, the scaling behavior $\bar{V} \sim \Omega^{1 / 2}$ is seen.

### 2.4 Conclusion

Lauga considered the axisymmetric squirming motion of a sphere (squirmer) embedded in an Oldroyd-B fluid, which represents a typical polymeric fluid [2.18]. He reported that the scallop theorem in a viscoelastic fluid breaks down if the squirmer has fore-aft asymmetry in its surface velocity distribution. For a timereversal deformation given by a simple sinusoidal gait, he showed that the average swimming velocity is given by $\bar{V} \sim \Omega \mathrm{De} /\left(1+\mathrm{De}^{2}\right)$, where the Deborah number is given by $\mathrm{De}=\Omega \tau_{\mathrm{O}}$ with a characteristic relaxation time $\tau_{\mathrm{O}}$ in the Oldroyd- B model. Such a frequency dependence of the swimming velocity is identical to the second term of Eq. (2.15) obtained for a Maxwell fluid, although Eq. (2.13) is more general. On the other hand, our result is different from that by Curtis and Gaffney [2.19], because they showed that the swimming velocity in a viscoelastic medium is the same as that in a Newtonian fluid.

To summarize, we have proposed a new active microrheology using the Najafi-

Golestanian three-sphere swimmer. The frequency dependence of the average swimming speed provides us with the complex shear viscosity of the surrounding viscoelastic medium. Here the viscous contribution can exist only when the time-reversal symmetry of the swimmer is broken, whereas the elastic contribution is present only if its structural symmetry is broken.

Even though the argument in this Letter is restricted to the artificial threesphere swimmer, we expect that our basic concept can still be applied to more complex biological processes such as the motion of bacteria, flagellated cellular swimming, and the beating of cilia. Since most of these phenomena take place in a viscoelastic environment, we hope that the concept of our new active microrheology will be used in the future to reveal their mechanical and dynamical properties.

## Appendix 2.A Derivation of Eq. (2.13)

In this appendix, we show the detailed derivation of Eq. (2.13). Substituting Eqs. (2.9) and (2.11) into Eq. (2.3), we obtain

$$
\begin{align*}
& V_{2,0}-V_{1,0}=0,  \tag{2.18}\\
& V_{2,1}-V_{1,1}=-i \pi d_{1} \Omega,  \tag{2.19}\\
& V_{2,-1}-V_{1,-1}=i \pi d_{1} \Omega,  \tag{2.20}\\
& V_{2, n}-V_{1, n}=0 \text { for }|n| \geq 2 . \tag{2.21}
\end{align*}
$$

Similarly, substituting Eqs. (2.10) and (2.11) into Eq. (2.4), we obtain

$$
\begin{align*}
& V_{3,0}-V_{2,0}=0  \tag{2.22}\\
& V_{3,1}-V_{2,1}=\pi d_{2} \Phi_{2} \Omega  \tag{2.23}\\
& V_{3,-1}-V_{2,-1}=\pi d_{2} \Phi_{1} \Omega  \tag{2.24}\\
& V_{3, n}-V_{2, n}=0 \quad \text { for }|n| \geq 2, \tag{2.25}
\end{align*}
$$

where we have used the following notations

$$
\begin{align*}
& \Phi_{1}=i \cos \phi+\sin \phi  \tag{2.26}\\
& \Phi_{2}=-i \cos \phi+\sin \phi \tag{2.27}
\end{align*}
$$

Next we expand Eqs. (2.5), (2.6) and (2.7) in terms of the small quantities $d_{1} / \ell$ and $d_{2} / \ell$ while keeping only the lowest order terms. Substituting Eqs. (2.11) and (2.12) into these three equations, we obtain

$$
\begin{align*}
V_{1, n} & \approx \frac{F_{1, n}}{6 \pi \eta[-n \Omega] a}+\frac{1}{4 \pi \eta[-n \Omega] \ell}\left(F_{2, n}-\frac{d_{1} F_{2, n+1}}{2 \ell}-\frac{d_{1} F_{2, n-1}}{2 \ell}\right) \\
& +\frac{1}{4 \pi \eta[-n \Omega] \ell}\left(\frac{F_{3, n}}{2}-\frac{d_{1} F_{3, n+1}}{8 \ell}-\frac{d_{1} F_{3, n-1}}{8 \ell}+\frac{i d_{2} \Phi_{1} F_{3, n+1}}{8 \ell}-\frac{i d_{2} \Phi_{2} F_{3, n-1}}{8 \ell}\right), \\
V_{2, n} & \approx \frac{1}{4 \pi \eta[-n \Omega] \ell}\left(F_{1, n}-\frac{d_{1} F_{1, n+1}}{2 \ell}-\frac{d_{1} F_{1, n-1}}{2 \ell}\right)+\frac{F_{2, n}}{6 \pi \eta[-n \Omega] a}  \tag{2.28}\\
& +\frac{1}{4 \pi \eta[-n \Omega] \ell}\left(F_{3, n}+\frac{i d_{2} \Phi_{1} F_{3, n+1}}{2 \ell}-\frac{i d_{2} \Phi_{2} F_{3, n-1}}{2 \ell}\right),  \tag{2.29}\\
V_{3, n} & \approx \frac{1}{4 \pi \eta[-n \Omega] \ell}\left(\frac{F_{1, n}}{2}-\frac{d_{1} F_{1, n+1}}{8 \ell}-\frac{d_{1} F_{1, n-1}}{8 \ell}+\frac{i d_{2} \Phi_{1} F_{1, n+1}}{8 \ell}-\frac{i d_{2} \Phi_{2} F_{1, n-1}}{8 \ell}\right) \\
& +\frac{1}{4 \pi \eta[-n \Omega] \ell}\left(F_{2, n}+\frac{i d_{2} \Phi_{1} F_{2, n+1}}{2 \ell}-\frac{i d_{2} \Phi_{2} F_{2, n-1}}{2 \ell}\right)+\frac{F_{3, n}}{6 \pi \eta[-n \Omega] a} . \tag{2.30}
\end{align*}
$$

Note that the couplings between different $n$-modes are involved in these equations. Finally, substituting Eq. (2.12) into Eq. (2.8), we obtain

$$
\begin{equation*}
F_{1, n}+F_{2, n}+F_{3, n}=0 \tag{2.31}
\end{equation*}
$$

The above set of equations constitute a matrix equation with infinite dimensions and cannot be solved in general. Under the assumption of $a \ll \ell$, however, we are allowed to consider only $n=-1,0,1$ and further approximate as $F_{i, \pm 2} \approx 0$. The justification of the latter approximation is also seen by solving Eqs. (2.21), (2.25), (2.28), (2.29), (2.30) and (2.31) for $n= \pm 2$ and taking the limit of $a \ll \ell$.

Hence the above set of equations can be solved for 18 unknowns, i.e., $V_{i, n}$ and $F_{i, n}$ for $i=1,2,3$ and $n=-1,0,1$.

The velocity of each sphere is simply obtained by the inverse Fourier transform, $V_{i}(t)=(2 \pi)^{-1} \int_{-\infty}^{\infty} \mathrm{d} \omega V_{i}(\omega) e^{i \omega t}$. The average swimming velocity over one cycle of motion is then calculated by

$$
\begin{equation*}
\bar{V}=\frac{\Omega}{2 \pi} \int_{0}^{2 \pi / \Omega} \mathrm{d} t\left[V_{1}(t)+V_{2}(t)+V_{3}(t)\right] / 3 . \tag{2.32}
\end{equation*}
$$

Up to the lowest order terms in $a$, we finally obtain Eq. (2.13). In order to obtain more accurate higher order terms in $a$, one needs to take into account the higher order $n$-modes $(|n| \geq 2)$.
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Figure 2.2: Average swimming velocity $\bar{V}$ as a function of $\Omega \tau$, where $\Omega$ is the arm frequency and $\tau$ represents either $\tau_{\mathrm{M}}$ for a Maxwell fluid (red lines) or $\tau_{\mathrm{p}}$ for a power-law fluid (green lines). In the power-law model, we choose $\alpha=1 / 2$. (a) Viscous contribution by setting $\phi=\pi / 2$ and $d_{1}=d_{2}$. Here $\bar{V}$ is scaled by $7 d_{1}^{2} a /\left(24 \ell^{2} \tau\right)$. The case for a viscous fluid is plotted by the black line. (b) Elastic contribution by setting $\phi=0$ and $d_{1} \neq d_{2}$. Here $\bar{V}$ is scaled by $5\left(d_{1}^{2}-d_{2}^{2}\right) a /\left(48 \ell^{2} \tau\right)$. The case for an elastic medium is plotted by the black line.

## Chapter 3

## Elastic three-sphere microswimmer in a viscous fluid

We discuss the dynamics of a generalized three-sphere microswimmer in which the spheres are connected by two elastic springs. The natural length of each spring is assumed to undergo a prescribed cyclic change. We analytically obtain the average swimming velocity as a function of the frequency of cyclic change in the natural length. In the low-frequency region, the swimming velocity increases with frequency, and its expression reduces to that of the original three-sphere model by Najafi and Golestanian. Conversely, in the high-frequency region, the average velocity decreases with increasing frequency. Such behavior originates from the intrinsic spring relaxation dynamics of an elastic swimmer moving in a viscous fluid.

### 3.1 Introduction

Microswimmers are tiny machines that swim in a fluid, such as sperm cells or motile bacteria, and they are expected to be applied to microfluidics and microsystems [3.1]. By transforming chemical energy into mechanical work, microswimmers change their shape and move in viscous environments. Over the length scale of
microswimmers, the fluid forces acting on them are governed by the effect of viscous dissipation. According to Purcell's scallop theorem [3.2], time-reversal body motion cannot be used for locomotion in a Newtonian fluid [3.3]. As one of the simplest models exhibiting broken time-reversal symmetry, Najafi and Golestanian proposed a three-sphere swimmer [3.4, 3.5], in which three in-line spheres are linked by two arms of varying length. This model is suitable for analytical analysis because it is sufficient to consider only the translational motion, and the tensorial structure of the fluid motion can be neglected. Recently, such a swimmer has been experimentally realized by using ferromagnetic particles at an air-water interface and by applying an oscillating magnetic field [3.6].

The original Najafi-Golestanian model has been further extended to various situations, such as the case when one of the spheres has a larger radius [3.7] or when three spheres are arranged in a triangular configuration [3.8]. Montino and DeSimone considered the case in which one arm is periodically actuated while the other is replaced by a passive elastic spring [3.9]. It was shown that such a swimmer exhibits a delayed mechanical response of the passive spring with respect to the active arm. More recently, they analyzed the motion of a three-sphere swimmer with arms having active viscoelastic properties mimicking muscular contraction [3.10]. Recently, Nasouri et al. discussed the motion of an elastic two-sphere swimmer, in which one of the sphere is a neo-Hookean solid [3.11].

Another approach for extending the Najafi-Golestanian model is to consider the arm motions as occurring stochastically [3.12, 3.13], rather than assuming a prescribed sequence of deformations [3.4, 3.5]. In these models, the configuration space of a swimmer generally consists of a finite number of distinct states. A similar idea was employed by Sakaue et al., who discussed the propulsion of molecular machines or active proteins in the presence of hydrodynamic interactions [3.14]. Later, Huang et al. considered a modified three-sphere swimmer in a two-dimensional viscous fluid [3.15]. In their model, the spheres are connected by two springs, the lengths of which are assumed to depend on the discrete states that are cyclically switched. As a result, the dynamics of a swimmer consists of
the spring relaxation processes, which follow after each switching event.
In this letter, we discuss a generalized three-sphere swimmer in which the spheres are simply connected by two harmonic springs. The main difference between this model and the previous models is that the natural length of each spring depends on time and is assumed to undergo a prescribed cyclic change. Whereas the arms in the Najafi-Golestanian model undergo a prescribed motion regardless of the force exerted by the fluid, the sphere motion in our model is determined by the natural spring lengths representing internal states of a swimmer and also by the force exerted by the fluid. In this sense, our model is more realistic to study the locomotion of active microswimmers. We analytically obtain the average swimming velocity as a function of the frequency of cyclic change in the natural length. In order to better illustrate our result, we first explain the case in which the two spring constants are identical and the two oscillation amplitudes of the natural lengths are the same. Then, we shall discuss a general case in which these quantities are different and the phase mismatch between the natural lengths is arbitrary.

The introduction of harmonic springs between the spheres leads to an intrinsic time scale of an elastic swimmer that characterizes its internal relaxation dynamics. When the frequency of cyclic change in the natural lengths is smaller than this characteristic time, the swimming velocity increases with frequency, as in the previous works [3.5]. In the high-frequency region, on the other hand, the motion of spheres cannot follow the change in the natural length, and the average swimming velocity decreases with increasing frequency. Such a situation resembles the dynamics of the Najafi-Golestanian three-sphere swimmer in a viscoelastic medium [3.16]. We also show that, owing to the elasticity that has been introduced, the proposed micromachine can swim even if the change in the natural lengths is reciprocal as long as its structural symmetry is violated. Although the considered swimmer appears to be somewhat trivial, it can be regarded as a generic model for microswimmers or protein machines since the behaviors of the previous models can be deduced from our model by taking different limits.

### 3.2 Model

We generalize the Najafi-Golestanian three-sphere swimmer model to take into account the elasticity in the sphere motion. As schematically shown in Fig. 3.1, the present model consists of three hard spheres of the same radius $a$ connected by two harmonic springs A and B with spring constants $K_{\mathrm{A}}$ and $K_{\mathrm{B}}$, respectively. We assume that the natural lengths of these springs, denoted by $\ell_{\mathrm{A}}(t)$ and $\ell_{\mathrm{B}}(t)$, undergo cyclic time-dependent change. Their explicit time dependences will be specified later. The total energy of an elastic swimmer is then given by

$$
\begin{equation*}
E=\frac{K_{\mathrm{A}}}{2}\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)^{2}+\frac{K_{\mathrm{B}}}{2}\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)^{2}, \tag{3.1}
\end{equation*}
$$

where $x_{i}(t)(i=1,2,3)$ are the positions of the three spheres in a one-dimensional coordinate system. We also assume $x_{1}<x_{2}<x_{3}$ without loss of generality. Owing to the hydrodynamic interaction, each sphere exerts a force on the viscous fluid of shear viscosity $\eta$ and experiences an opposite force from it. In general, the surrounding medium can be viscoelastic [3.16], but such an effect is not considered in this letter.

Denoting the velocity of each sphere by $\dot{x}_{i}$, we can write the equations of motion of the three spheres as

$$
\begin{align*}
\dot{x}_{1} & =\frac{K_{\mathrm{A}}}{6 \pi \eta a}\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)-\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)}{x_{2}-x_{1}} \\
& +\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)}{x_{2}-x_{1}}-\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)}{x_{3}-x_{1}},  \tag{3.2}\\
\dot{x}_{2} & =\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)}{x_{2}-x_{1}}-\frac{K_{\mathrm{A}}}{6 \pi \eta a}\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right) \\
& +\frac{K_{\mathrm{B}}}{6 \pi \eta a}\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)-\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)}{x_{3}-x_{2}},  \tag{3.3}\\
\dot{x}_{3} & =\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)}{x_{3}-x_{1}}-\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell_{\mathrm{A}}\right)}{x_{3}-x_{2}} \\
& +\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right)}{x_{3}-x_{2}}-\frac{K_{\mathrm{B}}}{6 \pi \eta a}\left(x_{3}-x_{2}-\ell_{\mathrm{B}}\right), \tag{3.4}
\end{align*}
$$

where we have used the Stokes' law for a sphere and the Oseen tensor in a threedimensional viscous fluid. The swimming velocity of the whole object can be obtained by averaging the velocities of the three spheres:

$$
\begin{equation*}
V=\frac{1}{3}\left(\dot{x}_{1}+\dot{x}_{2}+\dot{x}_{3}\right) . \tag{3.5}
\end{equation*}
$$

One of the advantages of the present formulation is that the motion of the spheres is simply described by coupled ordinary differential equations. Moreover, the forcefree condition for the whole system [3.4, 3.5] is automatically satisfied in the above equations.

Next, we assume that the two natural lengths of the springs undergo the following periodic changes:

$$
\begin{align*}
\ell_{\mathrm{A}}(t) & =\ell+d_{\mathrm{A}} \cos (\Omega t),  \tag{3.6}\\
\ell_{\mathrm{B}}(t) & =\ell+d_{\mathrm{B}} \cos (\Omega t-\phi) . \tag{3.7}
\end{align*}
$$

In the above, $\ell$ is the common constant length, $d_{\mathrm{A}}$ and $d_{\mathrm{B}}$ are the amplitudes of the oscillatory change, $\Omega$ is the common frequency, and $\phi$ is the mismatch in phase between the two cyclic changes. The time-reversal symmetry of the spring dynamics exists only when $\phi=0$ or $\pi$; otherwise, the time-reversal symmetry is broken. In the following analysis, we generally assume that $d_{\mathrm{A}}, d_{\mathrm{B}}, a \ll \ell$ and focus on the leading-order contribution. It is convenient to introduce a characteristic time scale $\tau=6 \pi \eta a / K_{\mathrm{A}}$. Then we use $\ell$ to scale all the relevant lengths ( $x_{i}$, $a, d_{\mathrm{A}}$, and $d_{\mathrm{B}}$ ) and employ $\tau$ to scale the frequency, i.e., $\hat{\Omega}=\Omega \tau$. By further defining the ratio between the two spring constants as $\lambda=K_{\mathrm{B}} / K_{\mathrm{A}}$, the coupled Eqs. (3.2)-(3.4) can be made dimensionless.

### 3.3 Results

In order to discuss the essential outcome of the present model, we shall first consider the simplest symmetric case, i.e., $\lambda=1, d_{\mathrm{A}}=d_{\mathrm{B}}=d$, and $\phi=\pi / 2$. Hence,

Eq. (3.7) now reads $\ell_{\mathrm{B}}(t)=\ell+d \sin (\Omega t)$. For our later calculation, it is useful to introduce the following spring lengths with respect to $\ell$ :

$$
\begin{equation*}
u_{\mathrm{A}}=x_{2}-x_{1}-\ell, \quad u_{\mathrm{B}}=x_{3}-x_{2}-\ell . \tag{3.8}
\end{equation*}
$$

Notice that these quantities are related to the sphere velocities in Eqs. (3.2)-(3.4) as

$$
\begin{equation*}
\dot{u}_{\mathrm{A}}=\dot{x}_{2}-\dot{x}_{1}, \quad \dot{u}_{\mathrm{B}}=\dot{x}_{3}-\dot{x}_{2} . \tag{3.9}
\end{equation*}
$$

Using Eqs. (3.2)-(3.4) and solving Eq. (3.9) in the frequency domain, we obtain the following expressions after inverse Fourier transform

$$
\begin{align*}
& u_{\mathrm{A}}(t) \approx \frac{9-3 \hat{\Omega}+5 \hat{\Omega}^{2}+\hat{\Omega}^{3}}{9+10 \hat{\Omega}^{2}+\hat{\Omega}^{4}} d \cos (\Omega t)+\frac{6 \hat{\Omega}-4 \hat{\Omega}^{2}+2 \hat{\Omega}^{3}}{9+10 \hat{\Omega}^{2}+\hat{\Omega}^{4}} d \sin (\Omega t),  \tag{3.10}\\
& u_{\mathrm{B}}(t) \approx-\frac{6 \hat{\Omega}+4 \hat{\Omega}^{2}+2 \hat{\Omega}^{3}}{9+10 \hat{\Omega}^{2}+\hat{\Omega}^{4}} d \cos (\Omega t)+\frac{9+3 \hat{\Omega}+5 \hat{\Omega}^{2}-\hat{\Omega}^{3}}{9+10 \hat{\Omega}^{2}+\hat{\Omega}^{4}} d \sin (\Omega t), \tag{3.11}
\end{align*}
$$

where we have used $a / \ell \ll 1$.
According to the calculation by Golestanian and Ajdari [3.5], the average swimming velocity of a three-sphere swimmer can generally be expressed up to the leading order in $u_{\mathrm{A}} / \ell$ and $u_{\mathrm{B}} / \ell$ as

$$
\begin{equation*}
\bar{V}=\frac{7 a}{24 \ell^{2}}\left\langle u_{\mathrm{A}} \dot{u}_{\mathrm{B}}-\dot{u}_{\mathrm{A}} u_{\mathrm{B}}\right\rangle, \tag{3.12}
\end{equation*}
$$

where the averaging $\langle\cdots\rangle$ is performed by time integration in a full cycle. The above expression indicates that the average velocity is determined by the area enclosed by the orbit of periodic motion in the configuration space [3.5]. Using Eqs. (3.10) and (3.11) for an elastic microswimmer with $d / \ell, a / \ell \ll 1$, we obtain
the lowest-order contribution as

$$
\begin{equation*}
\bar{V}=\frac{7 d^{2} a}{24 \ell^{2} \tau} \frac{3 \hat{\Omega}\left(3+\hat{\Omega}^{2}\right)}{9+10 \hat{\Omega}^{2}+\hat{\Omega}^{4}}, \tag{3.13}
\end{equation*}
$$

which is an important result of this letter.
We first consider the small-frequency limit of $\hat{\Omega} \ll 1$. Physically, this limit corresponds to the case when the spring constant $K_{\mathrm{A}}$ is very large. We easily obtain

$$
\begin{equation*}
u_{\mathrm{A}}(t) \approx d \cos (\Omega t), \quad u_{\mathrm{B}}(t) \approx d \sin (\Omega t) \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{V} \approx \frac{7 d^{2} a \Omega}{24 \ell^{2}} \tag{3.15}
\end{equation*}
$$

which exactly coincides with the average velocity of the Najafi-Golestanian swimmer with identical spheres [3.4, 3.5]. This is reasonable because the two spring lengths $u_{\mathrm{A}}$ and $u_{\mathrm{B}}$ are in phase with their respective natural lengths $\ell_{\mathrm{A}}$ and $\ell_{\mathrm{B}}$, as we can see from Eqs. (3.6), (3.7), and (3.14). Notice that the average velocity increases as $\bar{V} \sim \Omega$ in this limit, while it does not depend on the fluid viscosity $\eta$ [3.4, 3.5].

In the opposite large-frequency limit of $\hat{\Omega} \gg 1$, on the other hand, we have

$$
\begin{align*}
& u_{\mathrm{A}}(t) \approx \frac{\sqrt{5} d}{\Omega \tau} \cos [\Omega t-\arctan 2]  \tag{3.16}\\
& u_{\mathrm{B}}(t) \approx \frac{\sqrt{5} d}{\Omega \tau} \sin [\Omega t-(\pi-\arctan 2)] \tag{3.17}
\end{align*}
$$

where $\arctan 2 \approx 1.107$ and

$$
\begin{equation*}
\bar{V} \approx \frac{21 d^{2} a}{24 \ell^{2} \Omega \tau^{2}} \tag{3.18}
\end{equation*}
$$

We see here that $u_{\mathrm{A}}$ and $u_{\mathrm{B}}$ are out of phase with respect to the natural lengths
$\ell_{\mathrm{A}}$ and $\ell_{\mathrm{B}}$, while the average velocity decreases as $\bar{V} \sim \Omega^{-1}$ when $\Omega$ is increased. When the spring constant $K_{\mathrm{A}}$ is small, it takes time for a spring to relax to its natural length, which leads to a delay in the mechanical response. The crossover frequency between the above two regimes is determined by $\hat{\Omega}^{*} \sim 1$. The general frequency dependence of Eq. (3.13) is shown in Fig. 3.2(a) for $\lambda=1$ (black line). It shows a maximum around $\hat{\Omega} \sim 1$, as expected.

Recently, we investigated the motion of the Najafi-Golestanian three-sphere swimmer in a viscoelastic medium [3.16]. We derived a relation that connects the average swimming velocity and the frequency-dependent viscosity of the surrounding medium. In this relation, the viscous contribution can exist only when the time-reversal symmetry is broken, whereas the elastic contribution is present only when the structural symmetry of the swimmer is broken. In particular, we calculated the average swimming velocity when the surrounding viscoelastic medium is described by a simple Maxwell fluid with a characteristic time scale $\tau_{\mathrm{M}}$. It was shown that the viscous term increases as $\bar{V} \sim \Omega$ for $\Omega \tau_{\mathrm{M}} \ll 1$, while it decreases as $\bar{V} \sim \Omega^{-1}$ for $\Omega \tau_{\mathrm{M}} \gg 1$. This is a unique feature of a swimmer in a viscoelastic medium [3.16-3.18], and such a reduction occurs simply because the medium responds elastically in the high-frequency regime. We note that the frequency dependence of $\bar{V}$ for an elastic three-sphere swimmer, as obtained in Eqs. (3.13), is analogous to that for the Najafi-Golestanian swimmer in a viscoelastic Maxwell fluid. In other words, an elastic microswimmer in a viscous fluid exhibits "viscoelastic" effects as a whole.

Having discussed the simplest situation of the proposed elastic swimmer, we now show the result for a general case when $K_{\mathrm{A}} \neq K_{\mathrm{B}}$ (or $\lambda \neq 1$ ), $d_{\mathrm{A}} \neq d_{\mathrm{B}}$, and the phase mismatch $\phi$ in Eq. (3.7) is arbitrary. By repeating the same calculation
as before, the spring lengths in Eq. (3.8) now become

$$
\begin{align*}
u_{\mathrm{A}}(t) \approx & \frac{1}{9 \lambda^{2}+2\left(2+\lambda+2 \lambda^{2}\right) \hat{\Omega}^{2}+\hat{\Omega}^{4}} \\
\times & \times\left[9 \lambda^{2}+(4+\lambda) \hat{\Omega}^{2}\right] d_{\mathrm{A}} \cos (\Omega t)+2\left(3 \lambda^{2}+\hat{\Omega}^{2}\right) \hat{\Omega} d_{\mathrm{A}} \sin (\Omega t) \\
& \left.-2 \lambda(1+\lambda) \hat{\Omega}^{2} d_{\mathrm{B}} \cos (\Omega t-\phi)-\lambda\left(-3 \lambda+\hat{\Omega}^{2}\right) \hat{\Omega} d_{\mathrm{B}} \sin (\Omega t-\phi)\right\},  \tag{3.19}\\
u_{\mathrm{B}}(t) \approx & \frac{1}{9 \lambda^{2}+2\left(2+\lambda+2 \lambda^{2}\right) \hat{\Omega}^{2}+\hat{\Omega}^{4}} \\
& \times\left\{-2(1+\lambda) \hat{\Omega}^{2} d_{\mathrm{A}} \cos (\Omega t)+\left(3 \lambda-\hat{\Omega}^{2}\right) \hat{\Omega} d_{\mathrm{A}} \sin (\Omega t)\right. \\
& \left.+\lambda\left[9 \lambda+(1+4 \lambda) \hat{\Omega}^{2}\right] d_{\mathrm{B}} \cos (\Omega t-\phi)+2 \lambda\left(3+\hat{\Omega}^{2}\right) \hat{\Omega} d_{\mathrm{B}} \sin (\Omega t-\phi)\right\} \tag{3.20}
\end{align*}
$$

respectively, where we have used $a / \ell \ll 1$. Using Eq. (3.12) again, we finally obtain the lowest-order general expression of the average velocity as
$\bar{V}=\frac{7 d_{\mathrm{A}} d_{\mathrm{B}} a}{24 \ell^{2} \tau} F_{1}(\hat{\Omega} ; \lambda) \sin \phi-\frac{7(\lambda-1) d_{\mathrm{A}} d_{\mathrm{B}} a}{12 \ell^{2} \tau} F_{2}(\hat{\Omega} ; \lambda) \cos \phi+\frac{7\left(d_{\mathrm{A}}^{2}-d_{\mathrm{B}}^{2} \lambda\right) a}{24 \ell^{2} \tau} F_{2}(\hat{\Omega} ; \lambda)$,
where the two scaling functions are defined by

$$
\begin{align*}
& F_{1}(\hat{\Omega} ; \lambda)=\frac{3 \lambda \hat{\Omega}\left(3 \lambda+\hat{\Omega}^{2}\right)}{9 \lambda^{2}+2\left(2+\lambda+2 \lambda^{2}\right) \hat{\Omega}^{2}+\hat{\Omega}^{4}},  \tag{3.22}\\
& F_{2}(\hat{\Omega} ; \lambda)=\frac{3 \lambda \hat{\Omega}^{2}}{9 \lambda^{2}+2\left(2+\lambda+2 \lambda^{2}\right) \hat{\Omega}^{2}+\hat{\Omega}^{4}} . \tag{3.23}
\end{align*}
$$

In Fig. 3.2, we plot the above scaling functions as functions of $\hat{\Omega}$ for $\lambda=0.1$ and 10. Notice, however, that these two cases are essentially equivalent because we can always exchange the springs A and B , whereas we have defined the relaxation time $\tau$ by using $K_{\mathrm{A}}$.

When $\lambda=1, d_{\mathrm{A}}=d_{\mathrm{B}}$, and $\phi=\pi / 2$, only the first term remains, and Eq. (3.21) reduces to Eq. (3.13), as expected. When $\lambda \neq 1$, on the other hand, the second term is present even if $\phi=0$. The third term is also present when $d_{\mathrm{A}}^{2} \neq d_{\mathrm{B}}^{2} \lambda$, regardless of the phase mismatch $\phi$. Notice that the first term represents the broken time-reversal symmetry for $\phi \neq 0$, whereas both the second and third terms reflect the structural asymmetry of an elastic three-sphere swimmer [3.16]. To be more precise, the second term is due to the difference between the relaxation times of the two springs, and the third term reflects the asymmetric changes of their natural lengths.

It is interesting to note that the frequency dependence of the second and third terms in Eq. (3.21), represented by $F_{2}(\hat{\Omega}, \lambda)$, is different from that of the first term, represented by $F_{1}(\hat{\Omega}, \lambda)$. According to Eq. (3.23), $\bar{V}$ due to the second and third terms increases as $\bar{V} \sim \Omega^{2}$ for $\hat{\Omega} \ll 1$, whereas it decreases as $\bar{V} \sim \Omega^{-2}$ for $\hat{\Omega} \gg 1$. In general, the overall swimming velocity depends on various structural parameters and exhibits a complex frequency dependence. For example, $F_{1}(\hat{\Omega}, \lambda)$ in Fig. 3.2(a) exhibits a non-monotonic frequency dependence (two maxima) for $\lambda=0.1$ or 10 (namely, when $\lambda \neq 1$ ). On the other hand, an important common feature in all the terms in Eq. (3.21) is that $\bar{V}$ decreases for $\hat{\Omega} \geq 1$, which is characteristic of elastic swimmers.

We confirm again that Eq. (3.21) reduces to the result by Golestanian and Ajdari [3.5], i.e., $\bar{V}=7 d_{\mathrm{A}} d_{\mathrm{B}} a \Omega \sin \phi /\left(24 \ell^{2}\right)$, when the two spring constants are infinitely large, i.e., $K_{\mathrm{A}}, K_{\mathrm{B}} \rightarrow \infty$ and $\lambda=1$. The third term in Eq. (3.21) vanishes even if $d_{\mathrm{A}} \neq d_{\mathrm{B}}$ because $\hat{\Omega} \rightarrow 0$ holds in this limit. In the modified three-sphere swimmer model considered by Montino and DeSimone, one of the two arms was replaced by a passive elastic spring [3.9]. Their model can be obtained from the present model simply by setting one of the spring constants to be infinitely large, say $K_{\mathrm{A}} \rightarrow \infty$, and by regarding the natural length of the other spring as a constant, say $\ell_{\mathrm{B}}=\ell$ (or $d_{\mathrm{B}}=0$ ). The continuous changes of the natural lengths introduced in Eqs. (3.6) and (3.7) are a straightforward generalization of cyclically switched discrete states considered in the previous studies [3.12-3.15]. We finally note that a
model similar to the present one was considered in Ref. [3.19], although that study focused only on the low-frequency region and did not discuss the entire frequency dependence. Using coupled Langevin equations, the authors of Ref. [3.19] mainly investigated the interplay between self-driven motion and diffusive behavior [3.19], which is also an important aspect of microswimmers.

### 3.4 Conclusion

To summarize, we have discussed the locomotion of a generalized three-sphere microswimmer in which the spheres are connected by two elastic springs and the natural length of each spring is assumed to undergo a prescribed cyclic change. As shown in Eqs. (3.13) and (3.21), we have analytically obtained the average swimming velocity $\bar{V}$ as a function of the frequency $\Omega$ of cyclic change in the natural length. In the low-frequency region, the swimming velocity increases with frequency and reduces to the original three-sphere model by Najafi and Golestanian [3.4, 3.5]. Conversely, in the high-frequency region, the velocity decreases with increasing frequency. This property reflects the intrinsic spring relaxation dynamics of an elastic swimmer in a viscous fluid.
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Figure 3.1: Elastic three-sphere microswimmer in a viscous fluid characterized by the shear viscosity $\eta$. Three identical spheres of radius $a$ are connected by two harmonic springs with elastic constants $K_{\mathrm{A}}$ and $K_{\mathrm{B}}$. The natural lengths of the springs, $\ell_{\mathrm{A}}(t)$ and $\ell_{\mathrm{B}}(t)$, depend on time and are assumed to undergo cyclic change [see Eqs. (3.6) and (3.7)]. The time-dependent positions of the spheres are denoted by $x_{1}(t), x_{2}(t)$, and $x_{3}(t)$ in a one-dimensional coordinate system.


Figure 3.2: Plots of the scaling functions (a) $F_{1}(\hat{\Omega} ; \lambda)$ and (b) $F_{2}(\hat{\Omega} ; \lambda)$ defined in Eqs. (3.22) and (3.23), respectively, as functions of $\hat{\Omega}=\Omega \tau$ for $\lambda=K_{\mathrm{B}} / K_{\mathrm{A}}=$ $0.1,1$, and 10 . The numbers indicate the slope representing the exponent of the power-law behaviors.

## Chapter 4

## Thermally driven elastic micromachines

We discuss the directional motion of an elastic three-sphere micromachine in which the spheres are in equilibrium with independent heat baths having different temperatures. Even in the absence of prescribed motion of springs, such a micromachine can gain net motion purely because of thermal fluctuations. A relation connecting the average velocity and the temperatures of the spheres is analytically obtained. This velocity can also be expressed in terms of the average heat flows in the steady state. Our model suggests a new mechanism for the locomotion of micromachines in nonequilibrium biological systems.

### 4.1 Introduction

Microswimmers are tiny machines that swim in a fluid, such as sperm cells or motile bacteria, and are expected to be applied to microfluidics and microsystems [4.1]. By transforming chemical energy into mechanical work, these objects change their shape and move in viscous environments. Over the length scale of micromachines, the fluid forces acting on them are governed by viscous dissipation. According to Purcell's scallop theorem [4.2], time-reversal body motion cannot be
used for locomotion in a Newtonian fluid. As one of the simplest models exhibiting broken time-reversal symmetry, Najafi and Golestanian proposed a three-sphere swimmer [4.3, 4.4], in which three in-line spheres are linked by two arms of varying length. Recently, Pande et al. and the present authors independently proposed a generalized three-sphere microswimmer in which the spheres are connected by two elastic springs [4.5, 4.6].

In the previous three-sphere microswimmer models, either the arm lengths or the natural lengths of the springs were assumed to undergo prescribed cyclic motions [4.3-4.6]. Such active motions can lead to net locomotion if the swimming strokes are nonreciprocal. From a practical point of view, however, it is not a simple task to implement these motions at micron length scales. Another approach for extending the Najafi-Golestanian model is to consider the arm motions as occurring stochastically [4.7-4.10]. Although proteins or enzymes are naturally designed to include such sophisticated molecular mechanisms, it is still a substantial challenge to construct them artificially. It should also be noted that thermal agitations due to surrounding fluids become more significant at these small scales.

In this letter, by using an elastic three-sphere micromachine [4.5, 4.6], we suggest a new mechanism for locomotion that is purely induced by thermal fluctuations. To highlight this effect, we do not consider any prescribed motion of the natural lengths [4.6]. On the other hand, the key assumption in our model is that the three spheres are in equilibrium with independent heat baths having different temperatures. In this case, heat transfer occurs from a hotter sphere to a colder one, driving the whole system out of equilibrium. We show that a combination of heat transfer and hydrodynamic interactions among the spheres can lead to directional locomotion in the steady state. We analytically obtain the expression for the average velocity in terms of the sphere temperatures. Our finding is further confirmed by numerical simulations. Since our model has a similarity to a class of thermal ratchet models that have been intensively studied before [4.11-4.13], the suggested mechanism is relevant to nonequilibrium dynamics of proteins and enzymes in biological systems.

### 4.2 Model

As schematically shown in Fig. 4.1, we consider a three-sphere micromachine and take into account the elasticity in the internal spring motions [4.5, 4.6]. This model consists of three hard spheres of radius $a$ connected by two harmonic springs A and B with spring constants $K_{\mathrm{A}}$ and $K_{\mathrm{B}}$, respectively. The natural length of the springs, $\ell$, is assumed to be constant. The total energy is given by

$$
\begin{equation*}
E=\frac{K_{\mathrm{A}}}{2}\left(x_{2}-x_{1}-\ell\right)^{2}+\frac{K_{\mathrm{B}}}{2}\left(x_{3}-x_{2}-\ell\right)^{2}, \tag{4.1}
\end{equation*}
$$

where $x_{i}(t)(i=1,2,3)$ are the positions of the three spheres in a one-dimensional coordinate system and we assume $x_{1}<x_{2}<x_{3}$ without loss of generality. Owing to the hydrodynamic interactions, each sphere exerts a force on the viscous fluid of shear viscosity $\eta$ and experiences an opposite force from it. In general, the surrounding medium can be viscoelastic [4.14], but such an effect is not included in this letter.

We consider a situation in which the three spheres are in equilibrium with independent heat baths at temperatures $T_{i}$. When these temperatures are different, the system is driven out of equilibrium because a heat flux is generated from a hotter sphere to a colder one. Denoting the velocity of each sphere by $\dot{x}_{i}$, we can
write the equations of motion of the three spheres as

$$
\begin{align*}
\dot{x}_{1} & =\frac{K_{\mathrm{A}}}{6 \pi \eta a}\left(x_{2}-x_{1}-\ell\right)-\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell\right)}{x_{2}-x_{1}} \\
& +\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell\right)}{x_{2}-x_{1}}-\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell\right)}{x_{3}-x_{1}}+\xi_{1},  \tag{4.2}\\
\dot{x}_{2} & =\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell\right)}{x_{2}-x_{1}}-\frac{K_{\mathrm{A}}}{6 \pi \eta a}\left(x_{2}-x_{1}-\ell\right) \\
& +\frac{K_{\mathrm{B}}}{6 \pi \eta a}\left(x_{3}-x_{2}-\ell\right)-\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell\right)}{x_{3}-x_{2}}+\xi_{2},  \tag{4.3}\\
\dot{x}_{3} & =\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell\right)}{x_{3}-x_{1}}-\frac{K_{\mathrm{A}}}{4 \pi \eta} \frac{\left(x_{2}-x_{1}-\ell\right)}{x_{3}-x_{2}} \\
& +\frac{K_{\mathrm{B}}}{4 \pi \eta} \frac{\left(x_{3}-x_{2}-\ell\right)}{x_{3}-x_{2}}-\frac{K_{\mathrm{B}}}{6 \pi \eta a}\left(x_{3}-x_{2}-\ell\right)+\xi_{3}, \tag{4.4}
\end{align*}
$$

where we have used the Stokes' law for a sphere and the Oseen tensor in a threedimensional viscous fluid.

Furthermore, the white-noise sources $\xi_{i}(t)$ have zero mean, $\left\langle\xi_{i}(t)\right\rangle=0$, and their correlations satisfy [4.15]

$$
\begin{equation*}
\left\langle\xi_{i}(t) \xi_{j}\left(t^{\prime}\right)\right\rangle=2 D_{i j} \delta\left(t-t^{\prime}\right), \tag{4.5}
\end{equation*}
$$

where $D_{i j}$ is the mutual diffusion coefficient. When $i=j, D_{i i}$ is simply given by the Stokes-Einstein relation, i.e.,

$$
\begin{equation*}
D_{i i}=\frac{k_{\mathrm{B}} T_{i}}{6 \pi \eta a}, \tag{4.6}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant. When $i \neq j$, on the other hand, we assume the following general relation:

$$
\begin{equation*}
D_{i j}=\frac{k_{\mathrm{B}} \Theta\left(T_{i}, T_{j}\right)}{4 \pi \eta\left|x_{i}-x_{j}\right|}, \tag{4.7}
\end{equation*}
$$

where $\Theta\left(T_{i}, T_{j}\right)$ is a function of $T_{i}$ and $T_{j}$. For example, the relevant effective temperature can be the mobility-weighted average [4.16], which in the present
case is given by $\Theta\left(T_{i}, T_{j}\right)=\left(T_{i}+T_{j}\right) / 2$ because all the spheres have the same size. However, its explicit functional form is not needed here, and it only needs to satisfy an appropriate fluctuation dissipation theorem in thermal equilibrium, i.e., $T_{i}=T_{j}$. This is because we only consider the limit of $a \ll \ell$ in the present study.

It is convenient to introduce a characteristic time scale given by $\tau=6 \pi \eta a / K_{\mathrm{A}}$. We further define the ratio between the two spring constants as $\lambda=K_{\mathrm{B}} / K_{\mathrm{A}}$. We shall denote the two spring extensions by

$$
\begin{equation*}
u_{\mathrm{A}}(t)=x_{2}-x_{1}-\ell, \quad u_{\mathrm{B}}(t)=x_{3}-x_{2}-\ell . \tag{4.8}
\end{equation*}
$$

Notice that these quantities are related to the sphere velocities in Eqs. (4.2)-(4.4) as $\dot{u}_{\mathrm{A}}=\dot{x}_{2}-\dot{x}_{1}$ and $\dot{u}_{\mathrm{B}}=\dot{x}_{3}-\dot{x}_{2}$, respectively. In the following analysis, we generally assume that $u_{\mathrm{A}}, u_{\mathrm{B}} \ll \ell$ as well as $a \ll \ell$, and focus only on the leadingorder contribution.

### 4.3 Results

To present the essential outcome of the model, we first consider the simplest symmetric case, i.e., $K_{\mathrm{A}}=K_{\mathrm{B}}(\lambda=1)$. We introduce the bilateral Fourier transform for any function $f(t)$ as $f(\omega)=\int_{-\infty}^{\infty} d t f(t) e^{-i \omega t}$ and the inverse transform as $f(t)=\int_{-\infty}^{\infty}(d \omega / 2 \pi) f(\omega) e^{i \omega t}$. Solving the time derivative of Eq. (4.8) with the aid of Eqs. (4.2)-(4.4) in the frequency domain, we obtain

$$
\begin{gather*}
u_{\mathrm{A}}(\omega) \approx \frac{(2+i \omega \tau) \xi_{1}(\omega)-(1+i \omega \tau) \xi_{2}(\omega)-\xi_{3}(\omega)}{-3-4 i \omega \tau+(\omega \tau)^{2}} \tau+\mathcal{O}(a),  \tag{4.9}\\
u_{\mathrm{B}}(\omega) \approx \frac{\xi_{1}(\omega)+(1+i \omega \tau) \xi_{2}(\omega)-(2+i \omega \tau) \xi_{3}(\omega)}{-3-4 i \omega \tau+(\omega \tau)^{2}} \tau+\mathcal{O}(a), \tag{4.10}
\end{gather*}
$$

where $\mathcal{O}(a)$ indicates the terms of the order of $a$.
The velocity of a three-sphere micromachine is generally given by $V(t)=\left(\dot{x}_{1}+\right.$
$\left.\dot{x}_{2}+\dot{x}_{3}\right) / 3$, which now becomes

$$
\begin{align*}
V(t) & \approx \frac{a}{4 \ell \tau}\left(u_{\mathrm{B}}-u_{\mathrm{A}}+\frac{u_{\mathrm{B}}^{2}}{2 \ell}-\frac{u_{\mathrm{A}}^{2}}{2 \ell}\right) \\
& +\frac{1}{3}\left(\xi_{1}+\xi_{2}+\xi_{3}\right)+\mathcal{O}\left(u_{\mathrm{A}}^{3}, u_{\mathrm{B}}^{3}\right) . \tag{4.11}
\end{align*}
$$

By taking its statistical average, we further obtain

$$
\begin{equation*}
\langle V(t)\rangle \approx \frac{a}{8 \ell^{2} \tau}\left\langle u_{\mathrm{B}}^{2}(t)-u_{\mathrm{A}}^{2}(t)\right\rangle+\mathcal{O}\left(a^{2}, u_{\mathrm{A}}^{3}, u_{\mathrm{B}}^{3}\right), \tag{4.12}
\end{equation*}
$$

where we have used $\left\langle u_{\mathrm{A}}(t)\right\rangle=\left\langle u_{\mathrm{B}}(t)\right\rangle=0$ in the lowest-order of $a$. In the Fourier domain, Eq. (4.12) can be written in terms of convolution as

$$
\begin{equation*}
\langle V(\omega)\rangle \approx \frac{a}{8 \ell^{2} \tau} \int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi}\left\langle u_{\mathrm{B}}\left(\omega-\omega^{\prime}\right) u_{\mathrm{B}}\left(\omega^{\prime}\right)-u_{\mathrm{A}}\left(\omega-\omega^{\prime}\right) u_{\mathrm{A}}\left(\omega^{\prime}\right)\right\rangle+\mathcal{O}\left(a^{2}, u_{\mathrm{A}}^{3}, u_{\mathrm{B}}^{3}\right) \tag{4.13}
\end{equation*}
$$

Next, we substitute Eqs. (4.9) and (4.10) into Eq. (4.13) and use the relation $\left\langle\xi_{i}(\omega) \xi_{j}\left(\omega^{\prime}\right)\right\rangle=(2 \pi)\left(2 D_{i j}\right) \delta\left(\omega+\omega^{\prime}\right)$, as directly obtained from Eq. (4.5). After some calculation, we have

$$
\begin{equation*}
\langle V(\omega)\rangle=\frac{a \tau}{4 \ell^{2}}\left(D_{33}-D_{11}\right) \frac{2 \pi i}{4 i \tau-\omega \tau^{2}} \delta(\omega) . \tag{4.14}
\end{equation*}
$$

Notice that the cross correlations for $i \neq j$ can be neglected here because these are higher-order contributions of $\mathcal{O}\left(a^{2}\right)$. Transforming back to the time domain, we obtain the average velocity as

$$
\begin{equation*}
\langle V\rangle=\frac{a k_{\mathrm{B}}\left(T_{3}-T_{1}\right)}{16 \tau K_{\mathrm{A}} \ell^{2}}=\frac{k_{\mathrm{B}}\left(T_{3}-T_{1}\right)}{96 \pi \eta \ell^{2}} \tag{4.15}
\end{equation*}
$$

where we have used Eq. (4.6).
The above expression is an important result of this letter and deserves further discussion. The average velocity is proportional to the temperature difference $T_{3}-T_{1}$. Since we have assumed $x_{1}<x_{2}<x_{3}$, the swimming direction is from a
colder sphere to a hotter one, i.e., $\langle V\rangle>0$ when $T_{3}>T_{1}$ and vice versa. It is also remarkable that Eq. (4.15) does not depend on the temperature $T_{2}$ of the middle sphere. Hence $\langle V\rangle=0$ when $T_{1}=T_{3}$ even though $T_{1}$ and $T_{3}$ can be different from $T_{2}$. However, the presence of the middle sphere is essential for directional locomotion because the hydrodynamic interactions among the three spheres are responsible for it. Notice that a two-sphere micromachine cannot move even if the temperatures are different. This is because, if we keep only the first two terms in Eqs. (4.2) and (4.3) plus the noise terms $\xi_{1}$ and $\xi_{2}$ for the two spheres, we can immediately see that $\left\langle\dot{x}_{1}+\dot{x}_{2}\right\rangle=\left\langle\xi_{1}\right\rangle+\left\langle\xi_{2}\right\rangle=0$.

Having discussed the simplest symmetric case, we now present the result for general asymmetric cases when $K_{\mathrm{A}} \neq K_{\mathrm{B}}(\lambda \neq 1)$. By repeating the same calculation as before, the two spring extensions in Eq. (4.8) now become

$$
\begin{align*}
& u_{\mathrm{A}}(\omega) \approx \frac{(2 \lambda+i \omega \tau) \xi_{1}(\omega)-(\lambda+i \omega \tau) \xi_{2}(\omega)-\lambda \xi_{3}(\omega)}{-3 \lambda-2(1+\lambda) i \omega \tau+(\omega \tau)^{2}} \tau+\mathcal{O}(a),  \tag{4.16}\\
& u_{\mathrm{B}}(\omega) \approx \frac{\xi_{1}(\omega)+(1+i \omega \tau) \xi_{2}(\omega)-(2+i \omega \tau) \xi_{3}(\omega)}{-3 \lambda-2(1+\lambda) i \omega \tau+(\omega \tau)^{2}} \tau+\mathcal{O}(a) . \tag{4.17}
\end{align*}
$$

Then, the average velocity is

$$
\begin{equation*}
\langle V(t)\rangle \approx \frac{a}{8 \ell^{2} \tau}\left\langle\lambda u_{\mathrm{B}}^{2}(t)-u_{\mathrm{A}}^{2}(t)+3(1-\lambda) u_{\mathrm{A}}(t) u_{\mathrm{B}}(t)\right\rangle+\mathcal{O}\left(a^{2}, u_{\mathrm{A}}^{3}, u_{\mathrm{B}}^{3}\right) \tag{4.18}
\end{equation*}
$$

The substitution of Eqs. (4.16) and (4.17) into the Fourier-transformed expression of Eq. (4.18) yields the average velocity $\langle V(\omega)\rangle$ similar to Eq. (4.14). By performing the inverse Fourier transform, we finally obtain the general expression for the average velocity:

$$
\begin{equation*}
\langle V\rangle=\frac{k_{\mathrm{B}}}{144 \pi \eta \ell^{2}(1+\lambda)}\left[(2-5 \lambda) T_{1}-(7-7 \lambda) T_{2}+(5-2 \lambda) T_{3}\right] . \tag{4.19}
\end{equation*}
$$

When $\lambda=1$, Eq. (4.19) reduces to Eq. (4.15), as expected. When the three temperatures are identical, i.e., $T_{1}=T_{2}=T_{3}$, one can also show that the velocity vanishes, $\langle V\rangle=0$. This indicates that an elastic three-sphere micromachine can
attain a finite velocity owing to the temperature difference among the spheres, rather than its structural asymmetry.

To confirm our analytical prediction, we performed numerical simulations of the coupled stochastic equations in Eqs. (4.2)-(4.4) when $\lambda=1$. The equations can be discretized according to Storatonovich interpretation [4.13]. Then, the strength of thermal noise acting on each sphere is determined by a dimensionless parameter $S_{i}=\left[2 k_{\mathrm{B}} T_{i} /\left(K_{\mathrm{A}} \ell^{2}\right)\right]^{1 / 2}$. We performed simulations for (i) thermally asymmetric nonequilibrium cases in which $S_{1}=S_{2}=0$ and $S_{3}=0.2$ or $S_{3}=0.141$, and (ii) a thermally symmetric equilibrium case in which $S_{1}=S_{2}=S_{3}=0.067$. For comparison, we also performed a simulation for (iii) a thermally asymmetric nonequilibrium two-sphere case in which $S_{1}=0$ and $S_{2}=0.133$ (sphere 3 does not exist). The average over 100 independent runs has been taken for each case.

In Fig. 4.2, we plot the obtained center-of-mass position $X(t)=\left(x_{1}+x_{2}+x_{3}\right) / 3$ as a function of time $t$. For case (i), we clearly see that a micromachine migrates towards the positive direction with well-defined finite velocities. The dashed lines correspond to the analytical result in Eq. (4.15), which is in good agreement with the numerical simulations. However, a micromachine cannot gain any net displacement for cases (ii) and (iii). Our simulation result clearly demonstrates that a three-sphere micromachine can acquire directional motion because of thermal fluctuations only when the three spheres have different temperatures.

In the above numerical simulations, a three-sphere micromachine undergoes not only ballistic motion but also diffusive motion due to the presence of thermal fluctuations. The crossover time separating these two different regimes can be roughly estimated by the condition $2 D t^{*} \approx\langle V\rangle^{2} t^{* 2}$, where the total diffusion coefficient is approximately given by $D \approx k_{\mathrm{B}} \bar{T} /(18 \pi \eta a)$ with $\bar{T}=\left(T_{1}+T_{2}+T_{3}\right) / 3$. By denoting the temperature difference in Eq. (4.15) as $\Delta T=T_{3}-T_{1}$, the crossover time is roughly obtained as $t^{*} \approx D /\langle V\rangle^{2} \approx \eta \ell^{4} \bar{T} /\left[a k_{\mathrm{B}}(\Delta T)^{2}\right]$. When $S_{1}=S_{2}=0$ and $S_{3}=0.2$, for example, we estimate $t^{*} \approx 300 \tau$, which is much smaller than the total simulation time in Fig. 4.2.

### 4.4 Conclusion

Next, we argue that the analytically obtained velocity in Eqs. (4.15) or (4.19) can be related to the ensemble average of heat flows in the steady state. Within the framework of "stochastic energetics" proposed by Sekimoto [4.13], the heat gained by the $i$-th sphere per unit time is expressed as

$$
\begin{equation*}
\frac{d Q_{i}}{d t}=6 \pi \eta a\left(-\dot{x}_{i}+\xi_{i}\right) \dot{x}_{i} \tag{4.20}
\end{equation*}
$$

where $\dot{x}_{i}$ and $\xi_{i}$ are given by Eqs. (4.2)-(4.4). In the calculation of average heat flows, we also consider terms up to the leading-order contribution of $a / \ell$. For example, only the first term on the r.h.s. of Eq. (4.2), $K_{\mathrm{A}} u_{\mathrm{A}} /(6 \pi \eta a)$, and the noise term, $\xi_{1}$, are taken into account when we eliminate $\dot{x}_{1}$ in Eq. (4.20). We further use the statistical properties of quantities such as $\left\langle u_{\mathrm{A}}^{2}\right\rangle$ and $\left\langle u_{\mathrm{A}} \xi_{1}\right\rangle$, which can be estimated according to Eqs. (4.16) and (4.5).

Then, the lowest-order average heat flows are obtained as

$$
\begin{align*}
\left\langle\frac{d Q_{1}}{d t}\right\rangle_{0} & =\frac{k_{\mathrm{B}}}{6(1+\lambda) \tau}\left[(3+2 \lambda) T_{1}-(3+\lambda) T_{2}-\lambda T_{3}\right]  \tag{4.21}\\
\left\langle\frac{d Q_{2}}{d t}\right\rangle_{0} & =\frac{k_{\mathrm{B}}}{6(1+\lambda) \tau}\left[-(3+\lambda) T_{1}+\left(3+2 \lambda+3 \lambda^{2}\right) T_{2}-\left(\lambda+3 \lambda^{2}\right) T_{3}\right]  \tag{4.22}\\
\left\langle\frac{d Q_{3}}{d t}\right\rangle_{0} & =\frac{k_{\mathrm{B}}}{6(1+\lambda) \tau}\left[-\lambda T_{1}-\left(\lambda+3 \lambda^{2}\right) T_{2}+\left(2 \lambda+3 \lambda^{2}\right) T_{3}\right] \tag{4.23}
\end{align*}
$$

which all vanish when $T_{1}=T_{2}=T_{3}$. It is also remarkable that the above lowestorder heat flows satisfy [4.12, 4.13]

$$
\begin{equation*}
\left\langle\frac{d Q_{1}}{d t}\right\rangle_{0}+\left\langle\frac{d Q_{2}}{d t}\right\rangle_{0}+\left\langle\frac{d Q_{3}}{d t}\right\rangle_{0}=0 \tag{4.24}
\end{equation*}
$$

Assuming a linear relation between the velocity in Eq. (4.19) and the heat flows
in Eqs. (4.21)-(4.23), we obtain an alternative expression for the velocity:

$$
\begin{equation*}
\langle V\rangle=\frac{a}{8 K_{\mathrm{A}} \ell^{2}}\left[\frac{3-5 \lambda}{1+\lambda}\left\langle\frac{d Q_{1}}{d t}\right\rangle_{0}+\frac{5-3 \lambda}{\lambda(1+\lambda)}\left\langle\frac{d Q_{3}}{d t}\right\rangle_{0}\right] . \tag{4.25}
\end{equation*}
$$

For the symmetric case of $\lambda=1$ corresponding to Eq. (4.15), the above expression reduces to

$$
\begin{equation*}
\langle V\rangle=\frac{a}{8 K_{\mathrm{A}} \ell^{2}}\left[\left\langle\frac{d Q_{3}}{d t}\right\rangle_{0}-\left\langle\frac{d Q_{1}}{d t}\right\rangle_{0}\right] . \tag{4.26}
\end{equation*}
$$

This relation indicates that the average velocity is determined by the net heat flow between spheres 1 and 3 .

Finally, we briefly comment on previous relevant works. Using coupled Langevin equations, Dunkel and Zaid investigated the interplay between the diffusive and self-driven behaviors of an elastic three-sphere swimmer [4.17]. In this work, however, the temperature of the system was assumed to be uniform. In addition, hydrodynamic simulations of a self-thermophoretic Janus particle were reported in Ref. [4.18] to reproduce the experimental result [4.19]. Again, our model differs from this model because thermal fluctuations of internal degrees of freedom cause the locomotion of an elastic micromachine. We also note from Eq. (4.19) that $\langle V\rangle \neq 0$ for symmetric temperatures $T_{1}=T_{3} \neq T_{2}$ as long as the structural asymmetry exists.

In summary, we have shown that an elastic three-sphere micromachine in a viscous fluid can acquire directional motion because of thermal fluctuations when the spheres have different temperatures. We have obtained an expression for the average velocity that is related to the temperatures and average heat flows. Such a mechanism for the locomotion of micromachines is expected to play important roles in nonequilibrium biological systems. In the future, we shall generalize our calculation to the case in which the spheres have different sizes [4.4]. In such a calculation, one needs to take into account higher-order contributions in $a$ and $u_{\mathrm{A}}$, $u_{\mathrm{B}}$. It would be interesting to investigate how these nonlinear contributions affect
the nonequilibrium dynamics of thermally driven micromachines.
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Figure 4.1: Thermally driven elastic three-sphere micromachine in a fluid of viscosity $\eta$. Three spheres of radius $a$ are connected by two harmonic springs with elastic constants $K_{\mathrm{A}}$ and $K_{\mathrm{B}}$. The time-dependent positions of the spheres are denoted by $x_{i}(t)(i=1,2,3)$ in a one-dimensional coordinate system. Importantly, the three spheres are in equilibrium with independent heat baths at temperatures $T_{i}$.


Figure 4.2: Simulations of scaled center-of-mass position $X / \ell$ of an elastic micromachine as a function of scaled time $t / \tau$ when $a / \ell=0.1$. The strength of thermal noise is $S_{i}=\left[2 k_{\mathrm{B}} T_{i} /\left(K_{\mathrm{A}} \ell^{2}\right)\right]^{1 / 2}$. Case (i): thermally asymmetric nonequilibrium three-sphere micromachine with $S_{1}=S_{2}=0$ and $S_{3}=0.2$ (red) or $S_{3}=0.141$ (green). Case (ii): thermally symmetric equilibrium three-sphere micromachine with $S_{1}=S_{2}=S_{3}=0.067$ (black). Case (iii): thermally asymmetric nonequilibrium two-sphere micromachine with $S_{1}=0$ and $S_{2}=0.133$ (cyan). The dashed lines are the plots of Eq. (4.15) with the respective parameters.

## Chapter 5

## Anomalous diffusion in viscoelastic media with active force dipoles

With the use of the "two-fluid model", we discuss anomalous diffusion induced by active force dipoles in viscoelastic media. Active force dipoles, such as proteins and bacteria, generate non-thermal fluctuating flows that lead to a substantial increment of the diffusion. Using the partial Green's function of the two-fluid model, we first obtain passive (thermal) two-point correlation functions such as the displacement cross-correlation function between the two point particles separated by a finite distance. We then calculate active (non-thermal) one-point and two-point correlation functions due to active force dipoles. The time correlation of a force dipole is assumed to decay exponentially with a characteristic time scale. We show that the active component of the displacement cross-correlation function exhibits various crossovers from super-diffusive to sub-diffusive behaviors depending on the characteristic time scales and the particle separation. Our theoretical results are intimately related to the microrheology technique to detect fluctuations in non-equilibrium environment.

### 5.1 Introduction

The cytoplasm of living cells is full of proteins and organelles that play important active roles with the aid of chemical fuels such as adenosine triphosphate (ATP) [5.1]. In such a non-equilibrium environment, the transport properties of chemical species drastically deviate from those in static equilibrium conditions. For example, there are several experimental works reporting the anomalous diffusion of a tagged particle in biological cells due to protein activities [5.2-5.6]. In other systems, a large enhancement of diffusion was also observed for a passive particle immersed in a bacterial bath [5.7, 5.8] or in a suspension of algae Chlamydomonas [5.9], and such a phenomenon has been also studied theoretically [5.10, 5.11].

The modified diffusion in cells was attributed to non-equilibrium forces generated by molecular motors walking on cytoskeletal networks [5.12, 5.13]. Recently, Mikhailov and Kapral proposed a different mechanism caused by non-equilibrium conformational changes of proteins or enzymes [5.14, 5.15]. They showed that, in addition to thermal fluctuations, active proteins in living cells generate nonthermal fluctuating flows that lead to a substantial increment of the diffusion constant. A chemotaxis-like drift of a passive particle was also predicted when a spatial gradient of active proteins is present [5.14, 5.15]. In these previous works, however, the three-dimensional (3D) cytoplasm and two-dimensional (2D) biomembrane were treated as purely viscous fluids characterized by constant shear viscosities [5.16].

In general, biological cells behave as viscoelastic materials [5.17, 5.18]. Hoffman et al. experimentally determined the frequency-dependent shear modulus of cultured mammalian cells by using various methods to measure their viscoelastic properties [5.19, 5.20]. Interestingly, they found two universal (weak) power-law dependencies of the shear modulus at low frequencies corresponding to the cortical and intracellular networks. At high frequencies, on the other hand, they observed an exponent of $3 / 4$ which was attributed to the mechanical response of actin fibers.

Such an universal behavior of mechanical responses in living cells was also reported in other work [5.21].

Among various methods, microrheology is one of the most useful techniques to measure the rheological properties of living cells [5.22-5.26]. In this method, the local and bulk mechanical properties of a single cell can be extracted from a Brownian motion of probe particles, including both thermal and non-thermal contributions [5.27]. Concerning its theoretical background, the generalized StokesEinstein relation (GSER), equivalent to the fluctuation dissipation theorem (FDT), has been used to analyze thermal diffusive motions. In non-thermal situations, the GSER has been further extended to relate particle mean squared displacement (MSD) and non-thermal force fluctuations [5.28, 5.29]. It should be noted, however, that the GSER contains various assumptions which can be violated in several situations [5.27]. Therefore it is necessary to discuss both thermal and non-thermal Brownian motions in a viscoelastic medium which is described by a well-founded theoretical model.

In this paper, we discuss diffusive motion of passive particles embedded in viscoelastic media that is described by the "two-fluid model" for gels [5.30-5.32]. We especially focus on the effects of non-thermal fluctuations induced by active force dipoles which undergo cyclic motions. We calculate displacement cross-correlation functions (CCF) of two point particles for the passive situation induced by thermal fluctuations and the active situation driven by force dipole fluctuations. Our calculation is closely related to the "two-point microrheology" method which has several technical advantages compared to the "one-point microrheology" [5.33]. As for the stochastic property of a force dipole, we consider the case when there is no correlation between different times, and also the case when it decays exponentially with a characteristic time scale. If the dipole time scale is much larger than the viscoelastic time scale, we show that the active contribution of the displacement CCF exhibits all the possible crossover behaviors between super-diffusive and subdiffusive motions. Our predictions can be applied not only for cells but also for bacterial suspensions and systems containing active colloids.

Since our theory is based on the standard two-fluid model, it has some similarities to the works by Levine and Lubensky [5.34, 5.35] or MacKintosh and Levine [5.12, 5.13]. In the former studies [5.34, 5.35], they investigated the dynamics of rigid spheres embedded in viscoelastic media by using the two-fluid model, but did not consider the effects of non-thermal fluctuations. In the latter studies [5.12, 5.13], on the other hand, they developed a model for F-actin networks driven out of equilibrium by molecular motors. The main difference in our work is that active force dipoles are embedded in the fluid and exert forces on the fluid itself. In this regard, we use the partial Green's function that connects the force acting on the fluid and the fluid velocity as discussed in Refs. [5.36, 5.37]. In these works, they emphasized the role of the intermediate length scale in the analysis of microrheology data. In our separate work, starting from the two-fluid model, we have derived effective equations of motions for tracer particles displaying local deformations and local fluid flows [5.38].

In the next section, we describe the two-fluid model and show its partial Green's function both in the Fourier space and the real space. In Sec. 5.3, we discuss the passive two-point correlation functions. Using the coupling mobilities and the FDT in thermal equilibrium, we calculate the power spectral density of the velocity CCFs and the displacement CCFs. In Sec. 5.4, we shall investigate active one-point correlation functions due to active force dipoles. We calculate the active velocity auto-correlation function of a passive point particle by assuming different time correlations of force dipoles. We then discuss in Sec. 5.5 the active two-point correlation functions which are useful for two-point microrheology. The summary of our work and some discussions related to the recent experiments are given in Sec. 5.6.


Figure 5.1: Schematic representation of the two-fluid model. The system consists of an elastic network characterized by the Lamé coefficient $\mu$, and a viscous fluid characterized by the shear viscosity $\eta$. The elastic and fluid components are coupled through the mutual friction. The length scale $\ell$ characterizes the typical internal structure of the elastic network. Orange objects represent stochastic force dipoles which are immersed in the fluid component. Two passive point particles separated by a distance $d$ are embedded in the fluid component. These passive particles undergo correlated random Brownian motion due to thermal fluctuations and active stochastic fluctuations induced by active force dipoles.

### 5.2 Two-fluid model

### 5.2.1 Model description

To describe viscoelastic media from a general point of view, we employ the two-fluid model that has been broadly used to describe the dynamics of polymer gels [5.30$5.32,5.39]$. As schematically shown in Fig. 5.1, there are two dynamical fields in this model; the displacement field $\mathbf{u}(\mathbf{r}, t)$ of the elastic network and the velocity field $\mathbf{v}(\mathbf{r}, t)$ of the permeating fluid. Here $\mathbf{r}$ is the 3 D position vector and $t$ is the time. The coupled dynamical equations for these two field variables are given by

$$
\begin{equation*}
\rho_{u} \frac{\partial^{2} \mathbf{u}}{\partial t^{2}}=\mu \nabla^{2} \mathbf{u}+(\mu+\lambda) \nabla(\nabla \cdot \mathbf{u})-\Gamma\left(\frac{\partial \mathbf{u}}{\partial t}-\mathbf{v}\right)+\mathbf{f}_{u} \tag{5.1}
\end{equation*}
$$

$$
\begin{equation*}
\rho_{v} \frac{\partial \mathbf{v}}{\partial t}=\eta \nabla^{2} \mathbf{v}-\nabla p-\Gamma\left(\mathbf{v}-\frac{\partial \mathbf{u}}{\partial t}\right)+\mathbf{f}_{v} \tag{5.2}
\end{equation*}
$$

In the above, $\rho_{u}$ and $\rho_{v}$ are the mass densities of the two components, $\mu$ and $\lambda$ are the Lamé coefficients of the elastic network, respectively, $\eta$ is the shear viscosity of the fluid, $p(\mathbf{r}, t)$ is the pressure field, while $\mathbf{f}_{u}$ and $\mathbf{f}_{v}$ are external force densities. The elastic and the fluid components are coupled through the mutual friction characterized by the friction coefficient $\Gamma$. We note that $\mu, \lambda, \eta$ and $\Gamma$ are constants and do not depend on frequency. When the volume fraction of the network is denoted by $\phi$, the above equations are further supplemented by the condition of the total volume conservation

$$
\begin{equation*}
\nabla \cdot\left[\phi \frac{\partial \mathbf{u}}{\partial t}+(1-\phi) \mathbf{v}\right]=0 \tag{5.3}
\end{equation*}
$$

In the following, we employ several simplifications of the model. (i) We neglect inertial effects, which is justified at sufficiently low frequencies. Hence the l.h.s. of Eqs. (5.1) and (5.2) are both neglected. (ii) We assume that the volume fraction of the network is vanishingly small, i.e., $\phi \ll 1$. In this limit, Eq. (5.3) can be approximated as

$$
\begin{equation*}
\nabla \cdot \mathbf{v} \approx 0 \tag{5.4}
\end{equation*}
$$

This equation can be regarded as the incompressibility condition of the fluid component.

### 5.2.2 Partial Green's function

The above linearized equations can be solved by performing the Fourier transform in space and the Laplace transform in time for any function $f(\mathbf{r}, t)$ as defined by

$$
\begin{equation*}
f[\mathbf{q}, s]=\int_{-\infty}^{\infty} \mathrm{d}^{3} r \int_{0}^{\infty} \mathrm{d} t f(\mathbf{r}, t) e^{-i \mathbf{q} \cdot \mathbf{r}-s t} \tag{5.5}
\end{equation*}
$$

Here $\mathbf{q}$ is the 3D wavevector and $s$ the frequency in the Laplace domain. The general Green's function (represented by a $6 \times 6$ matrix) connecting $\mathbf{u}$ and $\mathbf{v}$ to $\mathbf{f}_{u}$ and $\mathbf{f}_{v}$ was calculated by Levine and Lubensky [5.34, 5.35].

In this paper, we particularly focus on the response of the fluid velocity $\mathbf{v}$ due to the point force $\mathbf{f}_{v}$, and use the partial Green's function defined by

$$
\begin{equation*}
v_{\alpha}[\mathbf{q}, s]=G_{\alpha \beta}[\mathbf{q}, s] f_{v, \beta}[\mathbf{q}, s] . \tag{5.6}
\end{equation*}
$$

Hereafter, the Einstein summation convention over repeated indices is employed. According to Refs. [5.34-5.37], the Green's function is given by

$$
\begin{equation*}
G_{\alpha \beta}[\mathbf{q}, s]=\frac{1+\left(\eta_{\mathrm{b}} / \eta\right) \xi^{2} q^{2}}{\eta_{\mathrm{b}} q^{2}\left(1+\xi^{2} q^{2}\right)}\left(\delta_{\alpha \beta}-\hat{q}_{\alpha} \hat{q}_{\beta}\right), \tag{5.7}
\end{equation*}
$$

with $q=|\mathbf{q}|$ and $\hat{\mathbf{q}}=\mathbf{q} / q$ (see Appendix 5.A for a detailed derivation). In the above, the frequency-dependent bulk viscosity and characteristic length scale are defined by

$$
\begin{equation*}
\eta_{\mathrm{b}}=\eta+\frac{\mu}{s}, \quad \xi=\left(\frac{\mu \eta}{s \Gamma \eta_{\mathrm{b}}}\right)^{1 / 2}, \tag{5.8}
\end{equation*}
$$

respectively. Notice that the above $3 \times 3$ matrix is nothing but the part of the general $6 \times 6$ matrix [5.35]. In order to study the effects of molecular motors that generate forces in the cytoskeleton, one needs to take into account $\mathbf{f}_{u}$ as discussed in Refs. [5.12, 5.13] and recently by us [5.38]. We note here that the partial Green's function in Eq. (5.7) does not depend on the compressional Lamé coefficient $\lambda$, while it appears in the general $6 \times 6$ matrix.

The Green's function in Eq. (5.7) can be inverted back from the Fourier space to the real space (but remaining in the Laplace domain). Following the calculation
in the Appendix 5.A, we obtain

$$
\begin{equation*}
G_{\alpha \beta}[\mathbf{r}, s]=\frac{1}{8 \pi \eta r}\left[\left(1+\frac{1-\eta_{\mathrm{b}} / \eta}{\eta_{\mathrm{b}} / \eta} \mathcal{G}_{1}(r / \xi)\right) \delta_{\alpha \beta}+\left(1+\frac{1-\eta_{\mathrm{b}} / \eta}{\eta_{\mathrm{b}} / \eta} \mathcal{G}_{2}(r / \xi)\right) \hat{r}_{\alpha} \hat{r}_{\beta}\right] . \tag{5.9}
\end{equation*}
$$

where $r=|\mathbf{r}|$ and $\hat{\mathbf{r}}=\mathbf{r} / r$. Here we have defined the two scaling functions by

$$
\begin{align*}
& \mathcal{G}_{1}(z)=1+\frac{2}{z^{2}}-2 e^{-z}\left(1+\frac{1}{z}+\frac{1}{z^{2}}\right),  \tag{5.10}\\
& \mathcal{G}_{2}(z)=1-\frac{6}{z^{2}}+2 e^{-z}\left(1+\frac{3}{z}+\frac{3}{z^{2}}\right) . \tag{5.11}
\end{align*}
$$

In Fig. 5.2, we plot both $\mathcal{G}_{1}(z)$ and $\mathcal{G}_{2}(z)$ as a function of $z=r / \xi$. When $\mathcal{G}_{1}(z)=$ $\mathcal{G}_{2}(z)=0$, the Green's function $G_{\alpha \beta}$ is purely determined by $\eta$, whereas it is fully described by $\eta_{\mathrm{b}}$ when $\mathcal{G}_{1}(z)=\mathcal{G}_{2}(z)=1$.

### 5.2.3 Asymptotic expressions

Next we discuss the asymptotic behaviors of the partial Green's function and the scaling functions. We first note that the asymptotic expressions of the scaling functions are given by

$$
\begin{gather*}
\mathcal{G}_{1}(z) \approx \begin{cases}4 z / 3-3 z^{2} / 4, & z \ll 1, \\
1+2 / z^{2}, & z \gg 1,\end{cases}  \tag{5.12}\\
\mathcal{G}_{2}(z)  \tag{5.13}\\
\approx \begin{cases}z^{2} / 4, & z \ll 1 \\
1-6 / z^{2}, & z \gg 1\end{cases}
\end{gather*}
$$

These asymptotic behaviors are also plotted in Fig. 5.2 by the dotted lines which provide a good approximation especially for $z \gg 1$.

For our later purpose, we focus here on the large scale behavior of the Green's function. For $r \gg \xi$, we obtain

$$
\begin{equation*}
G_{\alpha \beta}[\boldsymbol{r}, s] \approx \frac{1}{8 \pi \eta r} \frac{s \tau}{1+s \tau}\left(\delta_{\alpha \beta}+\hat{r}_{\alpha} \hat{r}_{\beta}\right)-\frac{\ell^{2}}{4 \pi \eta r^{3}} \frac{1}{(1+s \tau)^{2}}\left(\delta_{\alpha \beta}-3 \hat{r}_{\alpha} \hat{r}_{\beta}\right), \tag{5.14}
\end{equation*}
$$

where we have introduced the characteristic length and time scales as

$$
\begin{equation*}
\ell=(\eta / \Gamma)^{1 / 2}, \quad \tau=\eta / \mu . \tag{5.15}
\end{equation*}
$$

As argued in Ref. [5.36], the first and the second terms of Eq. (5.14) are proportional to $1 / r$ and $\ell^{2} / r^{3}$, respectively. The competition between these two terms is characterized by the crossover length $\ell$.

### 5.2.4 Coupling mobilities

In the following sections, we shall consider correlated motions of two point particles embedded in the fluid component. For this purpose, we shall introduce the coupling mobility between the two points $M_{\alpha \beta}[r, s]$ that is directly related to the partial Green's function in Eq. (5.9). Since $G_{\alpha \beta}$ is generally expressed as $G_{\alpha \beta}=C_{1} \delta_{\alpha \beta}+$ $C_{2} \hat{r}_{\alpha} \hat{r}_{\beta}$, the "longitudinal" and the "transverse" coupling mobilities are given by $M_{x x}=C_{1}+C_{2}$ and $M_{y y}=C_{1}$, respectively. Hence they are

$$
\begin{gather*}
M_{x x}[r, s]=\frac{1}{4 \pi \eta r}\left[1-\frac{\mathcal{G}_{1}(z)+\mathcal{G}_{2}(z)}{2(1+s \tau)}\right],  \tag{5.16}\\
M_{y y}[r, s]=\frac{1}{8 \pi \eta r}\left[1-\frac{\mathcal{G}_{1}(z)}{1+s \tau}\right], \tag{5.17}
\end{gather*}
$$

where $z=r / \xi=(r / \ell) \sqrt{1+s \tau}$. We shall use these coupling mobilities in order to calculate various correlation functions in the next sections. Since $M_{x y}=0$ by symmetry, it is sufficient to consider only the above two coupling mobilities [5.36].

### 5.3 Passive two-point correlation functions

Here we discuss the correlated dynamics of two distinctive passive particles immersed in a viscoelastic gel that is in thermal equilibrium. This situation is relevant to the "two-point microrheology" experiments as discussed before [5.33]. Compared to the "single-particle microrheology" (with the use of a finite size particle), there are several advantages to perform multi-particle microrheology [5.27].

### 5.3.1 Fluctuation dissipation theorem

Consider a pair of point particles undergoing Brownian motion separated by a distance $d$ as shown in Fig. 5.1 (but without force dipoles). We denote the positions of these two point particles by $\mathbf{R}_{1}(t)=\mathbf{R}_{1}+\Delta \mathbf{R}_{1}(t)$ and $\mathbf{R}_{2}(t)=\mathbf{R}_{2}+\Delta \mathbf{R}_{2}(t)$, where $d=\left|\mathbf{R}_{2}-\mathbf{R}_{1}\right|$. Then the velocities of these point particles are given by $\mathbf{V}_{1}\left(\mathbf{R}_{1}, t\right)=\Delta \dot{\mathbf{R}}_{1}(t)$ and $\mathbf{V}_{2}\left(\mathbf{R}_{2}, t\right)=\Delta \dot{\mathbf{R}}_{2}(t)$. The quantities of interest are the velocity cross-correlation function (CCF) $\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}(t)\right\rangle_{d}$, and the displacement CCF $\left\langle\Delta R_{1 \alpha} \Delta R_{2 \alpha^{\prime}}(t)\right\rangle_{d}$. Without loss of generality, we define the $x$-axis to be along the line connecting the two particles, i.e., $\mathbf{R}_{2}-\mathbf{R}_{1}=d \hat{\mathbf{e}}_{x}$.

According to the fluctuation dissipation theorem (FDT), the velocity CCFs in thermal equilibrium are related to the coupling mobility in the Laplace domain by $[5.27,5.36]$

$$
\begin{equation*}
\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}[s]\right\rangle_{d}=k_{\mathrm{B}} T M_{\alpha \alpha^{\prime}}[r=d, s], \tag{5.18}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ the temperature. The power spectral density (PSD) of the passive velocity CCF can be obtained by using the relation

$$
\begin{equation*}
\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}(\omega)\right\rangle_{d}=2 \Re\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}[s=i \omega]\right\rangle_{d}, \tag{5.19}
\end{equation*}
$$

where $\omega$ is the frequency in the Fourier domain, and $\Re$ indicates the real part.
In Fig. 5.3, we plot the scaled PSDs $\left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d}$ and $\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}$ as a function of $\omega \tau$ using the longitudinal and the transverse coupling mobilities obtained in Eqs. (5.16) and (5.17), respectively. Different colors represent different distances,
$d$, between the two points. In Fig. 5.3(a), $\left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d}$ increases for $\omega \tau>\sqrt{2}(\ell / d)$ as $\sim \omega^{2}$ [see later Eqs. (5.21) and (5.22)], while it saturates for $\omega \tau>1$. Since $\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}$ takes negative values for smaller $\omega \tau$ when $d / \ell=10$ and 100 , we have plotted its absolute value in Fig. 5.3(b). Notice that in both (a) and (b), the PSDs are scaled by $k_{\mathrm{B}} T /(2 \pi \eta d)$, and take the same asymptotic value in the large $\omega \tau$ limit.

The passive displacement CCF in thermal equilibrium as a function of time can be directly obtained by the following inverse Laplace transform of the velocity CCF [5.26, 5.27]:

$$
\begin{equation*}
\left\langle\Delta R_{1 \alpha} \Delta R_{2 \alpha^{\prime}}(t)\right\rangle_{d}=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} \mathrm{~d} s \frac{2}{s^{2}}\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}[s]\right\rangle_{d} e^{s t}, \tag{5.20}
\end{equation*}
$$

where $c$ is a real number. Performing the numerical inverse Laplace transform of Eq. (5.20), we plot in Fig. 5.4 the longitudinal and the transverse CCFs $\left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d}$ and $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ as a function of $t / \tau$ for different distances $d$ between the two points.

In Fig. 5.4(a), the longitudinal CCF is proportional to $t$ for $t / \tau<1$ and $t / \tau>(d / \ell)^{2} / 2$ [see later Eq. (5.23)]. In the former time region which is smaller than the viscoelastic time scale $\tau=\eta / \mu$, the two point particles interact through the fluid component of the two-fluid model. In the latter long time region, on the other hand, the CCF obeys the normal diffusive behavior as expected for any viscoelastic material with a characteristic relaxation time. Between these crossover time scales, the CCF remains almost constant due to the elastic component that suppresses the motion of the point particles. This is because the elastic property of the medium, representing the polymer network, is pronounced in these time scales. For $d / \ell=1$, on the other hand, the CCF is almost proportional to $t$ during the entire time region.

In Fig. 5.4(b), the absolute value of $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ is plotted because it takes negative values for larger $t$. This means that the relative transverse motion of the two point particles is anti-correlated when their separation $d / \ell$ is large enough.

Nevertheless, the general time-dependent behavior of the transverse CCF is almost the same as that of the longitudinal one in (a).

The crossover behaviors of the passive displacement CCF for large $d / \ell$ showing the successive scaling as $t \rightarrow t^{0} \rightarrow t$ can explain some of the apparent powerlaw behaviors of soft matter [5.40] or biological cells [5.20]. It should be noted, however, that the passive displacement CCF in thermal equilibrium exhibits only a sub-diffusive behavior.

### 5.3.2 Large distance behaviors

In the limit of large distances $d \gg \ell$ between the two points, we can use Eq. (5.14) for the partial Green's function to obtain the PSDs in the Fourier domain as

$$
\begin{align*}
& \left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d} \approx \frac{k_{\mathrm{B}} T}{2 \pi \eta d} \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}+\frac{k_{\mathrm{B}} T \ell^{2}}{\pi \eta d^{3}}\left[\frac{1}{\left[1+(\omega \tau)^{2}\right]^{2}}-\frac{(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\right],  \tag{5.21}\\
& \left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d} \approx \frac{k_{\mathrm{B}} T}{4 \pi \eta d} \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}-\frac{k_{\mathrm{B}} T \ell^{2}}{2 \pi \eta d^{3}}\left[\frac{1}{\left[1+(\omega \tau)^{2}\right]^{2}}-\frac{(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\right] . \tag{5.22}
\end{align*}
$$

For the large distance behavior of the displacement CCFs, we obtain

$$
\begin{align*}
& \left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d} \approx \frac{k_{\mathrm{B}} T \tau}{2 \pi \eta d}\left(1-e^{-t / \tau}\right)+\frac{k_{\mathrm{B}} T \tau \ell^{2}}{\pi \eta d^{3}}\left[\frac{t}{\tau}\left(1+e^{-t / \tau}\right)-2\left(1-e^{-t / \tau}\right)\right],  \tag{5.23}\\
& \left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d} \approx \frac{k_{\mathrm{B}} T \tau}{4 \pi \eta d}\left(1-e^{-t / \tau}\right)-\frac{k_{\mathrm{B}} T \tau \ell^{2}}{2 \pi \eta d^{3}}\left[\frac{t}{\tau}\left(1+e^{-t / \tau}\right)-2\left(1-e^{-t / \tau}\right)\right] . \tag{5.24}
\end{align*}
$$

In the above expressions, the first term is proportional to $t$ in the short time regime, whereas it saturates in the long time limit. Whereas the second term in each expression is proportional to $t$ in the long time limit, which dominates the large scale behavior. These properties of the displacement CCF can be clearly
observed in Fig. 5.4 especially for larger $d / \ell$. Although not plotted, Eqs. (5.23) and (5.24) almost completely recover the numerical plots in Fig. 5.4.

### 5.4 Active one-point correlation functions

In this section, we shall consider the collective advection effects due to active force dipoles on passive particles immersed in viscoelastic media. A simple "dimer model" for a stochastic hydrodynamic force dipole was previously discussed in Refs. [5.14, 5.15]. To investigate the hydrodynamic effects of the force dipoles, we employ the partial Green's function representing the response of the fluid velocity $\mathbf{v}$ due to the force $\mathbf{f}_{v}$ acting on the fluid component [see Eq. (5.6)]. This is different from Refs. [5.12, 5.13] where they discussed the effects of molecular motors generating forces in the cytoskeleton which corresponds to the elastic component of the two-fluid model. Our aim is to focus on the role of active force dipoles that exist in the fluid component. A more unified treatment of these two different sources of active forces has been investigated in our separate publication [5.38].

### 5.4.1 Velocity induced by active force dipoles

When a point force $\mathbf{f}_{v}$ is applied to the fluid at a point $\mathbf{r}$, it induces a fluid velocity at another position $\mathbf{R}$ that advects a point particle located there. As in the previous section, we denote the position of this passive point particle by $\mathbf{R}(t)=\mathbf{R}_{0}+\Delta \mathbf{R}(t)$, and its velocity by $\mathbf{V}(\mathbf{R}, t)=\Delta \dot{\mathbf{R}}(t)$. Using the Green's function calculated in Sec. 5.2, we obtain the relation between $\mathbf{V}$ and $\mathbf{f}_{v}$ as

$$
\begin{equation*}
V_{\alpha}(\mathbf{R}, t)=\int_{-\infty}^{t} \mathrm{~d} t^{\prime} G_{\alpha \beta}\left(\mathbf{R}-\mathbf{r}, t-t^{\prime}\right) f_{v, \beta}\left(\mathbf{r}, t^{\prime}\right) \tag{5.25}
\end{equation*}
$$

Consider an oscillating dimer of length $a(t)$ and the force magnitude $f_{\mathrm{d}}(t)$ with its orientation given by the unit vector $\hat{\mathbf{e}}$. In this case, the induced velocity of a
passive particle at $\mathbf{R}$ due to the oscillating dimer is given by [5.14]

$$
\begin{equation*}
V_{\alpha}(\mathbf{R}, t) \approx \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \frac{\partial G_{\alpha \beta}\left(\mathbf{R}-\mathbf{r}, t-t^{\prime}\right)}{\partial r_{\gamma}} \hat{e}_{\beta} \hat{e}_{\gamma} m\left(t^{\prime}\right), \tag{5.26}
\end{equation*}
$$

where we have used the approximation $a \ll|\mathbf{R}-\mathbf{r}|$, and $m(t)=a(t) f_{\mathrm{d}}(t)$ denotes the magnitude of the force dipole.

We further consider a collection of such active force dipoles, located at positions $\left\{\mathbf{R}_{i}\right\}$ with orientations $\left\{\hat{\mathbf{e}}_{i}\right\}$. By summing up for all the dipoles, the velocity of the passive particle is then given by [5.14]

$$
\begin{equation*}
V_{\alpha}\left(\mathbf{R}_{0}, t\right) \approx \int_{-\infty}^{t} \mathrm{~d} t^{\prime} \int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}\left(\mathbf{r}, t-t^{\prime}\right)}{\partial r_{\gamma}} \sum_{i} \hat{e}_{i, \gamma} \hat{e}_{i, \beta} m_{i}\left(t^{\prime}\right) \delta\left(\mathbf{R}_{i}-\mathbf{R}_{0}-\mathbf{r}\right), \tag{5.27}
\end{equation*}
$$

where we have assumed that the displacement of the passive particle is small, and kept only the lowest order term. This equation describes the motion of a passive point particle due to non-thermal active noise arising from the collective operation of active force dipoles.

Hereafter we introduce the bilateral Fourier transform in time for any function $f(t)$ as

$$
\begin{equation*}
f(\omega)=\int_{-\infty}^{\infty} \mathrm{d} t f(t) e^{-i \omega t} \tag{5.28}
\end{equation*}
$$

[cf. Eq. (5.5)]. Performing the bilateral Fourier transform of Eq. (5.27), we obtain

$$
\begin{equation*}
V_{\alpha}\left(\mathbf{R}_{0}, \omega\right) \approx \int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}} \sum_{i} \hat{e}_{i, \gamma} \hat{e}_{i, \beta} m_{i}(\omega) \delta\left(\mathbf{R}_{i}-\mathbf{R}_{0}-\mathbf{r}\right), \tag{5.29}
\end{equation*}
$$

where $G_{\alpha \beta}[\mathbf{r}, \omega]=G_{\alpha \beta}[\mathbf{r}, s=i \omega]$. We shall use this expression to calculate the velocity correlation functions and the mean squared displacement (MSD) of the passive particle.

### 5.4.2 Active auto-correlation functions

We now calculate the velocity auto-correlation function (ACF) of a passive particle located on average at $\mathbf{R}_{0}$. If the correlation between different force dipoles vanishes, i.e., $\left\langle m_{i} m_{j}(\omega)\right\rangle=\left\langle m^{2}(\omega)\right\rangle \delta_{i j}$, we get from Eq. (5.29)

$$
\begin{align*}
& \left\langle V_{\alpha} V_{\alpha^{\prime}}\left(\mathbf{R}_{0}, \omega\right)\right\rangle \\
& =\int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}} \frac{\partial G_{\alpha^{\prime} \beta^{\prime}}[\mathbf{r},-\omega]}{\partial r_{\gamma^{\prime}}} \sum_{i}\left\langle\hat{e}_{i, \gamma} \hat{e}_{i, \beta} \hat{e}_{i, \gamma^{\prime}} \hat{e}_{i, \beta^{\prime}}\right\rangle\left\langle m_{i}^{2}(\omega)\right\rangle\left\langle\delta\left(\mathbf{R}_{i}-\mathbf{R}_{0}-\mathbf{r}\right)\right\rangle \\
& =\Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}}\left\langle m^{2}(\omega)\right\rangle \int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}} \frac{\partial G_{\alpha^{\prime} \beta^{\prime}}[\mathbf{r},-\omega]}{\partial r_{\gamma^{\prime}}} c\left(\mathbf{R}_{0}+\mathbf{r}\right), \tag{5.30}
\end{align*}
$$

where $c(\mathbf{r})=\sum_{i}\left\langle\delta\left(\mathbf{R}_{i}-\mathbf{r}\right)\right\rangle$ is the local concentration of force dipoles at a point $\mathbf{r}$ in the fluid component. In the above, a symbol

$$
\begin{align*}
\Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} & =\left\langle\hat{e}_{\beta} \hat{e}_{\beta^{\prime}} \hat{e}_{\gamma} \hat{e}_{\gamma^{\prime}}\right\rangle \\
& =\frac{1}{15}\left(\delta_{\beta \beta^{\prime}} \delta_{\gamma \gamma^{\prime}}+\delta_{\beta \gamma} \delta_{\beta^{\prime} \gamma^{\prime}}+\delta_{\beta \gamma^{\prime}} \delta_{\beta^{\prime} \gamma}\right), \tag{5.31}
\end{align*}
$$

has been defined, and we have assumed that the orientations of active force dipoles are not correlated with their positions. In other words, we do not consider any nematic ordering of force dipoles [5.14].

When active force dipoles are uniformly distributed in space with a constant concentration, $c(\mathbf{r})=c_{0}$, the velocity $\mathrm{ACF}\left\langle V_{\alpha} V_{\alpha^{\prime}}(\omega)\right\rangle$ is isotropic, i.e., $\left\langle V_{x}^{2}(\omega)\right\rangle=$ $\left\langle V_{y}^{2}(\omega)\right\rangle=\left\langle V_{z}^{2}(\omega)\right\rangle$ and vanishes otherwise. Hence it is enough to consider only the $x$-direction, and we obtain the active PSD as

$$
\begin{align*}
\left\langle V_{x}^{2}(\omega)\right\rangle & =\frac{c_{0}}{3} \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}}\left\langle m^{2}(\omega)\right\rangle \int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}} \frac{\partial G_{\alpha \beta^{\prime}}[\mathbf{r},-\omega]}{\partial r_{\gamma^{\prime}}} \\
& =\frac{1}{3 \cdot 8^{2} \cdot 15 \pi^{2}} \frac{c_{0}}{\eta^{2} \ell}\left\langle m^{2}(\omega)\right\rangle \mathcal{I}(\omega) . \tag{5.32}
\end{align*}
$$

Here we have introduced the scaled PSD defined by

$$
\begin{equation*}
\mathcal{I}(\omega)=15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \int \mathrm{d}^{3} \bar{r} \frac{\partial g_{\alpha \beta}[\mathbf{r}, \omega]}{\partial \bar{r}_{\gamma}} \frac{\partial g_{\alpha \beta^{\prime}}[\mathbf{r},-\omega]}{\partial \bar{r}_{\gamma^{\prime}}} \tag{5.33}
\end{equation*}
$$

together with $g_{\alpha \beta}[\mathbf{r}, \omega]=8 \pi \eta \ell G_{\alpha \beta}[\mathbf{r}, s=i \omega]$ and $\bar{r}=r / \ell$. Since the above integral diverges for short length scales, we need to introduce a small cutoff length $\delta$. Physically, $\delta$ can be regarded as the size of the passive particle. In Fig. 5.5, we numerically plot the scaled PSD, $\mathcal{I}(\omega)$, as a function of $\omega \tau$ for different cutoff lengths $\delta / \ell=1,10$ and 100 . These values correspond to the situation when the passive particle is larger than the mesh size. For $\omega \tau>2 \sqrt{3}(\ell / \delta)^{2}$, the PSD increases as $\sim \omega^{2}$ and saturates for $\omega \tau>1$ [see later Eq. (5.34)]. Note that the asymptotic value of the scaled PSD for large $\omega \tau$ is independent of $\delta$.

If we use Eq. (5.14) for the partial Green's function $G_{\alpha \beta}$ in the large distance limit $r \gg \ell$, the scaled PSD can be approximately calculated as

$$
\begin{equation*}
\mathcal{I}(\omega) \approx 48 \pi\left[\frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}\left(\frac{\ell}{\delta}\right)-\frac{4(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{3}+\frac{12}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{5}\right] . \tag{5.34}
\end{equation*}
$$

The detailed derivation of this expression is given in the Appendix 5.B. Although not plotted, we have confirmed that Eq. (5.34) perfectly reproduces the curve of $\delta / \ell=100$ in Fig. 5.5. We should keep in mind, however, that to regard the cutoff length $\delta$ as the particle size is only an approximation, and hence the numerical prefactor should not be taken as accurate when we compare with experiments.

### 5.4.3 Uncorrelated force dipoles

In order to further calculate the active PSD, the statistical property for the time correlation of a force dipole needs to be specified. First we assume that it is only $\delta$-correlated in time and is given by

$$
\begin{equation*}
\left\langle m(t) m\left(t^{\prime}\right)\right\rangle=S \delta\left(t-t^{\prime}\right), \tag{5.35}
\end{equation*}
$$

where $S$ fixes the fluctuation amplitude. In the Fourier representation, this simply means that $\left\langle m^{2}(\omega)\right\rangle=S$. Once we know the active PSD of the velocity ACF, the corresponding MSD of a passive particle in the $x$-direction can be obtained by the inverse Fourier transform:

$$
\begin{equation*}
\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle=\int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} \frac{2}{(i \omega)^{2}}\left\langle V_{x}^{2}(\omega)\right\rangle e^{i \omega t} . \tag{5.36}
\end{equation*}
$$

In contrast to the inverse Laplace transform in Eq. (5.20), we also take into account the initial condition by including a constant term in the above transformation. In Fig. 5.6(a), we numerically plot the scaled $\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle$ as a function of $t / \tau$ for $\delta / \ell=1,10$ and 100 . Here the MSD is proportional to $t$ both for short time scales $t / \tau<1$ and for long time scales $t / \tau>(\delta / \ell)^{4} / 12$ [see later Eq. (5.38)]. For the intermediate time range $1<t / \tau<(\delta / \ell)^{4} / 12$, on the other hand, the MSD is strongly suppressed due to the elastic component of the two-fluid model, and it remains almost constant.

If we use the asymptotic expression Eq. (5.14) for the partial Green's function as before, the PSD can be obtained from Eqs. (5.32) and (5.34) as

$$
\begin{equation*}
\left\langle V_{x}^{2}(\omega)\right\rangle \approx \frac{1}{60 \pi} \frac{c_{0} S}{\eta^{2} \ell}\left[\frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}\left(\frac{\ell}{\delta}\right)-\frac{4(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{3}+\frac{12}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{5}\right] . \tag{5.37}
\end{equation*}
$$

Then, with the use of Eq. (5.36), the asymptotic MSD can be analytically obtained as

$$
\begin{align*}
\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle \approx \frac{1}{60 \pi} \frac{c_{0} S \tau}{\eta^{2} \ell} & {\left[\left(1-e^{-t / \tau}\right)\left(\frac{\ell}{\delta}\right)+2\left[e^{-t / \tau}(t / \tau+1)-1\right]\left(\frac{\ell}{\delta}\right)^{3}\right.} \\
& \left.+6\left[e^{-t / \tau}(t / \tau+3)+2 t / \tau-3\right]\left(\frac{\ell}{\delta}\right)^{5}\right] \tag{5.38}
\end{align*}
$$

The first term in the r.h.s. of the above equation indicates that the normal diffusion occurs for the short time scale $t \ll \tau$, while it saturates in the longer times. In
the long time limit, on the other hand, we can set $e^{-t / \tau} \approx 0$, and one finds that MSD is proportional to $t$ for $t \gg(\delta / \ell)^{4} / 12$ [see the third line of Eq. (5.38)], as mentioned above.

### 5.4.4 Exponentially correlated force dipoles

Next we calculate the PSD and the MSD when the time correlation of a force dipole decays exponentially with a characteristic relaxation time $\tau_{\mathrm{d}}$, i.e.,

$$
\begin{equation*}
\left\langle m(t) m\left(t^{\prime}\right)\right\rangle=\frac{S}{2 \tau_{\mathrm{d}}} e^{-\left|t-t^{\prime}\right| / \tau_{\mathrm{d}}} . \tag{5.39}
\end{equation*}
$$

In this case, we have $\left\langle m^{2}(\omega)\right\rangle=S /\left[1+\left(\omega \tau_{\mathrm{d}}\right)^{2}\right]$ in the Fourier representation. Some justification of the above simple expression will be separately discussed in Sec. 5.6. Mathematically, Eq. (5.39) reduces to Eq. (5.35) in the limit of $\tau_{d} \rightarrow 0$. Then the active PSD is given by

$$
\begin{equation*}
\left\langle V_{x}^{2}(\omega)\right\rangle=\frac{1}{2880 \pi^{2}} \frac{c_{0} S}{\eta^{2} \ell} \frac{1}{1+\left(\omega \tau_{\mathrm{d}}\right)^{2}} \mathcal{I}(\omega) \tag{5.40}
\end{equation*}
$$

where $\mathcal{I}(\omega)$ was defined before in Eq. (5.33).
In Fig. 5.6(b), we numerically plot the scaled $\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle$ as a function of $t / \tau$ when $\tau_{\mathrm{d}} / \tau=100$ for $\delta / \ell=1,10$ and 100, i.e., the distance between the two points is larger than the mesh size. For $\delta / \ell=1$, we find that the active MSD is proportional to $t^{2}$ and exhibits a super-diffusive behavior within the time region $t<\tau_{\mathrm{d}}$. For $\delta / \ell=100$, such a super-diffusive behavior is observed only up to the viscoelastic time scale $t / \tau<1$, and the MSD exhibits a normal diffusive behavior for $t / \tau>1$. The active MSD for $\delta / \ell=100$ is further suppressed for larger time scales. In the very long time limit, the active MSD will be again proportional to $t$ [5.38].

Using the asymptotic expression Eq. (5.14), the active PSD is now given by

$$
\begin{align*}
& \left\langle V_{x}^{2}(\omega)\right\rangle \approx \frac{1}{60 \pi} \frac{c_{0} S}{\eta^{2} \ell} \frac{1}{1+\left(\omega \tau_{\mathrm{d}}\right)^{2}}\left[\frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}\left(\frac{\ell}{\delta}\right)\right. \\
& \left.-\frac{4(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{3}+\frac{12}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{5}\right] . \tag{5.41}
\end{align*}
$$

Then the corresponding active one-point MSD can be obtained up to the lowest order in $\ell / \delta$ as

$$
\begin{equation*}
\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle \approx \frac{1}{60 \pi} \frac{c_{0} S \tau}{\eta^{2} \ell} \frac{1}{1+\tau_{\mathrm{d}} / \tau}\left[1+\frac{\left(\tau_{\mathrm{d}} / \tau\right) e^{-t / \tau_{\mathrm{d}}}}{1-\tau_{\mathrm{d}} / \tau}-\frac{e^{-t / \tau}}{1-\tau_{\mathrm{d}} / \tau}\right]\left(\frac{\ell}{\delta}\right) . \tag{5.42}
\end{equation*}
$$

This equation reduces to the first line of Eq. (5.38) in the limit of $\tau_{\mathrm{d}} \rightarrow 0$. By Taylor expanding the above expression for small $t$, one can indeed show that the linear term in $t$ vanishes, and the active MSD increases as $\sim t^{2}$. The full expression of the active one-point MSD including higher order terms is provided in the Appendix 5.C. The analytic expressions in Eqs. (5.41) and (5.42) are the general and important results of this paper.

### 5.5 Active two-point correlation functions

### 5.5.1 Velocity cross-correlation functions

In this section, we consider the active velocity CCF between the two points at $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ that are separated by a distance $d$, as shown in Fig. 5.1 and also discussed in Sec. 5.3. With the use of Eq. (5.27), the active two-point velocity CCF can be
evaluated by

$$
\begin{align*}
& \left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \omega\right)\right\rangle_{d} \\
& =\int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}}\left(\frac{\partial G_{\alpha^{\prime} \beta^{\prime}}\left[\mathbf{r}^{\prime},-\omega\right]}{\partial r_{\gamma^{\prime}}^{\prime}}\right)_{\mathbf{r}^{\prime}=\mathbf{r}-\left(\mathbf{R}_{2}-\mathbf{R}_{1}\right)} \\
& \times \sum_{i}\left\langle\hat{e}_{i, \gamma} \hat{e}_{i, \beta} \hat{e}_{i, \gamma^{\prime}} \hat{e}_{i, \beta^{\prime}}\right\rangle\left\langle m_{i}^{2}(\omega)\right\rangle\left\langle\delta\left(\mathbf{R}_{i}-\mathbf{R}_{1}-\mathbf{r}\right)\right\rangle \\
& =\Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}}\left\langle m^{2}(\omega)\right\rangle \\
& \times \int \mathrm{d}^{3} r \frac{\partial G_{\alpha \beta}[\mathbf{r}, \omega]}{\partial r_{\gamma}}\left(\frac{\partial G_{\alpha^{\prime} \beta^{\prime}}\left[\mathbf{r}^{\prime},-\omega\right]}{\partial r_{\gamma^{\prime}}^{\prime}}\right)_{\mathbf{r}^{\prime}=\mathbf{r}-\left(\mathbf{R}_{2}-\mathbf{R}_{1}\right)} \\
& \times c\left(\mathbf{R}_{1}+\mathbf{r}\right) . \tag{5.43}
\end{align*}
$$

As before, we can generally set $\mathbf{R}_{2}-\mathbf{R}_{1}=d \hat{\mathbf{e}}_{x}$ without loss of generality. We also assume that the active force dipoles are uniformly distributed in space with a constant concentration, $c_{0}$. Then one can further rewrite as

$$
\begin{equation*}
\left\langle V_{1 \alpha} V_{2 \alpha^{\prime}}(\omega)\right\rangle_{d}=\frac{1}{8^{2} \cdot 15 \pi^{2}} \frac{c_{0}}{\eta^{2} \ell}\left\langle m^{2}(\omega)\right\rangle \mathcal{I}_{\alpha \alpha^{\prime}}(d, \omega) \tag{5.44}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{I}_{\alpha \alpha^{\prime}}(d, \omega)=15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \int \mathrm{d}^{3} \bar{r} \frac{\partial g_{\alpha \beta}[\mathbf{r}, \omega]}{\partial \bar{r}_{\gamma}}\left(\frac{\partial g_{\alpha^{\prime} \beta^{\prime}}\left[\mathbf{r}^{\prime},-\omega\right]}{\partial \bar{r}_{\gamma^{\prime}}}\right)_{\mathbf{r}^{\prime}=\mathbf{r}-\mathbf{d}}, \tag{5.45}
\end{equation*}
$$

with $g_{\alpha \beta}=8 \pi \eta \ell G_{\alpha \beta}$ as defined before.
In Fig. 5.7, we numerically plot the scaled active PSDs $\left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d}$ and $\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}$ as a function of $\omega \tau$ for different distances $d / \ell=1.1,10$ and 100 , as before. (The reason that we chose here $d / \ell=1.1$ is that there was a numerical stability issue exactly at $d / \ell=1$.) The PSD increases as $\sim \omega^{2}$ for the intermediate frequency range. Within the lowest order term in Eq. (5.14), the asymptotic
expressions of the active PSDs can be obtained as

$$
\begin{gather*}
\mathcal{I}_{x x}(d, \omega) \approx \frac{16 \pi \ell}{d} \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}},  \tag{5.46}\\
\mathcal{I}_{y y}(d, \omega)=\mathcal{I}_{z z}(d, \omega) \approx \frac{8 \pi \ell}{d} \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}} . \tag{5.47}
\end{gather*}
$$

### 5.5.2 Displacement cross-correlation functions

Performing the inverse Fourier transform of the active two-point PSDs as before [see Eq. (5.36)], we obtain the corresponding longitudinal and transverse displacement CCFs $\left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d}$ and $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ for the distances $d / \ell=1.1,10$ and 100. In Fig. 5.8(a) and (b), we plot these quantities when the time correlation of a force dipole is $\delta$-correlated as assumed in Eq. (5.35). Fig. 5.8 should be compared with Fig. 5.6(a) where we have shown the MSD for the active one-point case. Both longitudinal and transverse displacement CCFs are proportional to $t$ for short time scales $t / \tau<1$ and also for longer time scales. For the intermediate time range, however, these CCFs are strongly suppressed and become constant due to the elastic component of the two-fluid model.

In Fig. 5.9(a) and (b), on the other hand, we consider the case when the time correlation of a force dipole is characterized by a relaxation time $\tau_{\mathrm{d}} / \tau=100$ [see Eq. (5.39)]. These figures should be compared with Fig. 5.6(b) because the overall behavior is similar. For $\delta / \ell=1.1$, the active displacement CCFs are proportional to $t^{2}$ when $t<\tau_{\mathrm{d}}$, showing a strong super-diffusive behavior. For $\delta / \ell=100$, however, this super-diffusive behavior is observed only within the time region smaller than the viscoelastic time scale, $t / \tau<1$, and the CCFs increase as $\sim t$ for $t / \tau>1$. For much longer time scales, the active CCFs are further suppressed because of the elasticity. In the long time limit, the active CCFs are both proportional to $t$.

### 5.6 Summary and discussion

In this paper, we have discussed anomalous diffusion induced by active force dipoles in viscoelastic media that is described by the standard two-fluid model for gels. We first reviewed the two-fluid model and showed its partial Green's function both in the Fourier and the real spaces. With the use of the coupling mobilities and the FDT in thermal equilibrium, we have calculated the PSD of the velocity CCFs and the displacement CCFs between the two point particles both for the longitudinal and the transverse directions. The obtained results are useful to interpret the data obtained by two-point microrheology experiments. The passive (thermal) two-point CCF increases linearly with time at shorter and longer time scales, while it is suppressed and remains almost constant at intermediate time scales (see Fig. 5.4).

Moreover, we have calculated active (non-thermal) one-point and two-point correlation functions due to active force dipoles. We have used the relation between the velocity and the dipole strength, as given by Eq. (5.26), and the formulation in Ref. [5.14] in order to further calculate the active PSD of the velocity CCFs. For the one-point case, one needs to introduce a cutoff length scale, $\delta$, in evaluating the integrals, whereas a finite distance, $d$, between the two point particles plays the role of the cutoff length in the two-point case. As for the statistical property of force dipoles, we considered the case when their magnitude is uncorrelated in time [see Eq. (5.35)] and the case when it decays exponentially with a characteristic time $\tau_{\mathrm{d}}$ [see Eq. (5.39)].

For the active case, the important results can be summarized as follows. As shown in Fig. 5.6(b) (one-point case) or Fig. 5.9 (two-point case), we have found that the active MSD or the displacement CCFs exhibits various crossovers from super-diffusive to sub-diffusive behaviors depending on the characteristic time scales ( $\tau=\eta / \mu$ and $\tau_{\mathrm{d}}$ ) and the particle separation $d$ (or the cutoff length $\delta$ for the one-point case). We emphasize that the active displacement CCF is proportional to $t^{2}$ for time scales shorter than the viscoelastic time scale, $t<\tau$, and
it is proportional to $t$ for the intermediate time scales, $\tau<t<\tau_{\mathrm{d}}$. Within the present model, the passive contribution only describes sub-diffusion, whereas the active contribution is responsible for both sub-diffusion and super-diffusion. Our results are useful in understanding active properties of the cytoplasm using force spectrum microscopy combined with the microrheology experiment [5.6], as further discussed below.

In Ref. [5.6], Guo et al. measured the MSD of microinjected tracer particles in mellanoma cells. They showed that the MSD was nearly constant at shorter time scales $(t<0.1 \mathrm{~s})$, while it exhibited a slightly super-diffusive behavior at longer time scales $\left(t>0.1\right.$ s), i.e., $\left\langle(\Delta R)^{2}\right\rangle \sim t^{\beta}$ with $\beta \approx 1.2$. However, when they inhibited motor and polymerization activity by depleting cells of ATP, the MSD was almost constant in time, i.e., $\beta \approx 0$. Such an ATP-dependent Brownian motion was also observed in prokaryotic cells and yeast [5.4, 5.5]. In addition to the MSD measurement, Guo et al. performed active microrheology experiment [5.24, 5.25], and found that the frequency-dependent elastic modulus follows a power-law form, i.e., $|G(\omega)| \sim \omega^{\alpha}$ with $\alpha \approx 0.15$ [5.6].

For simplicity, one may assume that PSD of the active force also obeys a powerlaw behavior, i.e., $\left\langle m^{2}(\omega)\right\rangle \sim \omega^{-\gamma}$ with a different exponent $\gamma$. Among these three exponents, the following scaling relation should hold [5.6, 5.28]:

$$
\begin{equation*}
\beta=2 \alpha+\gamma-1 \tag{5.48}
\end{equation*}
$$

In thermal equilibrium, $\gamma=-\alpha+1$ holds according to the FDT and hence $\beta=$ $\alpha$. In this case, the anomalous diffusion purely reflects the viscoelasticity of the surrounding media. The exponentially correlated force dipoles in Eq. (5.39) leads to the active PSD in Eq. (5.40), and hence $\gamma=2$ for $\omega \tau_{\mathrm{d}} \gg 1$. Experimentally, the value $\gamma \approx 2$ was observed by Lau et al. [5.28] and later reconfirmed by Guo et al. [5.6]. When $\alpha \approx 0.15$ and $\gamma \approx 2$, Eq. (5.48) gives $\beta \approx 1.3$ which is almost consistent with the MSD measurement mentioned above $(\beta \approx 1.2)$. In the older experiment [5.28], on the other hand, the measured exponents were $\alpha \approx 0.25$,
$\gamma \approx 2$ and hence $\beta \approx 1.5$. In both of these experiments, they claimed that active forces dominate the low-frequency regime, whereas thermal forces dominate the high-frequency regime [5.6, 5.28].

It should be reminded, however, that different values of $\gamma$ were reported by different groups [5.42-5.44]. For example, a combination of active and passive microrheology measurements using PC3 tumor cells resulted in $\alpha \approx 0.4, \beta \approx 1.3$ and $\gamma \approx 1.5$, satisfying also the scaling relation Eq. (5.48). They argued that such a difference can arise because active and passive measurements were done in Ref. [5.28] with different probes and at very different locations in the cell. In Refs. [5.42-5.44], they performed dual passive-active measurements with a unique probe. Given these situations, we consider that the power-law behavior of the force fluctuations and its exponent require further experimental and theoretical investigations.

We also point out that Eq. (5.48) cannot be always true because the exponents can take values only $0 \leq \beta \leq 2$ and $0 \leq \alpha \leq 1$. Hence, if $\gamma=2$ holds, one should always observe a super-diffusive behavior because $\beta=2 \alpha+1 \geq 1$. However, subdiffusive behaviors $(\beta<1)$ in cells have been observed in many cases [5.45-5.47]. Moreover, the above relation also restricts the value of $\alpha$ to $0<\alpha \leq 0.5$ because $\beta<2$, which is not always the case [5.19, 5.20].

In our work, we have assumed that the time correlation of a force dipole is an exponentially decaying function with a characteristic time $\tau_{\mathrm{d}}$, as given in Eq. (5.39). Hence its Fourier transform has a Lorentzian form, and decays as $\omega^{-2}$ for $\omega \tau_{d} \gg 1$. A similar Lorentzian form of force fluctuations was discussed by Levine and MacKintosh $[5.12,5.13]$. While some of the experiments which reported the exponent $\gamma=2[5.6,5.28]$ justify our assumption, different values of $\gamma$ found in the other experiments [5.42-5.44] indicate that the dipole correlation cannot be a simple exponentially decaying function. Hence a more detailed investigation for the statistical property of a fluctuating force dipole is required. Currently, we are analyzing the stochastic properties of a simple model of a catalytically active bidomain protein [5.14]. In this model, the two protein domains are represented by beads
connected by an elastic spring, and the two internal states, namely, free protein and ligand-protein complex, are assumed.

Although our theory is general and can be applied not only for cells but also for other macroscopic systems, it is useful to give some typical parameter values corresponding to a cell. Since the characteristic length scale $\ell=(\eta / \Gamma)^{1 / 2}$ roughly corresponds to the mesh size of a polymer gel, it is roughly given by $\ell \sim 10^{-7} \mathrm{~m}$ for a typical cell. Hence the distance between the two point particles such as $d / \ell=100$ means $d \sim 10^{-5} \mathrm{~m}$. According to Ref. [5.6], we also have $\eta \sim 10^{-3} \mathrm{~Pa} \cdot \mathrm{~s}$ and $\mu \sim 1 \mathrm{~Pa}$ so that the viscoelastic time scale can be estimated as $\tau=\eta / \mu \sim 10^{-3} \mathrm{~s}$. This means that the dipole time scale $\tau_{\mathrm{d}} / \tau=100$ used in Figs. 5.6(b) and 5.9 corresponds to $\tau_{\mathrm{d}} \sim 10^{-1} \mathrm{~s}$. Although this time scale is somewhat larger than the cycle time of a single protein machine [5.14], it still gives a good estimate to characterize the collective dynamics of a protein complex.

Recently, Fodor et al. [5.48] have made an attempt to theoretically reproduce the MSD data measured in the cytoplasm of living A7 [5.6]. They used onedimensional Langevin equation in the presence of a random active force to calculate both the thermal and non-thermal MSD. Their theory has a similarity to the present work because they also introduce two time scales which are analogous to $\tau=\eta / \mu$ and $\tau_{\mathrm{d}}$ in our theory. An important new aspect in the present paper is that the internal structure of the viscoelastic medium is properly taken into account. Both thermal and non-thermal MSDs exhibit complicated time sequences depending on the length-scale of the observation relative to the mesh size $\ell$. In Ref. [5.48], the size of tracer particles was assumed to be always larger than the mesh size of the cytoskeletal network.

In our separate work, we have considered the two-fluid model where active macromolecules, described as force dipoles, cyclically operate both in the elastic and the fluid components [5.38]. Through coarse-graining, we have derived effective equations of motions for tracer particles displaying local deformations and local fluid flows. The equation for deformation tracers coincides with the phenomenological model by Fodor et al. [5.48] (see also the related publication [5.49]).

Our analysis reveals that localization and diffusion phenomena are generally involved. The motion of tracers immobilized within the elastic subsystem is localized in the long-time limit, but it can show a diffusion-like behavior at the intermediate time scales shorter than the cooperative correlation times of molecular motor aggregates operating in the active gels [5.38].

Recently, Bruinsma et al. [5.50] investigated a large scale correlated motion of chromatin inside the nuclei of living cells by using another "two-fluid model" for polymer solutions [5.51] (but not for gels). They derived the response functions that connect the chromatin density and velocity correlation function to the correlation functions of the active sources that are either scalar or vector quantities. One of the differences in their theory is that the form of the complex viscoelastic moduli needs to be specified in order to compare with experiments, whereas the viscoelasticity naturally arises from the present two-fluid model. It is interesting to note that their active PSD also contains Lorentzian type frequency dependence as we have obtained such as in Eq. (5.40). It would be interesting to calculate the active MSD based on this different two-fluid model.

Finally, we mention that anomalous diffusion observed in colloidal gels has been also explained in terms of force dipoles due to structural inhomogeneities [5.52, 5.53]. Assuming that such inhomogeneities are randomly distributed, it was shown that the relaxation time of the dynamic structure factor is inversely proportional to the wavenumber. In Ref. [5.54], the MSD exhibits diffusive motion at short times and super-diffusive motion at long times.

## Appendix 5.A Partial Green's function

In this appendix, we show the derivation of Eqs. (5.7) and (5.9) [5.34-5.37]. By using the Fourier transform in space and the Laplace transform in time, Eqs. (5.1), (5.2) and (5.4) can be represented in the steady state as

$$
\begin{equation*}
0=-\mu q^{2} \mathbf{u}[\mathbf{q}, s]-(\mu+\lambda) \mathbf{q}(\mathbf{q} \cdot \mathbf{u}[\mathbf{q}, s])-\Gamma(s \mathbf{u}[\mathbf{q}, s]-\mathbf{v}[\mathbf{q}, s]), \tag{5.49}
\end{equation*}
$$

$$
\begin{gather*}
0=-\eta q^{2} \mathbf{v}[\mathbf{q}, s]-i \mathbf{q} p[\mathbf{q}, s]-\Gamma(\mathbf{v}[\mathbf{q}, s]-s \mathbf{u}[\mathbf{q}, s])+\mathbf{f}_{v}[\mathbf{q}, s],  \tag{5.50}\\
\mathbf{q} \cdot \mathbf{v}[\mathbf{q}, s]=0 . \tag{5.51}
\end{gather*}
$$

Taking the inner products of both Eqs. (5.49) and (5.50) with $\mathbf{q}$, and using Eq. (5.51), we obtain

$$
\begin{equation*}
p[\mathbf{q}, s]=-\frac{i \mathbf{q} \cdot \mathbf{f}_{v}[\mathbf{q}, s]}{q^{2}} . \tag{5.52}
\end{equation*}
$$

From Eq. (5.49), we can solve for $\mathbf{u}$ as

$$
\begin{equation*}
u_{\alpha}[\mathbf{q}, s]=\left(\frac{\Gamma}{\mu q^{2}+s \Gamma} \delta_{\alpha \beta}-\frac{\Gamma(\mu+\lambda) q^{2}}{\left(\mu q^{2}+s \Gamma\right)\left(2 \mu q^{2}+\lambda q^{2}+s \Gamma\right)} \hat{q}_{\alpha} \hat{q}_{\beta}\right) v_{\beta}[\mathbf{q}, s] . \tag{5.53}
\end{equation*}
$$

Substituting Eqs. (5.52) and (5.53) into Eq. (5.50), we obtain the following equation

$$
\begin{align*}
& \left(\frac{q^{2}\left[\eta \mu q^{2}+(s \eta+\mu) \Gamma\right]}{\mu q^{2}+s \Gamma} \delta_{\alpha \beta}-\frac{s \Gamma^{2}(\mu+\lambda) q^{2}}{\left(\mu q^{2}+s \Gamma\right)\left(2 \mu q^{2}+\lambda q^{2}+s \Gamma\right)} \hat{q}_{\alpha} \hat{q}_{\beta}\right) v_{\beta}[\mathbf{q}, s] \\
& =\left(\delta_{\alpha \beta}-\hat{q}_{\alpha} \hat{q}_{\beta}\right) f_{v, \beta}[\mathbf{q}, s] . \tag{5.54}
\end{align*}
$$

Then we can solve for $\mathbf{v}$ as

$$
\begin{equation*}
v_{\alpha}[\mathbf{q}, s]=\frac{\mu q^{2}+s \Gamma}{q^{2}\left[\eta \mu q^{2}+(s \eta+\mu) \Gamma\right]}\left(\delta_{\alpha \beta}-\hat{q}_{\alpha} \hat{q}_{\beta}\right) f_{v, \beta}[\mathbf{q}, s] . \tag{5.55}
\end{equation*}
$$

In terms of $\eta_{\mathrm{b}}$ and $\xi$ defined in Eq. (5.8), we finally obtain Eq. (5.7).
Next, we derive the real space representation of the partial Green's function [5.41]. We first assume that it has the form of

$$
\begin{equation*}
G_{\alpha \beta}[\mathbf{r}, s]=C_{1} \delta_{\alpha \beta}+C_{2} \hat{r}_{\alpha} \hat{r}_{\beta}, \tag{5.56}
\end{equation*}
$$

so that

$$
\begin{gather*}
G_{\alpha \alpha}[\mathbf{q}, s]=3 C_{1}+C_{2},  \tag{5.57}\\
G_{\alpha \beta}[\mathbf{q}, s] \hat{r}_{\alpha} \hat{r}_{\beta}=C_{1}+C_{2} . \tag{5.58}
\end{gather*}
$$

Hence we have

$$
\begin{gather*}
3 C_{1}+C_{2}=2 \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1+\left(\eta_{\mathrm{b}} / \eta\right) \xi^{2} q^{2}}{\eta_{\mathrm{b}} q^{2}\left(1+\xi^{2} q^{2}\right)} e^{i \mathbf{q} \cdot \mathbf{r}} \\
=\frac{1}{2 \pi \eta r}\left[1+\frac{1-\eta_{\mathrm{b}} / \eta}{\eta_{\mathrm{b}} / \eta}\left(1-e^{-r / \xi}\right)\right]  \tag{5.59}\\
C_{1}+C_{2}=\int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1+\left(\eta_{\mathrm{b}} / \eta\right) \xi^{2} q^{2}}{\eta_{\mathrm{b}} q^{2}\left(1+\xi^{2} q^{2}\right)}\left[1-(\hat{\mathbf{q}} \cdot \hat{\mathbf{r}})^{2}\right] e^{i \mathbf{q} \cdot \mathbf{r}} \\
=\frac{1}{4 \pi \eta r}\left[1+\frac{1-\eta_{\mathrm{b}} / \eta}{\eta_{\mathrm{b}} / \eta}\left(1-2(\xi / r)^{2}+2 e^{-r / \xi}\left[(\xi / r)+(\xi / r)^{2}\right]\right)\right] . \tag{5.60}
\end{gather*}
$$

Solving for $C_{1}$ and $C_{2}$, we finally arrive at Eq. (5.9) with Eqs. (5.10) and (5.11).

## Appendix 5.B Derivation of Eq. (5.34)

In this appendix, we show the derivation of Eq. (5.34). Here we use the dimensionless form of the Green's function $g_{\alpha \beta}=8 \pi \eta \ell G_{\alpha \beta}$, and consider its asymptotic expression [see Eq. (5.14)]

$$
\begin{align*}
g_{\alpha \beta}[\mathbf{r}, \omega] & =\frac{i \omega \tau \ell}{r(1+i \omega \tau)}\left(\delta_{\alpha \beta}+\hat{r}_{\alpha} \hat{r}_{\beta}\right)-\frac{2 \ell^{3}}{r^{3}(1+i \omega \tau)^{2}}\left(\delta_{\alpha \beta}-3 \hat{r}_{\alpha} \hat{r}_{\beta}\right) \\
& \equiv A_{\alpha \beta}(\mathbf{r}, \omega)-B_{\alpha \beta}(\mathbf{r}, \omega), \tag{5.61}
\end{align*}
$$

where we have defined the functions $A_{\alpha \beta}$ and $B_{\alpha \beta}$ in the last equation. The spatial derivatives of these functions with respect to $\bar{r}=r / \ell$ are

$$
\begin{equation*}
\frac{\partial}{\partial \bar{r}_{\gamma}} A_{\alpha \beta}(\mathbf{r}, \omega)=\frac{i \omega \tau}{1+i \omega \tau}\left(\frac{\bar{r}_{\alpha} \delta_{\beta \gamma}+\bar{r}_{\beta} \delta_{\alpha \gamma}-\bar{r}_{\gamma} \delta_{\alpha \beta}}{\bar{r}^{3}}-3 \frac{\bar{r}_{\alpha} \bar{r}_{\beta} \bar{r}_{\gamma}}{\bar{r}^{5}}\right), \tag{5.62}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial \bar{r}_{\gamma}} B_{\alpha \beta}(\mathbf{r}, \omega)=\frac{2}{(1+i \omega \tau)^{2}}\left(-3 \frac{\bar{r}_{\alpha} \delta_{\beta \gamma}+\bar{r}_{\beta} \delta_{\alpha \gamma}+\bar{r}_{\gamma} \delta_{\alpha \beta}}{\bar{r}^{5}}+15 \frac{\bar{r}_{\alpha} \bar{r}_{\beta} \bar{r}_{\gamma}}{\bar{r}^{7}}\right) \tag{5.63}
\end{equation*}
$$

Using these results, we can further calculate the following quantities

$$
\begin{gather*}
15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \frac{\partial}{\partial \bar{r}_{\gamma}} A_{\alpha \beta}(\mathbf{r}, \omega) \frac{\partial}{\partial \bar{r}_{\gamma^{\prime}}} A_{\alpha \beta^{\prime}}(\mathbf{r},-\omega)=12 \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}} \bar{r}^{-4},  \tag{5.64}\\
15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \frac{\partial}{\partial \bar{r}_{\gamma}} A_{\alpha \beta}(\mathbf{r}, \omega) \frac{\partial}{\partial \bar{r}_{\gamma^{\prime}}} B_{\alpha \beta^{\prime}}(\mathbf{r},-\omega)=-72 \frac{i \omega \tau-(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}} \bar{r}^{-6},  \tag{5.65}\\
15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \frac{\partial}{\partial \bar{r}_{\gamma}} B_{\alpha \beta}(\mathbf{r}, \omega) \frac{\partial}{\partial \bar{r}_{\gamma^{\prime}}} A_{\alpha \beta^{\prime}}(\mathbf{r},-\omega)=-72 \frac{-i \omega \tau-(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}} \bar{r}^{-6},  \tag{5.66}\\
15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \frac{\partial}{\partial \bar{r}_{\gamma}} B_{\alpha \beta}(\mathbf{r}, \omega) \frac{\partial}{\partial \bar{r}_{\gamma^{\prime}}} B_{\alpha \beta^{\prime}}(\mathbf{r},-\omega)=\frac{720}{\left[1+(\omega \tau)^{2}\right]^{2}} \bar{r}^{-8} . \tag{5.67}
\end{gather*}
$$

Hence the dimensionless PSD in Eq. (5.33) can be obtained as

$$
\begin{align*}
\mathcal{I}(\omega) & =15 \Omega_{\beta \beta^{\prime} \gamma \gamma^{\prime}} \int \mathrm{d}^{3} \bar{r} \frac{\partial g_{\alpha \beta}[\mathbf{r}, \omega]}{\partial \bar{r}_{\gamma}} \frac{\partial g_{\alpha \beta^{\prime}}[\mathbf{r},-\omega]}{\partial \bar{r}_{\gamma^{\prime}}} \\
& =4 \pi \int_{\delta / \ell}^{\infty} \mathrm{d} \bar{r} \bar{r}^{2}\left(12 \frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}} \bar{r}^{-4}-144 \frac{(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}} \bar{r}^{-6}+\frac{720}{\left[1+(\omega \tau)^{2}\right]^{2}} \bar{r}^{-8}\right) \\
& =48 \pi\left[\frac{(\omega \tau)^{2}}{1+(\omega \tau)^{2}}\left(\frac{\ell}{\delta}\right)-4 \frac{(\omega \tau)^{2}}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{3}+\frac{12}{\left[1+(\omega \tau)^{2}\right]^{2}}\left(\frac{\ell}{\delta}\right)^{5}\right] . \tag{5.68}
\end{align*}
$$

Hence we finally obtain Eq. (5.34).

## Appendix 5.C Full expression of Eq. (5.42)

The full expression of Eq. (5.42) including higher order terms in $\ell / \delta$ is given as follows

$$
\begin{align*}
& \left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle \\
& \approx \frac{1}{60 \pi} \frac{c_{0} S \tau}{\eta^{2} \ell}\left[\left(\frac{1}{1+\tau_{\mathrm{d}} / \tau}+\frac{\left(\tau_{\mathrm{d}} / \tau\right) e^{-t / \tau_{\mathrm{d}}}}{1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}}-\frac{e^{-t / \tau}}{1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}}\right)\left(\frac{\ell}{\delta}\right)\right. \\
& +\left(\frac{\left[-2(t / \tau)\left(\tau_{\mathrm{d}} / \tau\right)^{2}+2 t / \tau-6\left(\tau_{\mathrm{d}} / \tau\right)^{2}+2\right] e^{-t / \tau}}{\left[1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}\right]^{2}}+\frac{4\left(\tau_{\mathrm{d}} / \tau\right)^{3} e^{-t / \tau_{\mathrm{d}}}}{\left[1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}\right]^{2}}\right. \\
& \left.-\frac{2\left(2 \tau_{\mathrm{d}} / \tau+1\right)}{\left[1+\tau_{\mathrm{d}} / \tau\right]^{2}}\right)\left(\frac{\ell}{\delta}\right)^{3} \\
& +\left(\frac{6\left[-(t / \tau)\left(\tau_{\mathrm{d}} / \tau\right)^{2}+t / \tau-5\left(\tau_{\mathrm{d}} / \tau\right)^{2}+3\right] e^{-t / \tau}}{\left[1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}\right]^{2}}+\frac{12\left(\tau_{\mathrm{d}} / \tau\right)^{5} e^{-t / \tau_{\mathrm{d}}}}{\left[1-\left(\tau_{\mathrm{d}} / \tau\right)^{2}\right]^{2}}\right. \\
& \left.\left.-\frac{6\left[2\left(\tau_{\mathrm{d}} / \tau\right)^{3}+4\left(\tau_{\mathrm{d}} / \tau\right)^{2}+6 \tau_{\mathrm{d}} / \tau+3\right]}{\left[1+\tau_{\mathrm{d}} / \tau\right]^{2}}+\frac{12 t}{\tau}\right)\left(\frac{\ell}{\delta}\right)^{5}\right] . \tag{5.69}
\end{align*}
$$
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Figure 5.2: Scaling functions (a) $\mathcal{G}_{1}$ and (b) $\mathcal{G}_{2}$ [see Eq. (5.10) and (5.11), respectively] appearing in the partial Green's function of the two-fluid model. The scaling variable is $z=r / \xi$, where $r$ is the distance and $\xi$ is the frequency-dependent characteristic length scale [see Eq. (5.8)]. The asymptotic behaviors of these scaling functions, as analytically given by Eqs. (5.12) and (5.13), respectively, are plotted with dotted lines.


Figure 5.3: The passive component of the power spectral density (PSD) of the two-point velocity cross-correlation functions (CCFs) (a) $\left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d}$ and (b) $\left|\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}\right|$ [see Eq. (5.19)] as a function of $\omega \tau$ for $d / \ell=1,10,100$. Here $\tau=\eta / \mu$ is the viscoelastic time scale, and $d$ is the distance between the two point particles immersed in viscoelastic media described by the two-fluid model. Both CCFs are scaled by $k_{\mathrm{B}} T /(2 \pi \eta d)$ in order to make them dimensionless. Since $\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}$ takes negative values for smaller $\omega \tau$ (shown by the dashed lines), we have plotted in (b) its absolute value. The number " 2 " in (a) indicates the slope representing the exponent of the power-law behaviors.


Figure 5.4: The passive component of the two-point displacement cross-correlation functions (CCFs) (a) $\left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d}$ and (b) $\left|\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}\right|$ [see Eq. (5.20)] as a function of $t / \tau$ for $d / \ell=1,10,100$. Here $d$ is the distance between the two point particles immersed in viscoelastic media. Both CCFs are scaled by $k_{\mathrm{B}} T \tau /(2 \pi \eta d)$ in order to make them dimensionless. Since $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ takes negative values for larger $t / \tau$ (shown by the dashed lines), we have plotted in (b) its absolute value. The numbers indicate the slope representing the exponent of the power-law behaviors.


Figure 5.5: The active component of the power spectral density (PSD) $\left\langle V_{x}^{2}(\omega)\right\rangle$ [see Eq. (5.32)] as a function of $\omega \tau$ for $\delta / \ell=1,10,100$. Here a single point particle is immersed in viscoelastic media described by the two-fluid model, and $\delta$ is the cutoff length corresponding to the particle size. In the plot, the PSD is scaled by $c_{0}\left\langle m^{2}(\omega)\right\rangle /\left(2880 \pi^{2} \eta^{2} \delta\right)$ in order to make it dimensionless. The number indicates the slope representing the exponent of the power-law behavior.


Figure 5.6: The active component of the mean squared displacement (MSD) $\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle$ [see Eq. (5.36)] as a function of $t / \tau$ for $\delta / \ell=1,10,100$. Here a single point particle is immersed in viscoelastic media, and $\delta$ is the cutoff length. (a) The case when the time correlation of the force dipole is $\delta$-correlated [see Eq. (5.35)]. (b) The case when the time correlation of the force dipole decays exponentially with a characteristic relaxation time $\tau_{\mathrm{d}}$ [see Eq. (5.39)], and we set here $\tau_{\mathrm{d}} / \tau=100$. In these plots, $\left\langle\left(\Delta R_{x}\right)^{2}(t)\right\rangle$ is scaled by $c_{0} S \tau /\left(2880 \pi^{2} \eta^{2} \delta\right)$ in order to make it dimensionless. The numbers indicate the slope representing the exponent of the power-law behavior.


Figure 5.7: The active component of the scaled power spectral density (PSD) (a) $\left\langle V_{1 x} V_{2 x}(\omega)\right\rangle_{d}$ and (b) $\left|\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}\right|$ [see Eq. (5.44)] as a function of $\omega \tau$ for $d / \ell=1.1,10,100$. Here $d$ is the distance between the two point particles immersed in viscoelastic media. Both PSDs are scaled by $c_{0}\left\langle m^{2}(\omega)\right\rangle /\left(960 \pi^{2} \eta^{2} d\right)$ in order to make them dimensionless. Since $\left\langle V_{1 y} V_{2 y}(\omega)\right\rangle_{d}$ takes negative values for smaller $\omega \tau$ (shown by the dashed lines), we have plotted in (b) its absolute value. The numbers indicate the slope representing the exponent of the power-law behaviors.


Figure 5.8: The active component of the two-point displacement cross-correlation functions (CCFs) (a) $\left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d}$ and (b) $\left|\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}\right|$ as a function of $t / \tau$ for $d / \ell=1.1,10,100$. Here $d$ is the distance between the two point particles immersed in viscoelastic media, and the time correlation of the force dipole is $\delta$ correlated [see Eq. (5.35)]. Both CCFs are scaled by $c_{0} S \tau /\left(960 \pi^{2} \eta^{2} d\right)$ in order to make them dimensionless. Since $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ takes negative values for larger $t / \tau$ (shown by the dashed lines), we have plotted in (b) its absolute value. The numbers indicate the slope representing the exponent of the power-law behaviors.


Figure 5.9: The active component of the two-point displacement cross-correlation functions (CCFs) (a) $\left\langle\Delta R_{1 x} \Delta R_{2 x}(t)\right\rangle_{d}$ and (b) $\left|\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}\right|$ as a function of $t / \tau$ for $d / \ell=1.1,10,100$. Here $d$ is the distance between the two point particles immersed in viscoelastic media. The time correlation of the force dipole decays exponentially with a characteristic relaxation time $\tau_{\mathrm{d}}$ [see Eq. (5.39)], and we set here $\tau_{\mathrm{d}} / \tau=100$. Both CCFs are scaled by $c_{0} S \tau /\left(960 \pi^{2} \eta^{2} d\right)$ in order to make them dimensionless. Since $\left\langle\Delta R_{1 y} \Delta R_{2 y}(t)\right\rangle_{d}$ takes negative values for larger $t / \tau$ (shown by the dashed lines), we have plotted in (b) its absolute value. The numbers indicate the slope representing the exponent of the power-law behaviors.

## Chapter 6

## Dynamics of a membrane interacting with an active wall

Active motions of a biological membrane can be induced by non-thermal fluctuations that occur in the outer environment of the membrane. We discuss the dynamics of a membrane interacting hydrodynamically with an active wall that exerts random velocities on the ambient fluid. Solving the hydrodynamic equations of a bound membrane, we first derive a dynamic equation for the membrane fluctuation amplitude in the presence of different types of walls. Membrane twopoint correlation functions are calculated for three different cases; (i) a static wall, (ii) an active wall, and (iii) an active wall with an intrinsic time scale. We focus on the mean squared displacement (MSD) of a tagged membrane describing the Brownian motion of a membrane segment. For the static wall case, there are two asymptotic regimes of MSD ( $\sim t^{2 / 3}$ and $\sim t^{1 / 3}$ ) when the hydrodynamic decay rate changes monotonically. In the case of an active wall, the MSD grows linearly in time ( $\sim t$ ) in the early stage, which is unusual for a membrane segment. This linear-growth region of the MSD is further extended when the active wall has a finite intrinsic time scale.

### 6.1 Introduction

The random slow dynamics of fluid membranes visible as a flickering phenomenon in giant unilamellar vesicles (GUVs) or red blood cells (RBCs) has attracted many interests in the last few decades [6.1]. These thermally excited shape fluctuations can be essentially understood as a Brownian motion of a two-dimensional (2D) lipid bilayer membrane in a three-dimensional (3D) viscous fluid such as water. For spherically closed artificial GUVs, characteristic relaxation times for shape deformations were calculated analytically [6.2-6.5]. Analysis of shape fluctuations can be used for quantitative measurements of surface tension and/or bending rigidity of single-component GUVs [6.6] or GUVs containing bacteriorhodopsin pumps [6.7].

Historically, investigations on fluctuations of cell membranes have started with RBCs whose flickering can be observed under a microscope [6.8]. Brochard and Lennon were among the first to describe quantitatively membrane fluctuations as thermally excited undulations, mainly governed by the bending rigidity of the membrane [6.9]. Later experiments showed that flickering in RBCs is not purely of thermal origin but rather corresponds to a non-equilibrium situation because the fluctuation amplitude decreases upon ATP depletion [6.10, 6.11]. Here ATP hydrolysis plays an important role to control membrane-spectrin cytoskeleton interactions [6.12]. More advanced techniques have demonstrated that, at longer time scales (small frequencies), a clear difference exists between the power spectral density of RBC membranes measured for normal cells and those ATP depleted; the fluctuation amplitude turns out to be higher in the former [6.13, 6.14]. At shorter time scales, on the other hand, membranes fluctuate as in the thermodynamic equilibrium. It should be noted, however, that the role of ATP in flickering is still debatable because Boss et al. have recently claimed that the mean fluctuation amplitudes of RBC membranes can be described by the thermal equilibrium theory, while ATP merely affects the bending rigidity [6.15].

In order to understand shape fluctuations of RBCs, one needs to properly take into account the effects of spectrin cytoskeleton network that is connected to the
membrane by actin, glycophorin, and protein 4.1R [6.1, 6.12]. Gov et al. treated the cytoskeleton as a rigid wall (shell) located at a fixed distance from the membrane, and assumed that its static and dynamic fluctuations are confined by the cytoskeleton [6.16, 6.17]. They further considered that the sparse connection of membrane and cytoskeleton gives rise to a finite surface tension for length scales larger than the membrane persistence length. The bending free energy for a membrane was extended to include a surface tension and a confinement potential with which the effects of ATP on the membrane fluctuations was described. However, since an active component of the membrane fluctuations also depend on the fluid viscosity [6.18], they cannot be solely attributed to the static parameters such as the surface tension or the potential. Gov and Safran later estimated the active contribution to the membrane fluctuations due to the release of stored tension in the spectrin filament and membrane in each dissociation event [6.19, 6.20]. In contrast to static thermal fluctuations, they showed that the active cytoskeleton may contribute to the membrane fluctuations at intermediate length scales.

Effects of membrane confinement are important not only for shape fluctuations of RBCs but also for a hydrodynamic coupling between closely apposed lipid bilayer membranes [6.21, 6.22], and dynamical transitions occurring in lamellar membranes under shear flow [6.23, 6.24]. After the seminal works by Kramer [6.25] and by Brochard and Lennon [6.9], the wavenumber-dependent decay rate for the bending modes of a membrane bound to a wall was calculated by Seifert [6.26] and Gov et al. [6.17]. In particular, Seifert showed that the scale separation between the membrane-wall distance and the correlation length determined by the confinement potential can lead to various crossover behaviors of the decay rate. In these hydrodynamic calculations, however, the wall that interacts with the membrane was treated as a static object and does not play any active role.

Quite generally, active motions of a membrane can be induced by non-thermal fluctuations that occur in the outer environment of the membrane such as cytoskeleton or cytoplasm. In this paper, we consider the dynamics of a membrane interacting with an active wall that generates random velocities in the ambient
fluid. These random velocities at the wall can be naturally taken into account through the boundary conditions of the fluid. We first derive a dynamic equation for the membrane fluctuation amplitude in the presence of hydrodynamic interactions. Then we calculate the membrane two-point correlation functions for three different cases; (i) a static wall, (ii) an active wall, and (iii) an active wall with an intrinsic time scale. We especially focus on the mean squared displacement (MSD) of a tagged membrane segment, and discuss its asymptotic time dependencies for the above cases. For the static wall case, the membrane fluctuates due to thermal agitations, and there are two asymptotic regimes of MSD ( $\sim t^{2 / 3}$ and $\sim t^{1 / 3}$ ) if the hydrodynamic decay rate changes monotonically as a function of the wavenumber. When the wall is active, there is a region during which the MSD grows linearly with time $(\sim t)$, which is unusual for a membrane segment. If the active wall has a finite intrinsic time scale, the above linear-growth regime of the MSD is further extended. As a whole, active fluctuations at the wall propagate through the surrounding fluid and greatly affects the membrane fluctuations.

This paper is organized as follows. In the next section, we discuss the hydrodynamics of a bound membrane that interacts with an active wall. We also derive a dynamic equation for the membrane fluctuation amplitude in the presence of hydrodynamic interactions. In Sec. 6.3, we calculate the membrane two-point correlation functions for three different cases of the wall as mentioned above. We investigate various asymptotic behaviors of the MSD of a tagged membrane both in the static and the active wall cases. Some further discussions are provided in Sec. 6.4.

### 6.2 Hydrodynamics of a bound membrane

### 6.2.1 Free energy of a bound membrane

As depicted in Fig. 6.1, we consider a fluid membrane bound at an average distance $\bar{\ell}$ from a wall which defines the $x y$-plane. Within the Monge representation, which


Figure 6.1: A fluctuating membrane interacting with an active wall. The membrane separated by a distance $\ell(\boldsymbol{\rho})$ from the wall feels a potential $V(\ell)$ per unit area. The average of $\ell(\boldsymbol{\rho})$ is $\bar{\ell}$, and the membrane fluctuation is defined by $h(\boldsymbol{\rho})=\ell(\boldsymbol{\rho})-\bar{\ell}$. Between the membrane and the wall as well as above the membrane are filled with a fluid of viscosity $\eta$. Red arrows on the wall indicate active velocities exerted on the fluid by the wall.
is valid for nearly flat surfaces, the membrane shape is specified by the distance $\ell(\boldsymbol{\rho})=\ell(x, y)$ between the membrane and the wall. The free energy $F$ of a tensionless membrane in a potential $V(\ell)$ per unit area reads [6.27, 6.28]

$$
\begin{equation*}
F=\int d^{2} \rho\left[\frac{\kappa}{2}\left(\nabla^{2} \ell\right)^{2}+V(\ell)\right], \tag{6.1}
\end{equation*}
$$

where $\kappa$ is the bending rigidity and $d^{2} \rho=d x d y$. We use a harmonic approximation for fluctuations $h(\boldsymbol{\rho})=\ell(\boldsymbol{\rho})-\bar{\ell}$ around the minimum of the potential at $\ell=\bar{\ell}$, and obtain the approximated form

$$
\begin{equation*}
F \approx \frac{\kappa}{2} \int d^{2} \rho\left[\left(\nabla^{2} h\right)^{2}+\xi^{-4} h^{2}\right] \tag{6.2}
\end{equation*}
$$

where $\xi=\left[\kappa /\left(d^{2} V / d \ell^{2}\right)_{\ell=\bar{\ell}}\right]^{1 / 4}$ is the correlation length due to the potential. Later we use a dimensionless quantity defined by $\Xi \equiv \xi / \bar{\ell}$ in order to discuss different cases.

In the following, we introduce the 2D spatial Fourier transform of $h(\boldsymbol{\rho})$ defined

$$
\begin{equation*}
h(\boldsymbol{q})=\int d^{2} \rho h(\boldsymbol{\rho}) e^{-i \boldsymbol{q} \cdot \boldsymbol{\rho}}, \tag{6.3}
\end{equation*}
$$

where $\boldsymbol{q}=\left(q_{x}, q_{y}\right)$. Then the static correlation function can be obtained from Eq. (6.2) as

$$
\begin{equation*}
\langle h(\boldsymbol{q}) h(-\boldsymbol{q})\rangle=\frac{k_{\mathrm{B}} T}{\kappa\left(q^{4}+\xi^{-4}\right)}=\frac{k_{\mathrm{B}} T}{E(q, \xi)}, \tag{6.4}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ the temperature, $q=|\boldsymbol{q}|$ and we have introduced the notation $E(q, \xi) \equiv \kappa\left(q^{4}+\xi^{-4}\right)$.

In the present model, we assume that the wall is rigid and does not deform. Even when the wall, mimicking the cytoskeleton network, is deformable, the above free energy Eq. (6.1) would not be changed if we regard $\ell$ as a local distance between the membrane and the cytoskeleton. In this case, however, the bending rigidity $\kappa$ should be replaced with an effective one which is also dependent on the bending rigidity of the cytoskeleton network itself [6.29].

### 6.2.2 Hydrodynamic equations and boundary conditions

The dynamics of a membrane is dominated by the surrounding fluid which is assumed to be incompressible and to obey the Stokes equation. We choose $z$ as the coordinate perpendicular to the wall located at $z=0$ as in Fig. 6.1. Then the velocity $\boldsymbol{v}(\boldsymbol{\rho}, z)$ and the pressure $p(\boldsymbol{\rho}, z)$ for $z \neq \bar{\ell}$ satisfy the following equations

$$
\begin{gather*}
\nabla \cdot \boldsymbol{v}=0,  \tag{6.5}\\
\eta \nabla^{2} \boldsymbol{v}-\nabla p-\boldsymbol{f}=0, \tag{6.6}
\end{gather*}
$$

where $\eta$ is the viscosity of the surrounding fluid and $\boldsymbol{f}(\boldsymbol{\rho}, z)$ is any force acting on the fluid. The fluid velocity can be obtained from the above equations by
supplementing them with proper boundary conditions. In Appendix 6.A, we show a formal solution appropriate for the membrane/wall system, and obtain the fluid velocity $\boldsymbol{v}$ in terms of the force $\boldsymbol{f}$. Without loss of generality, we can choose the $x$ and $y$-coordinates as the parallel (longitudinal) and the perpendicular (transverse) directions to the in-plane vector $\boldsymbol{q}$, respectively. Since the transverse $y$-component of the velocity is not coupled to the other components, we are allowed to set $v_{y}=0$ in what follows.

Let us denote the fluid regions $0 \leq z \leq \bar{\ell}$ and $\bar{\ell} \leq z$ with the superscripts " - " and " + ", respectively. In general, we consider time-dependent boundary conditions at $z=0$ and time-independent conditions at $z \rightarrow \infty$ :

$$
\begin{align*}
& v_{x}^{-}(\boldsymbol{q}, z=0, t)=V_{x 0}(\boldsymbol{q}, t),  \tag{6.7}\\
& v_{z}^{-}(\boldsymbol{q}, z=0, t)=V_{z 0}(\boldsymbol{q}, t),  \tag{6.8}\\
& v_{x}^{+}(\boldsymbol{q}, z \rightarrow \infty, t)=v_{z}^{+}(\boldsymbol{q}, z \rightarrow \infty, t)=0 . \tag{6.9}
\end{align*}
$$

The statistical properties of $V_{x 0}(\boldsymbol{q}, t)$ and $V_{z 0}(\boldsymbol{q}, t)$ will be discussed for different types of walls in the next Section. As described in Appendix, the $z$-component of the velocity is then obtained as

$$
\begin{align*}
& v_{z}^{-}(\boldsymbol{q}, z, t)= A[\sinh (q z)-q z \cosh (q z)]+B q z \sinh (q z) \\
&-i q z V_{x 0}(\boldsymbol{q}, t) e^{-q z}+(1+q z) V_{z 0}(\boldsymbol{q}, t) e^{-q z},  \tag{6.10}\\
& v_{z}^{+}(\boldsymbol{q}, z, t)=C e^{-q(z-\bar{\ell})}+D q(z-\bar{\ell}) e^{-q(z-\bar{\ell})}, \tag{6.11}
\end{align*}
$$

where $A, B, C$, and $D$ are the coefficients determined by the other boundary conditions at the membrane $z=\bar{\ell}$. Note that both $v_{x}$ and $p$ can be also expressed in terms of these four coefficients.

At $z=\bar{\ell}$ where the membrane exists, continuity of $v_{x}$ and $v_{z}$ yields

$$
\begin{equation*}
v_{x}^{-}(\boldsymbol{q}, z=\bar{\ell}, t)=v_{x}^{+}(\boldsymbol{q}, z=\bar{\ell}, t), \tag{6.12}
\end{equation*}
$$

$$
\begin{equation*}
v_{z}^{-}(\boldsymbol{q}, z=\bar{\ell}, t)=v_{z}^{+}(\boldsymbol{q}, z=\bar{\ell}, t), \tag{6.13}
\end{equation*}
$$

and incompressibility of the membrane requires that the in-plane divergence of $v_{x}$ vanishes

$$
\begin{equation*}
i q v_{x}^{-}(\boldsymbol{q}, z=\bar{\ell}, t)=0 . \tag{6.14}
\end{equation*}
$$

Moreover, the forces are required to balance in the normal direction at $z=\bar{\ell}$. This condition is written as

$$
\begin{equation*}
-T_{z z}^{+}+T_{z z}^{-}=-\frac{\delta F}{\delta h(\boldsymbol{q}, t)}=-E(q, \xi) h(\boldsymbol{q}, t) \tag{6.15}
\end{equation*}
$$

where $E(q, \xi)$ was defined in Eq. (6.4). In the above, $T_{z z}^{ \pm}$is the $z z$-component of the fluid stress tensor

$$
\begin{equation*}
T_{i j}=-p \delta_{i j}+\eta\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right), \tag{6.16}
\end{equation*}
$$

evaluated at $z=\bar{\ell} \pm 0$ and $i, j=x, z$. The above four boundary conditions in Eqs. (6.12)-(6.15) at $z=\bar{\ell}$ determine the solution of $\boldsymbol{v}$ and $p$ in the entire region of the fluid.

### 6.2.3 Dynamic equation of a bound membrane

Next we derive a dynamic equation for the membrane fluctuation amplitude. The time derivative of the fluctuation amplitude $h(\boldsymbol{q}, t)$ (membrane velocity) should coincide with the normal velocity of the fluid at the membrane $v_{z}(\boldsymbol{q}, z=\bar{\ell}, t)$ obtained from Eqs. (6.10) and (6.11) together with the four coefficients (see also Appendix). Using the result of the above hydrodynamic calculation, we can write
the dynamic equation of $h(\boldsymbol{q}, t)$ as follows

$$
\begin{equation*}
\frac{\partial h(\boldsymbol{q}, t)}{\partial t}=-\gamma(q, \bar{\ell}, \xi) h(\boldsymbol{q}, t)+\Lambda_{x}(q, \bar{\ell}) V_{x 0}(\boldsymbol{q}, t)+\Lambda_{z}(q, \bar{\ell}) V_{z 0}(\boldsymbol{q}, t)+\zeta(\boldsymbol{q}, t) . \tag{6.17}
\end{equation*}
$$

In the above, $\gamma(q, \bar{\ell}, \xi)$ is the hydrodynamic decay rate

$$
\begin{equation*}
\gamma(q, \bar{\ell}, \xi)=\Gamma(q, \bar{\ell}) E(q, \xi) \tag{6.18}
\end{equation*}
$$

where the kinetic coefficient $\Gamma(q, \bar{\ell})$ is given by

$$
\begin{equation*}
\Gamma(q, \bar{\ell})=\frac{1}{2 \eta q} \frac{\sinh ^{2}(q \bar{\ell})-(q \bar{\ell})^{2}}{\sinh ^{2}(q \bar{\ell})-(q \bar{\ell})^{2}+\sinh (q \bar{\ell}) \cosh (q \bar{\ell})+(q \bar{\ell})} . \tag{6.19}
\end{equation*}
$$

The same expression was obtained by Seifert [6.26]. The second and the third terms on the r.h.s. of Eq. (6.17) are due to the wall boundary conditions Eqs. (6.7) and (6.8). Our calculation yields

$$
\begin{align*}
& \Lambda_{x}(q, \bar{\ell})=\frac{-i q \bar{\ell} \sinh (q \bar{\ell})}{\sinh ^{2}(q \bar{\ell})-(q \bar{\ell})^{2}+\sinh (q \bar{\ell}) \cosh (q \bar{\ell})+(q \bar{\ell})},  \tag{6.20}\\
& \Lambda_{z}(q, \bar{\ell})=\frac{\sinh (q \bar{\ell})+q \bar{\ell} \cosh (q \bar{\ell})}{\sinh ^{2}(q \bar{\ell})-(q \bar{\ell})^{2}+\sinh (q \bar{\ell}) \cosh (q \bar{\ell})+(q \bar{\ell})} . \tag{6.21}
\end{align*}
$$

The last term in Eq. (6.17) represents the thermal white noise; its average vanishes $\langle\zeta(\boldsymbol{q}, t)\rangle=0$ while its correlation is fixed by the fluctuation-dissipation theorem (FDT) [6.30, 6.31]

$$
\begin{equation*}
\left\langle\zeta(\boldsymbol{q}, t) \zeta\left(-\boldsymbol{q}, t^{\prime}\right)\right\rangle=2 k_{\mathrm{B}} T \Gamma(q, \bar{\ell}) \delta\left(t-t^{\prime}\right) . \tag{6.22}
\end{equation*}
$$

### 6.2.4 Hydrodynamic decay rate

We first introduce $\bar{t} \equiv 4 \eta \bar{\ell}^{3} / \kappa$ as a characteristic time. In Fig. 6.2, we plot the scaled decay rate $\gamma(q, \bar{\ell}, \xi) \bar{t}$ (see Eq. (6.18)) as a function of the dimensionless wavenumber $q \bar{\ell}$ when $\Xi=\xi / \bar{\ell}=10$ and 0.1 . For our later discussion, it is useful here to discuss its asymptotic behaviors. We first note that the kinetic coefficient $\Gamma(q, \bar{\ell})$ in Eq. (6.19) behaves as

$$
\Gamma \approx \begin{cases}\bar{\ell}^{3} q^{2} / 12 \eta, & q \ll 1 / \bar{\ell}  \tag{6.23}\\ 1 / 4 \eta q, & q \gg 1 / \bar{\ell}\end{cases}
$$

Depending on the relative magnitude between $\bar{\ell}$ and $\xi$, two different asymptotic behaviors of the decay rate can be distinguished [6.26]. For $\bar{\ell} \ll \xi$ (corresponding to $\Xi=10$ in Fig. 6.2), the decay rate increases monotonically as

$$
\gamma \approx \begin{cases}\kappa \bar{\ell}^{3} q^{2} / 12 \eta \xi^{4}, & q \ll 1 / \xi  \tag{6.24}\\ \kappa \bar{\ell}^{3} q^{6} / 12 \eta, & 1 / \xi \ll q \ll 1 / \bar{\ell} \\ \kappa q^{3} / 4 \eta, & 1 / \bar{\ell} \ll q\end{cases}
$$

The small- $q$ behavior $\gamma \sim q^{2}$ results from the conservation of the fluid volume between the membrane and the wall [6.32]. The dependence $\gamma \sim q^{6}$ in the intermediate regime, where the effect of potential becomes irrelevant, was predicted by Brochard and Lennon [6.9]. For large $q$, we recover the behavior of a free membrane $\gamma \sim q^{3}$. All these asymptotic behaviors are observed in Fig. 6.2.

For $\xi \ll \bar{\ell}$ (corresponding to $\Xi=0.1$ in Fig. 6.2), on the other hand, $\gamma$ changes non-monotonically as [6.26]

$$
\gamma \approx \begin{cases}\kappa \bar{\ell}^{3} q^{2} / 12 \eta \xi^{4}, & q \ll 1 / \bar{\ell}  \tag{6.25}\\ \kappa / 4 \eta \xi^{4} q, & 1 / \bar{\ell} \ll q \ll 1 / \xi \\ \kappa q^{3} / 4 \eta . & 1 / \xi \ll q\end{cases}
$$



Figure 6.2: Dimensionless decay rate $\tilde{\gamma} \equiv \gamma \bar{t}$ (see Eq. (6.18)) with $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$ as a function of dimensionless wavenumber $q \bar{\ell}$. The solid and dashed lines represent $\Xi=\xi / \bar{\ell}=10$ and 0.1, respectively.

While the small- $q$ and large- $q$ behaviors are unchanged from Eq. (6.24), here the decay rate decreases with increasing $q$ in the intermediate range. This unusual decrease of the decay rate clearly appears for $1<q \bar{\ell}<10$ in Fig. 6.2. Such an anomalous behavior occurs due to the fact that the potential confines the mean-square fluctuation amplitudes to $\left\langle h^{2}\right\rangle \approx k_{\mathrm{B}} T \xi^{4} / \kappa$ independently of $q$ (see Eq. (6.4)), while hydrodynamic damping becomes less effective with increasing $q$ [6.26]. We also note that the absolute value of $\gamma$ in the small $q$ region is sensitive to the value of $\Xi$, while it is independent of $\Xi$ in the large- $q$ region.

### 6.3 Membrane two-point correlation functions

Using the result of the hydrodynamic calculation, we shall discuss in this section the two-point correlation functions of bound membranes [6.33, 6.34]. We separately investigate the cases of (i) a static wall, (ii) an active wall, and (iii) an active wall with an intrinsic time scale.

### 6.3.1 Static wall



Figure 6.3: Dimensionless static correlator $\tilde{\Phi} \equiv\left(4 \kappa / k_{\mathrm{B}} T \xi^{2}\right) \Phi$ in the presence of a static wall (see Eq. (6.31)) as a function of dimensionless distance $\rho / \xi$. Notice that $\tilde{\Phi}$ takes a maximum value at $\rho / \xi=4.93$.

In the case of a static wall, the velocities at the wall vanish in Eqs. (6.7) and (6.8), i.e., $V_{x 0}(\boldsymbol{q}, t)=V_{z 0}(\boldsymbol{q}, t)=0$. Hence Eq. (6.17) reduces to

$$
\begin{equation*}
\frac{\partial h(\boldsymbol{q}, t)}{\partial t}=-\gamma(q, \bar{\ell}, \xi) h(\boldsymbol{q}, t)+\zeta(\boldsymbol{q}, t), \tag{6.26}
\end{equation*}
$$

and one can easily solve for $h(\boldsymbol{q}, t)$ as

$$
\begin{equation*}
h(\boldsymbol{q}, t)=h(\boldsymbol{q}, 0) e^{-\gamma(q, \bar{\ell}, \xi) t}+\int_{0}^{t} d t_{1} \zeta\left(\boldsymbol{q}, t_{1}\right) e^{-\gamma(q, \overline{,}, \xi)\left(t-t_{1}\right)} . \tag{6.27}
\end{equation*}
$$

Using the above solution and Eq. (6.22), we calculate the membrane two-point correlation function which can be separated into two parts [6.33, 6.34]

$$
\begin{equation*}
\left\langle\left[h(\boldsymbol{\rho}, t)-h\left(\boldsymbol{\rho}^{\prime}, 0\right)\right]^{2}\right\rangle=\Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)+\phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right), \tag{6.28}
\end{equation*}
$$

where the translational invariance of the system has been assumed. In the above,
the first term is a purely static correlator

$$
\begin{align*}
\Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) & =\left\langle\left[h(\boldsymbol{\rho})-h\left(\boldsymbol{\rho}^{\prime}\right)\right]^{2}\right\rangle \\
& =2 \int \frac{d^{2} q}{(2 \pi)^{2}}\langle h(\boldsymbol{q}) h(-\boldsymbol{q})\rangle\left[1-e^{i \boldsymbol{q} \cdot\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)}\right], \tag{6.29}
\end{align*}
$$

describing the static membrane roughness, while the second term is a dynamical correlator

$$
\begin{equation*}
\phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right)=2 \int \frac{d^{2} q}{(2 \pi)^{2}}\langle h(\boldsymbol{q}) h(-\boldsymbol{q})\rangle e^{i \boldsymbol{q} \cdot\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)}\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right], \tag{6.30}
\end{equation*}
$$

describing the propagation of fluctuations with a distance $\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|$.
Using the static correlation function for $h(\boldsymbol{q})$ in Eq. (6.4), we first calculate the static correlator

$$
\begin{align*}
& \Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=\frac{k_{\mathrm{B}} T}{\pi \kappa} \int_{0}^{\infty} d q \frac{q}{q^{4}+\xi^{-4}}\left[1-J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)\right] \\
& =\frac{k_{\mathrm{B}} T \xi^{2}}{4 \kappa}\left[1-\frac{1}{\pi} G_{0,4}^{3,0}\left(\left.\frac{\left(\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right| / \xi\right)^{4}}{256} \right\rvert\, 0, \frac{1}{2}, \frac{1}{2}, 0\right)\right] \tag{6.31}
\end{align*}
$$

where $J_{0}(z)$ is the zero-order Bessel function of the first kind, and the Meijer $G$ function is used in the last expression [6.35]. In Fig. 6.3, we plot the scaled static correlator $\Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)$ as a function of $\rho / \xi$ where $\rho=\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|$. Only in this plot, we use $\xi$ to scale the length because the above static correlator is solely determined by the free energy in Eq. (6.2), and Eq. (6.31) does not depend on $\bar{\ell}$. In the large distance $\rho / \xi \gg 1$, the (route mean square) height difference between two points on the bound membrane is proportional to $\xi$. It is interesting to note that $\Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)$ changes non-monotonically and shows a maximum around $\rho / \xi \approx 4.93$. A similar overshoot behavior of the membrane profile was reported before [6.36].

As for the dynamical correlator in Eq. (6.30), we perform the angular integration and obtain the expression

$$
\begin{equation*}
\phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right)=\frac{k_{\mathrm{B}} T}{\pi \kappa} \int_{0}^{\infty} d q \frac{q}{q^{4}+\xi^{-4}}\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right] J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right) . \tag{6.32}
\end{equation*}
$$

We first set $\boldsymbol{\rho}=\boldsymbol{\rho}^{\prime}$ and discuss the mean squared displacement (MSD) of a tagged membrane segment given by $[6.33,6.34]$

$$
\begin{equation*}
\phi_{0}(t)=\frac{k_{\mathrm{B}} T}{\pi \kappa} \int_{0}^{\infty} d q \frac{q}{q^{4}+\xi^{-4}}\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right], \tag{6.33}
\end{equation*}
$$

where we have used $J_{0}(0)=1$. Instead of the correlation length $\xi$, we hereafter use $\bar{\ell}$ to scale the length. Note that the hydrodynamic effect is manifested by the appearance of the length $\bar{\ell}$. In Fig. 6.4, we plot the dimensionless MSD $\phi_{0}$ as a function of $t / \bar{t}$ (recall that $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$ ) for $\Xi=10$ (monotonic damping case) and $\Xi=0.1$ (non-monotonic damping case), respectively. In order to find out the asymptotic behaviors clearly, we have also plotted an effective growth exponent $\alpha$ defined by

$$
\begin{equation*}
\alpha(t)=\frac{d \ln \phi_{0}(t)}{d \ln t} . \tag{6.34}
\end{equation*}
$$

For both $\Xi=10$ and 0.1 , the MSD increases monotonically as a function of time. For $\Xi=10(\bar{\ell} \ll \xi)$, there are three different asymptotic regimes of the time dependence. In the small time regime $(t \ll \bar{t})$, the MSD behaves as $\phi_{0} \sim t^{2 / 3}$ which corresponds to the diffusion of a free membrane [6.33, 6.34]. This scaling behavior can be obtained by using the large- $q$ behavior of the decay rate in Eq. (6.24)

$$
\begin{align*}
\phi_{0}(t) & \approx \frac{k_{\mathrm{B}} T}{\pi \kappa} \int_{0}^{\infty} d q \frac{1}{q^{3}}\left[1-e^{-\left(\kappa q^{3} / 4 \eta\right) t}\right] \\
& \sim \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} \eta^{2 / 3}} t^{2 / 3} . \tag{6.35}
\end{align*}
$$

In the intermediate time regime $\left(\bar{t} \ll t \ll \Xi^{6} \bar{t}\right)$, we have $\phi_{0} \sim t^{1 / 3}$ which stems from the intermediate- $q$ behavior of $\gamma$ in Eq. (6.24)

$$
\begin{align*}
\phi_{0}(t) & \approx \frac{k_{\mathrm{B}} T}{\pi \kappa} \int_{0}^{\infty} d q \frac{1}{q^{3}}\left[1-e^{-\left(\kappa \bar{l}^{3} q^{6} / 12 \eta\right) t}\right] \\
& \sim \frac{k_{\mathrm{B}} T \bar{\ell}}{\kappa^{2 / 3} \eta^{1 / 3}} t^{1 / 3} . \tag{6.36}
\end{align*}
$$

In this regime, as discussed by Brochard and Lennon [6.9], the conservation of the enclosed incompressible volume between the membrane and the wall is important, while the effect of the potential acting between them is irrelevant. The Fourier transform of the above expression, i.e., the power spectral density, was previously discussed by Gov et al. in Ref. [6.16]. In the long time regime $\left(\Xi^{6} \bar{t} \ll t\right)$, the MSD saturates at the value given by

$$
\begin{equation*}
\phi_{0}(t \rightarrow \infty) \approx\left[\frac{k_{\mathrm{B}} T \bar{\ell}^{2}}{\pi \kappa}\right] \frac{\pi \Xi^{2}}{4} \sim \frac{k_{\mathrm{B}} T}{\kappa} \xi^{2} . \tag{6.37}
\end{equation*}
$$

For $\Xi=0.1(\xi \ll \bar{\ell})$, on the other hand, there are only two asymptotic regimes. The MSD increases as $\phi_{0} \sim t^{2 / 3}$ in the small time regime $\left(t<\Xi^{3} \bar{t}\right)$, whereas in the long time regime ( $\Xi^{3} \bar{t} \ll t$ ), it saturates at the value given by Eq. (6.37).

Let us consider then the case $\boldsymbol{\rho} \neq \boldsymbol{\rho}^{\prime}$. In Fig. 6.5, we plot the scaled $\phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right)$ in Eq. (7.16) as a function of $\rho / \bar{\ell}$ for different times when $\Xi=10$. For all the cases, the dynamic correlator changes non-monotonically and exhibits a typical undershoot behavior. The minimum of $\phi$ occurs for larger $\rho$ as time evolves. In the long time limit, $t \rightarrow \infty, \phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right)$ in Eq. (7.16) coincides with the second term in Eq. (6.31) and is given by the Meijer $G$-function.

### 6.3.2 Active wall

We now investigate the case when the wall is active so that it exerts random velocities on the ambient fluid. The membrane dynamics in the presence of an active wall is described by Eq. (6.17). This equation can be also solved for $h(\boldsymbol{q}, t)$ as

$$
\begin{align*}
h(\boldsymbol{q}, t)= & h(\boldsymbol{q}, 0) e^{-\gamma(q, \bar{\ell}, \xi) t}+\Lambda_{x}(q, \bar{\ell}) \int_{0}^{t} d t_{1} V_{x 0}\left(\boldsymbol{q}, t_{1}\right) e^{-\gamma(q, \bar{\ell}, \xi)\left(t-t_{1}\right)} \\
& +\Lambda_{z}(q, \bar{\ell}) \int_{0}^{t} d t_{2} V_{z 0}\left(\boldsymbol{q}, t_{2}\right) e^{-\gamma(q, \bar{\ell}, \xi)\left(t-t_{2}\right)}+\int_{0}^{t} d t_{3} \zeta\left(\boldsymbol{q}, t_{3}\right) e^{-\gamma(q, \bar{\ell}, \xi)\left(t-t_{3}\right)} . \tag{6.38}
\end{align*}
$$

The random velocities generated at the wall are assumed to have the following statistical properties

$$
\begin{gather*}
\left\langle V_{x 0}(\boldsymbol{\rho}, t)\right\rangle=\left\langle V_{z 0}(\boldsymbol{\rho}, t)\right\rangle=0,  \tag{6.39}\\
\left\langle V_{x 0}(\boldsymbol{\rho}, t) V_{x 0}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=2 S_{x} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \delta\left(t-t^{\prime}\right),  \tag{6.40}\\
\left\langle V_{z 0}(\boldsymbol{\rho}, t) V_{z 0}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=2 S_{z} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \delta\left(t-t^{\prime}\right),  \tag{6.41}\\
\left\langle V_{x 0}(\boldsymbol{\rho}, t) V_{z 0}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=0,  \tag{6.42}\\
\left\langle V_{x 0}(\boldsymbol{\rho}, t) \zeta\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=\left\langle V_{z 0}(\boldsymbol{\rho}, t) \zeta\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=0, \tag{6.43}
\end{gather*}
$$

where we have introduced the amplitudes $S_{x}$ and $S_{z}$ in Eqs. (6.40) and (6.41), respectively. With these statistical properties, we can calculate the total twopoint correlation function which consists of the static and the dynamical parts as before

$$
\begin{equation*}
\left\langle\left[h(\boldsymbol{\rho}, t)-h\left(\boldsymbol{\rho}^{\prime}, 0\right)\right]^{2}\right\rangle_{\mathrm{tot}}=\Phi_{\mathrm{tot}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)+\phi_{\mathrm{tot}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right) . \tag{6.44}
\end{equation*}
$$

In the above total correlation function, the static correlator in the presence of the active wall becomes

$$
\begin{align*}
& \Phi_{\mathrm{tot}}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \\
& =\frac{1}{\pi} \int_{0}^{\infty} d q q\left[\frac{k_{\mathrm{B}} T}{\kappa\left(q^{4}+\xi^{-4}\right)}+\frac{S_{x}\left|\Lambda_{x}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}+\frac{S_{z}\left|\Lambda_{z}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}\right]\left[1-J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)\right] \\
& \equiv \Phi\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)+\Phi_{x}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)+\Phi_{z}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \tag{6.45}
\end{align*}
$$

where $\Lambda_{x}$ and $\Lambda_{z}$ were obtained in Eqs. (6.20) and (6.21), respectively, while $\Phi(\boldsymbol{\rho}-$ $\boldsymbol{\rho}^{\prime}$ ) was defined in Eq. (6.31) for the static wall case. In the above equations, we have defined two correlators $\Phi_{x}$ and $\Phi_{z}$. On the other hand, the dynamical correlator in Eq. (6.44) is given by

$$
\begin{align*}
\phi_{\text {tot }}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t\right)=\frac{1}{\pi} \int_{0}^{\infty} d q q & {\left[\frac{k_{\mathrm{B}} T}{\kappa\left(q^{4}+\xi^{-4}\right)}+\frac{S_{x}\left|\Lambda_{x}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}+\frac{S_{z}\left|\Lambda_{z}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}\right] } \\
& \times\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right] J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right) . \tag{6.46}
\end{align*}
$$

By setting $\boldsymbol{\rho}=\boldsymbol{\rho}^{\prime}$, the total MSD of a tagged membrane segment in the presence of the active wall becomes

$$
\begin{align*}
\phi_{\text {tot }}(t) & =\frac{1}{\pi} \int_{0}^{\infty} d q q\left[\frac{k_{\mathrm{B}} T}{\kappa\left(q^{4}+\xi^{-4}\right)}+\frac{S_{x}\left|\Lambda_{x}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}+\frac{S_{z}\left|\Lambda_{z}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)}\right]\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right] \\
& \equiv \phi_{0}(t)+\phi_{x 0}(t)+\phi_{z 0}(t), \tag{6.47}
\end{align*}
$$

where the first term $\phi_{0}(t)$ was defined before in Eq. (6.33) for the static wall case, while $\phi_{x 0}$ and $\phi_{z 0}$ have been newly defined here.

Before showing the result of MSD, we first discuss the wavenumber dependencies of the quantities $\left|\Lambda_{x}\right|^{2} / \gamma$ and $\left|\Lambda_{z}\right|^{2} / \gamma$ appearing in Eqs. (6.45)-(6.47). These quantities originating from the active wall are plotted in Fig. 6.6 as a function of $q \bar{\ell}$ for $\Xi=10$ and 0.1. Using the asymptotic behaviors of $\gamma$, as shown in Eqs. (6.24) and (6.25), we can obtain the limiting expressions for $\left|\Lambda_{x}\right|^{2} / \gamma$ and $\left|\Lambda_{z}\right|^{2} / \gamma$ as well. When $\bar{\ell} \ll \xi$ (corresponding to $\Xi=10$ ), we have

$$
\left|\Lambda_{x}\right|^{2} / \gamma \approx \begin{cases}3 \eta \xi^{4} / \kappa \bar{\ell}, & q \ll 1 / \xi  \tag{6.48}\\ 3 \eta / \kappa \bar{\ell} q^{4}, & 1 / \xi \ll q \ll 1 / \bar{\ell} \\ 4 \eta \bar{\ell}^{2} e^{-2 \bar{\ell} q} / \kappa q, & 1 / \bar{\ell} \ll q\end{cases}
$$

$$
\left|\Lambda_{z}\right|^{2} / \gamma \approx \begin{cases}12 \eta \xi^{4} / \kappa \bar{\ell}^{3} q^{2}, & q \ll 1 / \xi  \tag{6.49}\\ 12 \eta / \kappa \bar{\ell}^{3} q^{6}, & 1 / \xi \ll q \ll 1 / \bar{\ell} \\ 4 \eta \bar{\ell}^{2} e^{-2 \bar{\ell} q} / \kappa q, & 1 / \bar{\ell} \ll q\end{cases}
$$

For $\xi \ll \bar{\ell}$ (corresponding to $\Xi=0.1$ ), on the other hand, we obtain

$$
\begin{align*}
&\left|\Lambda_{x}\right|^{2} / \gamma \approx \begin{cases}3 \eta \xi^{4} / \kappa \bar{\ell}, & q \ll 1 / \bar{\ell} \\
4 \eta \xi^{4} \bar{\ell}^{2} q^{3} e^{-2 \bar{\ell} q} / \kappa, & 1 / \bar{\ell} \ll q \ll 1 / \xi \\
4 \eta \bar{\ell}^{2} e^{-2 \bar{\ell} q} / \kappa q, & 1 / \xi \ll q\end{cases}  \tag{6.50}\\
&\left|\Lambda_{z}\right|^{2} / \gamma \approx \begin{cases}12 \eta \xi^{4} / \kappa \bar{\ell}^{3} q^{2}, & q \ll 1 / \bar{\ell} \\
4 \eta \xi^{4} \bar{\ell}^{2} q^{3} e^{-2 \bar{\ell} q} / \kappa, & 1 / \bar{\ell} \ll q \ll 1 / \xi \\
4 \eta \bar{\ell}^{2} e^{-2 \bar{\ell} q} / \kappa q . & 1 / \xi \ll q\end{cases} \tag{6.51}
\end{align*}
$$

The static correlators $\Phi_{x}$ and $\Phi_{z}$ defined in Eq. (6.45) due to the active wall can now be obtained by performing numerical integrals. In Fig. 6.7, we plot the static correlators $\Phi_{x}$ and $\Phi_{z}$ as a function of $\rho / \ell$ when $\Xi=10$. Here $\Phi_{x}$ and $\Phi_{z}$ are scaled by $4 \eta \bar{\ell} S_{x} / \pi \kappa$ and $4 \eta \bar{\ell} S_{z} / \pi \kappa$, respectively. We notice that $\Phi_{x}$ behaves similarly to that of the static wall case $\Phi$ given in Eq. (6.31) and plotted in Fig. 6.3. On the other hand, $\Phi_{z}$ diverges logarithmically for large $\rho / \bar{\ell}$ because the integral is found to be infrared divergent. Such a logarithmic divergence is avoided when we consider a finite membrane size which gives rise to a cutoff for small wavenumbers in the integral of Eq. (6.45). It should be noted that both $\Phi_{x}$ and $\Phi_{z}$ depend on $\bar{\ell}$ and $\xi$, while $\Phi$ is solely determined by $\xi$. This means that $\Phi_{x}$ and $\Phi_{z}$ include the geometrical as well as the hydrodynamic effects.

In Figs. 6.8 and 6.9, we plot the scaled membrane MSD $\phi_{x 0}$ and $\phi_{z 0}$ (see Eq. (6.47)), respectively, as a function of $t / \bar{t}$ when $\Xi=10$ and 0.1 . For $\bar{\ell} \ll \xi$ (corresponding to $\Xi=10$ ), there are three different asymptotic regimes both for
$\phi_{x 0}$ and $\phi_{z 0}$. In the small time regime $(t \ll \bar{t})$, we have $\phi_{x 0} \sim t$ and $\phi_{z 0} \sim t$, showing a normal diffusive behavior. This is because $\phi_{x 0}$ can be approximated as

$$
\begin{align*}
\phi_{x 0}(t) & \approx \frac{4 \eta \bar{\ell}^{2} S_{x}}{\pi \kappa} \int_{0}^{\infty} d q e^{-2 \bar{\ell} q}\left[1-e^{-\left(\kappa q^{3} / 4 \eta\right) t}\right] \\
& \approx \frac{\bar{\ell}^{2} S_{x} t}{\pi} \int_{0}^{\infty} d q e^{-2 \bar{\ell} q} q^{3} \sim \frac{S_{x}}{\bar{\ell}^{2}} t \tag{6.52}
\end{align*}
$$

Notice that only small- $q$ contributes to the integral, and the same holds for $\phi_{z 0}$. In the intermediate time regime $\left(\bar{t} \ll t \ll \Xi^{6} \bar{t}\right)$, we have $\phi_{x 0} \sim t^{1 / 3}$ and $\phi_{z 0} \sim t^{2 / 3}$ which can be asymptotically obtained by Eqs. (6.36) and (6.35), respectively. In the long time regime $\left(\Xi^{6} \bar{t} \ll t\right)$, $\phi_{x 0}$ saturates at the value

$$
\begin{equation*}
\phi_{x 0}(t \rightarrow \infty) \approx\left[\frac{4 \eta \bar{\ell} S_{x}}{\pi \kappa}\right] \frac{3 \Xi^{2}}{8} \sim \frac{\eta \xi^{2} S_{x}}{\kappa \bar{\ell}} . \tag{6.53}
\end{equation*}
$$

On the other hand, $\phi_{z 0}$ diverges logarithmically for $t \rightarrow \infty$, which can be seen in Fig. 6.9(a) and also shown analytically. Such a divergence in time occurs for small $q$ and can be avoided when the membrane size is finite as mentioned before.

For $\xi \ll \bar{\ell}$ (corresponding to $\Xi=0.1$ ), on the other hand, there are only two asymptotic regimes. The MSDs increase both linearly as $\phi_{x 0} \sim t$ and $\phi_{z 0} \sim t$ in the small time regime $\left(t \ll \Xi^{3} \bar{t}\right)$. In the long time regime $\left(\Xi^{3} \bar{t} \ll t\right)$, $\phi_{x 0}$ saturates at the value

$$
\begin{equation*}
\phi_{x 0}(t \rightarrow \infty) \approx\left[\frac{4 \eta \bar{\ell} S_{x}}{\pi \kappa}\right] \frac{3 \Xi^{4}}{8} \sim \frac{\eta \xi^{4} S_{x}}{\kappa \bar{\ell}^{3}}, \tag{6.54}
\end{equation*}
$$

while $\phi_{z 0}$ also diverges logarithmically as above.

### 6.3.3 Active wall with an intrinsic time scale

Finally we consider a situation in which the activity of the wall occurs over a finite time scale $\tau$. In this case, the statistical properties of random velocities which have been given in Eqs. (6.40) and (6.41) would be replaced by the following exponential
correlation function in time [6.19, 6.20, 6.42]

$$
\begin{align*}
& \left\langle V_{x 0}(\boldsymbol{\rho}, t) V_{x 0}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=\frac{S_{x}}{\tau} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) e^{-\left|t-t^{\prime}\right| / \tau},  \tag{6.55}\\
& \left\langle V_{z 0}(\boldsymbol{\rho}, t) V_{z 0}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=\frac{S_{z}}{\tau} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) e^{-\left|t-t^{\prime}\right| / \tau}, \tag{6.56}
\end{align*}
$$

while the other velocity correlations remain the same. In general, the intrinsic time scale $\tau$ can be different between the $x$ - and $z$-components. In the above relations, we have put a factor $1 / \tau$ so that the physical dimension of $S_{x}$ and $S_{z}$ is the same as before.

Repeating the same procedure as before, we obtain the total two-point correlation function which can be also separated into the static and dynamics parts as in Eq. (6.44). The static correlators in the presence of the active wall now become

$$
\begin{align*}
& \Phi_{x}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=\frac{1}{\pi} \int_{0}^{\infty} d q q \frac{S_{x}\left|\Lambda_{x}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)[\gamma(q, \bar{\ell}, \xi) \tau+1]}\left[1-J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)\right]  \tag{6.57}\\
& \Phi_{z}\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right)=\frac{1}{\pi} \int_{0}^{\infty} d q q \frac{S_{z}\left|\Lambda_{z}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)[\gamma(q, \bar{\ell}, \xi) \tau+1]}\left[1-J_{0}\left(q\left|\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right|\right)\right] . \tag{6.58}
\end{align*}
$$

A similar static correlator was previously discussed by Gov et al. [6.19, 6.20, 6.42]. Notice that the above expressions reduce to those in Eq. (6.45) when $\tau \rightarrow 0$. This is reasonable because the exponential function in Eqs. (6.55) and (6.56) reduce to a $\delta$-function in the limit of $\tau \rightarrow 0$.

Similarly, the two MSD functions of a tagged membrane segment are given by

$$
\begin{align*}
& \phi_{x 0}(t)=\frac{1}{\pi} \int_{0}^{\infty} d q q \frac{S_{x}\left|\Lambda_{x}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)[\gamma(q, \bar{\ell}, \xi) \tau+1]}\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right],  \tag{6.59}\\
& \phi_{z 0}(t)=\frac{1}{\pi} \int_{0}^{\infty} d q q \frac{S_{z}\left|\Lambda_{z}(q, \bar{\ell})\right|^{2}}{\gamma(q, \bar{\ell}, \xi)[\gamma(q, \bar{\ell}, \xi) \tau+1]}\left[1-e^{-\gamma(q, \bar{\ell}, \xi) t}\right], \tag{6.60}
\end{align*}
$$

which also reduce to those in Eq. (6.47) when $\tau \rightarrow 0$. In Figs. 6.10 and 6.11, we plot the scaled $\phi_{x 0}$ and $\phi_{z 0}$, respectively, as a function of $t / \bar{t}$ for different $\tau$-values when $\Xi=10$. We first notice that both $\phi_{x 0}$ and $\phi_{z 0}$ decrease when the intrinsic time scale $\tau$ is taken into account. Also the initial time regions during which $\phi_{x 0}$ and $\phi_{z 0}$ grow linearly in time increase for larger $\tau$-values, and the regions showing the scaling $\phi_{x 0} \sim t^{1 / 3}$ or $\phi_{z 0} \sim t^{2 / 3}$ become narrower. In the large $\tau$ limit, there will be only two scaling regimes of the MSDs.

### 6.4 Summary and discussion

In this paper, we have discussed the dynamics of a membrane interacting with an active wall that generates random velocities. We have generally shown that the dynamics of a bound membrane is significantly affected by active fluctuations at the wall and they propagate through the surrounding fluid. Using the result of the hydrodynamic calculation of a bound membrane, we have derived a dynamic equation for the membrane fluctuation amplitude (see Eq. (6.17)). As noted by Seifert before [6.26], there are two different asymptotic behaviors of the hydrodynamic decay rate $\gamma$ depending on the relative magnitude between the average membranewall distance $\bar{\ell}$ and the correlation length $\xi$ (see Eqs. (6.24) and (6.25)). We have obtained in Sec. 6.3 the membrane two-point correlation functions for three different wall cases; (i) a static wall, (ii) an active wall, and (iii) an active wall with an intrinsic time scale.

As a dynamic part of the correlation function, we have mainly discussed the MSD of a tagged membrane and investigated its asymptotic time dependencies for the different types of walls. For the static wall case, the membrane fluctuates due to thermal agitations. When the decay rate $\gamma$ changes monotonically, the MSD given by Eq. (6.33) exhibits two asymptotic behaviors $\phi_{0} \sim t^{2 / 3}$ and $\phi_{0} \sim t^{1 / 3}$ before it reaches a constant value that is fixed by $\xi$ (see Fig.6.4). When the wall is active, on the other hand, the partial MSDs in Eq. (6.47) grow linearly in time, $\phi_{x 0} \sim \phi_{z 0} \sim t$, in the early stage. Compared to the dynamics due to thermal
fluctuations, this is a unique behavior of a membrane segment in the presence of an active wall (see Figs. 6.8 and 6.9). When the active wall has a finite intrinsic time scale $\tau$ as defined in Eqs. (6.55) and (6.56), the linear-growth region of the MSD is further extended as $\tau$ is increased.

The present work should be distinguished from those dealing with the dynamics of "active membranes" [6.8]. These membranes contain active proteins such as ion pumps which consume the chemical energy and drive the membrane out of equilibrium. Being motivated by the theoretical predictions [6.37-6.43], some experiments have shown that active forces enhance membrane fluctuations [6.44-6.46]. In our theory, we have considered that the active components are incorporated not in the membrane but in the wall, and discussed their hydrodynamic effects on the membrane fluctuations. Hence our work is related to the recent work by Maitra et al. [6.47] who discussed the dynamics of a membrane coupled to an actin cortex consisting of filaments with active stresses and currents.

For our further discussion, we give here some numerical estimates of the quantities used in our calculations. As an example, we consider the shape fluctuations of RBCs. Previously, the data for normal RBC [6.48] was well described by using the following parameters [6.19, 6.20]; $\kappa \sim 10^{-19} \mathrm{~J}, \bar{\ell} \sim 2-3 \times 10^{-8} \mathrm{~m}$, and $\xi \sim 2-3 \times 10^{-7} \mathrm{~m}$. Then the important dimensionless parameter is roughly $\Xi=\xi / \bar{\ell} \sim 10$ for RBCs, and the decay rate $\gamma$ is expected to increase monotonically as in Eq. (6.24). Using the value of water viscosity $\eta \sim 10^{-3} \mathrm{~J} / \mathrm{m}^{3}$, we obtain the characteristic time scale as $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa \sim 10^{-7} \mathrm{~s}$. Hence the second crossover time scale discussed in Eq. (6.36) is roughly given by $\Xi^{6} \bar{t} \sim 10^{-1}$ s. Since $\bar{t}$ and $\Xi^{6} \bar{t}$ are well separated, the three different asymptotic regimes of $\phi_{0}(t)$ should be clearly observable.

The intrinsic time scale $\tau$ appearing in Eqs. (6.55) and (6.56) represents the duration of force production at the active wall, and can be roughly estimated as $\tau \sim 10^{-3} \mathrm{~s}$ for the spectrin network of RBCs [6.19, 6.20]. Hence the choice of $\tau / \bar{t} \sim 10^{4}$ in Figs. 6.10 or 6.11 is reasonable. Moreover, the force balance between the spectrin compression and the membrane bending yields a characteristic length
scale of the order of $L \sim 10^{-7} \mathrm{~m}$. From the viewpoint of dimensional analysis, the quantities $S_{x}$ and $S_{z}$, which fix the amplitudes of the random velocities in Eq. (6.40) and (6.41), respectively, can be evaluated as $S_{x} \sim L^{4} / \tau \sim 10^{-24} \mathrm{~m}^{4} / \mathrm{s}$ and similarly for $S_{z}$. With this value, the amplitude of the MSD due to the active wall becomes $\phi_{x 0} \sim \eta \bar{\ell} S_{x} / \kappa \sim 10^{-17} \mathrm{~m}^{2}$. This value is comparable to that of thermal fluctuations $\phi_{0} \sim k_{\mathrm{B}} T \bar{\ell}^{2} / \kappa \sim 10^{-16} \mathrm{~m}^{2}$.

As mentioned in Sec. 6.2, the decay rate $\gamma$ changes non-monotonically when $\Xi \ll 1$. This situation may occur for a charged membrane pushed by an osmotic pressure [6.26]. When unscreened electrostatic interactions compete with an osmotic pressure, the condition $\Xi \ll 1$ is met whenever $\bar{\ell} \gg \kappa \ell_{\mathrm{B}} / k_{\mathrm{B}} T \sim$ $5 \times 10^{-9} \mathrm{~m}$ where $\ell_{\mathrm{B}}$ is the Bjerrum length. As the unbinding transition point is approached [6.28], $\bar{\ell}$ becomes much larger than $\xi$.

Following the calculation by Seifert [6.26], we have shown in Sec. 6.2 that the hydrodynamic kinetic coefficient $\Gamma(q, \bar{\ell})$ is given by Eq. (6.19). In Ref. [6.17], Gov et al. used different boundary conditions at the membrane and obtained an alternative expression for the kinetic coefficient

$$
\begin{equation*}
\Gamma_{\mathrm{G}}(q, \bar{\ell})=\frac{e^{-2 q \bar{\ell}}}{4 \eta q}\left[e^{2 q \bar{\ell}}-1-2 q \bar{\ell}-2(q \bar{\ell})^{2}\right] . \tag{6.61}
\end{equation*}
$$

As expressed in Eq. (6.14), Seifert and we have used an incompressibility condition for the fluid near the membrane, whereas Gov et al. employed a zero-shear-stress condition, which implies that the $x z$-component of the shear on both sides of the membrane are equal. Gov et al. insisted that the latter condition is appropriate for a fluid membrane which cannot support shear stress across its width [6.17]. We have quantitatively compared Eqs. (6.19) and (6.61) and confirmed that they only differ by a numerical factor of 4 in the small $-q$ regime, and the asymptotic scaling behaviors are completely identical. Notice that $\Gamma_{\mathrm{G}}(q, \bar{\ell})$ in Eq. (6.61) behaves as

$$
\Gamma_{\mathrm{G}} \approx \begin{cases}\bar{\ell}^{3} q^{2} / 3 \eta, & q \ll 1 / \bar{\ell}  \tag{6.62}\\ 1 / 4 \eta q, & q \gg 1 / \bar{\ell}\end{cases}
$$

which can be compared with Eq. (6.23). In any case, the differences between Eqs. (6.19) and (6.61) are not significant as far as the role of the wall is concerned, and various scaling behaviors of the MSD discussed in this paper are valid.

In this paper, we have only dealt with a tensionless membrane whose shape is governed by Eq. (6.1). In Ref. [6.16], it was claimed that the attachment of the cytoskeleton to the membrane would induce an effective surface tension. For a membrane with a finite surface tension $\Sigma$, the free energy is modified to

$$
\begin{equation*}
F=\int d^{2} \rho\left[\frac{\kappa}{2}\left(\nabla^{2} \ell\right)^{2}+V(\ell)+\frac{\Sigma}{2}(\nabla \ell)^{2}\right] . \tag{6.63}
\end{equation*}
$$

Hence the quantity $E$ in the static correlation function Eq. (6.4) should now be replaced with

$$
\begin{equation*}
E(q, \xi)=\kappa\left(q^{4}+\xi^{-4}\right)+\Sigma q^{2} . \tag{6.64}
\end{equation*}
$$

The new term associated with the surface tension neither modifies the small wavenumber nor the large wavenumber asymptotic behaviors [6.26]. Although a more complicated crossover behavior can arise in the intermediate wavenumber if $\Sigma>\kappa / \xi^{2}$, we do not discuss it here because our main aim is to see the effects of the active wall. In general, the presence of the finite surface tension tends to suppress the membrane fluctuations.

In our model, the outer fluid is assumed to be purely viscous characterized by a constant viscosity $\eta$. It should be noted, however, fluids surrounding biomembranes are viscoelastic rather than purely viscous. This is a common situation in all eukaryotic cells whose cytoplasm is a soup of proteins and organelles, including a thick sub-membrane layer of actin-meshwork forming a part of the cell cytoskeleton [6.12]. The extra-cellular fluid can also be viscoelastic because it is filled with extracellular matrix or hyaluronic acid gel. In order to mimic the real situations, the dynamics of undulating bilayer membrane surrounded by viscoelastic media was considered before [6.49, 6.50]. It was assumed that both sides of the membrane are occupied by viscoelastic media with a frequency-dependent modulus that
obeys a power-law behavior $G(\omega)=G_{0}(i \omega)^{\beta}$ with $0 \leq \beta \leq 1$ [6.49-6.52]. Such a frequency dependence is commonly observed for various polymeric solutions at high frequencies. The limits of $\beta=0$ and 1 correspond to the purely elastic and purely viscous cases, respectively. Following the previous results, we argue that the time dependencies of MSD which has been expressed as $\phi_{0} \sim t^{\alpha}$ in the pure viscous case will be modified to $\phi_{0} \sim t^{\alpha \beta}$ both for the static and the active wall cases. Hence the asymptotic exponent of the MSD is generally smaller than that for a purely viscous fluid.

## Appendix 6.A Solutions of hydrodynamic equations

The incompressibility condition Eq. (6.5) and the Stokes equation (6.6) can be formally solved for the fluid velocity $\boldsymbol{v}$ in terms of the force $\boldsymbol{f}$ acting on the fluid [6.53]:

$$
\begin{gather*}
v_{x}(\boldsymbol{q}, z)=\int_{-\infty}^{\infty} d z^{\prime} \frac{e^{-q\left|z-z^{\prime}\right|}}{4 \eta q}\left[\left(1-q\left|z-z^{\prime}\right|\right) f_{x}\left(\boldsymbol{q}, z^{\prime}\right)+i q\left(z^{\prime}-z\right) f_{z}\left(\boldsymbol{q}, z^{\prime}\right)\right],  \tag{6.65}\\
v_{y}(\boldsymbol{q}, z)=\int_{-\infty}^{\infty} d z^{\prime} \frac{e^{-q\left|z-z^{\prime}\right|}}{4 \eta q} 2 f_{y}\left(\boldsymbol{q}, z^{\prime}\right),  \tag{6.66}\\
v_{z}(\boldsymbol{q}, z)=\int_{-\infty}^{\infty} d z^{\prime} \frac{e^{-q\left|z-z^{\prime}\right|}}{4 \eta q}\left[\left(1+q\left|z-z^{\prime}\right|\right) f_{z}\left(\boldsymbol{q}, z^{\prime}\right)+i q\left(z^{\prime}-z\right) f_{x}\left(\boldsymbol{q}, z^{\prime}\right)\right], \tag{6.67}
\end{gather*}
$$

with $q=|\boldsymbol{q}|$. Notice that $v_{y}$ in Eq. (6.66) is not coupled to the other components and hence can be neglected.

For the fluid in the region $0 \leq z \leq \bar{\ell}$, the forces are acting both at $z=0$ and
$z=\bar{\ell}$ so that $f_{x}$ and $f_{z}$ can be written as

$$
\begin{align*}
& f_{x}(\boldsymbol{q}, z)=f_{x}(\boldsymbol{q}, 0) \delta(z)+f_{x}(\boldsymbol{q}, \bar{\ell}) \delta(z-\bar{\ell})  \tag{6.68}\\
& f_{z}(\boldsymbol{q}, z)=f_{z}(\boldsymbol{q}, 0) \delta(z)+f_{z}(\boldsymbol{q}, \bar{\ell}) \delta(z-\bar{\ell}) . \tag{6.69}
\end{align*}
$$

Substituting Eqs. (6.68) and (6.69) into Eq. (6.67), we obtain Eq. (6.10) where the the coefficients $A$ and $B$ are given by

$$
\begin{align*}
A & =\frac{e^{-q \bar{\ell}}}{2 \eta q}\left[i q \bar{\ell} f_{x}(\boldsymbol{q}, \bar{\ell})+(1+q \bar{\ell}) f_{z}(\boldsymbol{q}, \bar{\ell})\right],  \tag{6.70}\\
B & =\frac{e^{-q \bar{\ell}}}{2 \eta q}\left[-i(1-q \bar{\ell}) f_{x}(\boldsymbol{q}, \bar{\ell})+q \bar{\ell} f_{z}(\boldsymbol{q}, \bar{\ell})\right] . \tag{6.71}
\end{align*}
$$

For the fluid in the region $\bar{\ell} \leq z$, the forces are acting only at $z=\bar{\ell}$ so that $f_{x}$ and $f_{z}$ can be written as

$$
\begin{align*}
& f_{x}(\boldsymbol{q}, z)=f_{x}(\boldsymbol{q}, \bar{\ell}) \delta(z-\bar{\ell}),  \tag{6.72}\\
& f_{z}(\boldsymbol{q}, z)=f_{z}(\boldsymbol{q}, \bar{\ell}) \delta(z-\bar{\ell}) . \tag{6.73}
\end{align*}
$$

Substituting Eqs. (6.72) and (6.73) into Eq. (6.67), we obtain Eq. (6.11) where the the coefficients $C$ and $D$ are given by

$$
\begin{align*}
& C=\frac{f_{z}(\boldsymbol{q}, \bar{\ell})}{4 \eta q},  \tag{6.74}\\
& D=\frac{f_{z}(\boldsymbol{q}, \bar{\ell})-i f_{x}(\boldsymbol{q}, \bar{\ell})}{4 \eta q} . \tag{6.75}
\end{align*}
$$

Using these four coefficients $A, B, C$ and $D$, the $x$-component of the velocity $v_{x}^{ \pm}(\boldsymbol{q}, z, t)$ and the pressure $p^{ \pm}(\boldsymbol{q}, z, t)$ are obtained as follows:

$$
\begin{align*}
v_{x}^{-}(\boldsymbol{q}, z, t)= & -i A q z \sinh (q z)+i B[\sinh (q z)+q z \cosh (q z)] \\
& +(1-q z) V_{x 0}(\boldsymbol{q}, t) e^{-q z}-i q z V_{z 0}(\boldsymbol{q}, t) e^{-q z} \tag{6.76}
\end{align*}
$$

$$
\begin{align*}
& v_{x}^{+}(\boldsymbol{q}, z, t)=-i e^{-q(z-\bar{\ell})}(C-D-D q \bar{\ell}+D q z),  \tag{6.77}\\
& p^{-}(\boldsymbol{q}, z, t)=-2 \eta q[A \cosh (q z)-B \sinh (q z)] \\
&+2 \eta q\left[V_{z 0}(\boldsymbol{q}, t)-i V_{x 0}(\boldsymbol{q}, t)\right] e^{-q z}  \tag{6.78}\\
& p^{+}(\boldsymbol{q}, z, t)=2 \eta D q e^{-q(z-\bar{\ell})} \tag{6.79}
\end{align*}
$$

The four unknown coefficients are determined by the boundary conditions (6.12), (6.13), (6.14) and (6.15) at $z=\bar{\ell}$.
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Figure 6.4: (a) Dimensionless mean squared displacement (MSD) of a tagged membrane segment $\tilde{\phi}_{0} \equiv\left(\pi \kappa / k_{\mathrm{B}} T \bar{\ell}^{2}\right) \phi_{0}$ in the presence of a static wall (see Eq. (6.33)) as a function of dimensionless time $t / \bar{t}$ where $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$. The solid and dashed lines represent $\Xi=\xi / \bar{\ell}=10$ and 0.1 , respectively. (b) Effective exponent $\alpha$ of the MSDs in (a) as defined in Eq. (6.34).


Figure 6.5: Dimensionless dynamical correlator $\tilde{\phi} \equiv\left(\pi \kappa / k_{\mathrm{B}} T \bar{\ell}^{2}\right) \phi$ in the presence of a static wall (see Eq. (7.16)) as a function of dimensionless distance $\rho / \bar{\ell}$ for $t / \bar{t}=10^{8}$ (solid black), $10^{6}$ (dashed red), $10^{4}$ (dotted blue) when $\Xi=\xi / \bar{\ell}=10$. Here the characteristic time is $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$.


Figure 6.6: Plots of (a) $\left|\Lambda_{x}\right|^{2} / \tilde{\gamma}$ (see Eq. (6.20)) and (b) $\left|\Lambda_{z}\right|^{2} / \tilde{\gamma}$ (see Eq. (6.21)) as a function of dimensionless wave number $q \bar{\ell}$. Here $\tilde{\gamma} \equiv \gamma \bar{t}$ (see Eq. (6.18)) with $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$ is the dimensionless decay rate. The solid and dashed lines represent $\Xi=\xi / \ell=10$ and 0.1, respectively.


Figure 6.7: Dimensionless static correlators (a) $\tilde{\Phi}_{x} \equiv\left(\pi \kappa / 4 \eta \bar{\ell} S_{x}\right) \Phi_{x}$ and (a) $\tilde{\Phi}_{z} \equiv$ $\left(\pi \kappa / 4 \eta \bar{\ell} S_{z}\right) \Phi_{z}$ (divided by $10^{4}$ ) in the presence of an active wall (see Eq. (6.45)) as a function of dimensionless distance $\rho / \bar{\ell}$ when $\Xi=\xi / \bar{\ell}=10$.


Figure 6.8: (a) Dimensionless mean squared displacement (MSD) of a tagged membrane segment $\tilde{\phi}_{x 0} \equiv\left(\pi \kappa / 4 \eta \bar{\ell} S_{x}\right) \phi_{x 0}$ in the presence of an active wall (see Eq. (6.47)) as a function of dimensionless time $t / \bar{t}$ where $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$. The solid and dashed lines represent $\Xi=\xi / \bar{\ell}=10$ and 0.1 , respectively. (b) Effective exponent $\alpha$ of the MSDs in (a) as defined in Eq. (6.34).


Figure 6.9: (a) Dimensionless mean squared displacement (MSD) of a tagged membrane segment $\tilde{\phi}_{z 0} \equiv\left(\pi \kappa / 4 \eta \bar{\ell} \bar{S}_{z}\right) \phi_{z 0}$ in the presence of an active wall (see Eq. (6.47)) as a function of dimensionless time $t / \bar{t}$ where $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$. The solid and dashed lines represent $\Xi=\xi / \bar{\ell}=10$ and 0.1 , respectively. (b) Effective exponent $\alpha$ of the MSDs in (a) as defined in Eq. (6.34).


Figure 6.10: (a) Dimensionless mean squared displacement (MSD) of a tagged membrane segment $\tilde{\phi}_{x 0} \equiv\left(\pi \kappa / 4 \eta \bar{\ell} S_{x}\right) \phi_{x 0}$ in the presence of an active wall with an intrinsic time scale (see Eq. (6.59)) as a function of dimensionless time $t / \bar{t}$ where $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$. Different colors correspond to $\tau / \bar{t}=0$ (solid black), $10^{2}$ (dashed red), $10^{4}$ (dotted blue) and we set $\Xi=10$. (b) Effective exponent $\alpha$ of the MSDs in (a) as defined in Eq. (6.34).


Figure 6.11: (a) Dimensionless mean squared displacement (MSD) of a tagged membrane segment $\tilde{\phi}_{z 0} \equiv\left(\pi \kappa / 4 \eta \bar{\ell} S_{z}\right) \phi_{z 0}$ in the presence of an active wall with an intrinsic time scale (see Eq. (6.60)) as a function of dimensionless time $t / \bar{t}$ where $\bar{t}=4 \eta \bar{\ell}^{3} / \kappa$. Different colors correspond to $\tau / \bar{t}=0$ (solid black), $10^{2}$ (dashed red), $10^{4}$ (dotted blue) and we set $\Xi=10$. (b) Effective exponent $\alpha$ of the MSDs in (a) as defined in Eq. (6.34).

## Chapter 7

## Dynamics of two-component membranes surrounded by viscoelastic media

We discuss the dynamics of two-component fluid membranes which are surrounded by viscoelastic media. We assume that membrane-embedded proteins can diffuse laterally and induce a local membrane curvature. The mean squared displacement of a tagged membrane segment is obtained as a generalized Einstein relation. When the elasticity of the surrounding media obeys a power-law behavior in frequency, an anomalous diffusion of the membrane segment is predicted. We also consider the situation where the proteins generate active non-equilibrium forces. The generalized Einstein relation is further modified by an effective temperature that depends on the force dipole energy. The obtained generalized Einstein relations are useful for membrane microrheology experiments.

### 7.1 Introduction

Biomembranes are thin two-dimensional fluids which separate inner and outer environments of organelles in cells. The fluidity of biomembranes is guaranteed
mainly due to the lipid molecules which are in the liquid crystalline state at physiological temperatures. Proteins and other molecules embedded in biomembranes undergo lateral diffusion which plays important roles for biological functions [7.1]. It should be noted, however, that biomembranes are not isolated 2D systems, but are coupled to the surrounding polar solvent such as water.

Moreover, the solvent surrounding biomembranes is viscoelastic rather than purely viscous. This is a common situation in all eukaryotic cells whose cytoplasm is a soup of proteins and organelles, including a thick sub-membrane layer of actinmeshwork forming a part of the cell cytoskeleton [7.1]. The extra-cellular fluid can also be viscoelastic because it is filled with extracellular matrix or hyaluronic acid gel. Recently, Granek discussed the dynamics of an undulating bilayer membrane surrounded by viscoelastic media [7.2]. He calculated the frequency-dependent out-of-plane (transverse) mean squared displacement (MSD) of a membrane segment and the linear response to external forces.

In this work, we discuss the dynamics and responses of two-component membranes containing proteins such as ion channels, ion pumps, or photo-active proteins like bacteriorhodopsin. These proteins can diffuse laterally within the membranes. We use a model that incorporates curvature-concentration coupling as well as hydrodynamics interactions. We calculate the MSD of a tagged membrane segment by taking into account the viscoelasticity of the surrounding media as well as the diffusivity of the proteins. Our aim is to derive a generalized Einstein relation for the membrane-protein system, which is useful for membrane microrheology experiments.

Furthermore, the state of the membrane proteins can be either passive or active [7.3]. In the latter case, the proteins consume the chemical energy and drive the membrane out of equilibrium. It was experimentally shown that active forces due to ion pumps enhance membrane fluctuations [7.4-7.7]. There exist two important theoretical models for active membranes; (i) Prost-Bruinsma (PB) model which takes into account the stochastic nature of the pumps [7.8, 7.9], and (ii) Ramaswamy-Toner-Prost (RTP) model which considers the coupling between the
protein density and membrane curvature [7.10]. In this paper, we use the simplified RTP model proposed by Sankararaman et al. [7.11], and investigate the effects of the surrounding viscoelastic media on the membrane dynamics. As discussed in Ref. [7.11], one of our important assumptions is that the membrane is impermeable to the solvent both for the active and passive states.

In the next Section, we describe the free energy of the membrane-protein system. In Sec. 7.3, we present dynamic equations which take into account the viscoelasticity of the surrounding media. On the basis of the model, we calculate the membrane MSD and obtain a generalized Einstein relation in Sec. 7.4. The case of active membranes will be discussed in Sec. 7.5. Finally, the obtained MSD is related to the response function in the last Section.

### 7.2 Free energy

A two-component fluid membrane is regarded as an infinitesimally thin two-dimensional (2D) surface embedded in three-dimensional (3D) space. In order to describe the membrane deformation, we use the Monge gauge which is valid for nearly flat surfaces. Here the membrane surface is specified by its height above the flat $x y$-plane, $h(\boldsymbol{\rho}, t)$, where $\boldsymbol{\rho}=(x, y)$ and $t$ is time. In this representation, the mean curvature of the surface is given by $H=\left(\nabla^{2} h\right) / 2$ to the lowest order.

Next we denote the number density of the embedded membrane proteins by $\psi(\boldsymbol{\rho}, t)$. As shown in Fig. 7.1, these intercalated protein molecules are assumed to induce a local curvature of the membrane surface [7.12, 7.13]. To leading order in gradients of $h$, the free energy functional of the membrane-protein system is given by [7.5, 7.10, 7.11]

$$
\begin{equation*}
F[h, \psi]=\frac{1}{2} \int d^{2} \rho\left[\kappa\left(\nabla^{2} h\right)^{2}-2 \kappa \bar{H} \psi\left(\nabla^{2} h\right)+\chi_{0}^{-1} \psi^{2}\right] \tag{7.1}
\end{equation*}
$$

where $\kappa$ is the bending rigidity, $\bar{H} \psi$ the protein density dependent spontaneous curvature, $\chi_{0}^{-1}$ the susceptibility which is assumed to be positive here. The above
model is limited to a liner level, and we do not address nonlinear effects [7.9]. For the clarity of our presentation, we only discuss tensionless membranes and do not include the surface tension energy proportional to $(\nabla h)^{2}$. Effects of surface tension have been discussed in detail in the literature [7.14].


Figure 7.1: Asymmetric proteins (triangles) embedded in a fluid bilayer membrane. Accumulation of the proteins induces a local curvature of the membrane. The membrane is surrounded by a viscoelastic medium with a frequency-dependent modulus $G(s)$.

In the following, we introduce the 2D spatial Fourier transform of $h(\boldsymbol{\rho}, t)$ defined as

$$
\begin{equation*}
h(\boldsymbol{q}, t)=\int d^{2} \rho h(\boldsymbol{\rho}, t) e^{-i \boldsymbol{q} \cdot \boldsymbol{\rho}}, \tag{7.2}
\end{equation*}
$$

and similarly for $\psi(\boldsymbol{q}, t)$. Using the free energy Eq. (7.1), one can easily show that the static (equal-time) correlation functions are given by

$$
\begin{gather*}
\langle h(\boldsymbol{q}, t) h(-\boldsymbol{q}, t)\rangle=\frac{k_{\mathrm{B}} T}{\kappa_{\mathrm{eff}} q^{4}},  \tag{7.3}\\
\langle h(\boldsymbol{q}, t) \psi(-\boldsymbol{q}, t)\rangle=-\frac{k_{\mathrm{B}} T \kappa \bar{H}}{\kappa_{\mathrm{eff}} \chi_{0}^{-1} q^{2}},  \tag{7.4}\\
\langle\psi(\boldsymbol{q}, t) \psi(-\boldsymbol{q}, t)\rangle=\frac{k_{\mathrm{B}} T \kappa}{\kappa_{\mathrm{eff}} \chi_{0}^{-1}}, \tag{7.5}
\end{gather*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ the temperature, and $\kappa_{\text {eff }}$ the effective bending rigidity given by $\kappa_{\text {eff }}=\kappa\left(1-\kappa \bar{H}^{2} / \chi_{0}^{-1}\right)$. Notice that $\kappa_{\text {eff }}<\kappa$ irrespective of the sign of $\bar{H}$ because $\chi_{0}^{-1}>0$. The stability of the free energy requires that the coupling parameter $\bar{H}$ needs to be small enough to satisfy the condition $\kappa \bar{H}^{2} / \chi_{0}^{-1}<$

### 7.3 Dynamics

Next we discuss the dynamics of two-component membranes. We follow the argument in Ref. [7.11] and assume that the membrane is impermeable to the surrounding solvent. This is valid over the length scales of concern in the experiments [7.5]. When the membrane is surrounded by viscoelastic media, as considered by Granek [7.2], a generalized Langevin equation for the motion of the displacement filed $h(\boldsymbol{\rho}, t)$ is given by

$$
\begin{equation*}
\frac{\partial h(\boldsymbol{\rho}, t)}{\partial t}=-\int_{0}^{t} d t^{\prime} \int d^{2} \rho^{\prime} \Lambda\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t-t^{\prime}\right) \frac{\delta F}{\delta h\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)}+\xi(\boldsymbol{\rho}, t) \tag{7.6}
\end{equation*}
$$

where $\Lambda(\rho, t)$ is the retarded Oseen mobility. Its Laplace transform is given by

$$
\begin{equation*}
\Lambda(\boldsymbol{\rho}, s)=\int_{0}^{\infty} d t \Lambda(\boldsymbol{\rho}, t) e^{-s t}=\frac{1}{8 \pi \eta(s) \rho}, \tag{7.7}
\end{equation*}
$$

where $\rho=|\boldsymbol{\rho}|$ and $\eta(s)$ is the frequency-dependent viscosity of the surrounding viscoelastic media ( $s$ being the frequency in the Laplace domain). The 2D Fourier transform of Eq. (7.7) is

$$
\begin{equation*}
\Lambda(\boldsymbol{q}, s)=\frac{1}{4 \eta(s) q} \tag{7.8}
\end{equation*}
$$

with $q=|\boldsymbol{q}|$. The average of the thermal noise in Eq. (7.6) is $\langle\xi(\boldsymbol{\rho}, t)\rangle=0$, whereas its correlation obeys the following fluctuation-dissipation theorem (FDT) [7.15, 7.16]

$$
\begin{equation*}
\left\langle\xi(\boldsymbol{\rho}, t) \xi\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=2 k_{\mathrm{B}} T \Lambda\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}, t-t^{\prime}\right) . \tag{7.9}
\end{equation*}
$$

Since the proteins diffuse freely on the membrane surface, the conserved quantity $\psi(\boldsymbol{\rho}, t)$ should obey the continuity equation of the form

$$
\begin{equation*}
\frac{\partial \psi(\boldsymbol{\rho}, t)}{\partial t}=L \nabla^{2} \frac{\delta F}{\delta \psi(\boldsymbol{\rho}, t)}+\nabla \cdot \boldsymbol{\zeta}(\boldsymbol{\rho}, t) \tag{7.10}
\end{equation*}
$$

where $L$ is the transport coefficient which is assume to be constant. In this diffusion, however, the hydrodynamic interaction is neglected [7.17]. The last term is a conserving Gaussian noise with $\langle\boldsymbol{\zeta}(\boldsymbol{\rho}, t)\rangle=0$ and its correlations are given by

$$
\begin{equation*}
\left\langle\zeta_{i}(\boldsymbol{\rho}, t) \zeta_{j}\left(\boldsymbol{\rho}^{\prime}, t^{\prime}\right)\right\rangle=2 k_{\mathrm{B}} T L \delta_{i j} \delta\left(\boldsymbol{\rho}-\boldsymbol{\rho}^{\prime}\right) \delta\left(t-t^{\prime}\right) . \tag{7.11}
\end{equation*}
$$

Equations (7.6) and (7.11) are the set of equations to be investigated.
The above equations can be conveniently solved by using the Laplace transform of $h(\boldsymbol{q}, t)$ and $\psi(\boldsymbol{q}, t)$ (see Eq. (7.7)). Then Eqs. (7.6) and (7.11) can be written in the matrix form as

$$
\left(\begin{array}{cc}
\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s & \Lambda(\boldsymbol{q}, s) \kappa \bar{H} q^{2}  \tag{7.12}\\
L \kappa \bar{H} q^{4} & D q^{2}+s
\end{array}\right)\binom{h(\boldsymbol{q}, s)}{\psi(\boldsymbol{q}, s)}=\binom{\xi(\boldsymbol{q}, s)+h_{0}}{i \boldsymbol{q} \cdot \boldsymbol{\zeta}(\boldsymbol{q}, s)+\psi_{0}},
$$

where $D=L \chi_{0}^{-1}, h_{0}=h(\boldsymbol{q}, t=0)$ and $\psi_{0}=\psi(\boldsymbol{q}, t=0)$. After some calculations, we obtain the solution as

$$
\begin{align*}
& h(\boldsymbol{q}, s)= \\
& \frac{\left(D q^{2}+s\right) h_{0}-\Lambda(\boldsymbol{q}, s) \kappa \bar{H} q^{2} \psi_{0}+\left(D q^{2}+s\right) \xi(\boldsymbol{q}, s)-i \Lambda(\boldsymbol{q}, s) \kappa \bar{H} q^{2} \boldsymbol{q} \cdot \boldsymbol{\zeta}(\boldsymbol{q}, s)}{\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right)\left(D q^{2}+s\right)-\Lambda(\boldsymbol{q}, s) L \kappa^{2} \bar{H}^{2} q^{6}} \tag{7.13}
\end{align*}
$$

$$
\begin{align*}
& \psi(\boldsymbol{q}, s)= \\
& \frac{-L \kappa \bar{H} q^{4} h_{0}+\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right) \psi_{0}-L \kappa \bar{H} q^{4} \xi(\boldsymbol{q}, s)+i\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right) \boldsymbol{q} \cdot \boldsymbol{\zeta}(\boldsymbol{q}, s)}{\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right)\left(D q^{2}+s\right)-\Lambda(\boldsymbol{q}, s) L \kappa^{2} \bar{H}^{2} q^{6}} . \tag{7.14}
\end{align*}
$$

We use Eq. (7.13) to calculate the membrane MSD in the next section.

### 7.4 Membrane mean squared displacement

The important quantity from the experimental point of view is the MSD of a tagged membrane segment defined as

$$
\begin{align*}
\phi(t) & =\left\langle[h(\boldsymbol{\rho}, t)-h(\boldsymbol{\rho}, 0)]^{2}\right\rangle \\
& =2 \int \frac{d^{2} q}{(2 \pi)^{2}}[\langle h(\boldsymbol{q}, t) h(-\boldsymbol{q}, t)\rangle-\langle h(\boldsymbol{q}, t) h(-\boldsymbol{q}, 0)\rangle] . \tag{7.15}
\end{align*}
$$

The first term in the above integrand is the equal-time correlation function given by Eq. (7.3). The Laplace transform of the time correlation function $\langle h(\boldsymbol{q}, t) h(-\boldsymbol{q}, 0)\rangle$ can be obtained from Eq. (7.13) as follows

$$
\begin{equation*}
\langle h(\boldsymbol{q}, s) h(-\boldsymbol{q}, t=0)\rangle=\frac{k_{\mathrm{B}} T}{\kappa_{\mathrm{eff}} q^{4}} \frac{\left(D q^{2}+s\right)+\Lambda(\boldsymbol{q}, s) \kappa^{2} \bar{H}^{2} q^{4} / \chi_{0}^{-1}}{\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right)\left(D q^{2}+s\right)-\Lambda(\boldsymbol{q}, s) L \kappa^{2} \bar{H}^{2} q^{6}} . \tag{7.16}
\end{equation*}
$$

Here we have used Eqs. (7.3) and (7.4) for the equal-time correlation functions. Another important assumption to derive the above correlation function is that the stochastic thermal noise $\xi$ and $\boldsymbol{\zeta}$ are uncorrelated with the initial condition of the height $h(\boldsymbol{q}, t=0)=h_{0}$, which is somewhat non-trivial [7.15]. Using Eqs. (7.3) and (7.16) in Eq. (7.15), the Laplace transformed MSD of a membrane segment can be conveniently written as [7.2]

$$
\begin{equation*}
\phi(s)=2 \int \frac{d^{2} q}{(2 \pi)^{2}} \frac{k_{\mathrm{B}} T}{\kappa_{\mathrm{eff}} q^{4}}\left(\frac{1}{s}-\frac{\left(D q^{2}+s\right)+\Lambda(\boldsymbol{q}, s) \kappa^{2} \bar{H}^{2} q^{4} / \chi_{0}^{-1}}{\left(\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s\right)\left(D q^{2}+s\right)-\Lambda(\boldsymbol{q}, s) L \kappa^{2} \bar{H}^{2} q^{6}}\right) . \tag{7.17}
\end{equation*}
$$

Hereafter we use the general viscoelasticity relation for the frequency dependent modulus $G(s)=s \eta(s)$. Using Eq. (7.8) for $\Lambda(\boldsymbol{q}, s)$, one can rearrange the integrand in Eq. (7.17) as

$$
\begin{equation*}
\phi(s)=\frac{1}{\pi} \frac{k_{\mathrm{B}} T}{4 s G(s)} \int_{0}^{\infty} d q\left(\frac{\kappa q^{3}}{4 G(s)}+1-\frac{D \kappa^{2} \bar{H}^{2}}{4 \chi_{0}^{-1} G(s)} \frac{q^{5}}{D q^{2}+s}\right)^{-1} . \tag{7.18}
\end{equation*}
$$

Although it is impossible to perform the above integral analytically, Eq. (7.18) can be regarded as a generalized Einstein relation for a segment of two-component membranes.

We recall here that the coupling parameter $\bar{H}$ should be small enough to satisfy the stability condition of the free energy Eq. (7.1). When $\kappa \bar{H}^{2} / \chi_{0}^{-1} \ll 1$, Eq. (7.18) can be expanded in powers of $\bar{H}$, and the approximated form can be obtained as

$$
\begin{align*}
& \phi(s) \approx \frac{1}{\pi} \frac{k_{\mathrm{B}} T}{4 s G(s)}\left[\int_{0}^{\infty} d q\left(\frac{\kappa q^{3}}{4 G(s)}+1\right)^{-1}\right. \\
& \left.+\frac{D \kappa^{2} \bar{H}^{2}}{4 \chi_{0}^{-1} G(s)} \int_{0}^{\infty} d q\left(\frac{\kappa q^{3}}{4 G(s)}+1\right)^{-2} \frac{q^{5}}{D q^{2}+s}\right] . \tag{7.19}
\end{align*}
$$

Here both of the integrals can be performed analytically. Especially, by defining dimensionless quantities $\hat{q}^{3}=\kappa q^{3} / 4 G(s)$ and $\hat{s}=(s / D)(\kappa / 4 G(s))^{2 / 3}$, the second integral can be written in the form

$$
\begin{equation*}
\int_{0}^{\infty} d q\left(\frac{\kappa q^{3}}{4 G(s)}+1\right)^{-2} \frac{q^{5}}{D q^{2}+s}=\left(\frac{\kappa}{4 G(s)}\right)^{-4 / 3} \frac{I(\hat{s})}{D} \tag{7.20}
\end{equation*}
$$

where

$$
\begin{align*}
I(\hat{s})= & \int_{0}^{\infty} d \hat{q} \frac{\hat{q}^{5}}{\left(\hat{q}^{3}+1\right)^{2}\left(\hat{q}^{2}+\hat{s}\right)} \\
= & \frac{1}{\left(1+\hat{s}^{3}\right)^{2}}\left[\frac{2 \pi}{3^{5 / 2}}-\frac{2 \pi \hat{s}}{3^{5 / 2}}-\left(\frac{1}{3}+\frac{\ln \hat{s}}{2}\right) \hat{s}^{2}+\frac{14 \pi \hat{s}^{3}}{3^{5 / 2}}\right. \\
& \left.-\pi \hat{s}^{7 / 2}+\frac{10 \pi \hat{s}^{4}}{3^{5 / 2}}-\left(\frac{1}{3}-\frac{\ln \hat{s}}{2}\right) \hat{s}^{5}\right] . \tag{7.21}
\end{align*}
$$

The behavior of $I(\hat{s})$ is illustrated in Fig. 7.2. Performing the first integral in Eq. (7.19) and using Eq. (7.20), we obtain the Laplace transformed MSD as

$$
\begin{equation*}
\phi(s) \approx \frac{2}{3^{3 / 2}} \frac{k_{\mathrm{B}} T}{D \kappa}\left(\frac{\kappa}{4 G(s)}\right)^{4 / 3} \frac{1}{\hat{s}}\left[1+\frac{3^{3 / 2}}{2 \pi} \frac{\kappa \bar{H}^{2} I(\hat{s})}{\chi_{0}^{-1}}\right], \tag{7.22}
\end{equation*}
$$

which is the (approximated) generalized Einstein relation for membrane-protein
systems in the weak coupling limit.


Figure 7.2: The plot of the integral $I(\hat{s})$ defined in Eq. (7.21). Here the variable is $\hat{s}=(s / D)(\kappa / 4 G(s))^{2 / 3}$.

We denote the first and the second terms in Eq. (7.22) as $\phi_{\text {mem }}(s)$ and $\phi_{\text {diff }}(s)$, respectively, so that the total MSD is expressed as $\phi(s)=\phi_{\text {mem }}(s)+\phi_{\text {diff }}(s)$. The first term $\phi_{\text {mem }}(s)$ due to the membrane itself can be rewritten as

$$
\begin{equation*}
\phi_{\mathrm{mem}}(s)=\frac{1}{3^{3 / 2} 2^{1 / 3}} \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} s G(s)^{2 / 3}}, \tag{7.23}
\end{equation*}
$$

which coincides with the result by Granek [7.2], as it should. The second term $\phi_{\text {diff }}(s)$ is our new contribution due to the diffusion of proteins in the membrane;

$$
\begin{equation*}
\phi_{\mathrm{diff}}(s)=\frac{1}{\pi} \frac{k_{\mathrm{B}} T \bar{H}^{2}}{D \chi_{0}^{-1}}\left(\frac{\kappa}{4 G(s)}\right)^{4 / 3} \frac{I(\hat{s})}{\hat{s}}, \tag{7.24}
\end{equation*}
$$

where $\hat{s}=(s / D)(\kappa / 4 G(s))^{2 / 3}$ as before. We note here that $\phi_{\text {diff }}$ vanishes in the limit of $\bar{H} \rightarrow 0$.

As a working example, we consider the situation where both sides of the membrane are occupied by the same viscoelastic media with a frequency-dependent
modulus that obeys a power-law behavior [7.2, 7.18, 7.19];

$$
\begin{equation*}
G(s)=G_{0} s^{\alpha}, \tag{7.25}
\end{equation*}
$$

where $0 \leq \alpha \leq 1$. This behavior is commonly observed for various polymeric solutions at high frequencies. Examples are $\alpha=1 / 2$ and $\alpha=2 / 3$ for Rouse and Zimm dynamics, respectively [7.20], $\alpha=3 / 4$ for semi-dilute solutions of semi-flexible polymers such as actin filaments [7.21]. The limits of $\alpha=0$ and 1 correspond to the purely elastic and purely viscous cases, respectively.

For such power-law viscoelastic media, the membrane part of the time-dependent MSD can be readily obtained by performing the inverse Laplace transform [7.2]

$$
\begin{equation*}
\phi_{\mathrm{mem}}(t)=\frac{1}{3^{3 / 2} 2^{1 / 3} \Gamma(1+2 \alpha / 3)} \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} G_{0}^{2 / 3}} t^{2 \alpha / 3}, \tag{7.26}
\end{equation*}
$$

where $\Gamma(z)$ is the gamma function. In the purely elastic case of $\alpha=0$, we have

$$
\begin{equation*}
\phi_{\mathrm{mem}}(t)=\frac{1}{3^{3 / 2} 2^{1 / 3}} \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} G_{0}^{2 / 3}}, \tag{7.27}
\end{equation*}
$$

which is independent of time. On the other hand, in the purely viscous case of $\alpha=1$, Eq. (7.26) reduces to

$$
\begin{align*}
\phi_{\mathrm{mem}}(t) & =\frac{1}{3^{3 / 2} 2^{1 / 3} \Gamma(5 / 3)} \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} G_{0}^{2 / 3}} t^{2 / 3} \\
& =0.169 \frac{k_{\mathrm{B}} T}{\kappa^{1 / 3} \eta_{0}^{2 / 3}} t^{2 / 3}, \tag{7.28}
\end{align*}
$$

where we have replaced $G_{0}$ with $\eta_{0}$ in the last expression. This result was previously obtained by Zilman and Granek for single component membranes [7.22, 7.23].

Next we discuss the time-dependence of the diffusive MSD $\phi_{\text {diff }}(t)$ in the presence of power-law fluid media as given by Eq. (7.25). For this purpose, we first consider the asymptotic behaviors of $I(\hat{s})$ in Eq. (7.21). In the limit of $\hat{s} \rightarrow 0$, we
have

$$
\begin{equation*}
I(\hat{s}) \approx \frac{2 \pi}{3^{5 / 2}}-\frac{2 \pi}{3^{5 / 2}} \hat{s} \tag{7.29}
\end{equation*}
$$

whereas in the opposite limit of $\hat{s} \rightarrow \infty$, we get

$$
\begin{equation*}
I(\hat{s}) \approx-\left(\frac{1}{3}-\frac{\ln \hat{s}}{2}\right) \frac{1}{\hat{s}} . \tag{7.30}
\end{equation*}
$$

In order to calculate $\phi_{\text {diff }}(t)$, it is convenient to introduce a characteristic time scale defined by

$$
\begin{equation*}
\tau=\left(\frac{\kappa}{4 G_{0} D^{3 / 2}}\right)^{2 /(3-2 \alpha)}, \tag{7.31}
\end{equation*}
$$

which is dependent on $\alpha$. (Notice that the dimension of $G_{0}$ also depends on $\alpha$.) In what follows, we shall use a dimensionless time defined by $\tilde{t}=t / \tau$. Using the above asymptotic expressions in Eq. (7.24) and performing the inverse Laplace transform, we obtain in the long time limit of $\tilde{t} \rightarrow \infty$ as

$$
\begin{align*}
\phi_{\text {diff }}(\tilde{t}) & \approx \frac{1}{\pi} \frac{k_{\mathrm{B}} T \bar{H}^{2}}{D \chi_{0}^{-1}}\left(\frac{\kappa}{4 G_{0}}\right)^{4 / 3} \tau^{4 \alpha / 3-1} \\
& \times \frac{2 \pi}{3^{5 / 2}}\left[\frac{\tilde{t}^{2 \alpha / 3}}{\Gamma(1+2 \alpha / 3)}-\frac{\tilde{t}^{4 \alpha / 3-1}}{\Gamma[4 \alpha / 3]}\right] . \tag{7.32}
\end{align*}
$$

Here the first term is proportional to $t^{2 \alpha / 3}$ as in Eq. (7.26), and can be also expressed as $\left(\kappa \bar{H}^{2} / 3 \chi_{0}^{-1}\right) \phi_{\mathrm{mem}}(t)$, where $\phi_{\mathrm{mem}}(t)$ is given by Eq. (7.26). The same result would have been obtained simply by replacing $\kappa$ in Eq. (7.26) by $\kappa_{\text {eff }}$. The second term, on the other hand, is proportional to $t^{4 \alpha / 3-1}$ showing a different exponent

In the short time limit of $\tilde{t} \rightarrow 0$, we obtain

$$
\begin{align*}
\phi_{\mathrm{diff}}(\tilde{t}) & \approx \frac{1}{\pi} \frac{k_{\mathrm{B}} T \bar{H}^{2}}{D \chi_{0}^{-1}}\left(\frac{\kappa}{4 G_{0}}\right)^{4 / 3} \tau^{4 \alpha / 3-1} \\
& \times \frac{\tilde{t}}{6}[(2 \alpha-3) \ln \tilde{t}+(2 \alpha-3) \gamma-2 \alpha+1] \tag{7.33}
\end{align*}
$$

where $\gamma=0.5772 \cdots$ is Euler's constant. Since $\alpha \leq 1$, this MSD essentially grows
like $t \ln (1 / t)$. Such a logarithmic correction leads to a time-dependent diffusivity. Equations (7.32) and (7.33) are the important results of this paper.

In Fig. 7.3, we plot the dimensionless MSD $\phi_{\text {diff }}$ due to the diffusion as a function of $\tilde{t}=t / \tau$ by performing the numerical inverse Laplace transform of Eq. (7.24) with full $I(\hat{s})$ when (a) $\alpha=0$ and (b) $\alpha=1 / 2$. We also compare it with the asymptotic expressions Eqs. (7.32) and (7.33) which are in good agreement with the numerical result. In both cases, we see a clear crossover from the almost liner behavior to the power-law behavior of $\tilde{t}^{2 \alpha / 3}$. In the case of purely elastic media of $\alpha=0$, both the membrane and diffusive contributions to MSD become independent of time for large $\tilde{t}$ [7.2].

### 7.5 Active membranes

We now discuss the dynamic properties of a two-component membrane with active pumps which exert non-equilibrium forces on the surrounding fluid. As considered by Manneville et al. [7.5], each pump is represented as a force dipole, i.e., two force centers of opposite sign but equal magnitude separated by a distance $w$. This is justified because there should be no external force on the combined system of pump/membrane/solvent whose overall momentum is conserved. If the positive and negative force centers are located asymmetrically with respect to the midpoint of the membrane, the pumps exert nonzero active forces on the membrane and the surrounding media. When the force centers are located at $z=w_{+}$and $z=-w_{-}$, as shown in Fig. 7.4, the active force is proportional to the protein density and can be written as [7.24]

$$
\begin{equation*}
\boldsymbol{F}_{\text {pump }}=f \psi(\boldsymbol{\rho}, t)\left[\delta\left(z-w_{+}\right)-\delta\left(z+w_{-}\right)\right] \hat{\boldsymbol{z}}, \tag{7.34}
\end{equation*}
$$

where $f$ is the magnitude of the active force (taken to be constant) and $\hat{\boldsymbol{z}}$ is the unit vector along the $z$-direction.

Here we assume that pumps are always in the active state over the time scales
of interest, and the membrane feels the active forces only via the surrounding fluid [7.11]. The presence of the active force due to the pumps modifies Eq. (7.6) and can be conveniently expressed in the Fourier-Laplace domain. Corresponding to Eq. (7.12), we then have

$$
\left(\begin{array}{cc}
\Lambda(\boldsymbol{q}, s) \kappa q^{4}+s & \Lambda(\boldsymbol{q}, s)\left[\kappa \bar{H} q^{2}-f \Omega(\boldsymbol{q})\right]  \tag{7.35}\\
L \kappa \bar{H} q^{4} & D q^{2}+s
\end{array}\right)\binom{h(\boldsymbol{q}, s)}{\psi(\boldsymbol{q}, s)}=\binom{\xi(\boldsymbol{q}, s)+h_{0}}{i \boldsymbol{q} \cdot \boldsymbol{\zeta}(\boldsymbol{q}, s)+\psi_{0}},
$$

where

$$
\begin{align*}
\Omega(\boldsymbol{q}) & =-\left(1+q w_{-}\right) e^{-q w_{-}}+\left(1+q w_{+}\right) e^{-q w_{+}} \\
& \approx \frac{q^{2}}{2}\left(w_{-}^{2}-w_{+}^{2}\right)+\frac{q^{2}}{3}\left(w_{-}^{3}-w_{+}^{3}\right)+\cdots \tag{7.36}
\end{align*}
$$

is the "structure factor" for the force dipole calculated in Refs. [7.5, 7.11]. Here we take into account only the first quadratic term in $q$ and approximate as $f \Omega(\boldsymbol{q}) \approx$ $-P w q^{2}$, where $w=w_{+}+w_{-}$is the size of the pump and $P=f\left(w_{+}^{2}-w_{-}^{2}\right) / 2 w$ represents the force dipole energy.

The calculation of the membrane MSD closely follows that of the previous section. In the small coupling limit of $\kappa \bar{H}^{2} / \chi_{0}^{-1} \ll 1$, we obtain

$$
\begin{equation*}
\phi(s) \approx \frac{2}{3^{3 / 2}} \frac{k_{\mathrm{B}} T_{\mathrm{eff}}}{D \kappa}\left(\frac{\kappa}{4 G(s)}\right)^{4 / 3} \frac{1}{\hat{s}}\left[1+\frac{3^{3 / 2}}{2 \pi} \frac{\kappa \bar{H}^{2} I(\hat{s})}{\chi_{0}^{-1}}\left(1+\frac{P w}{\kappa \bar{H}}\right)\right] \tag{7.37}
\end{equation*}
$$

where $T_{\text {eff }}$ is the effective temperature defined by

$$
\begin{equation*}
T_{\mathrm{eff}}=T\left(1-\frac{\kappa \bar{H} P w}{\kappa_{\mathrm{eff}} \chi_{0}^{-1}}\right) . \tag{7.38}
\end{equation*}
$$

This effective temperature decreases when $\bar{H} P>0$, while it increases when $\bar{H} P<$ 0 [7.25]. The other difference between Eqs. (7.22) and (7.37) is that the second term in Eq. (7.37) has an additional correction due to the pumps. Notice that these non-equilibrium contributions vanish when $w_{+}=w_{-}$, implying that an asymmetry in the positions of the force centers $\left(w_{+} \neq w_{-}\right)$is necessary for finite active forces.

Nevertheless, since the $s$-dependence is the same between Eqs. (7.22) and (7.37), the MSD of membranes containing passive pumps and those containing active pumps exhibit the same scaling behavior. A similar result was also obtained by Lacoste and Lau [7.26] who showed that these two cases lead to a sub-diffusive behavior when membrane permeation is negligible and the surrounding fluid is purely viscous. For highly permeable membranes, on the other hand, a super-diffusive behavior was predicted by Granek and Pierrat [7.27] for membranes described by the PB model, and later by Lacoste and Lau [7.26] for those represented by the RTP model. Hence the permeability is crucial for the membrane dynamics, whereas the stochastic nature of the pumps could also lead to short time super-diffusion, as discussed before [7.8, 7.26-7.28]. The latter effect in the presence of viscoelastic media will be discussed in a separate publication. We also note that the effective temperature in Eq. (7.38) is different from that obtained by Manneville et al. in Ref. [7.5]. This is because we have calculated Eq. (7.38) from the lowest-oder diffusive terms as in Ref. [7.11], while they neglected these diffusive terms in favor of higher-order terms.

### 7.6 Summary and discussion

In this paper, we have discuss the dynamics of two-component fluid membranes that are surrounded by viscoelastic media. We have assumed that membrane proteins diffuse laterally and induce a local curvature of the membrane. We obtained the MSD of a tagged membrane segment by taking into account the viscoelasticity of the surrounding media. When the elasticity of the surrounding media obeys a power-law behavior, $G \sim(i \omega)^{\alpha}$, the MSD due to protein diffusion shows a crossover from $t \ln (1 / t)$ to $t^{2 \alpha / 3}$ behaviors. We have also discussed the situation when the proteins generate active non-equilibrium forces. The generalized Einstein relation is further modified by an effective temperature that depends on the force dipole energy. The generalized Einstein relations that we obtained for two-component membranes [see Eqs. (7.22) and (7.37)] are useful to measure the
viscoelastic properties of cytoplasm and/or extracellular matrix.
The obtained membrane MSD (in the Laplace domain) can be used to express the response of a membrane to transverse forces when it is surrounded by viscoelastic fluids. Within the linear response theory, one can write

$$
\begin{equation*}
h_{\omega}=\alpha^{*}(\omega) F_{\omega}, \tag{7.39}
\end{equation*}
$$

where $h_{\omega}$ is the Fourier transform of the mean membrane deformation profile under the action of an external point force $F(t)$ at the origin $\boldsymbol{\rho}=0, F_{\omega}$ is the Fourier transform of $F(t)$, and $\alpha^{*}(\omega)=\alpha^{\prime}(\omega)+i \alpha^{\prime \prime}(\omega)$ is the complex response function. In terms of the response function, the FDT can be written as [7.15, 7.16]

$$
\begin{equation*}
\left(h^{2}\right)_{\omega}=\frac{2 k_{\mathrm{B}} T}{\omega} \alpha^{\prime \prime}(\omega), \tag{7.40}
\end{equation*}
$$

where $\left(h^{2}\right)_{\omega}$ is the power spectral density. Hence the membrane response function can be related to the membrane MSD by

$$
\begin{equation*}
\alpha^{*}(\omega)=\frac{i \omega}{2 k_{\mathrm{B}} T} \phi^{*}(\omega), \tag{7.41}
\end{equation*}
$$

where $\phi^{*}(\omega)$ is obtained from $\phi(s)$ by substituting $s=i \omega$, i.e., an analytic continuation. Since $\phi^{*}(\omega)=\phi_{\text {mem }}^{*}(\omega)+\phi_{\text {diff }}^{*}(\omega)$, the mechanical response of two-component membranes differs from that of single-component membranes.

In our future work, we shall consider an active membrane containing proteins with two internal conformational states [7.29, 7.30], and the effects of viscoelasticity of the surrounding media. This can be a natural model for ion channels because they undergo random transitions between "on" and "off" states. The case of two-component membranes in a quasispherical shape (vesicles) [7.31] is also worth considering in order to study the rheology of cells.
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Figure 7.3: Dimensionless MSD due to the diffusion as a function of time when (a) $\alpha=0$ and (b) $\alpha=1 / 2$. Here $\tilde{\phi}_{\text {diff }}=\phi_{\text {diff }} /\left[\left(k_{\mathrm{B}} T \bar{H}^{2} / \pi D \chi_{0}^{-1}\right)\left(\kappa / 4 G_{0}\right)^{4 / 3} \tau^{4 \alpha / 3-1}\right]$ and $\tilde{t}=t / \tau=t /\left(\kappa / 4 G_{0} D^{3 / 2}\right)^{2 /(3-2 \alpha)}$. The dotted and the dashed lines are asymptotic expressions given by Eqs. (7.32) and (7.33).


Figure 7.4: The asymmetric dipole model for a membrane protein. The force centers are located at distances $w_{+}$and $w_{-}$from the bilayer midpoint. The magnitude of the active force is denoted by $f$. The membrane is surrounded by a viscoelastic medium with a frequency-dependent modulus $G(s)$.
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