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Abstract	

Parkinson's	Disease	(PD)	is	an	age-related	disorder	that	affects	cognitive	and	motor	

abilities	and	lowers	quality	of	life.	As	there	is	currently	no	cure,	it	is	an	area	of	interest	

for	many	research	efforts.	Parkinson's	disease	has	a	substantial	effect	on	structures	in	

the	basal	ganglia,	which	may	be	used	to	indicate	signs	of	Parkinson's	disease	

progression.	

Functional	MRI	(fMRI)	is	a	means	of	measuring	metabolic	functioning	in	the	brain.		

Brain	imaging	studies	are	not	used	to	diagnose	Parkinson's	disease	because	it	is	unclear	

how	it	manifests	in	neuroimages.	However,	Parkinson's	disease	has	a	preclinical	phase	

during	which	structures	within	the	brain	are	affected,	but	external	symptoms	have	not	

yet	manifested.	In	this	study,	we	sought	to	identify	effects	of	Parkinson's	disease	that	

may	be	seen	in	functional	imaging	scans	to	allow	earlier	detection.			

We	used	independent	component	analysis	(ICA)	to	identify	functional	brain	networks	

followed	by	dual	regression	to	estimate	subject-level	components	for	making	

comparisons	of	the	functional	images	between	the	two	groups:	a	group	of	subjects	with	

Parkinson's	disease	and	a	group	of	healthy	control	subjects.		

We	were	able	to	generate	subject-level	components;	however,	identifying	one	

component	at	the	group	level	that	included	the	basal	ganglia	proved	problematic.	

Methods	of	identifying	neural	structures	within	the	application	we	used	provided	

conflicting	evidence.	Therefore,	we	were	unable	to	determine	if	differences	between	the	

study	groups	existed	that	could	be	seen	in	functional	imaging	scans.		

Testing	our	primary	endpoint	using	a	voxel-wise	linear	regression	with	each	of	the	

components	was	not	successful	because	most	of	the	p	values	on	the	coefficient	of	

interest	were	non-significant.	In	addition,	there	was	a	poor	model	fit	seen	in	the	

regression	models.	We	were	unable	to	provide	scientific	evidence	of	differences	that	

might	be	seen	in	functional	MRI	studies	between	subjects	with	Parkinson's	disease	and	

healthy	control	subjects.	
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Introduction	

Parkinson's	Disease	(PD)	is	an	age-related	disorder	that	affects	cognitive	and	motor	

abilities	and	lowers	quality	of	life.	As	there	is	currently	no	cure,	it	is	an	area	of	interest	

for	many	research	efforts.		

Functional	MRI	(fMRI)	is	a	means	of	measuring	metabolic	functioning	in	the	brain.	FMRI	

brain	imaging	studies	have	increased	markedly	in	the	twenty	years	since	the	first	study	

was	published	(McKeown	1998)	in	an	effort	to	understand	brain	disorders.		

Brain	imaging	studies	are	not	used	to	diagnose	Parkinson's	disease	because	it	is	unclear	

how	it	manifests	in	neuroimages.	However,	Parkinson's	disease	has	a	preclinical	phase	

during	which	structures	within	the	brain	are	affected,	but	external	symptoms	have	not	

yet	manifested	(Prodoehl,	Burciu,	and	Vaillancourt	2014).	FMRI	studies	may	provide	a	

means	of	detecting	Parkinson's	disease	during	the	preclinical	phase,	possibly	allowing	

earlier	intervention.	

To	analyze	the	complex	data	that	characterizes	fMRI	studies,	multivariate	methods	are	

required.	Independent	component	analysis	(ICA)	has	enabled	analysis	of	fMRI	image	

data	by	identifying	functional	brain	networks	across	a	study	population.	Further	

computations	using	the	estimated	components	allow	comparisons	to	be	made	between	

subjects	and	across	study	groups.	

In	this	study,	we	sought	to	identify	effects	of	Parkinson's	disease	that	may	be	seen	in	

functional	imaging	scans	and	allow	it	to	be	detected	earlier	in	the	disease	process.			

Background	

The	functioning	of	the	human	brain	is	a	compelling	and	active	area	of	research.	As	the	

average	lifespan	of	humans	has	lengthened,	so	has	the	incidence	of	age-related	

disorders	that	affect	cognitive	and	neural	processes	and	lower	quality	of	life.	Efforts	to	
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understand	the	causes	and	effects	of	these	diseases	are	the	focus	of	many	research	

studies,	which	ultimately	seek	to	enhance	our	understanding	of	human	cognition	and	

brain	function.		

Parkinson's	Disease	is	a	degenerative	neural	disease	with	diverse	effects,	including	

cognitive	and	motor	symptoms.	The	course	of	progression	of	PD	includes	a	preclinical	

phase	during	which	structures	within	the	brain	are	affected,	but	external	symptoms	

may	not	have	manifested	(Prodoehl,	Burciu,	and	Vaillancourt	2014).	Researchers	and	

clinicians	believe	that	earlier	detection	of	progressive	diseases	may	help	alleviate	future	

suffering	and	possibly	help	to	identify	successful	treatments.		

Magnetic	resonance	imaging	(MRI),	provides	high-resolution	images	of	internal	

structures	of	the	body.	Functional	MRI	(fMRI)	is	an	adaptation	that	records	the	

presence	of	oxygen	in	blood.	Oxygenated	blood	flow	increases	in	response	to	biological	

activity;	measuring	the	change	in	oxygenated	blood	in	neural	structures	serves	as	a	

proxy	for	measures	of	metabolic	functioning	in	the	brain.	FMRI	has	become	popular	

because	it	can	do	this	without	ionizing	radiation,	making	it	safer	for	patients	and	more	

accessible	to	researchers	and	clinicians.		

Earlier	studies	using	fMRI	had	subjects	perform	specific	tasks	to	investigate	which	parts	

of	the	brain	became	active	in	response.	More	recently,	there	has	been	an	increased	

interest	in	"resting	state"	studies,	in	which	subjects	are	passive	during	their	scans.	

These	studies	show	which	parts	of	the	brain	are	active	in	the	absence	of	outside	stimuli.	

An	important	finding	of	this	research	has	been	identification	of	a	"default	mode	

network":	a	network	of	areas	within	the	brain	that	operate	when	other	functional	areas	

are	not	being	engaged	(Greicius	et	al.	2003).	

Use	of	resting	state	fMRI	brain	imaging	has	opened	up	a	wide	area	of	research:	

investigating	the	ways	in	which	various	neurological	and	psychiatric	disorders	affect	

the	functional	physiology	of	the	brain.	Subjects	are	not	required	to	perform	tasks	or	

follow	instructions	during	their	scans,	which	can	be	a	hindrance	with	many	health-

related	conditions.		
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Brain	imaging	studies	are	not	used	to	diagnose	Parkinson's	disease	because	it	is	unclear	

how	it	manifests	in	neuroimages.	At	present,	patients	with	suspected	Parkinson's	

disease	are	only	referred	for	functional	imaging	studies	if	needed	to	rule	out	other	

disorders.		

In	this	study,	we	sought	to	characterize	the	effects	of	Parkinson's	disease	that	can	be	

seen	in	resting	state	functional	imaging	scans.	We	examined	functional	brain	images	of	

individuals	with	Parkinson's	disease	while	off	medication	and	compared	these	images	

to	those	of	healthy	control	subjects	to	investigate	whether	differences	were	observed	

between	the	groups.		

Specifically,	we	were	interested	in	whether	there	were	particular	areas	in	the	brain	that	

showed	consistently	different	levels	of	functional	activation	between	the	study	groups	

and	if	so,	were	the	images	of	Parkinson's	disease	subjects	affected	by	length	of	time	

since	diagnosis.	

To	assess	differences	between	groups	we	used	independent	component	analysis	(ICA),	

which	will	be	discussed	in	more	detail	below.	Thus	a	secondary	objective	of	this	study	

was	to	show	how	ICA	could	be	used	to	identify	and	measure	hidden	signal	sources	in	

fMRI	images.	

The	Study	Cohort	

We	obtained	functional	MR	images	from	a	group	of	27	individuals	who	had	been	

diagnosed	with	Parkinson's	disease	while	off	medication	and	a	healthy	control	group	of	

31	subjects.	Patient	demographics	are	presented	in	Table	1.		This	data	was	initially	

collected	as	part	of	a	larger	study	whose	intent	was	to	compare	functional	images	of	a	

group	of	individuals	with	Parkinson's	disease	while	on	and	while	off	medication	and	

included	a	control	group.	

The	study	groups	were	similar	in	size,	but	the	control	group	was	more	heterogeneous.	

The	Parkinson's	disease	subjects	were	mostly	male	(82.5%	versus	48.4%,	p=0.013)	and	

older	than	the	control	group	(average	age:	64.0	versus	57.8,	p=0.024);	these	differences	
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were	statistically	significant.	The	control	group	was	also	more	racially	diverse:	the	

Parkinson's	subjects	had	only	one	non-Caucasian	(1	person,	3.7%,	was	Asian)	while	the	

control	group	was	71.0%	Caucasian	and	had	individuals	of	several	other	races	and	

ethnicities	present,	p-value	across	groups=0.035.	Both	groups	were	similar	with	respect	

to	education	level	and	handedness.	

Subjects	also	completed	a	number	of	psychometric	instruments.	

Table	1.	Subject	demographics	

*	Two-sample	t-test	or	Fisher's	exact	test	

Following	is	a	brief	introduction	to	Parkinson's	disease	and	an	overview	of	the	current	

study.	Next	is	a	discussion	of	functional	magnetic	resonance	imaging	(fMRI)	and	an	

introduction	to	resting	state	studies	using	fMRI.	Finally,	we	provide	an	overview	and	

discuss	a	method	that	is	frequently	used	to	analyze	image	data:		independent	

component	analysis.	We	describe	one	method	in	the	context	of	fMRI	functional	images	

and	later	show	ways	in	which	the	results	can	be	used	to	make	comparisons	between	

study	groups'	functional	images.	

	
Parkinson's	group	

n=27	
Control	subjects	

n=31	 p-value*	
Age	 64.0	 57.8	 0.024		
Sex	(Males)	 22	(82.5%)	 15	(48.4%)	 0.013	
Race	 	 	 	
African-American		 0	 5	(16.1%)	

0.035	
American	Indian		 0	 1	(3.2%)	
Asian		 1	(3.7%)	 2	(6.4%)	
Caucasian		 26	(96.3%)	 22	(71.0%)	
Hispanic	Caucasian	 0	 1	(3.2%)	
Hand	dominance	
(right	handed)	

23	(85.2%)	 28	(90.3%)	 0.340	

Depression:		current	
history	

11	(35.4%)	 3	(10.0%)	
0.223	

0	 3	(10.0%)	
Education–years	
(mean/SD)	

16.3	(2.8)	 17.5	(2.2)	 0.433	

Months	since	
diagnosis	
(mean/SD)	

31.1	(49.0)	 --	 	
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Parkinson's	Disease		

Parkinson's	disease	(PD)	is	a	neurological	disorder	that	affects	more	than	one	million	

Americans	and	ten	million	individuals	worldwide	(Tahmasian	et	al.	2017).	It	is	a	

progressive	disease,	although	the	rate	of	progression	varies	by	individual.		

Parkinson's	disease	is	characterized	by	loss	of	motor	function	and	control	as	well	as	

other	neurological	effects,	such	as	cognitive	impairment,	depression,	and	anxiety	

(Tahmasian	et	al.	2017).	Symptoms	of	Parkinson's	disease	result	from	a	progressive	

loss	of	neural	cells	that	transmit	dopamine	within	specific	structures	in	the	brain,	

collectively	known	as	the	basal	ganglia	(see	Figure	1).	

Figure	1	Structures	of	the	basal	ganglia

	

The	course	of	progression	of	PD	includes	a	preclinical	phase	during	which	structures	

within	the	brain	are	affected,	but	external	symptoms	are	not	yet	apparent	(Prodoehl,	

Burciu,	and	Vaillancourt	2014).	By	the	time	motor	symptoms	emerge,	an	estimated	loss	

of	50%	of	neurons	in	the	substantia	nigra,	a	structure	within	the	basal	ganglia	(see	

Figure	1),	has	already	occurred	(Prodoehl,	Burciu,	and	Vaillancourt	2014).	The	

substantia	nigra	is	the	principal	source	of	dopamine	for	other	structures	in	the	basal	

ganglia.		
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The	symptoms	of	Parkinson's	disease	are	well	known,	but	much	is	still	unknown:	there	

are	no	clear	causes,	although	the	risk	increases	with	age	and	there	is	believed	to	be	a	

genetic	component.	There	is	no	conclusive	indicator	of	Parkinson's	disease	nor	is	there	

a	definitive	means	of	diagnosing	it,	although	symptom	improvement	with	dopamine	

replacement	medication	is	highly	suggestive	(Mayo	Foundation	for	Medical	Education	

and	Research	2018).	

Functional	Imaging	

Functional	MRI	(fMRI)	uses	the	MRI’s	magnetic	field	to	stimulate	hemoglobin,	allowing	

it	to	measure	the	presence	of	oxygen	in	blood.	Oxygenated	blood	flow	increases	in	

tissues	that	require	increased	fuel	needs	for	biological	activity;	thus	the	change	in	

oxygenated	blood	in	neural	structures	serves	as	a	proxy	for	metabolic	functioning	in	the	

brain.		

Functional	image	data	are	a	series	of	signal	activations	that	are	sampled	from	discrete	

locations	across	subjects'	brains	over	a	course	of	time.	Coordinated	fluctuations	of	

activations	from	spatially	separated	areas	of	the	brain	suggest	functionally	coherent	

neural	connections	(Li	et	al.	2009).	These	functionally	connected	areas	are	referred	to	

as	sources;	each	source	represents	an	independent	neural	system	that	produces	

activation	signals	when	it	is	functioning.	Figure	2	shows	an	illustration	of	four	

independent	sources	and	the	resulting	mixed	signals	that	is	recorded	during	the	fMRI	

scanning	session.	Appendix	A	shows	a	collection	of	source	network	maps	that	were	

identified	in	populations	of	subjects	by	one	researcher	during	fMRI	resting	state	studies	

using	ICA	(Shirer	et	al.	2012).	
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Figure	2	Schematic	of	four	independent	sources			

	

	

Spatially,	the	MRI	scanner	samples	signals	in	a	regular	3-D	grid	of	cubic	volumes	that	

circumscribe	subjects'	brains.	In	this	study,	each	voxel	measurement	encompassed	an	8	

mm3	cubic	volume.	Data	is	mapped	onto	point	volumes	known	as	"voxels."	A	

contraction	of	"volume"	and	"elements,"	it	is	the	three-dimensional	equivalent	of	a	

pixel.	Voxel	locations	are	determined	by	the	scanning	equipment	independently	of	the	

anatomy	of	subjects'	brains.	A	visual	representation	of	the	path	of	the	data	is	shown	in	

Figure	3	and	is	described	in	greater	detail	below.	

Temporally,	data	are	a	series	of	measures	taken	successively,	typically	for	several	

minutes.	The	time	between	scans	is	a	function	of	the	equipment	and	the	study	

parameters	determined	by	the	researcher.	Although	there	is	a	temporal	component	to	

the	data,	electric	signals	pass	quickly	through	the	brain	(on	the	order	of	nanoseconds)	

(Parizh	2002)	while	each	full-brain	image	takes	several	seconds	to	capture.	In	this	

study,	whole-brain	scans	were	taken	every	five	seconds.	Changes	in	signal	intensity	

levels	throughout	the	brain	occur	at	far	higher	frequencies	than	the	scanning	

equipment	can	capture.	The	model	used	in	independent	component	analysis	does	not	

make	use	of	any	temporal	correlations	that	may	be	present	(Hyvärinen	and	Oja	2000).		

	

	

	

not capture their overall patterns of association. These
shortcomings suggest the desirability of a general
fMRI analytical technique capable of extracting the
intrinsic spatiotemporal structure of the data without
the aforementioned limitations associated with PCA
and other existing analytical tools.
Here we describe a new technique for the analysis of

fMRI data based on the statistical method of indepen-
dent component analysis (ICA) [Comon, 1994; Bell and
Sejnowski, 1995]. It potentially allows the extraction of
both transient and consistently task-related, as well as
physiologically-relevant nontask-related, and various
artifactual components of the observed fMRI signals.

INDEPENDENT COMPONENT ANALYSIS

Functional organization of the brain is based on two
complementary principles, localization and connection-
ism [Phillips et al., 1984]. Localization implies that each
psychomotor function is performed principally in a
small set of brain areas. This principle derives origi-
nally from clinical experience where a restricted locus
of damage to the nervous system could usually be
inferred from a specific pattern of deficits demon-
strated by a subject [Gardner, 1975]. Occasionally, the
locus of the lesion cannot accurately be directly deter-
mined by the pattern of deficits, as in the clinical
‘‘disconnection syndromes’’ (e.g., alexia without
agraphia [Duffield et al., 1994; Quint and Gilmore,
1992] and pure word deafness [Takahashi et al., 1992] ),
because the lesion interrupts connections between
macroscopic loci required to perform some psychomo-
tor task. This demonstrates the complementary prin-
ciple of connectionism that posits that the brain regions
involved in a given psychomotor function may be
widely distributed, and thus the brain activity re-
quired to perform a given task may be the functional
integration of activity in multiple macroscopic loci or
distinct brain systems (this is a different sense of the
term ‘‘connectionism’’ from that used to describe
neural network models).
Consistent with these principles, we suggest that the

multifocal brain areas activated by performance of a
psychomotor task should be unrelated to the brain
areas whose signals are affected by artifacts, such as
physiological pulsations, subtle head movements, and
machine noise which may dominate fMRI experi-
ments. Each of these separate processes may be repre-
sented by one or more spatially-independent compo-
nents, each associated with a single time course of
enhancement and/or suppression and a component
map (Fig. 2). We assume the component maps, each
specified by a spatial distribution of fixed values (one

at each voxel), represent possibly overlapping, multifo-
cal brain areas of statistically dependent fMRI signal
influence. Furthermore, we presume that the compo-
nent map distributions are spatially independent, and
hence uniquely specified. This means that if pk(Ck)
specifies the probability distribution of the voxel val-
ues Ck in the kth component map, then the joint
probability distribution of all n components factorizes:

p(C1, C2, . . . , Cn) 5
p

k51

n

pk(Ck) 112

where each of the component maps Ck is a vector (Cki,
i 5 1, 2, . . . M), and M is the number of voxels.

Figure 2.
Schematic of fMRI data decomposed into independent compo-
nents. Each independent component produced by the ICA algo-
rithm consists of a spatial distribution of voxel values (‘‘component
map’’), and an associated time course of activation. The four
schematic component maps show voxels participating most ac-
tively in each of four hypothetical components. Under ICA, the
signal observed at a given voxel is modeled as a sum of the
contributions of all the independent components. The amount
each component contributes to the data is determined by the
outer product of the voxel values in its component map with the
activation values in its time course. Note that active areas of
statistically independent map value distributions may be partially
overlapping.

r Independent ComponentAnalysis of fMRIData r

r 163 r

Yi	=	Mixed	signals	from	all	
components	recorded	
during	the	fMRI	scans	

Spatial	maps:	
V-length	
vectors	
showing	voxel	
locations	of	
sources	

s1i	
s2i	
s3i	
s4i	

a1i	 a2i	 a3i	 a4i	
Component	activations:	T-length	vectors	of	
activation		times	for	each	source	component	

Source	components'	spatial	maps	and	activation	times	and	the	resultant	mixed	signals	

captured	during	an	fMRI	scan	(Orig.	source:	McKeown	et	al.	Human	Brain	Mapping,	1998.	
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Within	a	voxel-sized	volume	of	the	brain,	there	can	be	up	to	one	million	neurons.	

Measured	activation	levels	at	each	voxel	may	be	a	direct	measure	of	the	signal	from	one	

source	or	from	a	combination	of	overlapping	disjoint	sources.	Analytic	methods	that	are	

able	to	take	into	account	such	unknown	data	dependency	are	advantageous.	

	Separation	of	the	fMRI	signals	into	distinct	temporally	correlated	brain	activations	

enables	inferences	to	be	made	about	networks	of	signals.		This	problem	is	similar	to	one	

seen	in	the	signal	processing	literature	called	blind	source	separation.	One	method	used	

to	address	this	is	independent	component	analysis,	which	identifies	a	collection	of	

independent	signal	sources	from	samples	recorded	at	multiple	locations.	The	first	

application	of	independent	component	analysis	to	fMRI	data	was	done	by	McKeown	et	

al.	(1998).	Since	then,	it	has	become	a	frequently	used	method	throughout	the	fMRI	

literature.	

Performing	independent	component	analysis	(ICA)	with	data	from	all	subjects	allows	

“large-scale	patterns	of	functional	connectivity"	common	to	a	majority	of	subjects	to	be	

identified	(Beckmann	et	al.	2009).	Data	from	the	entire	study	group	are	combined	to	

identify	functionally	coherent	areas	of	the	brain	present	among	the	majority	of	subjects	

i.e.,	common	sources	of	functional	activation	across	the	study	population.	Its	

fundamentals	are	described	below.	After	performing	independent	component	analysis,	

further	processing	of	the	data	must	be	done	to	enable	analyses	at	the	subject	and	group	

levels.	This	is	discussed	in	later	sections.	

Resting	State	Functional	Imaging	Studies		

In	many	studies	in	which	fMRI	is	used,	subjects	are	asked	to	perform	specific	tasks,	

allowing	the	underlying	neural	processes	to	be	identified.	In	resting	state	studies,	

subjects	are	not	asked	to	perform	experimental	activities;	their	purpose	is	to	record	the	

brain	activity	of	individuals	at	rest	to	identify	neural	processes	that	are	operative	in	the	

absence	of	external	stimuli.		
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Brain	imaging	data	can	identify	sources	of	signal	activations	with	common	spatial	

mappings	throughout	the	study	population.	In	addition,	functional	brain	networks	are	

sets	of	brain	regions	showing	temporal	coherence	with	one	another	(Calhoun	2012).		

Independent	Component	Analysis		

Fundamentals	

The	underlying	model	is	represented	by	J=AS,	where	J	are	observed	measures	of	signal	

activations	captured	during	an	individual's	brain	scanning	session	over	time.	S	are	

spatial	mappings	of	individual	sources	and	A	is	an	invertible	mixing	matrix	that	maps	

the	activations	of	the	source	networks	over	time	to	yield	the	observed	data.		

Although	the	data	is	recorded	in	three-dimensional	space,	it	is	converted	to	a	vector	and	

conditioned	to	facilitate	the	analysis.	The	transformations	of	the	data	from	collection	up	

to	the	independent	component	estimation	is	described	below	and	shown	in	Figure	3.	

One	functional	image	is	Yi(t),	a	V–length	row	vector	of	signal	activation	measures	

collected	from	all	V	possibly-active	voxels	at	time	t	for	subject	i.	The	dataset	Yi	is	a	T×V	

matrix	of	T	images	captured	at	T	time	points	for	subject	i.	Refer	to	Figure	3	for	a	graphic	

representation	of	this	and	the	successive	discussion.	
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Figure	3	Data	Flow	Illustration	

	

In	this	study,	each	subject's	original	dataset	was	a	four-dimensional	matrix	of	signal	

activation	levels	sampled	at	8	mm3	volumes	within	a	91×109×91	grid.	Although	this	

represents	a	collection	of	902,629	points	in	space,	the	number	of	points	that	contained	

Yi(t)=3-d	grid	of	
analytic	data	points	
of	subject	i	(after	
image	
preprocessing)	at	
point	(a,	b,	c)	and	
time	t.	

Yi=a	T×V	matrix	of	data	points	for	subject	i	at	all	time	points	
(1,	2,…	T).	Voxel	values	are	arranged	as	V-length	row	vectors	
of	image	data	across	all	voxels	over	time.	Data	images,	in	
rows,	have	been	centered	and	variance	normalized,	giving	
Yi*.	

First	stage	subject	level	PCAs:	!!! = !!"! !!∗	for	
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subject's	data.	
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ç	1st:	Data	from	all	subjects,	si,	where	i=1,	2,…	M	are	
concatenated	row-wise	and	PCA	is	performed.		
2nd:	After	PCA,	the	study	data	is	reduced	from	
(ML)×V	to	N×V	to	enable	ICA	estimation	of	N	
components.	ê	
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subjects'	data	was	a	much	smaller	set:	there	were	V=190,446	points	identified	by	the	

MRI	scanner's	system	software	as	active	voxels.	Along	the	fourth	dimension,	each	

subject	had	T=94	recorded	images,	captured	every	5	seconds.	The	four-dimensional	

dataset	was	converted	to	a	two-dimensional	T×V	matrix,	Yi.	

The	number	of	sources,	N,	is	an	a	priori	assumption	that	must	be	determined	by	the	

researcher	before	independent	component	analysis	can	be	performed.	The	number	of	

assumed	sources	can	be	any	number	less	than	or	equal	to	the	number	of	samples	per	

observation—in	this	study	it	was	94,	the	number	of	time	points.	We	chose	N	to	be	20,	

using	heuristics	based	on	prior	research	(Chou,	2018).	

Without	a	priori	assumptions	available,	the	number	of	components	can	be	determined	

using	information	theoretic	measures.	Three	commonly	used	measures	are	Akaike’s	

Information	Criteria	(AIC),	Bayesian	Information	Criteria	(BIC),	and	Minimum	Distance	

Length	(MDL).	Refer	to	Cichocki	2014;	Hyvärinen,	Karhunen,	and	Oja	2001;	or	Li,	Y.,	

Adalı,	and	Calhoun	2007	for	more	details.	

If	there	are	assumed	to	be	fewer	sources	than	samples	(which	is	usually	the	case)	the	

data	must	be	preprocessed	to	reduce	the	number	of	samples	(in	this	study,	time	points,	

T=94)	to	N,	the	number	of	assumed	sources.	Analytic	preprocessing	using	principal	

component	analysis	(PCA)	is	used	to	transform	the	study	data	by	reducing	it	from	

(MT)×V	(58×94×190,446)	to	(ultimately)	N×V	(20×190,446),	where	M=58	is	the	total	

number	of	subjects	and	N,	T,	and	V	are	as	above.		

Independent	component	analysis	identifies	individual	sources	(i.e.,	components)	by	

seeking	sources	with	higher-order	statistical	independence.	The	objective	is	to	estimate	

the	N×N	unmixing	matrix	W=A-1	with	weights	that	generate	maximally	independent	

source	vectors.	Spatial	ICA	separates	a	matrix	of	fMRI	data	into	components	

representing	independent	patterns	of	activity	described	by	spatial	maps	and	a	

corresponding	set	of	fMRI	activation	time	courses	(McKeown	et	al.	1998).	
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For	independent	component	analysis,	the	independent	component	model	of	the	data	

assumes	the	N	random	variables,	yj	where	j=	1,…,N	are	modeled	as	linear	combinations	

of	a	mixture	of	N	sources,	sj	as	yj	=aj1s1+	…	+ajNsN	where	the	aȷ∙̇	are	from	a	square,	
invertible	matrix	A,	which	is	to	be	estimated.		

The	sj	are	latent,	they	are	not	observed,	so	the	model	has	infinitely	many	solutions:	if	

!! = !!!!!
!!! 	is	a	solution,	so	is		!! = !

!!
!! !!!!!

!!! .	To	limit	the	space	of	possible	

solutions,	we	make	the	simplifying	assumption	that	the	sources	have	unit	variance:	

E[sj2]=1.	There	is	still	ambiguity	related	to	the	sign	of	the	solution,	but	this	is	generally	

considered	ignorable.	

Although	the	underlying	model	has	a	linear	form,	as	does	the	model	used	in	ordinary	

least-squares	regression	(OLS),	OLS	can	be	solved	analytically	because	both	the	

independent	and	the	dependent	variables	are	known;	estimating	the	parameters	

requires	a	matrix	inversion	(e.g.,	finding	the	pseudoinverse	of	the	design	matrix).	With	

independent	component	analysis,	only	the	dependent	variables	are	observed.	Since	

they	are	assumed	to	represent	a	linear	mixture	of	the	model	parameters,	A,	and	the	

sources,	S,	neither	of	which	are	known,	an	analytic	solution	cannot	be	found.	Both	sets	

of	values	must	be	estimated	simultaneously	(Hyvärinen,	Karhunen,	and	Oja	2001).		

"Independent	component	analysis"	is	actually	not	a	single	method,	but	a	family	of	over	

30	methods.	Each	is	distinguished	by	two	characteristics.	The	first	is	the	contrast	(also	

called	an	"objective,"	"cost,"	or	"score")	function	used	to	evaluate	the	amount	of	

independence	achieved	among	components	during	the	optimization	procedure.	

Estimates	are	determined	iteratively	starting	with	the	observed	data	and	a	matrix	of	

arbitrary	values.	

Second	is	the	optimization	method	used	to	update	the	estimates	after	each	iteration	

(Hyvärinen,	Karhunen,	and	Oja	2001;	Comon	1994)	until	the	independence	of	

components	is	maximized.	
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Three	methods	that	are	frequently	used	for	fMRI	analysis	are	the	following	(Jenkinson	

et	al.	2012;	Calhoun,	and	Adali	2012;	Smith	2004):		

JADE (joint approximate diagonalization of eigenmatrices—uses cumulants and  

gradient descent (Jacobi technique);  

Infomax—uses entropy to maximize information transfer with a gradient descent 

algorithm; 

FastICA—uses negentropy as an estimate of independence approximated by non-

Gaussianity, and fixed point iteration. 

A	study	that	compared	these	three	algorithms	found	that	all	were	reliable	and	led	to	

consistent	estimates	after	repeated	runs	with	random	starting	values	and	input	

parameters	(Correa,	Adalı,	and	Calhoun	2007).	The	discussion	that	follows	primarily	

focuses	on	FastICA,	which	will	be	described	in	more	depth	in	a	later	section.	

Typical	implementations	of	FastICA	(Hyvarinen	1997;	Hyvärinen,	Karhunen,	and	Oja	

2001)	and	Infomax	(McKeown	et	al.	1998)	assume	the	signals	of	interest	are	super-

Gaussian	random	variables	(see	Figure	4	for	an	example);	any	sub-Gaussian	

components	are	more	likely	to	be	noise.	Signals	occur	within	a	narrow	frequency	band	

and	noise	is	more	diffuse.	A	clear	signal	has	the	majority	of	its	data	occurring	close	to	

the	mean	frequency	and	scattered	noise-related	signals	occur	far	less	often	at	

frequencies	further	from	the	mean.	The	super-Gaussian	assumption	is	therefore	

appropriate	for	this	application	of	ICA.		

Figure	4.	Example	of	a	super-Gaussian	distribution	
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Before	analysis	is	possible,	data	collected	from	the	MRI	scanner	after	each	subject's	

scan	session	must	be	preprocessed	to	address	issues	that	are	inherent	in	raw	functional	

MRI	data	and	would	otherwise	preclude	comparative	analyses.	These	are	described	

below;	however,	this	study	analyzed	images	that	had	already	undergone	such	pre-

processing,	so	the	following	are	for	descriptive	purposes	only.	

Preprocessing	

Preprocessing	corrects	for	sources	of	noise	and	artifact	and	provides	a	common	point	of	

reference	in	time	and	space	to	enable	comparisons	between	subjects	(Cole,	Smith,	and	

Beckmann	2010).	Some	of	the	preprocessing	steps	taken	will	depend	on	the	type	of	

analysis	being	considered;	these	are	the	preprocessing	steps	that	were	performed	on	

the	data	used	in	this	study	[Chou	2019]:	

Motion	Correction—This	helps	to	ensure	anatomical	coordinates	are	consistent	

between	successive	scans	of	each	subject.	While	this	is	always	necessary	it	is	not	

sufficient	to	remove	motion-related	noise	in	the	data.	

Brain	extraction—Removes	scan	data	collected	from	non-brain	regions	(e.g.,	the	skull)	

to	help	with	the	registration	process	and	to	limit	the	computational	load	to	only	

relevant	data	points.	A	mask	defining	the	active	data	region	can	be	defined	by	either	the	

scanner	system	software	or	by	the	fMRI	analysis	software.		

Slice	Timing—Corrects	for	the	manner	in	which	data	is	captured	by	the	scanner:		one	

complete	image	is	captured	in	two	successive	passes	of	the	MRI	scanner	detectors.	The	

MRI	system	synchronizes	these	measures	into	a	single	image.		

Spatial	Smoothing—Used	to	improve	the	signal-to-noise	ratio;	data	across	a	continuous	

volume	is	measured	at	discrete	points	in	space	and	may	be	subject	to	sampling	error.	

To	improve	consistency	between	measures	at	adjacent	voxels	a	Gaussian	kernel-based	

smoothing	function	is	used.	This	helps	to	compensate	for	information	lost	due	to	

sampling,	improve	consistency	within	and	between	subjects,	and	better	condition	data	
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for	Gaussian	random	field	theory	assumptions,	which	is	used	to	control	family-wise	

error	rates	(Wager	2009).	The	kernel	size	is	determined	by	image	characteristics.	This	

can	help	improve	image	resolution	and	differentiate	overlapping	signals.	

Registration—functional	images	are	overlaid	onto	a	structural	image	from	each	subject	

and	then	transformed	to	fit	onto	a	standard	brain	template	to	enable	comparisons	

between	individuals.	The	template	used	in	this	study	(and	many	others)	was	the	MNI-

152	(Jenkinson	and	Smith	2001).		

Band-pass	filtering—signals	are	frequently	filtered	to	increase	the	signal	to	noise	ratio	

and	improve	the	component	estimation.	Signals	of	interest	are	in	the	range	of	0.01	to	

0.10	Hertz.			

After	the	above	preprocessing,	principal	component	analysis	is	performed	on	each	

subject's	data	to	reduce	its	dimension	and	remove	second-order	linear	dependencies	

within	(i.e.,	decorrelate)	it.	Each	image	is	a	V-length	row	vector	of	signal	activation	

measures	across	all	V	active	voxels.	Each	subject's	data	is	a	collection	of	T	image	

vectors,	i.e.,	a	T×V	matrix	of	images	over	time,	designated	here	as	Yi,	a	set	of	images	for	

subject	i.	

The	images	(rows)	of	the	T×V	matrix	are	mean-centered	and	variance	normalized,	

giving	!!∗.	PCA	is	then	used	to	both	reduce	the	dimensionality	of	the	data	and	to	whiten	
it.	This	is	also	referred	to	as	“sphering,”	as	it	represents	the	basis	vectors	in	a	multi-

dimensional	unit	sphere.	The	resulting	data	matrix	is	orthogonal.		

We	used	singular	value	decomposition	(SVD)	to	generate	the	eigenvectors	of		Yi*.		SVD	

translates	any	matrix,	in	this	case	a	T×V	matrix,	into	three	matrices:	a	T×T	left	unit-

length	orthogonal	eigen-matrix,	U;	a	V×V	right	unit-length	orthogonal	eigen-matrix,	V;	

and	a		T×V	matrix,	Σ,	that	has	the	corresponding	singular	values	along	the	main	diagonal	

with	zeroes	in	off-diagonal	positions.			
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If	the	values	of	Σ	are	in	descending	order,	the	data	reduction	and	whitening	

transformation	takes	the	corresponding	L	columns	of	U,		UL	to	transform	Yi*.	For	

subject	i	this	yields	

!! = !!L!!i ∗,	

where	!!  is	the	resulting	L×V	reduced-dimension	data	matrix.		

The	first-stage	principal	component	analysis	is	repeated	M	times,	once	with	each	

subject's	data.	The	columns	of	!!  are	normalized	by	dividing	by	their	standard	
deviations,	which	gives	!!°.	

After	each	subject's	data	has	been	reduced	and	whitened	by	PCA,		the	image	data	from	

all	M	subjects	are	concatenated	row-wise,	giving	a	(ML)×V	matrix:	

!° =
!!°
⋮
!!°  

	

where !!°	are	L×V	matrices	for	subjects	i=1,	2,…M.		

After	the	first-stage	PCAs,	the	subject-level	datasets,	now	in	a	single	matrix,	!°,	are	
reduced	again	in	the	second	stage	PCA,	which	reduces	the	number	of	time	points	from	

ML	to	the	appropriate	size	for	the	independent	component	analysis,	i.e.,	N.	The	SVD	of	

the	concatenated	data	of	all	M	subjects	yields	

! = !!!!°	
where	UN	are	the	N	left	leading	eigenvectors	of	!°.	The	final	analytic	data	matrix,	X,	is	
N×V,	where	N	is	the	number	of	independent	components	to	be	estimated	and	V	is	as	

above.	
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Independent	component	analysis	can	then	be	used	on	the	final	reduced	dataset,	!,	to	
estimate	the	spatial	maps	of	the	source	components	and	an	invertible	N×N	mixing	

matrix,	A,	where	

! = !"	

and	the	N	rows	of	the	estimated	matrix,	S,	are	the	spatial	maps	that	describe	the	voxel	

locations	of	each	of	the	N	estimated	source	components	and	A	corresponds	to	a	N×N	

mixing	matrix	that	maps	the	group-level	sources	onto	the	reduced	subject	data.		

Independent	component	analysis	relies	on	the	assumption	that	the	N	estimated	sources	

in	S	are	statistically	independent	(Calhoun,	V.	D.	et	al.	2001;	Hyvärinen,	Karhunen,	and	

Oja	2001).	A	consequence	of	the	Central	Limit	Theorem	is	that	the	distribution	of	a	sum	

of	independent	non-Gaussian	random	variables	or	vectors	is	closer	to	Gaussian	than	

any	of	its	constituents.	To	find	statistically	independent	components,	we	look	for	

components	that	are	maximally	non-Gaussian.	The	way	this	is	determined	is	discussed	

below.	

The	goal	of	independent	component	analysis	is	to	find	a	weight	matrix,	W,	that	maps	

the	conditioned	data	onto	a	set	of	(unknown)	statistically	independent	source	

component	vectors,	S=WX# .	Having	the	conditioned,	observed	data	X" ,	we	need	to	

identify	an	invertible	matrix	W,	with	W-1=A,	that	defines	a	linear	transformation	

mapping	the	source	components	onto	the	conditioned	data,	X"=W-1S=AS.	Independent	

component	analysis	seeks	to	find	a	set	of	weight	vectors,	wj,	where	j=1,	2,….N,	the	

number	of	components,	to	maximize	the	non-Gaussianity	of	WX" .	
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Figure	5	Schematic	of	ICA	
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(higher	entropy)	contain	less	information;	Gaussian	variables	have	the	highest	entropy	

of	all	random	variables	with	a	given	variance.		

Negentropy	is	a	measure	of	the	difference	in	entropy	between	a	random	variable	and	a	

Gaussian	random	variable	with	equal	variance.	Maximizing	negentropy	of	an	estimated	

component	finds	components	with	the	lowest	entropy	and	enforces	maximum	

independence.		

Negentropy	can	be	approximated	by:		!(!) ∝ E !(!) − E !(!) !	where	y	and	ν	have	

the	same	mean	and	variance	and	!~N 0,1 —is	a	standard	normal	(i.e.,	Gaussian)	

random	variable.	H,	the	contrast	function,	is	an	arbitrary	user-defined	nonlinear	twice-

differentiable	function	(Hyvärinen,	Karhunen,	and	Oja	2001).		

Hyvärinen	has	done	extensive	testing	on	different	contrast	functions	and	optimization	

algorithms.	He	provides	three	options	for	contrast	functions	that	have	been	shown	to	

have	desirable	statistical	properties	such	as	consistency	and	reasonably	fast	

convergence	(Hyvärinen,	Karhunen,	and	Oja	2001;	Hyvärinen	1997;	Hyvärinen	1999):	

	 	
	

ICA	Estimation	
Group-level	components:	

	
	
	
	
	
	
	

	

X	 = A ×	
 
 

S 
 v1 v2 v3 v4 v5 … vV   C1

1
1 

C2 C3 C4 C5 … CN   v1 v2 v3 v4 v5 … vV 
t1         t1         C1        
t2         t2         C2        
t3         t3         C3        
…         …         …        
tN         tN         CN        

The	ICA	model	!! = !!!!, where !!	is	the	N×V	conditioned	data	after	the	second	
PCA;	!! 	is	the	N×N	mixing	matrix	that	maps	the	data	onto	the	components;	and	
!! is	the	N×V	spatial	mapping	of	the	sources	(components)	at	each	voxel.		
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1. !! ! = !
! log cosh !" 	with		!′! ! = tanh !" 	and	!′′! ! = 1− tanh! !" ,	

where	1≤a≤2	(often	a=1*),	which	was	found	to	be	a	"good	general-purpose	
contrast	function"	and	a	robust	estimator.		

2. !! ! = −! !!
!
! 	with		!!! ! = !! !!

!
! 	and	!!!! ! = 1− !! ! !!

!
! ,	which	is	

better	if	components	are	highly	super-Gaussian;	it	was	found	to	be	more	robust	
than	the	others	and	may	be	more	computationally	efficient,	if	performance	is	of	
concern.	

3. !! ! = !
! !!	with	!′! ! = !!	and	!′′! ! = 3!!,	which	is	related	to	the	use	

of	kurtosis	as	one	of	the	first	measures	of	Gaussianity	used	in	ICA;	as	a	quadratic	
equation	it	is	conceptually	simple	and	was	easy	to	program	when	computation	
speed	was	an	issue,	but	it	is	also	sensitive	to	outliers;	Hyvärinen	states	that	this	
is	better	when	sub-Gaussian	components	are	expected.	

The	FastICA	Algorithm	

Hyvärinen	describes	his	fixed-point	ICA	algorithm,	which	he	named	FastICA,	in	the	

following	manner	(for	the	derivation	see	Appendix	E)	(Hyvärinen,	Karhunen,	and	Oja	

2001):	

1. Start	with	the	conditioned	N×V	data	matrix	and	

2. Choose	an	initial	N×1	normed	vector	w	(the	initial	values	are	arbitrary;	many	

algorithms	use	a	vector	of	randomly	generated	values)		

3. While	P<N,	calculate	the	Pth	column	of	W,	w!,	until	convergence	is	reached:		

!! = !H !T! –  H' !T! !
!  	

which	produces	a	N×1	vector	

4. Renormalize with ! = !!
!!

  

5. Repeat	steps	3	and	4	until	converged.	

This	algorithm	identifies	components	sequentially;	to	prevent	the	algorithm	from	

converging	to	the	same	maxima	multiple	times,	the	outputs	wiTx	should	be	

decorrelated	after	every	iteration	by	subtracting	a	projection	of	the	prior	components	

																																																								

*Hyvärinen	does	not	specify	when	a	value	of	a>1	might	be	preferable.	
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from	the	newest	component:	!!  =  !! − !!!!!!!
!!!
!!! 	and	then	renormalizing	

!! =  !! 
!! .	

When	all	N	vectors	of		w	have	been	estimated,	concatenate	them	into	the	columns	of	W	

and	calculate	the	source	vectors	as	Ŝ=WX# .	

Analysis	of	Components	

After	the	independent	component	analysis	is	performed,	the	estimated	set	of	

components,	!,	is	an	N×V	matrix	of	the	N=20	components.	Each	row	of	!	describes	a	
source	component's	spatial	mapping,	i.e.,	its	location	among	the	V=190,446	voxels	in	

the	"group-averaged"	study	subject's	brain.		

These	components	were	estimated	using	the	data	from	the	entire	study	population	and	

represent	a	composite	image	averaged	across	the	entire	study	group.	It	is	not	possible	

to	draw	inferences	at	the	subject-level	or	to	make	comparisons	across	subgroups.	To	

enable	this,	further	procedures	must	be	performed	to	generate	subject-specific	

component	estimates.	Two	principal	methods	are	used	to	do	this:	back	reconstruction	

(Calhoun,	V.	D.	et	al.	2001;	Erhardt	et	al.	2011)	and	dual	regression	(Beckmann	et	al.	

2009;	Smith	et	al.	2009).	

Back	reconstruction	takes	each	component	and	for	each	subject	reverses	the	

transformations	performed	during	the	two	PCA	procedures.	It	essentially	reverses	the	

conditioning	steps	used	to	prepare	each	subject's	image	data	for	independent	

component	analysis.		

Dual	regression,	which	is	used	here,	uses	a	two-step	least-squares	approach	to	estimate	

components	for	each	subject.	Also	refer	to	Figure	6.	The	first	step	estimates	the	time	

course	of	activation	for	each	component.	The	equation	is	

!! = !!!!+ !!" 
where	Yi	is	the	subject's	observed	data,	prior	to	the	PCA	data	reductions,	!	are	the	
estimated	components,	common	to	all	subjects,	and	!!!	are	time	course	activations	of	
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each	component	for	each	subject	to	be	estimated,	plus	an	error	term	with	E[E1i]=0.	We	

use	this	notation	for	clarity,	to	remain	consistent	with	the	model	notation;	however,	the	

"+"	is	used	to	signify	that	A	is	no	longer	an	N×N	mixing	matrix,	but	contains	as	many	

time	points	as	the	subject's	original	data.	!!!is	T×N,	giving	the	activation	levels	of	each	
subject's	components	over	T=94	time	points	for	the	N=20	components.	

The	OLS	estimate	of	!!!,	the	subject-specific	time	course	is	then		

!!! =  !! !! !!! !!
,	

where	Yi	is	the	subject's	observed	data,	prior	to	the	PCA	data	reductions.	The	second	

step	of	the	dual	regression	uses	!!!,	the	subject-specific	time	courses	from	the	first	step,	
and	relaxes	the	assumption	of	a	common	spatial	mapping	of	the	sources	across	all	

subjects	to	identify	subject-specific	spatial	mappings	corresponding	to	the	full	time	

course	associated	with	each	component:		

!i = !!!!! + !!"	,	

where	!!!	are	the	subject-specific	time	courses	estimated	in	Step	1,	Si	are	spatial	
mappings	of	the	sources	for	each	subject	to	be	estimated,	plus	an	error	term	with	

E[E2i]=0.	The	estimated	Ŝi,	are		

!i = !!!!!!!
!!!!!! !i.	
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Figure	6		Dual	regression	

	

While	the	assumptions	seem	contradictory	(i.e.,	the	common	spatial	mappings	can	

reveal	subject-specific	time	courses,	which	in	turn	can	identify	subject-specific	spatial	

mappings)	according	to	Calhoun	&	Adali,	in	practice	the	method	seems	to	work	"quite	

well"	(Calhoun,	Vince	D.	and	Adali	2012).	The	dual	regression	procedure	yields	a	total	

of	NM=1160	component	image	and	time	course	pairs,	 !!ij, !ij! ,	where	i=1,	2,	…,	58	

and	j=1,	2,	…,	20,	identifying	a	set	of	N=20	components	for	each	of	the	M=58	study	

subjects.	

The	end	result	for	each	subject	was	a	set	of	N=20	component	vector	pairs	consisting	of	

the	spatial	maps,	ŝij,	each	of	which	is	a	vector	with	V=190,446	elements	that	identified	

the	voxels	in	which	the	component	was	present,	and	!ij!, a	T=94-element	vector	that	
contains	the	timeline	of	activations	of	that	component.	Note	that	!ij!is	the	jth	column	of	
!i!	 and ŝij	is	the	jth	row	of	Ŝi.	

After	the	subject-level	component	spatial	maps	and	time	courses	are	estimated,	the	

time	courses	for	the	N	group-level	components	are	estimated	using	an	average	of	all	M	

of	the	subject-level	time	courses	for	that	component.	For	each	j=1,	2,	…,	20	component,	

the	average	time	course	is	!!! =
!!"!!

!!!
! .		

Each	of	the	N	group-level	component	pairs,	âj+	and	ŝj	where	j=1,	2,	…N	and	the	NM	

subject-level	component	pairs:	âij+	and	ŝij,	where	i=1,	2,	…,	M	and	j	is	as	above,	

	
	
	
	
	

DUAL	REGRESSION	
	 	

!!! =  !! !! !!! !!
	

!! = !!!!+ !!" Step	1:	Each	subject's	data	are	used	in	
regressions	with	each	of	the	estimated	components	to	generate	
vectors	of	time	courses,	!!!,	for	subject	i	for	all	components.	
Note	that	the	"+"	indicates	that	this	estimate	of	A	is	not	a	N×N	
mixing	matrix,	but	corresponds	to	the	T	activation	times	from	
the	subject's	original	scan.	
	

	 	 	

!! = !!!!!!!
!!!!!!!!	

!! = !!!!+ !!" Step	2:	All	subjects'	data	are	used	in	regressions	
against	the	time	courses	estimated	in	Step	1	to	get	subject-level	
spatial	mappings	for	each	component.	
	

	
	
(Mayo	Foundation	for	Medical	Education	and	Research	2018)	
(Mayo	Foundation	for	Medical	Education	and	Research	2018)	
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respectively,	consists	of	the	spatial	map	ŝ,	which	is	a	V-length	row	vector	identifying	the	

voxels	where	each	component	is	located	within	the	brain	and	a	T-length	column	vector,	

â+	indicating	the	times	at	which	that	component	was	active	over	the	course	of	an	

"average"	scanning	session.		

Each	component	is	stationary:	the	voxel-level	spatial	mapping	of	components	(those	at	

both	the	subject-level,	ŝij,	and	the	group	level,	ŝj,)	is	fixed	for	that	component,	i.e.,	

components	do	not	change	over	time.	Similarly,	the	time	course	of	activation	(at	both	

subject	level,	âij+,	and	group	level,	âj+)	applies	to	all	of	the	voxels	within	a	component	

simultaneously.	The	relative	activation	levels	between	voxels	within	a	component	do	

not	change	over	time.	

Two	issues	worth	noting	are	related	to	the	values	of	the	data.	First,	all	20	components	

had	the	same	number	of	non-zero	voxels—none	of	the	190,446	voxels	in	the	"active"	

region	of	the	spatial	maps	were	exactly	equal	to	0.	The	components	varied	in	size	(i.e.,	

the	volume	of	truly	activated	voxels),	but	even	the	components	with	the	greatest	

number	of	active	voxels	were	greater	than	4,000	voxels	in	size.†	Thus	the	majority	of	

the	voxels	in	each	component	had	non-zero	values	that	were	not	related	to	actual	signal	

activation.	This	is	presumably	due,	in	part,	to	artifacts	created	during	image	

preprocessing	procedures	and	rounding	error	during	the	independent	component	

analysis	estimation	procedure.	

This	indicated	that	there	was	not	a	clear	distinction	between	"activated"	and	"non-

activated"	voxels;	they	were	not	strictly	"on"	or	"off."	The	threshold	for	what	is	

considered	an	"activated"	voxel	should	be	determined	before	the	analysis.	Investigators	

																																																								

†	Data	not	presented;	detailed	data	on	components,	including	locations	within	the	brain	
and	the	volume	of	each	component	within	each	location	were	produced	by	the	GIFT	
application.	The	largest	component	measured	approximately	30	cc	(30,000	mm3	or	
3,750	voxels).	
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typically	choose	a	threshold	value	based	on	t	or	z	scores,	where	the	null	hypothesis	is	

zero	activation.	In	this	study,	we	chose	to	use	a	t	score	threshold	arbitrarily	set	at	2.0.	

Second,	the	voxel	activation	levels	can	be	negative,	which	would	indicate	a	waning	of	

oxygenated	blood	levels	in	that	area.	However,	some	investigators	choose	to	disregard	

negative	values,	given	that	their	interpretation	may	be	a	little	ambiguous—the	amount	

of	oxygenated	blood	decreases	after	neural	activity	has	ceased,	but	it	may	also	decrease	

if	the	oxygenated	blood	was	detected	in	an	area	where	it	had	been	stored,	on	reserve,	

until	needed	by	other	nearby	neural	structures.	Areas	in	which	this	occurred	would	

likely	appear	as	speckled	on	fMRI	images,	with	areas	of	positive	and	negative	activation	

in	close	proximity.	The	component	images	displayed	in	this	study	were	limited	to	

include	only	positive	voxel	values.	
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Methods	

Using	data	from	58	individuals,	27	with	Parkinson's	disease	and	31	controls,	we	

extracted	20	independent	components	(i.e.,	20	group-level	pairs	)	using	FastICA	

(Hyvärinen,	2001).	After	preliminary	examination	of	the	group-level	components,	

described	next,	dual	regression	was	used	to	generate	subject-level	components	for	the	

primary	analysis	and	group-level	comparisons.		

The	primary	software	application	used	was	Group	ICA/IVA	of	fMRI	Toolbox	(GIFT),	

which	was	developed	by	Calhoun	&	Rachakonda	(2018).	Additional	computation	was	

performed	using	R	statistical	programming	software	version	3.4.4	(R	Core	Team	2018)	

and	the	oro.nifti	package,	version	0.9.1	(Whitcher,	Schmid,	and	Thornton	2011).	

Group-level	Components	
Spatial	maps	of	ŝj,	the	group-level	components	(shown	in	Appendix	B)	were	first	

examined	individually	to	see	which	showed	evidence	of	patient	movement	or	other	

signs	of	noise-related	signals	and	which	appeared	to	represent	viable	activation	sources	

(Griffanti	2015).	Evidence	of	noise	was	noted,	but	none	of	the	components	were	

removed	from	the	rest	of	the	analysis.	

While	the	theory	behind	them	is	beyond	the	scope	of	this	thesis,	power	spectra	of	the	

group	components	are	also	important	to	consider	so	were	included	in	the	components	

overview.	Power	is	the	inverse	of	signal	activation	frequency	and	is	calculated	from	

time-sampled	signals	using	a	discrete	time	Fourier	transformation.		

While	frequency	is	measured	in	cycles	per	second;	the	power	is	its	inverse	as	a	measure	

average	frequencies	across	time.	In	essence,	spectral	plots	are	histograms	of	signal	

activation	frequency	levels.	

In	an	ideal	signal,	the	power	spectra	would	show	a	high	peak	of	activation	at	the	mean	

frequency	and	fewer	activations	at	other	frequencies,	i.e.,	would	be	super-Gaussian.	It	is		

this	characteristic	that	enables	the	ICA	algorithm	to		identify	source	components.	Some	
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results	from	the	power	spectra	plots	are	discussed	below;	plots	for	all	components	are	

included	with	the	component	images	in	Appendix	B.	

Region	of	Interest	Analyses	

Region	of	interest	(ROI)	templates	can	be	used	to	identify	various	neural	structures	or	

functional	networks	of	interest	so	they	can	be	located	in	relation	to	the	components.	

These	templates,	which	are	used	by	image	data	processing	applications,	identify	the	

voxels	in	which	specific	structures	in	the	brain	are	located,	so	they	can	be	compared	to	

the	spatial	maps	of	the	components,	ŝj.	The	GIFT	application	has	several	functions	that	

are	able	to	use	ROI	templates.		

Parkinson's	disease	is	known	to	destroy	structures	within	the	basal	ganglia,	so	we	

wanted	to	determine	which	component(s)	captured	signal	activation	in	these	

structures.	For	a	labeled	illustration	of	the	basal	ganglia,	refer	to	Figure	1;	for	an	

example	of	a	basal	ganglia	ROI	template	within	a	MRI	image,	see	Figure	7.	

Figure	7	Example	basal	ganglia	template	from	Stanford's	atlas

	

The	basal	ganglia	is	the	brighter	patch	near	the	centers	of	all	three	images	above.	(The	

green	crosshairs	frame	it	in	the	x	and	y	coordinates,	but	point	to	an	area	below	it	in	the	z	
plane.)	

Subject-level	Components	

After	dual	regression	was	used	to	estimate	the	subject-level	components,	ŝij,	and	time	

courses,	âij+,		(i=1,	2,	…,	M	and	j=1,	2,	…,	N),	the	subjects'	data	were	combined	by	
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component	to	answer	the	primary	research	question.	Each	of	the	20	components	had	

M=58	subject-level	component	vector	pairs:  !!", !!"! !
!!! ,	and	a	group	level	vector	pair,	

!!, !!! 	associated	with	it.	

Histograms	of	the	component	activation	data	were	initially	plotted	by	group	for	each	

component	to	look	for	any	notable	qualitative	differences	between	groups.	This	is	not	a	

formal	statistical	test,	but	provides	a	quick	means	of	assessing	whether	any	components	

warrant	further	investigation	because	they	suggest	there	may	be	differences	between	

the	groups.	The	data	within	each	component	are	from	the	spatial	maps	and	are	a	

combination	of	the	activation	levels	of	the	voxels	within	each	component	and	the	

numbers	of	activated	voxels.	More-activated	voxels	will	have	higher	activation	levels	

and	larger	components	will	have	more	activated	voxels.		

The	histograms	show	the	density	of	the	activated	voxels	in	each	component,	so	the	

histograms	can	be	used	to	examine	the	highest	activation	levels	of	the	voxels	within	

each	component,	but	not	the	overall	size,	i.e.,	number	of	activated	voxels,	within	each	

component.	

To	address	the	study	question	of	interest,	we	performed	voxel-wise	linear	regressions	

across	each	of	the	190,446	active	voxels	in	each	component.	The	regression	equation	

used	was	designed	to	test	whether	the	activation	level	of	each	voxel	was	significantly	

different	between	study	groups,	after	adjusting	for	sex	and	age.		In	addition,	to	

determine	if	there	was	a	progressive	effect,	we	used	the	length	of	time	that	had	passed	

since	the	Parkinson's	disease	diagnosis	was	first	made	to	serve	as	a	proxy	for	the	

disease	severity	level	in	the	Parkinson's	subjects.	The	regression	models	were	fitted	

using	the	following	equation:		

ŝj(k)={Months	since	diagnosis}+Sex+Age+ϵ	

for	each	component,	indexed	by	j,	and	where	k=1,	2,	…,	190,446,	giving	ŝj(k)	as	the	kth	
active	voxel	for	component	j.	
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After	each	regression	model	was	fitted,	we	recorded	the	p-value	of	the	voxel's	

coefficient	to	create	a	"p	value	map"	of	a	model	brain	for	each	component.	The	resulting		

brain	map	would	show	the	voxels	significantly	affected	by	the	disease	longevity,	in	

months	since	diagnosis.	(This	would	yield	a	component	image,	like	those	seen	in	the	

above	figures	where	instead	of	seeing	a	map	of	activation	levels,	it	would	show	a	

mapping	of	the	voxels	that	had	statistically	significant	coefficients	in	that	voxel's	

respective	regression	model.)	
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Results	

Specific	findings	and	examples	of	images	are	presented	and	discussed	below;	for	a	
summary	table	of	findings	by	component	refer	to	Appendix	D.		

Figures	below	include	images	that	are	the	spatial	mappings,	the	vectors	ŝj,	defined	by	

the	independent	component	analysis	procedure	that	have	been	reassembled	into	their	
three-dimensional	forms	and	plotted	on	"standard"	MRI	structural	images	for	
reference.	The	MRI	images	appear	in	gray	scale,	the	source	components	are	in	the	red-
yellow	color	scale.	

The	plots	of	power	spectra	shown	are	based	on	Fourier	transformations	of	the	discrete	
time-sampled	vectors,	!!!.	All	20	group-level	component	images	and	their	associated	
plots	are	presented	in	Appendix	B.	

Group-level	Results—Overview	
There	were	N=20	components,	ŝj	(j=1,	2,	…,20),	estimated	during	the	independent	

component	analysis	procedure.	Components	1	and	3	were	noted	as	likely	being	noise-
related	(see	Figure	8	and		Figure	9).	Both	components	show	activated	voxels		that	
partially	encircle	the	brain,	which	is	typically	a	result	of	patient	movement	and	not	true	
functional	activation.	Figure	8	shows	Component	1;	the	red	and	yellow	squares	(two-
dimensional	images	of	voxels)	show	the	spatial	mapping	of	the	active	voxels	in	this	
component.	The	side	view	on	the	left	and	the	overhead	view	on	the	right	show	an	arc	of	
activated	voxels	that	partially	encircles	the	brain.	True	activations	of	signal	sources	
typically	appear	in	clumps	in	one	or	more	confined	areas.	
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The	independent	component	estimation	successfully	extracted	this	movement-related	

noise	into	separate	components	distinct	from	viable	networks.	Further,	it	directed	noise	

affecting	voxels	on	the	right	side	of	subjects'	brains	into	Component	1	as	shown	in	

Figure	8	and	movement	noise	on	the	left	side	of	the	brain	into	Component	3,	as	shown	

in	Figure	9.		

Figure	9	Three	orthographic	views	of	Component	3	

The	spectral	graphs	of	components	are	essentially	histograms	of	the	Fourier	

transformations	of	the	!!!,	the	component	activations.	They	show	the	distribution	of	
signal	frequencies	across	time.	Resting	state	signal	frequencies	are	typically	in	the	

Figure	8	Three	orthographic	views	of	Component	1	

From	the	left	is	a	sagittal	(side),	coronal	(facing),	and	axial	(overhead)	view,	respectively.	

Colored	squares	are	areas	of	active	voxels	in	this	component.	The	yellow	squares	are	

where	the	greatest	signal	intensity	levels	were	found.	

Images	from	left	to	right	show	views	of	the	brain	from	the	right	side,	from	behind,	and	

from	above,	respectively.	The	wide	swath	of	active	voxels	across	the	left	side	of	the	brain	

is	typical	of	patient	movement-related	noise.	
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range	of	0.01-0.1	Hz	(cycles	per	second),	so	signals	outside	of	this	range	may	be	filtered	

out	to	improve	the	signal	to	noise	ratio.	A	clear	signal	will	transmit	most	of	its	signal	

within	a	narrow	range	of	frequencies,	concentrated	at	the	mean.	Component	6,	

presented	in	Figure	10	shows	an	example	of	this.		

Figure	10	Spectral	plot	of	Component	6	

	

	

The	spectral	plot	of	Component	2,	however,	(shown	in	Figure	11),	Component	4,	and	

Component	5	are	bi-	or	multi-modal,	with	more	than	one	peak	level	of	activation.	This	

suggests	that	these	three	components	may	represent	or	be	conflated	by	noise	or	signal	

interference.		

This	figure,	related	to	!!!!,	shows	a	reasonably	clean	signal	with	a	mean	frequency	just	

over	0.01	Hz.	
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Figure	11	Spectral	plot	of	Component	2	

	 	 		

	

From	the	orthographic	images	of	Component	2	(refer	to	Figure	12)	and	Component	5	

(see	Figure	13),	i.e.,	ŝ2		and	ŝ5,	it	does	not	appear	that	these	components	are	noise-

dominated,	but	neither	do	they	reflect	signals	originating	in	neural	structures	(gray	

matter).	The	areas	in	which	the	active	voxels	appear	are	mostly	within	the	ventricles	of	

the	brain,	areas	within	the	brain	in	which	cerebral	spinal	fluid	circulates	and	areas	

through	which	larger	blood	vessels	of	the	brain	pass.	Cerebrospinal	fluid	(CSF)	

surrounds	the	brain	and	the	spinal	column	providing	both	mechanical	and	biological	

protection	to	the	neural	structures.	This	fluid	is	not	static,	but	pulsates	as	it	is	pumped	

through	the	spinal	column	and	cranial	cavity,	similar	to	the	movement	of	blood	through	

the	vascular	system.	In	fact,	if	a	subject's	heart	rate	is	60	beats	per	minute,	that	

represents	a	frequency	of	0.0167,	which	is	well	within	the	range	of	expected	signals	

from	the	fMRI	scan.	

This	shows	a	noisy	signal.	This	may	reflect	noise	or	interference	from	other	signals.	
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Figure	12	Three	orthographic	views	of	Component	2	

	

	

Figure	13	Three	orthographic	views	of	Component	5	

	

Views	shown	are	sagittal	(from	the	right	side),	coronal,	(from	behind),	and	axial	(overhead),	

respectively.	

	Component	4	may	not	be	obviously	noise-dominated;	however,	the	sagittal	view	of	the	

orthographic	images	(the	leftmost	image)	does	suggest	that	this	component	could	be	

dominated	by	movement-related	noise	because	of	the	way	the	active	voxels	follow	the	

curve	where	the	skull	and	brain	meet	and	is	not	from	a	more	cohesive	clump	of	voxels	

within	the	brain.		

Views	shown	are	sagittal	(from	the	right	side),	coronal,	(facing),	and	axial	(overhead),	

respectively.	
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Figure	14	Component	4	

	
	Figure	shows	a	signal	that	is	likely	related	to	non-neural	function.	Views	shown	are	sagittal	

(from	the	right	side),	coronal,	(from	behind),	and	axial	(overhead),	respectively.	

The	spectral	plots,	which	reflect	the	activation	time	courses,	!j!,	provide	an	important	
clue	to	the	sources	of	signals	revealed	in	their	paired	spatial	component,	ŝj.	The	

information	given	by	each	are	complementary	and	are	frequently	appropriate	to	

consider	in	tandem.		

Group-level	Results—Basal	Ganglia	I	
The	basal	ganglia	region-of-interest	test	first	considered	the	spatial	correlation	between	

the	active	voxels	in	each	component,	ŝj,	and	the	voxels	that	are	located	in	areas	within	

the	basal	ganglia	template.	The	correlations	of	these	components	are	indicated	in	

Appendix	D.	

The	degree	of	spatial	correlation	between	the	voxels	of	the	components	and	voxels	

within	the	basal	ganglia	template	was	small:	component	15,	which	was	shown	to	have	

the	highest	correlation,	had	a	correlation	of	just	0.038.	Component	11	had	a	correlation	

of	0.014;	the	remaining	components'	correlations,	including	Component	13,	were	less	

than	0.01.		
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Figure	15	Component	15	

	

One	of	the	components	indicated	as	being	correlated	to	the	basal	ganglia.	Views	shown	are	

sagittal	(from	the	right	side),	coronal,	(facing),	and	axial	(overhead),	respectively.	

Group-level	Results—Basal	Ganglia	II	
In	addition	to	identifying	components	using	a	specific	ROI,	each	component	was	

matched	with	one	of	the	brain	networks,	based	on	the	correlation	between	its	spatial	

maps	and	the	brain	regions	defined	by	a	standard	atlas.	Refer	to	Figure	7	for	an	example	

of	a	basal	ganglia	atlas	and	to	Appendix	A	for	examples	of	other	known	brain	network	

maps.	The	regions	assigned	to	each	of	the	20	components	are	presented	in	Appendix	G.	

By	this	analysis,	only	one	component,	number	13,	was	considered	likely	to	be	related	to	

the	basal	ganglia;	however,	the	correlation	in	this	assessment	was	only	0.091.		

Appendix	B	Images	of	the	20	Estimated	Components	
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Figure	16	Component	13		

	

The	amount	of	correlation	reported	between	the	components	and	the	networks	they	

were	mapped	to	was	low,	which	suggests	either	that	the	amount	of	overlap	between	the	

components	and	their	respective	templates	was	modest	or	the	sample	size	was	

inadequate.	Among	the	components,	only	four	had	correlations	with	their	respective	

templates	above	0.20:	Components	9,	1,	11,	and	8.	Refer	to	Appendix	G	for	details.		

There	were	four	networks	in	the	atlas	templates	used	by	the	software	application	that	

were	not	assigned	to	any	of	the	components:	those	related	to	vision,	visuospatial	

processing,	language,	and	hearing	all	of	which	are	functional	areas	that	would	not	be	

expected	to	be	active	during	a	resting-state	study.		

Subject-level	Results	

Histograms	of	the	subject-level	components'	activation	levels,	ŝij,	revealed	small	or	

slight	differences	in	peak	values	in	about	half	of	the	components.	In	all	of	these,	the	

histograms	of	the	Parkinson's	disease	study	group	had	higher	mean	peaks	than	the	

control	subjects.			

Appendix	B	Images	of	the	20	Estimated	Components	

 52 

 
 
  

COMP 13

The	component	which	was	labeled	as	most	correlated	to	the	basal	ganglia	in	the	

component	labeling	function	of	GIFT.	Views	shown	are	sagittal	(from	the	right	side),	

coronal,	(from	behind),	and	axial	(overhead),	respectively.	
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Differences	between	the	groups'	activations	were	small	enough	that	they	could	be	due		

to	chance;	however,	in	all	cases	the	taller	histogram	was	that	of	the	study	group.	This	

would	suggest	a	small,	but	systematic	difference	between	the	study	groups.	

As	shown	in	Table	1,	there	were	significant	differences	between	the	groups	in	both	age	

and	sex.	There	is	a	known	association	between	age	and	changes	in	cognitive	function;	

the	differences	between	the	study	groups'	histograms	may	be	a	reflection	of	this.	The	

histograms	are	shown	in	Appendix	F.	

Primary	Endpoint	

Differences	in	voxel	activity	levels	between	the	two	study	groups	were	assessed	using	a	

voxel-wise	generalized	linear	regression	with	voxel	activation	level	as	the	outcome	and	

the	number	of	months	since	diagnosis	(as	a	proxy	for	severity)	as	the	predictor,	

adjusting	for	age	and	sex.		

The	regression	models	were	fitted	using	the	following	equation:		

ŝj(k)=Months	since	diagnosis+Sex+Age+ϵ,	

for	component	j,	where	k=1,	2	,…,	190,446	and	ŝj(k)	is	the	kth	active	voxel	in	component	
j.	

After	each	regression	model	was	fitted	for	each	voxel,	we	recorded	the	p-values	of	the	

coefficients	on	the	"months	since	diagnosis"	variable	to	create	a	"p	value	map"	of	a	

model	brain	for	each	component.	This	would	give	a	brain	map	of	voxels	that	were	

significantly	affected	by	the	presence	of	the	disease	and	its	longevity.	(Each	component	

image	would	be	like	those	seen	in	the	above	figures,	but	instead	of	a	map	of	activation	

levels,	it	would	show	a	map	of	statistically	significant	regression	model	coefficients.)	

However,	the	regression	models	did	not	show	a	significant	effect	of	disease	status	on	

the	voxel	activation	levels.	After	correcting	for	multiple	comparisons,	the	FDR3-

																																																								

3	False	discovery	rate,	for	details	see	Benjamini	&	Hochberg	(1995)	
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corrected	p	values	were	not	significant.	Refer	to	Appendix	C	for	regression	model	

output.	In	addition,	the	fit	of	the	regression	models	was	poor.	Model	output	from	

random	samples	of	voxels	showed	that	model	fit	was	non-significant	and	adjusted	R-

squared	values	were	exceedingly	low,	frequently	negative.		

	There	did	not	appear	to	be	any	systematic	differences	in	the	activation	levels	between	

the	study	groups	for	any	of	the	components,	after	adjusting	for	sex	and	age	and	

correcting	for	multiple	comparisons.	Summary	statistics	of	the	adjusted	p	values	on	the	

regression	coefficients	are	presented	in	Appendix	C.	

Discussion	

Analysis	Results	

The	primary	aim	of	this	study	was	to	determine	if	component	sources	estimated	with	

ICA	would	demonstrate	differences	in	functional	MRI	activation	levels	and,	if	so,	could	

they	be	used	to	differentiate	subjects	with	Parkinson's	disease	from	control	subjects.	

We	performed	linear	regressions	using	voxel	activation	level	as	the	dependent	variable	

and	disease	status	as	the	predictor	of	interest,	adjusting	for	sex	and	age.		

The	regression	equations	were	fitted	across	all	components,	using	each	active	voxel	as	

the	dependent	variable.	The	unadjusted	significance	level	of	the	coefficient	on	each	

voxel	was	retained	after	its	regression	was	run.	The	number	of		regressions	in	which	

the	coefficient	was	nominally	significant	(≤0.05)	was	no	greater	than	would	be	expected	

by	chance.	In	none	of	the	20	estimated	components	did	the	proportion	of	significant	p-

values	on	the	voxels'	regression	coefficients	approach	0.10.	After	adjusting	for	multiple	

comparisons,	only	two	components	were	left	with	any	statistically	significant	

regression	coefficients.		

The	results	of	the	ROI	analyses	were	contradictory.	In	the	first	ROI	analysis,	component	

15	was	reported	as	the	component	that	was	most	highly	correlated	with	the	basal	

ganglia,	although	its	correlation	was	only	0.038.	Other	than	component	11,	the	

remaining	components'	correlations	with	the	basal	ganglia	were	less	than	0.01.	
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Component	13	was	the	least	correlated	to	the	basal	ganglia,	with	a	reported	correlation	

of	0.000173	(result	not	presented).	

	In	the	second	analysis,	in	which	all	components	were	labeled	with	the	network	they	

were	most	correlated	with,	component	13	was	the	only	component	given	the	label	of	

"basal	ganglia,"	even	though	the	reported	correlation	was	low,	at	0.091,	there	was	no	

other	network	that	this	component	was	more	closely	correlated	with.		

While	not	definitive,	manually	matching	the	components	using	the	network	maps	

presented	in	Appendix	A,	showed	component	13	as	most	closely	overlapping	with	the	

basal	ganglia	map,	compared	to	the	other	networks	shown.			

Study	Limitations		

Identification	of	the	basal	ganglia,	as	the	target	region	of	interest	was	inconsistent	

within	the	GIFT	application,	as	there	was	no	single	component	which	appeared	to	be	

clearly	related	to	the	structures	within	the	basal	ganglia.	This	was	disappointing	and	we	

were	unable	to	draw	any	conclusion	on	the	effects	of	Parkinson's	disease	on	the	

functional	images	of	the	subjects	within	our	study.	

Estimating	subject-level	data	from	group-level	independent	components	is	currently	

regarded	as	an	appropriate	method	for	performing	study	group	comparisons	with	

independent	components.	However,	it	is	unknown	to	what	extent	subject-level	

variability	is	preserved	(or	restored)	within	subject-level	components	versus	the	extent	

to	which	it	is	dampened	by	the	strength	of	the	group-averaged	components	used	to	

estimate	them.	It	seems	possible	that	individual	differences	are	more	relevant	than	

averaged	group-level	differences.	However,	it	is	not	possible	to	compare	components	

estimated	using	independent	component	analysis	on	the	data	from	single	subjects	

because	of	the	stochastic	nature	of	the	estimation	procedure.		

We	discovered	that	ROI	analyses	within	GIFT	needed	to	be	performed	with	some	

degree	of	caution.	In	this	study,	different	approaches	reached	very	different	

conclusions,	even	though	spatial	correlation	was	used	as	the	metric.	



	

	 	 	 45	

Conclusion	

Functional	MRI	data	can	provide	insight	into	human	cognitive	processes	and	is	

potentially	a	very	rich	source	of	data.	Although	independent	component	analysis	is	

useful	as	a	method	for	making	such	complex	data	more	manageable,	in	analyses	that	

compare	subject-level	or	group-level	differences,	independent	component	analysis	can	

only	be	used	as	the	first	step,	although	it	can	provide	valuable	information	as	a	starting	

point	for	further,	more	in-depth	analyses.		
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Appendix	A	Mapped	Resting-State	Brain	Regions	

Figure S2. Fourteen intrinsic connectivity networks identified in resting-state data by group ICA. This figure shows 
the ROIs contained within each ICN. (A) Auditory, (B) Basal Ganglia, (C) Posterior Cingulate Cortex (PCC)/Medial 
Prefrontal Cortex (MPFC), (D) Secondary Visual Cortex (V2), (E) Language, (F) Left Dorsolateral Prefrontal Cortex 
(DLPFC)/Left Parietal Lobe, (G) Sensorimotor, (H) Posterior Insula, (I) Precuneus, (J) Primary Visual Cortex (V1), (K) 
Right Dorsolateral Prefrontal Cortex (DLPFC)/Right Parietal Lobe, (L) Insula/Dorsal Anterior Cingulate Cortex (dACC), 
(M) Retrosplenial Cortex (RSC)/Medial Temporal Lobe (MTL), (N) Intraparietal Sulcus (IPS)/Frontal Eye Field (FEF). 

Figure	appears	as	supplemental	material	in:		Shirer,	W.	R,	S	Ryali,	E	Rykhlevskaia,	V	Menon,	and	M.	D	Greicius.	2012.	

“Decoding	Subject-Driven	Cognitive	States	with	Whole-Brain	Connectivity	Patterns,”	Cerebral	Cortex	22,	22	(1):	158–65;	

used	by	permission	of	Oxford	University	Press.	Shown	with	original	caption	from	source.	
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Appendix	B	Images	of	the	20	Estimated	Components	

Component	Images—Key	
 
 

 
 
 
 
	

Component Number (j) 

Orthographic	Image	

Internal	view	of	component's	

spatial	map,	ŝj,	at	a	selected	

location	with	peak	activation.	

Spatial	(x,	y,	z)	coordinates	of	the	

central	voxel	are	given.	Views	are,	

from	left	to	right:	sagittal	(side	

view),	coronal	(facing),	and	axial	

(overhead).	Color	bar	shows	range	

of	t	scores	

Power	spectral	density	plot:	

Shows	a	measure	of	power	by	

frequency	of	the	time-sampled	

signals.	Gives	an	indication	of	how	

"clean"	the	signal	is	by	showing	

the	range	and	proportion	of	

frequencies	in	each	component.	An	

ideal	signal	would	show	a	narrow	

spike	of	energy	at	its	mean	

frequency.	

Activation	Time	Course,	âj+		

Shows	the	activation	of	each	

group-level	component	as	the	

average		across	all	subjects:	

!!!! =
∑ !!!"!!
!!!
! .	Can	give	an	indication	

of	movement	noise	as	seen	in	an	

abrupt	change	in	the	waveform,	

e.g.		

Rendered	Image	

Spatial	map,	ŝj	as	it	would	appear	in	a	
3-D	model	of	a	brain.	Six	different	
views	are	shown,	arranged	as	
indicated	below:	

From	
below	

From	
above	

Right	
side	

Left	
side	

Facing	
From	
behind	
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Appendix	C		Summary	Statistics	of	Regression	Model	P	Values	

False	Discovery	Rate-adjusted	p	values	of	the	coefficients	on	the	"months	since	
diagnosis"	variable	in	the	voxel-wise	regression	models.	Histograms	of	regression	
output	from	a	few	sample	components	follow.	

Comp	#	(j)	 Minimum	 1st	Qtr	 Median	 Mean	 3rd	Qtr	 Maximum	

1	 0.185	 0.846	 0.928	 0.893	 0.971	 1.000	

2	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	

3	 0.092	 0.740	 0.869	 0.822	 0.950	 1.000	

4	 0.265	 0.897	 0.953	 0.932	 0.982	 1.000	

5	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	

6	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	

7	 1.000	 1.000	 1.000	 1.000	 1.000	 1.000	

8	 0.103	 0.906	 0.955	 0.933	 0.981	 1.000	

9	 0.086	 0.974	 0.986	 0.978	 0.996	 1.000	

10	 0.061	 0.933	 0.970	 0.951	 0.988	 1.000	

11	 0.051	 0.863	 0.930	 0.903	 0.975	 1.000	

12	 0.549	 1.000	 1.000	 1.000	 1.000	 1.000	

13	 0.352	 0.904	 0.953	 0.931	 0.983	 1.000	

14	 0.027	 0.904	 0.953	 0.931	 0.981	 1.000	

15	 0.442	 0.998	 0.999	 0.998	 1.000	 1.000	

16	 0.403	 0.888	 0.946	 0.919	 0.980	 1.000	

17	 0.986	 0.998	 0.998	 0.998	 1.000	 1.000	

18	 0.374	 0.974	 0.988	 0.979	 0.997	 1.000	

19	 0.189	 0.843	 0.924	 0.891	 0.969	 1.000	

20	 0.050	 0.918	 0.963	 0.942	 0.988	 1.000	
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Histograms	of	unadjusted	and	FDR-adjusted	p	values	from	regression	model	coefficients	of	
two	sample	components	
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Appendix	D	Table	of	Study	Results	

Summary	of	Component-Related	Results	

#	

Image	Concerns	

Differences

between	

Groups		 Overlap	with	Areas	in	the	Basal	Ganglia		

Possible	

Noise	

Spectral	

Analysis	

Issues	

Histograms	

Differ	

Max	Active	

Voxel				

(rank/t	stat)	

Correlation	

(rank/corr)	

Component	

Labeler	

1	 Movement	 	 X	 9	/	3.01	 	 	

2	 	 Interference	 	 2	/	4.55	 	 	

3	 Movement	 	 	 	 	 	

4	 Movement	 Interference	 	 	 	 	

5	 	 Interference	 	 4	/	4.16	 	 	

6	 	 	 X	 5	/	5.25	 	 	

7	 	 	 X	 6	/	3.23	 	 	

8	 	 	 	 	 	 	

9	 	 	 X	 	 4	/	0.007	 	

10	 	 	 	 	 	 	

11	 	 Possible	 	 	 2	/	0.014	 	

12	 	 	 X	 	 5	/	0.006	 	

13	 	 	 	 1	/	4.63	 	 Corr:	0.091	

14	 	 	 	 	 7	/	0.005	 	

15	 	 	 X	 3	/	4.43	 1	/	0.038	 	

16	 	 	 X	 	 3	/	0.009	 	

17	 	 	 X	 8	/	3.11	 	 	

18	 	 	 	 	 6	/	0.006	 	

19	 	 	 	 	 	 	

20	 	 	 X	 7	/	3.15	 	 	
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Appendix	E	Derivation	of	the	FastICA	algorithm	

Given	x,	we	want	to	find	a	weight	vector,	w	to	maximize	the	negentropy,		

J(y)∝(E[H(y)]-E[H(ν)])2	

where	y=wTx.	For	both	y	and	ν,	μ=0	and	σ2=1;	this	is	also	subject	to	the	constraint	of	

normalized	variance:	E[H(wTx)2]=||w||2	=1.		The	Karush-Kuhn-Tucker	condition	gives	

the	LaGrangian	equation:		

∇E[H(wTx)]=-λ∇||w|| 

or	

E[xH'(wTx)]+λw=0	

Newton's	iteration	method	to	find	an	approximate	solution	of	f(w)=0,	gives	the	

updating	formula:	w* = !− !(!)
!!(!)		where	f(w)	here	is	=E[xH'(w

Tx)]+λw=0	

!"
!! = E[!!TH′′(!T!)]+ λ	

which	can	be	approximated	as	E[xxT]E[H''(wTx)]+λ.	

Since	the	data	has	been	whitened,	E[xxT]=I	and	this	becomes	

E H!! wTz ! + λ!. 
This	matrix	is	now	diagonal	so	it	can	be	inverted.	Newton's	equation	becomes	

 w* = !− E !H
! !T! + λ!

E H!! !T! + λ 	

to	simplify	this,	both	sides	can	be	multiplied	by	the	negative	of	the	denominator	

 w* = −! E H!! !T! + λ + E[!H′(!T!)]+ λ!]	
 = E[!H′(!T!)]− E H!! !T! !	

after	finding	the	maximal	weight	vector,	w,	renormalize:			

! = w*
w*
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Appendix	F	Histograms	of	Activation	Levels	Between	Study	Groups	
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Appendix	G	Labeled	components	

	

Comp#	 Label	
Max	correlation	
w.r.t	template	

1	 Right	DLPFC	Parietal	(Right	Executive	Control	Network)	 0.2642	
2	 PCC	/	MPFC	(Dorsal	Default	Mode	Network)	 0.1660	
3	 Left	DLPFC	/	Parietal	(Left	Executive	Control	Network)	 0.0643	
4	 Retrosplenial	Cortex	/	Medial	Temporal	Lobe	(Ventral	

Default	Mode	Network)	
0.1377	

5	 PCC	/	MPFC	(Dorsal	Default	Mode	Network)	 0.0993	
6	 Right	DLPFC	/	Parietal	(Right	Executive	Control	Network)	 0.0965	
7	 PCC	/	MPFC	(Dorsal	Default	Mode	Network)	 0.1029	
8	 Retrosplenial	Cortex	/	Medial	Temporal	Lobe	(Ventral	

Default	Mode	Network)	
0.2042	

9	 PCC	/	MPFC	(Dorsal	Default	Mode	Network)	 0.3830	
10	 Retrosplenial	Cortex	/	Medial	Temporal	Lobe	(Ventral	

Default	Mode	Network)	
0.1862	

11	 Precuneus	Network	 0.2559	
12	 Retrosplenial	Cortex	/	Medial	Temporal	Lobe	(Ventral	

Default	Mode	Network)	
0.1469	

13	 Basal	Ganglia	Network	 0.0905	
14	 Posterior	Insula	(Posterior	Salience	Network)	 0.1376	
15	 Right	DLPFC	/	Parietal	(Right	Executive	Control	Network)	 0.1232	
16	 PCC	/	MPFC	(Dorsal	Default	Mode	Network)	 0.1901	
17	 Left	DLPFC	/	Parietal	(Left	Executive	Control	Network)	 0.1757	
18	 Anterior	Insula	/	Dorsal	ACC	(Anterior	Salience	Network)	 -0.0992	
19	 Sensorimotor	Network	 0.1579	
20	 Right	DLPFC	/	Parietal	(Right	Executive	Control	Network)	 0.1641	

The	row	shading	reflects	the	amount	of	correlation	between	the	component	and	the	
respective	brain	region:	blue	shading:	correlation	≥	0.1;	darker	blue	shading	indicates	
correlation	≥	0.2.	Component	13	was	mapped	to	the	basal	ganglia,	although	with	
correlation	<	0.1.		

.
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