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Abstract— A detailed analysis of wireless-coupled oscillator 

systems under the effect of an injection-locking signal is presented. 
The injection source of high spectral purity is introduced at a 
single node and enables a reduction of the phase-noise spectral 
density. Under this injection source, the behavior of the coupled 
system is qualitatively different from the one obtained in free-
running conditions. Two cases are considered: bilateral 
synchronization, in which an independent source is connected to a 
particular system oscillator, coupled to the other oscillator 
elements, and unilateral synchronization, in which one of these 
elements is replaced by an independent source that cannot be 
influenced by the rest. The two cases are illustrated through the 
analysis of a wireless-coupled system with a star topology, such 
that the injection signal is introduced at the central node. The 
investigation involves an insightful analytical calculation of the 
coexisting steady-state solutions, as well as a determination of their 
stability and bifurcation properties and phase noise. The injection 
signal stabilizes the system in a large and continuous distance 
interval, enabling a more robust operation than in autonomous 
(non-injected) conditions.  A coupled system operating at 2.45 GHz 
has been manufactured and experimentally characterized, 
obtaining very good agreement between simulations and 
measurements. 
 

Index Terms — Injection locking, phase noise, stability, 
wireless-coupled oscillators. 

 

I. INTRODUCTION 

YNCHRONIZATION is an essential requirement in sensor 
networks, multiple-input multiple output (MIMO) antenna 

systems, measurement systems, and other [1]-[10]. In sensor 
networks, this synchronization enables cooperative 
transmissions, data-fusion of time-sensitive measurements or 
moving object tracking. When using packets carrying time 
stamps [1] random delays may occur in the construction and 
processing of the packet. An alternative methodology [1]-[12] 
would rely on the wireless coupling of the oscillators in the 
network nodes. There are two different coupling methods: 
through pulses [6], [8]-[9] and through a continuous phase 
locking of the oscillator signals [1], [10]-[12]. The pulse 
coupling is achieved transmitting a pulse and detecting its 
arrival time, which involves a fast time scale, associated to the 
short-duration pulse, and a slow one, associated to the evolution 
of the oscillator phase. The system is analyzed in terms of maps, 
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using discrete-time models [3]. In phase coupling [1], [10]-[12] 
the oscillator nodes transmit and receive continuously, so 
continuous models are used, enabling a more detailed 
comprehension of the system behavior. In the limit of weak 
coupling, the two methodologies exhibit substantial analogies, 
as demonstrated in [5], [13]. 

One should emphasize that the behavior of the wireless-
coupled system [14]-[15] is qualitatively very different from the 
one obtained in coupled-oscillator systems for beam steering 
applications [16]-[24]. In the beam-steering arrays, the 
oscillators are coupled through circuits, usually composed by a 
transmission line bounded by resistors [16]-[19]. In the wireless 
case [14]-[15], the coupling coefficients depend on the antenna 
gain and propagation effects. When modifying the distance 
between the oscillator elements, they undergo significant 
amplitude and phase variations, with a strong impact on the 
system solution pattern and stability properties. 

Most previous works on wireless coupled oscillators [1]-[13], 
rely on simplified mathematical models [2]-[3], with the 
oscillator circuits represented in terms of phase variables, and 
the coupling terms consisting of constant scalar coefficients and 
time delays. In the recent works [14]-[15] a detailed 
formulation is presented for wireless coupled-oscillator systems 
in free-running (or autonomous) conditions, which enables the 
investigation of all the basic configurations [15] used in sensor 
networks [3], [7]-[8]. The formulation in [14]-[15] is based on 
a realistic description of the coupled system, such that the 
oscillator elements are represented with accurate models, 
extracted from harmonic-balance (HB) and the coupling effects 
are thoroughly described in terms of the operation frequency, 
distance and antenna gain. As stated, the analysis of [14]-[15] 
is limited to coupled systems in which none of the oscillator 
components is subject to an injection-locking source, as widely 
considered in previous research on distributed synchronization 
of sensor networks. However, the works [25]-[27] address 
coupled systems with a reference timing signal, introduced into 
one or more oscillator elements, which can be easily done 
through injection locking or phase locking. A reference signal 
with a high spectral purity will reduce the phase noise in all the 
system oscillators, due to the wireless coupling. Despite the 
need for a low phase noise in most practical applications, there 
is little information on the performance of the wireless-coupled 
system under an injection signal. The investigation of this 
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performance is the focus of this work, which will address the 
system steady-state solutions and solution curves, as well as 
their stability properties and phase noise. 

The investigation will be based on a formulation of the 
coupled system using realistic models for the oscillator 
elements extracted from HB. The system will be analytically 
resolved, deriving closed-form expressions. This will enable a 
valuable insight into the impact of the particular oscillator 
design and propagation effects on the solution pattern versus 
the distance between the oscillator elements and other 
parameters.  Two cases are considered. The first one, here 
denoted as “bilateral injection”, is a coupled system in which 
one of the oscillator elements is injection-locked by an 
independent source. The second case, denoted as “unilateral 
injection”, is a coupled system in which one of the oscillator 
elements is replaced by an independent source that cannot be 
influenced by the rest.  

The bilateral injection is of interest in networks of arbitrary 
topology, since it minimizes the degradation in the system 
symmetry. As will be shown, when increasing the amplitude of 
the injection source from zero value, distinct synchronization 
intervals arise about the particular distance values at which the 
free-running frequency of the coupled system agrees with that 
of the injection source. As the source amplitude increases, a 
value is reached, such that stable operation is obtained for all 
the distance values up to a certain maximum. This is a 
fundamental difference with respect to the behavior in free-
running conditions [15], i.e., in the absence of the 
synchronizing source [14]-[15], in which stable and unstable 
intervals alternate. The stable operation in a large and 
continuous distance range enhances the system robustness and 
facilitates its practical application. In the unilateral case, the 
central oscillator is replaced with an independent source. In a 
manner similar to the bilateral case, the synchronized behavior 
is maintained only up to a maximum distance value, though the 
variation of the oscillation amplitude versus the distance is 
qualitatively different in the two cases.  

The paper is organized as follows. Section II presents the 
investigation of the bilateral case, including stability and phase 
noise. Section III describes the analysis of the unilateral case, 
also including stability and phase-noise properties.   

II. BILATERAL INJECTION 

The investigation will be illustrated through its application 
to a system with a star topology. Nevertheless, it can easily be 
extended to an arbitrary symmetric topology, as described in 
subsection B. In the arbitrary case, an analogous analysis should 
be applied to each oscillation mode (resulting from the system 
symmetry [14]-[15]), which would complicate the study 
without adding any additional insight.  

Let a system of M wireless coupled oscillators with a star 
topology be considered [Fig. 1(a)]. The central node is coupled 
to the surrounding M1 oscillators (at a distance d from the 
central one) and each of these oscillators is coupled to the 
central one only. This central oscillator will also be injection 
locked by an independent source at the frequency s, with a 
small current amplitude Ig [Fig. 1(b)]. 

 
Fig. 1. Star topology. (a) Coupled network. (b) Schematic of the individual 
oscillator. For better insight, the injection signal is introduced at the output port, 
which enables a simpler formulation. The input resistor corresponds to the input 
impedance of a spectrum analyzer (c) Prototype built on Rogers 4003C. 

A. Steady-state solution 

Assuming a synchronized solution at the injection-source 
frequency s, the network in Fig. 1(a) is governed by the 
following system of steady-state equations:  
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where V1 is the oscillation amplitude at the central element, the 
phase origin is taken at the central oscillator and V2 and 2 are 
the amplitude and phase at the rest of oscillator elements, 
assumed equal. The whole system operates at the frequency of 
the injection-locking source s. The central oscillator exhibits 
a phase shift  ̶ g with respect to this injection source. The 
function Y is the current-to-voltage ratio of each oscillator, seen 
from the coupling node, and CL is the complex coupling 
coefficient, depending on the antenna gain and propagation 
effects, with admittance dimension. As derived in [15], [28], the 
coefficient CL is given by: 
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where Gtot is the product of the two antenna gains, Rr the 
radiation resistance, c the speed of light and d the distance to 
the central oscillator. Note that the wrapped phase is periodic 
with the period d = , which will have an impact on the shape 
of solution curves versus d, exhibiting a tendency to periodicity.  

The crucial difference between (1) and the analyses in [14]-
[15] is the presence of the injection-locking source at the 
central-node oscillator, which, as will be shown, will enable a 
reduction of the system phase-noise spectral density and a 
continuous distance interval with stable behavior. The central 
oscillator must respond to two distinct types of injection 
signals: the low-amplitude signal from the independent source 
and the coupling signals from the rest of oscillator elements. 
Due to the low injection amplitude Ig and the attenuation 
resulting from the propagation loss, the oscillator elements 
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(assumed equal) will only undergo small deviations with 
respect to their original free-running solution, when isolated 
form the rest. The free-running amplitude and frequency are Vo 
and o, respectively. Thus, it will be possible to perform a first-
order Taylor series expansion of the admittance function 

( , )sY V   in (1) about the free-running point (Vo, o) [20]-[22]. 

Splitting the resulting complex equations into real and 
imaginary parts, one obtains:  

'
1 1 2 'cos( ) cos( ) 0gr r

v s g
o

I
H Y V Y A

V                 (3a) 

'
2 1 2 'sin( ) sin( ) 0gi i

v s g
o

I
H Y V Y A

V                     (3b) 

''
3 2 2 cos( ) 0r r

v sH Y V Y A                                    (3c) 

''
4 2 2 sin( ) 0i i

v sH Y V Y A                                      (3d) 

where the second-order terms have been neglected and the 
following variables have been defined: 
A’ = (M1)A, '

2 2     and ''
2 2     . The subscript 

indicates the variable with respect to which each derivative is 
calculated and the superscript indicates real or imaginary part. 
The increments are V1 = V1-Vo, V2 = V2-Vo, s = s-o. 
Note that system (3) is nonlinear in the two phases 2 and g. 

The derivatives Yv, Y only depend on the particular design 
of the original free-running oscillator. They are calculated by 
introducing an auxiliary generator (AG) in the HB simulator 
and applying finite differences [20], [29]. The AG is a voltage 
generator operating at the unknown oscillation frequency , 
with the amplitude V. It is connected in series with an ideal 
bandpass filter at  and introduced in parallel at a circuit node. 
The AG musts fulfill the steady-state oscillation condition, 
Y(Vo,o) = 0, where Y is the ratio between the AG current and 
voltage. Once this condition is fulfilled, the node amplitude at 
the fundamental frequency o will agree with Vo. 

To extract the oscillator model, the AG will be introduced in 
parallel at the node where the oscillator circuit is connected to 
the antenna. Using (Vo,o) as quiescent point, the amplitude 
derivative Yv is obtained by setting the AG amplitude to Vo+V, 
while its frequency is kept at o. Then, a circuit-level HB 
simulation is carried out, considering the whole circuit, with all 
its parasitics, and harmonic terms. The derivative Yv is 
calculated as Yv = Y/V, where Y is the value of the admittance 
function after the application of V. The frequency derivative 
Y is obtained by setting the AG frequency to o+, while its 
amplitude is kept at Vo. The derivative Y is calculated as 
Y = Y/, where Y is the value of the admittance function after 
the application of . 

For a given frequency of the synchronizing source, s is 
known in (3). In these conditions, system (3) can be solved 
analytically. Squaring equations (3c) and (3d) and adding the 
results, one obtains: 

2 22 2 2
2 22v v s sY V P V Y A                  (4) 
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cosr r i i
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The angle v v      is the difference between the phase 

  of Y and the phase v  of Yv. Then it is possible to solve for 

2V  in terms of s, which provides: 
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To obtain real solutions for 2V  the radicand must be 

positive. This radicand increases with the magnitude of the 
coupling admittance A and decreases with the shift | |s with 

respect to o  and the oscillator quality factor (leading to a 

higher Y ). On the other hand, 2V  can be negative since it is 

the amplitude deviation with respect to the free-running value. 
Using (3c) and (3d), a distinct phase value ''

2 2      is 

obtained for each 2V . Thus, there are two solutions in terms 

of the pair of variables 2 2,V  . Replacing each solution into 

(3a) and (3b), one can get the remaining variables: 1, gV  . We 

solve first for 1V  by squaring (a) and (b) and adding the 

results, which provides: 
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where the following terms have been introduced: 
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To obtain a real value of 1V  in (7), the following radicand 

must be positive:   
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A comparison of the quantity (9) with the radicand of (6)
evidences the opposed effects of the coupling signals (A’) and 
the independent synchronizing signal (Ig). Under a sufficiently 
small | |s , a high positive value of 2 2( / ) 'g oI V A  ensures 

the existence of steady-state solutions at the source frequency 
s. However, a relatively high value of A’ = (M1)A is required 
to obtain a valid solution from (6), depending on A. Due to the 

negative term 
2 2 2sins vY     in (6) and (9), synchronized 

solutions can only be achieved in a certain interval of s. Note 
that the particular case sin 0v   would correspond to a 

turning-point bifurcation of the individual free-running 
oscillator [30], prior to its introduction into the coupled system. 

From the inspection of (6) and (7), there will be two solutions 
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in terms of 1V  for each solution in terms of 2V  and 2 . The 

phase g corresponding to each 1V  is directly obtained from 

(3a) and (3b). Therefore, for a given distance d, there will be 
four solutions in the central oscillator and two solutions in the 
surrounding oscillators. This agrees with the fact that only the 
central oscillator is connected to the independent synchronizing 
source. As will be shown, the shape of the solution curves 
versus the distance d can be complex since there is a double 
dependence on this distance, in the scalar A (inversely 
proportional to d), and in the propagation phase shift α. 

In order to get some insight into the curve shape, one can 
initially assume a small amplitude Ig of the input generator. In 
these conditions, there will be periodic solutions only in small 
d intervals, located about the particular distance values dop, 
where p = 1 to P, at which the coupled system exhibits a free-
running oscillation (with Ig = 0) at the particular frequency 
deviation s s o     . To obtain these distance values, the 

synchronizing source is eliminated from (3), which provides the 
following free-running system: 

'
1 2'( ) cos ( )r r

v s s sY V Y A                      (10a) 

'
1 2'( ) sin ( )i i

v s s sY V Y A                       (10b) 

''
2 2( ) cos ( )r r

v s s sY V Y A                        (10c) 

''
2 2( )sin ( )i i

v s s sY V Y A                        (10d) 

where the dependence of both ( )sA   and '
2 2 ( )s       

on s s o      is emphasized. The coupled system (10) 

behaves in an autonomous manner, so the synchronized 
frequency s  (and, thus, the deviation s ) is an unknown of 

the problem. System (10) can only be numerically solved, 
which is done in terms of 1 2 2, , , sV V       for each d value. 

From this analysis, one can gather all the distance values dop, 
where p = 1 to P, such that s  agrees with the difference 

between the particular injection frequency s and o.  
In the presence of the synchronizing source, under small 

amplitude Ig, it will be possible to perform a Taylor-series 
expansion of (3) about each free-running solution, given by dop 
and 2p. The linearized system is: 
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  where all the derivatives are calculated at dop and 2p, the 
symbol “” is used to represent increments with respect to the 

free-running solution of the coupled system. Equations (11c) 
and (11d) are used to solve 2  in terms of d , which provides 

a linear relationship 2 ( )opT d d  . The resulting expression 

is replaced in (11a) and (11b), and this leads to:  
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where the following terms have been introduced: 
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Squaring the two equations in (12), one can make cos( )g  

and sin( )g  disappear. The resulting equation is: 

 22 22 2
1 12 /v vQ g oY V P V d Q d I V                  (14) 

where r i
vQ v r v rP Y Q Y Q  . Equation (14) corresponds to an 

ellipse in terms of 1V  and d , centered about opd , ,1o opV V 

, where ,1opV  is the amplitude increment in (10), evaluated at 

opd .  Therefore, under low Ig, synchronization will be obtained 

in a sequence of distance intervals, located about opd . From 

(12) it is derived that, at the limits of these intervals, the phase 

g  fulfils  cos ( ) 0g vd   . 

The analysis method in (3) to (10) has been applied to a 
coupled oscillator system operating at 2.45 GHz. The individual 
oscillator is based on the transistor FET NE3210 and exhibits 
output power about 10 dBm [Fig. 1(b) and Fig. 1(c)]. The 
measurement setup is shown in Fig. 2. Each oscillator is 
connected to an antenna at the output port as shown in Fig. 1 
(c). The peripheral oscillators are connected to directive 
antennas Siretta Oscar 18 which offer a 10 dB gain, and the 
central oscillator (node) is connected to an omnidirectional 
antenna with 5 dB gain. Due to space limitations in the 
laboratory, measurements have been performed for relatively 
small distances d (up to 2.2 m), which require a low antenna 
gain. Thus, suitable attenuators are connected between the 
oscillator output and the antenna, to keep the same EIRP. The 
output amplitudes are measured through the coupled port of a 
directional coupler connected between the antenna and the 
output port. The injection signal is provided by a Rohde & 
Schwarz SMT06 signal generator. For better insight, the 
injection signal is introduced into the central oscillator through 
its output port, which enables a direct application of the 
formulation presented. Introducing this source at a node 
different from the coupling node does not involve any analysis 
difficulties, since this is easily tackled through the methodology 
in [29]. However, the analytical expression would become 
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lengthy and less insightful. The input 50 Ohm resistor in Fig. 
1(b) corresponds to the input impedance of a spectrum analyzer, 
used to easily detect the system status (synchronized or not) 
during each variation of the distance d. 

The number of oscillator elements is M = 4. A small initial 
tuning was carried out, applied separately to each oscillator in 
free-running conditions (isolated from the coupled system). The 
length of the drain stub in Fig. 1(b) was slightly modified to 
obtain the same free-running frequency in all the oscillators. 

Fig. 3 presents the variation of the system oscillation 
frequency (a) and amplitude (b) in free-running conditions, that 
is, in the absence of an input source, obtained by numerically 
solving system (10). In the considered distance range, from 
d = 0.8 m to 1 m, two steady-state solutions (in terms of s and 
the two amplitudes V1 and V2) coexist for each distance value. 
These two coexisting solutions are denoted as Solution 1 and 
Solution 2. The free-running solution of the standalone 
oscillator is indicated in dotted line. The two frequencies at 
which the oscillator will be injection-locked at a later stage are 
marked in dashed line fs1 and fs2 in Fig. 3(a).  

 

 
 

Fig. 2. Measurement setup. Each oscillator is connected to its antenna at the 
output port as shown in Fig. 1 (c). A spectrum analyzer (at the circuit input) is 
used in order to easily detect the system status at every distance variation. The 
output amplitudes are extracted through the coupled port of a directional 
coupler connected between the antenna and the output port. The injection signal 
is provided by a Rohde & Schwarz SMT06 signal generator. 

 

Without an independent synchronization signal, the 
oscillation frequency of the coupled system exhibits minima 
and maxima about the individual-oscillator free-running 
frequency, given by fo = 2.4539 GHz. The two steady-state 

solutions intersect at fo, for which 0s   in (10). As shown 

in Fig. 3(b), the amplitude V2 of each of the two solutions also 
varies about the free-running value Vo  = 1.006 V, whereas the 
amplitude V1 of the first (second) solution exhibits a positive 
(negative) shift with respect to Vo and a less pronounced 
variation with d. From a sufficiently large d, the coupling 
effects will be negligible and the two solutions will merge with 
the one corresponding to an isolated free-running oscillator 
(fo = 2.4539 GHz, Vo  = 1.006 V).  

The results have been compared with those obtained through 
circuit-level HB simulations, represented in solid line, and with 

measurements, superimposed in Fig. 3(a). For the HB 
simulations, two AGs have been used [31]-[33], at the central 
and at the equivalent oscillator that represents any of the rest of 
system oscillators. The number of harmonic components is 
NH = 8. Note that the analytical formulation of the coupled 
system takes the harmonic content of the oscillator elements 
into account. This is because, in the finite-difference calculation 
of Yv and Y, a HB simulation is performed at each increment 
[20]-[22],[29]. As can be seen, the analytical formulation (10) 
exhibits an excellent agreement with the costly HB results. The 
highest discrepancies are obtained at the largest frequency and 
amplitude excursions, in consistency with the fact that (10) is 
based on a first-order approximation. The experimental 
characterization versus the distance d was carried out by 
shifting the oscillators along the white lines shown in Fig. 2. 
Only stable solutions could be measured, and the results are 
superimposed in Fig. 3(a). As shown in the next subsection, 
Solution 2 is entirely unstable and Solution 1 is stable only in 
the intervals with negative slope of the curve in Fig. 3(a).  

 
Fig. 3. Variation of the free-running solution of the star topology in Fig. 1 versus 
the distance d. There are two coexisting solutions (Solution 1 and Solution 2) 
in terms of s, V1 and V2. The free-running solution of the standalone oscillator 
is indicated in dotted line. HB simulations are represented in solid line. The two 
frequencies at which the oscillator will be injection-locked at a later stage are 
marked in dashed line. (a) Oscillation frequency, with measurements 
superimposed in the stable intervals. (b) Oscillation amplitude. 

 

Fig. 4(a) presents the solution curves of the same system 
when introducing an independent synchronizing source into the 
middle oscillator. In this analysis, the source frequency is 
fs = 2.452 GHz and its amplitude is Ig = 1 mA. For relatively 
small Ig, when increasing d, three regions with a distinct 
qualitative behavior are obtained. In the first region one obtains 
closed solution curves above and below the individual-
oscillator free-running amplitude Vo, as shown in the expanded 
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view of Fig. 4(b). As d increases, the curves in Fig. 4(a) merge 
into a single one (second region), shown in Fig. 4(c). Then, 
when further increasing d, they split into two curves with an 
oscillatory pattern (third region), shown in Fig. 4(d). The two 
oscillatory curves merge in a final turning point, which 
determines the maximum distance up to which synchronized 
steady-state solutions are possible. The higher the amplitude Ig, 
the smaller the distance from which the oscillatory pattern is 
obtained. Measurement points are superimposed in Fig. 4(b). 
These measurements were demanding, since stable 
synchronized solutions existed only in the small distance 
intervals corresponding to the upper side of the ellipsoidal curve 
V1 (and its associated V2 section).  

 

Fig. 4. Periodic solution curves of the system in Fig. 2. The source frequency is 
fs = 2.452 GHz and its amplitude is Ig = 1 mA. Associated pairs of V1, V2 exhibit 
the same turning points. (a) Solution curves in the whole distance range. (b) 
First region with closed solution curves above and below the free-running 
frequency. Representative measurement points are superimposed. (b) Second 
region: the curves merge into a single one. (c) Third region: the curves with an 
oscillatory pattern merge in a final turning point. 

 
In agreement with the theoretical results, the closed solution 

curves and the curve maxima are located about the distances dop 
at which the free-running frequency of the system [obtained 
from (10)] agrees with that of the synchronizing source. These 
free-running points are indicated with triangles in Fig. 4(b) and 
are located both above and below the free-running amplitude of 
the elementary oscillator, represented with a horizontal line. 
The solution curves are near-ellipsoidal in the case of the 
amplitude V1 and nearly constant in the case of V2. Associated 
pairs V1, V2 can be distinguished through inspection, as they 
exhibit the same turning points. When reducing Ig, the closed 
curves tend to the ellipses defined by (12).  

The turning points of the solution curves can be obtained 
from the Jacobian of system (3). For compactness, the two 
following vectors are defined: 
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As in any steady-state system [29]-[31], the Jacobian matrix 
of (3) becomes singular at the turning points, which fulfill: 
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The evolution of the above determinant versus the distance d 
is shown in Fig. 5. It passes through zero at all the turning points 
of the solution curves in Fig. 4(a). There are two different 
mechanisms causing these turning points, which are understood 
taking into account that the two equations (6) and (7) must 

provide real values of 2V  and 1V , respectively. The first 

mechanism to obtain a turning point is the zero value of the 
radicand (9). Its zeroes correspond to the turning points of the 
closed solution curves in Fig. 4(b) and Fig. 4(c), which are 
obtained when Ig is small in comparison with A’. As the distance 
d increases, the coupling coefficient A’ becomes smaller, so 
from a certain distance, the radicand (9) is always positive. The 
second mechanism for the occurrence of a turning point is the 
zero value of the radicand in (6), which determines the 
maximum distance (dmax) up to which synchronized steady-state 
solutions are possible. Making the radicand in (6) equal to zero 
and taking into account the definition of A in (2), one obtains: 

max sin
tot

s r s v

c G
d

R Y   



                  (17) 

The above expression does not depend on the input current Ig 
since for large distance d, the decrease of the coupling 
coefficient A’ ensures a positive value of the radicand (9). 
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Nevertheless, one must take into account that under too small 
A’, the coupling might be too weak for a robust operation. From 
inspection of (17), the distance dmax decreases with the 
operation frequency s  and with the deviation with respect to 

the free-running oscillation frequency | |s . It would tend to 

infinite when injecting the system at the precise free-running 
oscillation frequency (s = 0), which is impossible in practice. 
On the other hand, dmax increases with the antenna gain and 
depends on the particular oscillator design through Y  and the 

angle ,v  . In general, a stable individual oscillator design 

fulfils ,sin 0v    [30], so it is not necessary to consider the 

absolute value of this sine function. 
Fig. 6 presents a comparison between the curves obtained 

with the analytical formulation and with costly circuit-level HB 
simulations using two AGs. The HB simulations [Fig. 6(b)] 
were carried out setting the phase origin at one of the AGs and 
considering the AG amplitudes, the phase shift between the 
AGs and the input-source phase as state variables. Due to the 
complexity of the coexistent solution curves (Fig. 4), the only 
way to obtain these curves in HB was using the results of the 
analytical formulation [Fig. 6(a)], as an initial guess. Then, the 
HB solution curves were independently obtained through AG 
optimization and manual parameter switching [33]. 
 

 
Fig. 5. Turning point mechanism. Variation of the determinant in (16) versus 
the distance d between the central oscillator and the peripheral oscillators.  

 
Fig. 6 Comparison of the amplitude curves obtained with the analytical 
formulation and with costly circuit-level HB simulations using two AGs. (a) 
Results of the analytical formulation. (b) HB results using AG optimization and 
manual parameter switching.  

 

The HB simulations were extremely lengthy and demanding. 
This is why only three Ig values and only some solution curves 
are shown in Fig. 6(b). There is a good qualitative agreement, 
though the first-order approximation in (3), neglecting, for 
instance, Vo+V1 in the denominator of the Ig term, leads to 
certain error in the amplitude predictions. This could be easily 
circumvented with a higher-order approach, solving the 
resulting formulation numerically. The error decreases when 
increasing the distance d, since the amplitude deviations 
become smaller (see Fig. 4).  

The spectra measured in the central oscillator and one 
representative peripheral oscillator, for Ig = 2 mA and d = 
0.85 m, are shown in Fig. 7, where they can be compared with 
the analytical and HB-simulation results. A 10 dB coupler has 
been used to extract the output power, what explains the 
difference of about 10 dB with respect to the simulations. No 
spurious components are present. The synchronized steady-
state solution is robust with a high stability margin. 
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Fig. 7. Spectra measured in the central oscillator (a) and one representative 
peripheral oscillator (b), for Ig = 2 mA and d = 0.85 m. The experimental 
spectra can be compared with the analytical and HB results. A 10 dB coupler 
has been used to extract the output power, what explains the level differences. 

B. Generalization to an arbitrary topology 

In case the M1 oscillators are both coupled to the injected 
one (Osc. 1) and among themselves, the system solution curves 
will be qualitatively similar to the ones in Fig. 4. The analysis 
will simplify if the system topology is symmetric and the 
injection-locked oscillator is also symmetrically located with 
respect to the other elements (above or below). Then, the system 
equations are the following: 

2
1 2( , )   ...

 

c

gN

j j
c s c L L

jj
L N g

Y V V e C V C V e

C V e I e

 



    

         (18a) 

   ( , ) cj
s s s L cd

Y V V C V C V e                      (18b) 

where ,c cV  are, respectively, the amplitude and phase of the 

central oscillator (containing the injection source) and ,i iV  , 

with 2 ... i M , are the amplitudes and phases of the rest of 
oscillators, having an arbitrary symmetric topology, such as 
those considered in [14]-[15]. On the other hand,   C  is the 

coupling matrix, which depends on the topology of the 2 to M 
oscillators, sV  is the vector composed by the complex voltages 

of these oscillators at the antenna nodes and  L d
C  is a diagonal 

matrix having equal elements LC .  

In globally-coupled symmetric topologies [14]-[15], the 
matrix  C  is circulant [34]. In the case of M1 oscillators, its 

eigenvalues n and eigenvectors 
,s nV  have the form: 

 2 22 2 2

1 1 1
, 1    

1

TMm m
j j j

o M M M
s m

V
V e e e

M

  
  

 
     

           (19) 

The eigenvalues n depend on the system topology and  
number of elements M1. Taking into account the diagonal 

quality of  L d
C , one can apply the above eigenvalue analysis 

to  (18b), which provides: 

2   ...

 

c c

g cN c

j jr r
v c s L L

jgj
L

o

Y V Y C e C e

I
C e e

V

  


  

  



     

       (20a) 

 ( , 1) cjr r
v p s L LY V Y m M C C e 

                 (20b) 

where ,c pV V  are amplitude increments with respect to Vo of 

the central and peripheral oscillators, respectively, 
( , 1)m Lm M C    is each of M1 eigenvalues of the coupling 

matrix  C , 2 3, ... N    are the phases of the components of (19) 

and second-order terms have been neglected. From inspection 
of (20), one has a system with the same qualitative form as (3). 
At a fixed input frequency s, the complex equation (20b) can 
be solved for ,p cV  . Then, equation (20a) can be solved for 

,c gV  . The procedure is identical to the one applied in (3). 

However, the analysis of (20) requires considering all the 
possible oscillation modes of the coupled system [14]-[15].  

Fig. 8 shows the measured spectra of the peripheral and 
central oscillators when replacing the directive antennas in the 
peripheral oscillators with omnidirectional ones. A stable and 
highly robust behavior is also obtained in this case. 

 
Fig. 8. Spectra measured in the central oscillator (a) and one representative 
peripheral oscillator (b), for Ig = 2 mA and d = 0.85 m, when replacing the 
directive antennas in the peripheral oscillators with omnidirectional ones. 
 

In arbitrary configurations, even if the antenna of the 
oscillator (Osc. 1) injected by the independent source at s 
cannot reach a set of oscillators, a global synchronization of the 
whole system to s is possible. This is because the oscillators 
in shadow are coupled to oscillators that are, in turn, coupled to 
Osc. 1. The behavior is analogous to the one in nearest-neighbor 
coupled oscillators for beam-steering applications [17]-[22], 
where the injection signal is introduced, in most cases, in one 
of the oscillators only. 
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C. Stability  

The stability analysis is essential in the presence of several 
coexistent solutions. A small perturbation is considered, which 
gives rise to small increments in all the oscillator amplitudes 
and phases, represented as , ( )s mV t , , ( )s m t , where m = 1 to 

M. These perturbations will be different in the various oscillator 
elements, so it will not be possible to use the reduced two-
element equivalent system (1) for the stability analysis. The 
same will be true for the noise analysis addressed in the next 
subsection. On the other hand, the perturbed frequency 
becomes js+s [30], [33]. Due to the small value of the 
perturbations, it is possible to perform a first-order Taylor series 
expansion of the coupled system about each steady-state 
solution. The complex-frequency increment s acts like a time 
differentiator, which gives rise to terms of the form 

/m m oj V V    [30], [33]. Thus, one obtains the following LTI 

differential system: 

  

,

,

,

,

,

,

, ,
,

( , )
( )

( , ) ( )

( , ) ( )

1
( ) ( )

s m

s m

s m

js s
s m s

d

j
s s s m s

d
g

js s s
s m

d

s m s m
s m
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V e V t

V
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Y V C jV e t
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V e
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V










 


 
 

 

            
                  
                  
 


 

 0
v




   (21) 

where the subscript d indicates a diagonal matrix, the subscript 
v indicates a column vector and the following matrixes have 
been introduced (21): 

0 00

0 0
[ ] , 0 0 0

0 0
0 0 0

gj j

oj

g

j

I
jAe Ae
V

Ae H
C

Ae

 







 





 
   
                       





   

   




                 

(22) 

The matrix [ / ]gH    accounts for the effect of the 

synchronizing source on the stability properties. One should 
note that the matrix equation (21) is of general application to 
wireless-coupled systems with arbitrary topology, under 
external injection. Splitting (21) into real and imaginary parts, 
one obtains the following compact system, of 2M dimension:  

   

11

1 2
11

( )( )

( )( )
0

( )( )

( )( )

NN

MM

V tV t

V tV t
M M

tt

tt








   
   
   
   

    
   
   
   

     










               (23) 

where the real-element matrixes [M1] and [M2] are directly 
extracted from (21). In fact, it is straightforward to demonstrate 
that the matrix [M2] agrees with the Jacobian in /H X  .  The 
stability is analyzed by calculating the 2M eigenvalues 
associated with system (23).  

 
Fig. 9. Stability analysis for Ig = 2 mA, in the distance interval 0.8 m to 1 m. (a) 
Coexisting steady-state solutions. (b) Stability analysis of Solution 1 (stable). 
The real part of the poles has been represented versus d. (c) Stability analysis 
of Solution 2 (unstable). 

 
In a first investigation, a generator amplitude Ig = 2 mA has 

been considered in the coupled system of Fig. 1. The distance 
interval analyzed is 0.8 m to 1 m. For this Ig value, the solution 
curves are oscillatory, as shown in Fig. 9(a), though the system 
is still far from the final turning point. The four coexisting 
solutions are shown in Fig. 9(a). Each solution has its own 
stability properties, determined by its corresponding 2M = 8 
poles. Unlike the situation in a coupled system in free-running 
conditions [14]-[15], there is no real pole permanently at zero 
for all the d values, since the system is non-autonomous. All the 
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poles of Solution 1, shown in Fig. 9(b), have a negative real 
part, so this solution is stable in the whole distance interval. In 
contrast, Solution 2, 3 and 4 are unstable in the whole interval. 
Therefore, there will be no problems of physical coexistence of 
distinct solutions. As an example, Fig. 9(c) shows the real part 
of the poles of Solution 2. Measurements are superimposed on 
the stable Solution 1. 

The stability properties of the coupled system with an 
injection-locking source have been compared with those in 
free-running conditions. Fig. 10 presents the dominant poles of 
the two free-running solutions coexisting in the distance 
interval 0.8 m to 1 m, shown in Fig. 3. In each case, the real part 
of the poles has been represented versus d. Solution 1 is stable 
only in some distance intervals [Fig. 10(a)], whereas Solution 2 
is always unstable [Fig. 10(b)]. From the comparison of Fig. 
9(b) and Fig. 10(a), the injection-locking source is able to 
stabilize the coupled solution in the whole distance interval, 
enhancing the system robustness. This is a relevant result since 
the main drawback of the wireless-coupled system in free-
running conditions is the alternation of the stable and unstable 
operation intervals [14]-[15].        

The next objective is to analyse the influence of the injection 
amplitude Ig and the antenna gain on the stability properties. 
The input frequency is set to fs = 2.4539 GHz and the distance 
is set to a relatively high value d = 2.5 m, near the operation 
boundaries detected in Fig. 5. Fig. 11 presents the variation of 
the steady-state solutions versus the antenna gain G, for two Ig 
values. Increasing Ig, synchronized solutions are obtained up to 
a higher G value, as can be seen by comparing the results of 
Fig. 11(a), for Ig = 2 mA, and Fig. 11(b), for Ig = 5 mA. Solution 
1 and Solution 2 respectively correspond to the upper and lower 
section of the curve in darker solid line. Solution 3 and Solution 
4 respectively correspond to the upper and lower section of the 
curve in lighter solid line. As shown next, for the two Ig values, 
only Solution 1 is stable, in a certain G interval. 
  

Fig. 10. Stability analysis of the two free-running solutions of the coupled 
system, shown in Fig. 2. The real part of the dominant poles has been 
represented versus d. (a) Solution 1. (b) Solution 2. 
 

Fig. 12 shows the evolution of the real part of dominant poles 
of Solution 1 versus G. For the lower amplitude Ig = 2 mA [Fig. 
12(a)], the solution curve is stable until the turning point T, 
where a real pole crosses through zero, in agreement with the 
infinite slope of the solution curve. This real pole is on the right-
hand side of the complex plane in Solution 2. In injection-
locked oscillators with small injection power, turning points are 
generally associated to desynchronization [35]-[36]. The 
oscillation unlocks from the input source and gives rise to a 
quasi-periodic solution. The offset between the source and 

oscillation frequencies departs from zero at the bifurcation 
point [35], which causes a very dense spectrum in the 
neighborhood of this bifurcation. An example will be shown in 
Subsection II.E. 

For the higher amplitude Ig = 5 mA [Fig. 11(b)], the turning 
point T occurs at a higher G value. However, Solution 1 is not 
stable up to the point T. When increasing G, the stronger 
coupling effects (higher A) lead to desynchronization through a 
direct Hopf bifurcation [37]-[38], indicated in Fig. 11(b) and 
Fig. 12(b). At this bifurcation, a pair of complex-conjugate 
poles cross through the imaginary axis to the right hand side of 
the complex plane (RHS), so the coupled system becomes 
unstable. At the Hopf bifurcation, a new fundamental frequency 
arises (associated with the unlocked oscillation), in addition to 
s, which also gives rise to a transition to quasi-periodic regime. 
Unlike what happens at turning points, it arises from zero 
amplitude and the generated spectral lines are relatively sparse.  

 

 
Fig. 11. Variation of the steady-state solutions versus the antenna gain G, for 
two Ig amplitudes, at fs = 2.4539 GHz and d = 2.5 m. (a) Ig = 2 mA. (b) Ig = 5 
mA. The Hopf bifurcation point is indicated with “H”. 

D. Phase noise 

For the phase-noise analysis, an equivalent current noise 
source IN,m, where m = 1 to M, is connected to each oscillator, 
at its corresponding antenna node. This equivalent source is 
calculated as indicated in [39]. The set of individual-oscillator 
noise sources composes the vector ( )NI t . Regarding the 

injection source, its amplitude noise is neglected and only its 
phase noise (t) is considered. In synchronized conditions, the 
phase perturbations of each oscillator (m = 1 to M) will be the 
addition of (t), directly transferred to all the oscillators, and 
m(t), associated with the perturbation of the oscillator voltage 
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phasor  [33], [39]-[40]. Thus, the total phase perturbations of 
the M oscillators are given by: 

 1 2( ) ( ), ( ) ( ) , ( ) ( )Nt t t t t t                (24) 

On the other hand, the multiplication by the time 
differentiator s, arising from the frequency increment, will give 
rise to terms of the form:  

   /m m oj V V                           (25) 

Thus, the noisy system is governed by the following matrix 
system: 
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For compactness, a state-variable vector ( )x t  is defined: 

 1 1( ) ( ) ( ) ( ) ( )       T

N Mx t V t V t t t   (27) 

Applying the Fourier transform to (26), one obtains: 

      1 2 1( )  ( )NM j M x I M j              (28) 

where the following vector has been introduced: 

 ( ) 0 0 ( ) ( )
T

t             (29) 

  The phase noise at a given oscillator m is 

, ( ) ( ) ( )m T m       , which is obtained by solving (28) 

for ( )m  . Then, the phase-noise spectral density at the 

oscillator m is obtained by multiplying the result by *
, ( )m T  , 

taking into account that the oscillator noise sources IN,m(t) and 
the phase noise (t) of the injection source are uncorrelated.  

 
Fig. 12. Evolution of the real part of dominant poles of Solution 1 versus G, for 
two amplitudes Ig of the synchronizing source. (a)  Ig = 2 mA. The solution 
curve is stable up to the turning point T, in Fig. 12(a). (b) Ig = 5 mA, the solution 
is stable up to the Hopf bifurcation point, indicated with “H”. 

Fig. 13 compares the phase-noise behavior of the coupled 
system in free-running conditions and under an injection signal 
of amplitude Ig = 2 mA, at the distance d = 0.85 m for two 
different values of the input frequency fs, in the middle of the 
synchronization band and near the band limit. In the two cases, 
the spectra corresponding to the central oscillator and a 
representative peripheral oscillator have been represented. The 
spectrum corresponding to the standalone free-running 
oscillator is also shown, as a reference. In all cases, there is an 
excellent agreement with the experimental results, obtained 
with the equipment R&S FSWP phase noise analyser.  
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Fig. 13. Phase noise of the coupled system at d = 0.85 m. (a) fs = 2.447 GHz, 
near the edge of the synchronization band. Comparison of the phase-noise 
spectrum of the coupled system obtained in free-running conditions and under 
Ig = 2 mA. The spectrum of the standalone free-running oscillator is also shown, 
as a reference. The measured spectra are represented in solid line. (b) fs = 2.452 
GHz, under a sufficient stability margin. (c) Pole locus at fs = 2.447 GHz (red 
crosses) and fs = 2.452 GHz (squares). Inset: Expanded view. 

 
Both the phase noise of the central and the peripheral 

oscillator follow the phase-noise spectral density of the input 
source at low offset frequencies and tend to the spectral density 
of the free-running oscillator as the offset frequency increases. 
In the intermediate offset-frequency interval, the phase noise of 
the central oscillator is lower than that of the peripheral one, 
due to strongest impact of the input source, connected to this 
oscillator. In Fig. 13(a), the system purposely operates under a 
small stability margin, with fs = 2.447 GHz, near the 
synchronization boundary. This is to demonstrate that the 
formulation (24) to (28) can accurately predict the noise 
amplification due a small stability margin, which, in the 

peripheral oscillator, gives rise to a relatively high plateau in 
the intermediate range of offset frequencies. When choosing 
fs = 2.452 GHz, to operate relatively far from the 
synchronization boundaries, the phase-noise spectral density 
decreases as shown in Fig. 13(b).   

Fig. 13(c) compares the stability properties for the two 
injection frequencies fs = 2.447 GHz and fs = 2.452 GHz. In the 
two cases, the dominant poles are real. In consistency with the 
phase noise analysis, the stability margin is smaller for 
fs = 2.447 GHz (see expanded view in the inset). Under this 
small stability margin, there is a noise amplification effect, 
without resonance peaks, since the effect is caused by real 
poles, instead of complex-conjugate poles [41]. 

E. Synchronization bandwidth and scaling with distance 

As derived in Subsection II.A, the existence of a periodic 
oscillatory solution at the frequency of the independent source 
s requires the fulfilment of the two following conditions: 

22 2 2sin 0 s vA Y                           (30a) 

 

2 2 2 '
2

'
2

2 2 2

( / ) ' sin ( )

2 ' cos( ) 1 cos( )

sin 0

g o v

s v v

v s

I V A

A Y

Y



  

 

 

   

 

  

  

           (30b) 

Both A and A’ are inversely proportional to d, so from certain 
Ig value (Igmin), condition (30b) will always be fulfilled. 
Therefore, for Ig > Igmin, the synchronization bandwidth will be 
solely determined by condition (30b). Equating the term on the 
left-hand side to zero, taking into account the two opposed signs 
of the square root and making use of the definition of A in (2) 
the synchronization bandwidth (s1, s2) is given by: 
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As gathered from (31), the synchronization bandwidth 
decreases with d, which can be compensated with a larger 
antenna gain. The value of Igmin is easily determined using (31) 
to solve for '

2  from 3(c) and 3(d). For Ig > Igmin the injection 

current Ig does not affect the synchronization bandwidth. 
However, it has a substantial effect on the stability properties. 
In the ranges of validity of our model, the stability margin 
increases with Ig. In the experiment, we have not observed any 
destabilization when increasing the injection power up to 
16 dBm, which is the maximum provided by the Rohde & 
Schwarz SMT06 signal generator. 

Fig. 14(a) shows the synchronized solutions obtained at 
d = 2.2 m, traced in terms of V1 versus fs, for different Ig values. 
For each Ig, they compose two closed curves, represented with 
the same color. In agreement with the analytical derivation, the 
injection current does not affect the synchronization bandwidth. 
However, it affects V1, as gathered from Fig. 14(a) and 3(a)-(b). 
Fig. 14(b) shows the variation of the real part of the poles of the 
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Solution 1 denoted as S1 (comprised between the two turning 
points) versus fs. The other three coexisting solutions are 
unstable. Increasing Ig there is an increase of the stability 
margin. Measurement points corresponding to the solution S1 
are superimposed in Fig. 14(a). Fig. 14(c) shows the spectrum 
measured immediately after unlocking. Its density is consistent 
with the system destabilization due to a turning point. 

 
Fig. 14 Synchronized solutions obtained at d = 2.2 m with 3 dB antenna gain. 
(a) Solution curves traced in terms of V1 versus fs, for different Ig values (b) 
Variation of the real part of the poles of the solution denoted as S1 versus fs. (c) 
Spectrum measured just after destabilization. 

 
Fig. 15 presents an analysis of the variation of the locking 

bandwidth with the distance d, for fixed antenna gain is 3.5 dB 
and Ig = 3 mA. In Fig. 15(a), the synchronized solutions have 
been traced in terms of V1 versus fs, for d = 5 m, 10 m and 15 m. 
The locking bandwidths are 12 MHz, 6 MHz and 4 MHz, 
respectively. In all the synchronization curves, the solution S1 
(comprised between the two turning points) is stable. Fig. 15(b) 
shows the variation of the real part of the dominant poles of S1 
with the injection frequency fs, for the three d values. As 
expected, there is a reduction of both the locking bandwidth and 
the stability margin when the distance increases. Nevertheless, 
the system seems capable to operate at larger distances d, 
which, as gathered from (31), requires higher antenna gain, for 
a sufficient frequency bandwidth, and higher injection 
amplitude, for a sufficient stability margin. 

 

 
Fig. 15 Variations of the locking bandwidth (in terms of fs) with the distance d. 
(a) Oscillation amplitude V1 versus fs for d = 5 m, 10 m and 15 m. (b) Variation 
of the real part of the dominant poles of the solution S1 versus fs, for the three d 
values. 

F. Effect of interference signals 

The effect of interference signals on the behavior of the 
coupled system will depend on their power and frequencies. 
Under low power interferers, the system will maintain its 
synchronized periodic state at s and there will simply be a 
mixing with the interferer frequencies. However, stronger 
interferers can induce unlocking through either a 
desynchronization turning point or a Hopf bifurcation of the 
mixer-like solution [42]-[44]. This may happen in one or more 
oscillators and will lead to a spectrum containing one or more 
additional fundamental frequencies, resulting from the 
unlocking of one or more oscillators. The power required to 
induce the unlocking will be generally smaller for a smaller 
difference between the interferer frequency and s, due to an 
increase in the system sensitivity near the synchronization band. 

In order to quantify the system robustness to interference 
effects, both numerical simulations and measurements have 
been carried out. The numerical simulations are based on the 
envelope-transient method [45]-[47], representing the oscillator 
signals in a Fourier series with slowly-varying harmonic terms 

( ) sjk t
k

k

x t X e  . The injection amplitude and frequency are 

Ig = 1 mA and fs = 2.45 GHz, respectively. In the experiment, 
the interference source is closer to the central oscillator than the 
peripheral oscillators, so different interferer-current amplitudes 
Iint and Iint, where  is a scaling factor, are considered. The 
factor  accounts from the propagation loss, so the dominant 
interference effect is the one undergone by the central 
oscillator. The interferer frequency is fint = 2.5 GHz. Fig. 16 
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presents a comparison of the simulated and measured spectra in 
the central and peripheral oscillators for different values of Iint. 
Simulated and measured spectra without an interference 
(Iint = 0 mA) are shown in Fig. 16(a) and (b), for a comparison 
reference. Simulated and measured spectra for Iint = 1 mA are 
shown in Fig. 16(c) and (d). The system remains locked but 
there is a mixing effect. Finally, simulated and measured 
spectra for Iint = 4 mA are shown in Fig. 16(e) and (f). A new 
fundamental frequency, at small offset from fs, can be noted, 
which is due to the oscillation unlocking with respect to the 
input source. Taking into account the low Ig value, the system 
can be considered rather robust versus interference effects.    

 
Fig. 16 Comparison of the simulated [(a), (c), (e)] and measured spectra [(b), 
(d), (f)] in the central and peripheral oscillators for different values of Iint. (a) 
and (b) Iint = 0 mA. (c) and (d), Iint = 1 mA. (e) and (f), Iint = 4 mA. Unlocked. 

G. Numerical analysis of the time response 

The system time response when an oscillator is powered on 
and off has been analyzed with the envelope-transient method 
[45]-[47]. The oscillator is powered off by setting its drain bias 
voltage to VD = 0 V instead of the nominal value VD = 2.5 V. In 
the simulation, one of the three surrounding oscillators is 
powered off from toff = 20 ns to ton = 50 ns. At the latter time, 
this oscillator is powered on again. Fig. 17(a) shows the 
evolution of the amplitude of the first harmonic component of 
the voltage signal V1,1(t) at the output of each of the four 
oscillator circuits from the initial time t = 0 ns to 100 ns. The 
start-up transient can be noted and leads to a steady-state 
solution having slightly larger amplitude in the central 
oscillator than in the three peripheral oscillators, which, as 
expected, exhibit overlapped waveforms. At toff = 20 ns, the 
drain bias voltage of one of the peripheral oscillators is shifted 
from 2.5 V to 0 V. At ton = 50 ns, this drain bias is shifted from 
0 V to 2.5 V. Note that the switching of this oscillator gives rise 
to a transient in all the rest of oscillator elements, as expected 
due to the coupled operation of the system. Fig. 17(b) and (c) 
show the measurements carried out using a BB60C Real-time 
Spectrum Analyzer/ RF recorder from Signal Hound in a zero-
span mode. The bias source that is turned on and off is an 
E36312A power supply from Keysight, which has a time 
response of 45 ms. This explains the difference with the 
simulations. The output signal is extracted through a 10 dB 

coupler. Fig. 17(b) shows the effect of switching off and on a 
peripheral oscillator, on the central oscillator, and Fig. 17(c) 
shows the effect on one of the other peripheral oscillators. The 
switch off and on times do not agree since the measurements 
were carried out in sequential experiments. 

 
Fig. 17 Envelope-domain simulation of the coupled system, with an oscillator 
in an off state from toff = 20 ns to ton = 50 ns. Amplitude of the first harmonic 
component of the output signal of the different oscillators from the initial time 
t = 0 ns value to 100 ns. (b) Measurement of the effect of switching off and on 
a peripheral oscillator on the central oscillator. (c) Measurement of the effect 
on one of the peripheral oscillators. 

III. UNILATERAL INJECTION 

In this section, the central oscillator of the star topology is 
replaced by an independent source, which may consist of a 
phase-locked oscillator that cannot be influenced by the rest.   

A. Steady-state analysis 

When replacing the central oscillator with an independent 
source, all the system oscillators are governed by the following 
steady-state equation:  

( ) gjc
v s

o

V
Y V Y A e

V
 

                      (32) 

where Vc is the oscillation amplitude at the output of the central 
oscillator, acting as an independent source. Splitting the above 
system into real and imaginary parts one obtains: 

  cos( )r r c
v s g

o

V
Y V Y A

V                     (33a) 

    sin( )i i c
v s g

o

V
Y V Y A

V                       (33b) 

For a given injection-source frequency s, the deviation 

s is known and the system is easily solved for  V  by 
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squaring and adding (a) and (b). Then the phase g is directly 
calculated from (33). Following the indicated operations, V
is obtained from: 

   2 22 2 22 0v v s sY V Y Y V Y K                (34) 

where / c oK AV V  and the operator   r r i ia b a b a b  has 

been introduced. The amplitude deviation V is given by: 

 
2 2 2 2

, ,2 cos 4 (cos 1) 4

2
v s s v

v

V

Y Y K

Y
      

 

        (35) 

The radicand must be positive for V to be real, and there 
will be two values of V for each distance d, respectively 
corresponding to the positive and negative signs before the root. 
Since K is a proportional to A and Vc, the magnitude of V  
increases when reducing d and increasing Vc. This effect can be 
seen in the analysis of Fig. 18. The source frequency is 
fs = 2.456 GHz and several values of Vc have been considered, 
in the order of the output voltage of the oscillator elements. 
Results obtained with circuit-level HB simulation are 
superimposed with excellent agreement. The increase in V
when reducing d (higher K) predicted by (35) can be noted. For 
very small d, the accuracy degrades due to the first-order 
approximation of the admittance functions. In Fig. 18, 
measurements have been superimposed, in the whole distance 
interval, for the lowest Vc only, due to the space limitations in 
the experimental setup of Fig. 2. 

Through inspection of (35), the two solutions coexisting for 
each d merge into a single one when the radicand becomes zero: 

2 2 2 2
,4 (cos 1) 4 0s vY K                   (36) 

The above condition establishes the limit of existence of 
synchronized solutions. As shown in the next subsection, it 
corresponds to a turning-point bifurcation of the oscillator 
system, at which a real pole crosses through zero [35]-[37]. 
Taking (36) into account, as well as the definition of K, the 
maximum distance (dmax), up to which synchronized steady-
state solutions can exist, is given by: 

max
,sin

totc

o s r s v

c GV
d

V R Y   



               (37) 

The above expression for the maximum locking distance dmax 
agrees with the one corresponding to the bilateral case, shown 
in (17), except for the additional factor  /c oV V , corresponding 

to the ratio between the amplitude of the independent oscillator 
and the peripheral oscillators. The main difference between the 
bilateral and unilateral cases is not in this maximum locking 
distance, but in the stability properties of the locked solutions. 

Note that the analysis above is immediately extended to a 
globally-coupled oscillator system with a symmetric topology, 
also having the injection-locked oscillator symmetrically 
located with respect to the rest. Following a derivation similar 
to the one in (18) to (20), the system should be formulated as: 

 ( , 1) /cjr r
v p s L L c oY V Y m M C C e V V

            (38) 

The qualitative behaviour should be similar to the one 
described here, though each oscillation mode must be 
individually taken into account. As will be shown in the next 
sub-section, the unilateral system exhibits better stability 
properties, which is because the independent source is not 
affected by the coupling oscillator signals. However, in a 
general topology, having an independent source that is not 
symmetrically located with respect to the system oscillators, 
these oscillators will be subject to the influence of both the 
independent source and the coupling signals. Then, the overall 
behavior can be expected to be similar to the bilateral case 
considered in Section II.   

  

 
Fig. 18. Solution curves of the system when the central oscillator is replaced by 
an independent source. Four different values of Vc have been considered, in the 
order of the system-oscillator amplitude. The source frequency is 
fs = 2.456 GHz. Results from circuit-level HB simulations are superimposed. 
Measurements are presented in the whole distance interval for the lowest Vc 
only, due to the space limitations in the setup of Fig. 2. 

B. Stability analysis 

For the stability analysis, a small perturbation is considered, 
following the same procedure as in Section II.B. This leads to 
the system: 

1

1
1 2[ ] [ ]

i
r

r r
o v

i ir
vi

o

D
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V Y Dv v

Y DD
D
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v
M M









 
 








 
                      
  

 
 
 




      (39) 

where the matrixes [M1] and [M2] have been redefined for the 
new dimension-2 case and the following terms have been 
introduced: 
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When varying the distance d or any other parameter, a 
turning point will be obtained when the following condition is 
fulfilled: 

det 0
r r

v
i i

v

Y D

Y D




  
    

                               (41) 

It is straightforward to obtain that (41) is equivalent to (37). In 
terms of the phase g, one can easily derive from (41) that the 
turning points fulfil: 

cos( ) 0

/ 2

g v

g v

  

   

  

                                  (42) 

The analysis in (39) has been applied to the solution curve in 
Fig. 18, corresponding to Vc = 1 V. The two poles predicted by 
(39) are real and have been represented versus d in Fig. 19. The 
poles corresponding to the upper section of the solution curve 
are negative, so this section is stable. In contrast, the lower 
section exhibits a positive real pole, so this section is unstable. 
This pole becomes zero at the turning point where the two curve 
sections merge. The distance value dmax at this turning point 
fulfils the condition (37). 

  

 
Fig. 19. Stability analysis of the curve corresponding to Vc  = 1 V and  
fs  =  2.456 GHz. (a) Upper section of the curve (stable). (b) Lower section of 
the curve (unstable). 

C. Phase-noise analysis 

The phase noise is calculated by considering the noise 
contribution of the individual-oscillator circuit ( )NI t , plus the 

phase noise due to the input source, given by (t). The total 
phase noise at any of the coupled oscillators is given by 

( ) ( )T t t    . As stated in Section II.B, the time 

differentiator s, resulting from the frequency perturbation, gives 
rise to an instantaneous complex frequency that can be 

expressed as   / oj V V     . Thus, the noisy system is: 

i
r

r r r
o v N

i i ir
v Ni

o
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V Y Dv v I

Y D ID
D
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  (43) 

Calculating the Fourier transform and solving for  T  , 

one obtains: 
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(44) 

where the following general operators have been used: 
  r i i ra b a b a b and   r r i ia b a b a b . The phase noise 

spectral density is obtained multiplying (44) by  *

T  , 

taking into account that the oscillator noise sources and the 
phase noise from the synchronizing source are uncorrelated. 
Neglecting higher order terms in the perturbation frequency  
one obtains the expression: 
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(45) 

At small offset frequency , and assuming a larger noise 
level in the input-source phase () than in the circuit 
equivalent noise source IN, the oscillator spectrum will initially 
follow (). Then, it will follow the circuit own noise source 
and, finally, at larger offset frequencies, it will decay as -20 
dB/dec. Expression (45) predicts two distinct corner 
frequencies in the phase noise spectrum. It follows the phase 
noise of the independent source up to (approximately) the first 
corner 1. This is obtained when the two terms in the numerator 
become equal, so it fulfils the condition: 

 
2 2 2

2

1 2 2 2 2 2

2 2

sin ( )


 

  


V N N

o c D vV

Y I I

V V AY D
     (46) 

where D  is the angle of D . This corner increases with the 

coupling magnitude A and Vc since, for a given input phase-

noise spectrum   2
   the offset frequency has to reach a 

higher value in order to fulfil (46). Note that A decreases with 
d, so a lower corner frequency 1 may be expected when 
increasing d. However, there is also a sinusoidal dependence 
through the angle D . The second corner frequency 2 is 

obtained when the two terms in the denominator become equal. 
From inspection of (45), this is inversely proportional to | |D , 

defined in (40).  

The above analysis method has been applied to the coupled-
oscillator system obtained by replacing the central oscillator 
with an independent source. The input frequency is fs = 2.452 
GHz and the distance is d = 0.85 m. In Fig. 20, the resulting 
phase-noise spectral density is compared with the one obtained 
in the bilateral case, with similar results. Note that the same 
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injection source with the same phase noise ( )t  is used in the 

two cases. In the intermediate offset-frequency interval, the 
phase noise of the peripheral oscillator is slightly higher than in 
the central oscillator. There is an excellent agreement with the 
experimental results obtained with the equipment R&S FSWP.    

 
Fig. 20. Comparison of the phase-noise spectrum under unilateral and bilateral 
coupling. The distance (d = 0.85 m) to the central node, the injection amplitude 
and the input phase noise ( )t  are the same in the two cases.  

IV. CONCLUSION 

An investigation of the steady-state solutions, stability and 
phase noise of wireless-coupled oscillators under the effect of 
an injection-locking signal has been presented. The analytical 
formulation is based on oscillator models extracted from 
harmonic balance and uses a realistic description of the 
propagation effects. Two cases have been distinguished: 
bilateral synchronization, in which an injection source is 
connected to one oscillator element, coupled to the rest, and 
unilateral synchronization, in which an injection source 
replaces one of the system oscillators. The coupled system has 
been particularized to the case of a star topology. In both the 
bilateral and the unilateral cases, synchronized solutions only 
exist only up to a maximum distance between the central node 
and the rest. The pattern of the steady-state solutions in terms 
of the oscillation frequency and amplitude is oscillatory in the 
case of bilateral synchronization and monotonous in the case of 
unilateral synchronization. A closed form expression has been 
derived for the maximum locking distance in the two cases. 
Unlike the situation in free-running coupled systems, where 
stable and unstable distances intervals alternate, from certain 
amplitude of the injection source, the system stabilizes up to a 
maximum distance, without an alternation of stable/unstable 
intervals. The phase noise considerably decreases with respect 
to the one obtained in free-running operation. The bilateral case 
is more general since, when having an independent source that 
is not symmetrically located with respect to the system 
oscillators, these oscillators will be subject to the influence of 
both the independent source and the coupling signals.    
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