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ABSTRACT

Improper Gaussian signaling (IGS) has been used as an ef-
fective interference management tool in interference lim-
ited systems. Improper Gaussian signals are correlated with
their complex conjugates. In this paper, we investigate the
optimality of IGS from an energy efficiency (EE) perspec-
tive. First, we obtain closed form optimality conditions for
IGS. We then leverage these conditions to devise a bisection
method that finds the optimal transmission parameters. Our
results show that IGS can improve the EE of an underlay
cognitive radio system.

Index Terms— Energy efficiency, improper Gaussian
signaling, underlay cognitive radio.

1. INTRODUCTION

Energy consumption is always a critical parameter of mod-
ern wireless communication systems, where the power has
to be used efficiently [1]. Moreover, ever-increasing de-
mand for data rate makes it inevitable to employ resources
efficiently. A way to improve resource efficiency is to em-
ploy underlay cognitive radio (UCR) systems [2,3]. In UCR
systems, which are interference-limited, there are two types
of users, primary users (PUs) and secondary users (SUs).
PUs are the licensed users, and SUs can transmit only if
they do not disturb the PUs’ communications. Thus, the
interference from SUs has to be limited to meet the PUs’
requirements.

It has been shown that improper Gaussian signaling
(IGS) can improve the performance of different interference-
limited systems when interference is treated as noise [4–16].
The real and imaginary parts of an improper signal are cor-
related and/or do not have equal power [17]. In [4], the
authors considered IGS as an interference management tool
for the first time and showed that IGS can increase the
degrees of freedom in a 3-user interference channel (IC).
The authors in [5] showed that IGS can increase the achiev-
able rate of a single-input single-output (SISO) two-user
IC. In [6, 7], the authors showed that IGS can enlarge the
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Fig. 1. UCR channel model as a SISO two-user IC.

rate region of a two-user IC and a k-user IC, respectively.
In [8–10], it was shown that IGS can improve the perfor-
mance of different Z-ICs. The authors in [11] showed that
IGS can increase the rate of the SU in UCR, and similar
results were shown in [12] for the outage probability.

IGS is usually claimed to be energy-efficient either by
showing that it increases the achievable rates for given
transmit power or by showing that it reduces the trans-
mit power to achieve target data rates. However, there is
a trade-off between data rate and transmit power in IGS
schemes, which cannot be fully characterized when one of
them is kept fixed. In order to shed light onto this trade-off,
we derive in this paper a necessary and sufficient condition
in closed form for IGS to be more energy efficient than
PGS. We leverage this result to numerically obtain the op-
timal transmission parameters by the well-known bisection
method. Our results show that IGS can improve the EE of
the SU in UCR when interference is treated as noise.

The rest of this paper is organized as follows. In Section
2, we define the system model and formulate the EE prob-
lem. In Section 3, we present the conditions for the optimal-
ity of IGS and derive the optimal transmission parameters.
In Section 4, we present some numerical results.

2. SYSTEM MODEL

We consider UCR system as depicted in Fig. 1, in which the
PU, unaware of the SU, employs PGS with fixed transmit
power P , while the SU can employ IGS. In particular we as-
sume that the SU transmits a zero-mean complex Gaussian
random variable with variance q = E{|x|2}, and circularity
coefficient κ = |E{x2}|

E{|x|2} , where κx ∈ [0, 1] [17]. We call x
proper if E{x2} = 0, and improper otherwise. As a result,
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the rates of the PU and SU are, respectively, [6, 10]

Rp=
1

2
log2

(
(P |h|2 + σ2 + q|g|2)2 − (qκ|g|2)2

(σ2 + q|g|2)2 − (qκ|g|2)2

)
, (1)

Rs=
1

2
log2

(
(σ2 + q|f |2 + P |d|2)2 − (qκ|f |2)2

(σ2 + P |d|2)2

)
, (2)

where h, d, g, f , and σ2 are the PU-PU, PU-SU, SU-PU,
SU-SU channel coefficients, and noise variance, respec-
tively.

The energy efficiency function for the SU is defined as
the ratio of its data rate to its consumed power, i.e., Us =
Rs

ζq+qc
, where ζ and qc are the power efficiency of the SU

transmitter and the constant power consumed by the SU
transmitter, respectively [18–21]. In this paper, we aim at
maximizing the EE of the SU under the constraint that the
rate of the PU is above a threshold. That is [21]

maximize
q,κ

Us =
Rs

ζq + qc
(3a)

s.t. Rp ≥ R = αRmax
p , (3b)

0 ≤ q ≤ Q, (3c)
0 ≤ κ ≤ 1, (3d)

whereRmax
p = log2(1+

P |h|2
σ2 ),R, andQ are the maximum

rate of the PU, the rate constraint for the PU and the power
budget of the SU, respectively, and α ∈ [0, 1] is the loading
factor.

3. OPTIMALITY OF IMPROPER GAUSSIAN
SIGNALING

In this section, we investigate the optimality of IGS as an
energy efficient design for UCR. To this end, we employ
the analytical results in [11], which provide the conditions
for the optimality of IGS in terms of achievable rate. It is
evident that IGS may improve the EE of the SU only if IGS
is able to increase the rate of the SU. For convenience, we
restate these conditions in the following lemma.

Lemma 1. IGS improves the rate of the SU if and only if:

1. η = |g|2(σ2+P |d|2)
|f |2σ2 + P |h|2

σ2(22R−1)> 1, and

2. Q > q0 = 1
|g|2

(
P |h|2

2R−1 − σ
2
)

.

Proof. Refer to [11, Theorem 1] or [22, Lemma 1].

As mentioned before, the conditions in Lemma 1 are
necessary, but not sufficient, for the optimality of IGS in the
terms of EE. Thus, in the following we assume that these
conditions are satisfied when we derive the additional con-
ditions that are required for IGS to be also optimal in terms
of EE. We also relax the power constraint when we study the
behavior of the EE function of the SU. However, we finally
consider all conditions for deriving the optimal parameters.

In order to simplify (3), we can rewrite (3b) in a more
convenient way, i.e., by writing κ as a function of q, as [11]

κ2(q)=

{
0 if q < q0

22R(q|g|2+σ2)2−(q|g|2+P |h|2+σ2)2

(1−22R)q2|g|4 if q0 ≤ q ≤ q1,
(4)

where q1 = 1
2|g|2

(
P |h|2

2
2R−Rmax

p −1
− σ2

)
, and Rmax

p is de-

fined as in (3). Note that the constraint (3b) is active only if
q0 ≤ q ≤ q1. If q < q0, (3b) is not active and the optimal
circularity coefficient is κ∗ = 0. Plugging (4) into (2), the
SU rate as a function of the transmit power is [11, 22]

Rs(q)=

{
log2

(
1 + |f |2q

σ2+|d|2P

)
if 0 6q6 q0,

1
2 log2 (a+ bq) if q0 6q6 q1,

(5)

where

a =1 +
|f |4

|g|4 (P |d|2 + σ2)
2

(
P 2|h|4

22R − 1
− σ4

)
, (6a)

b=
2|f |2

P |d|2+σ2
+

2|f |4

|g|2 (P |d|2+σ2)
2

(
P |h|2

22R−1
−σ2

)
. (6b)

Note that η > 1 is equivalent to b > 0, which implies that
Rs(q) is increasing in q when IGS is data-rate optimal. The
following lemmas characterize the SU EE function.

Lemma 2. The EE function of the SU is differentiable
in [0, q1] except at q0, where we have limq→q−0

∂U(q)
∂q >

limq→q+0
∂U(q)
∂q . Moreover, the derivative of U(q) with

respect to q at q 6= q0 is

∂U(q)

∂q
=


b′

1+b′q (q+q
′
c)−ln(1+b

′q)

(ζ ln 2)(q+q′c)
2 if 0 6q< q0,

b
a+bq (q+q

′
c)−ln(a+bq)

(ζ2 ln 2)(q+q′c)
2 if q0 <q6 q1,

(7)

where b′ = |f |2
σ2+|d|2P and q′c = qc/ζ.

Proof. Refer to Appendix A.

Lemma 3. The EE function of the SU is maximized at a
unique power q∗, where we have U(q) < U(q∗) for q 6= q∗.

Proof. Refer to Appendix B.

The following theorem presents the optimality condi-
tions of IGS.

Theorem 1. IGS improves the EE of the SU if and only if
η > 1, Q > q0 and

b(q0 + q′c) > (2 ln 2)Rs(q0)(2
2Rs(q0)). (8)

Proof. Since U(q) is strictly increasing before the optimal
point and strictly decreasing after the optimal point accord-
ing to Lemma 3, it is sufficient to consider the behavior of
U(q) as q → q+0 to verify optimality of IGS. U(q) is strictly
increasing as q → q+0 if and only if (8) holds. Moreover, the
power budget has to be sufficiently large, i.e., Q > q0.

Note that if b < 0, which is equivalent to η < 1, (8) does
not hold. Thus, as indicated before, the optimality condi-
tions for EE are stricter than those for data rate in Lemma
1.

We now obtain the optimal transmission parameters of
the SU, which are the solution of (3). According to Theorem
1, IGS is optimal if and only if Q > q0, and (8) holds. In
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Fig. 2. EE function for different values of α.
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Fig. 3. Percentage of improvement of EE by employing IGS
as a function of |g|.

this case, the optimal solution is q∗ = min(Q, q′, q1), where
q′ is the solution of ∂U(q)

∂q = 0 for q > q0, or equivalently

δ(q) = b(q + q′c)− (a+ bq) ln(a+ bq) = 0. (9)

Since there is no closed form solution for (9), we solve it
numerically. As shown in the proof of Lemma 3, δ(q) is
decreasing and crosses zero at only one point. As a result,
if δ(q1) ≥ 0, the optimal power is q∗ = min(Q, q1). Other-
wise, the optimal power can be found using bisection in the
interval [q0, q1]. Finally, the optimal circularity coefficient
is obtained by (4) as κ∗ = κ(q∗).

If the conditions in Theorem 1 are not satisfied, PGS is
optimal. In this case, the optimal solution is κ∗ = 0 and
q∗ = min(Q, q′′, q0), where q′′ is the solution of ∂U(q)

∂q = 0
for q < q0, or equivalently

δ̃(q) = b′(q + q′c)− (1 + b′q) ln(1 + b′q) = 0. (10)

Since δ̃(q) exhibits the same properties as δ(q), we can
again make use of a bisection method to find q′′.

4. NUMERICAL RESULTS

In this section we provide some numerical examples to illus-
trate our findings. We consider σ2 = 1, P = 20, Q = 10,
and the power efficiency ζ = 2.86 as in [19, 20]. In order
to illustrate the impact of the interference, we fix |h|2 =
|d|2 = |f |2 = 1 and vary |g|2.
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In Fig. 2, we show the EE of the SU for qc = 20, and
two values of α, namely, α = 0.5 and α = 0.7. As can
be observed, IGS (indicated as “I” in the legend) can sig-
nificantly improve the EE of the SU when the gain of the
cross link exceeds a certain value. Interestingly, the EE is
almost flat for IGS and α = 0.5, showing a large improve-
ment over PGS. This is due to the fact that, for α ≤ 0.5, the
SU can transmit a maximally improper signal with an arbi-
trary large transmit power, hence this scenario is no longer
being interference-limited.

In Fig. 3, we show the relative improvement of EE func-
tion by employing IGS for different α. As can be observed,
the improvement is more substantial for lower values of
α. However, IGS is beneficial at a lower interference level
when the loading factor, α, increases.

In Fig. 4, we consider the effect of constant power con-
sumption for α = 0.7. As can be observed, higher constant
power results in a larger improvement by employing IGS.
Indeed, as qc grows, the EE function becomes dominated
by the achievable rate. Since the optimality conditions for
the achievable rate are less stringent than those for EE, the
behavior observed in Fig. 4 follows.

Finally, Fig. 5 shows the relative improvement of EE
function by employing IGS as a function of α for Q = 20,
qc = 20, and different |g|. As can be observed, there is a
more substantial improvement at higher |g| for every value
of α. Moreover, the improvement is maximized at a fixed
value α, which decreases with |g|.



5. CONCLUSION

This work addressed the optimization of the EE function of
the SU in UCR networks. We derived necessary and suffi-
cient optimality conditions for IGS in closed form, and pro-
posed a bisection method to find the optimal transmission
parameters of PGS and IGS. Our results showed that IGS
also pays off in terms of EE, although stricter conditions
than those for rate optimization have to be fulfilled.

Appendix A.
PROOF OF LEMMA 2

U(q) is continuous in q since Rs(q) is continuous in q [11,
22]. It is also evident that U(q) is differentiable for q 6= q0,
and its derivative is (7). In order to prove the lemma, we
have to show that

b′

1+b′q0
(q0 + q′c)− ln(1 + b′q0)

(ln 2)(q0 + q′c)
2

>

b
a+bq0

(q0 + q′c)− ln(a+ bq0)

(2 ln 2)(q0 + q′c)
2

. (11)

We know that log2(a + bq0) = 2 log2(1 + b′q0), or equiv-
alently a + bq0 = (1 + b′q0)

2, since Rs(q) is continuous.
Taking this into account, we can simplify (11) as

2b′(1 + b′q0) > b, (12)

where b′ = |f |2
σ2+|d|2P , and b is defined in (6). It is easy

to verify that (12) holds by replacing the corresponding pa-
rameters into it, which concludes the proof.

Appendix B.
PROOF OF LEMMA 3

In order to prove the lemma, it is sufficient to show that
the EE function of the SU is strictly increasing before the
optimal point and strictly decreasing after the optimal point.
Let us first consider the case q0 < q ≤ q1. In this case,
U(q) is strictly increasing if and only if its derivative is non-
negative, which yields

δ(q) = b(q + q′c)− (a+ bq) ln(a+ bq) > 0. (13)

The function δ(q) decreases with q if and only if

b < b ln(a+ bq) + b, (14)

which always holds since a + bq > 1. Therefore, if
limq→q+0

∂U(q)
∂q < 0, U(q) is always decreasing in q0 <

q ≤ q1. Otherwise, there is a unique q′ such that U(q)
is increasing in q0 < q ≤ q′ and decreasing in q > q′.
However, it might happen that q′ > q1, in which case U(q)
is strictly increasing in q0 < q ≤ q1.

Let us now consider the case q < q0. U(q) is increasing
if and only if

δ̃(q) = b′(q + q′c)− (1 + b′q) ln(1 + b′q) > 0. (15)

First, it is easy to verify that the above condition holds
for q = 0. In order to find out how δ̃(q) behaves as q in-
creases, we analyze its derivative with respect to q. Thus,
we obtain that δ̃(q) is decreasing in q if and only if

b′ < b′ ln(1 + b′q) + b′, (16)

which is always true since 1 + b′q > 1. This means that
there exists q′′ such that U(q) is increasing in q < q′′ and
decreasing in q > q′′. Again, it might happen that q′′ > q0,
in which case U(q) is strictly increasing in the interval 0 ≤
q < q0.

Since by Lemma 2, limq→q−0
∂U(q)
∂q > limq→q+0

∂U(q)
∂q ,

this behavior is maintained when regarding the whole inter-
val 0 ≤ q ≤ q1, which concludes the proof.
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