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Discussani’s Response to

“Neural Nets Versus Logistic Regression:

A Comparison of Each Model’s Ability to Predict
Commercial Bank Failures”

Miklos A. Vasarhelyi
Ruttgers University - Newark

Bell, Ribar and Verchio [1990] apply two alternative methodologies in the
predlction of antmarcial ek fdllure. THiddliensssoaninct tesaaninesst Hecraa-
ture of e waik; seoand], exgpitares issues in manral netwark mathodologsy:;
and third, concludes with the discussion of attiar nellexaitt ikssves sweth as -
ternative approaches and paths for fiatiure workk.

On the Nature of the Wark

The bank failure problem has been extensively expllared iin e litarativre
of aaaaurtimg andl finance. Gorssguently, thare isawitic oty affknooviddgge
about the problem and substantial insight on analytical methods that help in
the prediction of fidllure. THisamaklegdtihariddahhaeaaddorcenmpptititivarradibdd-
ological testing allowing for comyparison, mot iy amaeg) e meiodolagjies
in question but also with an external body of littatsiure.

The study uses an extensive sample from tiine IBER1IEBpatind fior detiaw-
ing failed banks and chooses through a sample estimation procedure. Part
of tiie ssangpike iis nelldl autt ffor nomdlel testiing mumposes. Thie mathed iis quiite
standard and has been used in many similar studies. Some more recent stud-
ies have used the jacknife/bootsitp method in order to avoid having to hold
a large part of the digtoasatiulttiouttssanmyite THissapppoaathcoot
in this study leading to a differenit set off Has$icaaseatioorss. Ndorffdltsti bankiss
were chosen through a stratiffied sampling procedure for gyrougp ptiing.

The authors used 28 prediction varizbles for ffllire ppedﬁthmweyymum
in line with the literature. In these types of stiudiies, youstiowlidlz
cerned with two issues: oxvarfitfing amﬁmmwmraﬁhéesmﬂss&mﬂ)ppesea&ts
a relatively large sample, thereby decreasing some concerns with the fiixgt
issue. The variables used are the standardffineincial variables that appear in
most studies. These do not include any potential “soft” camsesséorfAililuec(dgg.
poor management, fraud) and/or macro variables.

In summary, the problem context and approach relate to a large set of
studies in the literature and are an ideal setting for ewalusting comypeting sta-
tistical methodologies. It might have been desirable that the authors furthes
discuss the literature and the main results. The logit approach has been
used extensively in research during the recent years while neural networks
are a new and forthcoming atea. Gonssquently, they aretiphiediscnsssatinesct
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On Neural Nets

Much of tie efffort thaatssiatéelthieeneausd neewsokidddl sstanssfoomtithe
desire of sdiattiistsandneseardhers tourdarstand tewaytetdmfiutions
and to emulate its behavior. With a desire to obtain human-like capabilities
(e.g. speech understanding, learning, vision), researchers have used com-
puters as an alternative to the human being. A family afftblessaldsidesidstias-
sified as neural computers and are based on what is called neural networks
as noted by the following excerpt firom Russsoaant! Iesvyy[ [5889].

Generally speaking, neural networks are an alternative, parallel com-
puting architecture. Instead of g gregranmmed ke comwertimms
algorithm computers, neural nets are trained and it iistherefore agyudilte
that they learn from amd)/or adiapt tio tie mature of thedirinmont.

In essence, neural net software pesent @ series of ddsifrdidechlaanattetis-
tics:

- they are adaptive in nature,

- they can be retrained for iimprowsd perfarmance,

- they are fault-tolerant due to their massive parallelism,

- heir allgoriitinms are typically mon jparamstric and therefore, thwyaxremoree

robust.

TABLE 1 dirawan froumn Nilltar [ 980 conyppakes mawrall wersus digjital com-

puters.

TABLE 1
NEURAL COMPUTERS VS, DIGITAL COMPPUTERS

DIGITAL DATA PROCESSING ANALOG DATA PROCESSING

IS ONSHASEH WEIGHTED DECISIONS ON
ON MATHEMATICAL ANID THE BASIS OF FUZZY,
LOGICAL FUNCTIONS INCOMPLETE, AND,
CONTRADICTORY DATA
DATA HANDLED IIN| AARRGEID INDEPENDENTILY
STRUCTURED SEQUENCE FORMULATE METHODS OF
PROCESSING DATA
FIND PRECISE ANSWERSTID FIND GOOD, QUIOBK......
ANY PROBLEM|, GINEN! IBNQUIGH! BUT APFRCODONMAR E.....
TIME ANSWERS TO HHIGHHLYY
COMPLEX PROBLEMIS
SORT THROUGH! LARGE: IDM YRARFED SORT THROUGH! ILASRIE
TO FIND EXACT MAUICHES DATABASES TO FINID
CLOSE MXIICHHES
STORE INFORMATION TO R RREWIE STORE INFORMATION TO
SPECIFIC INFORMATION éLSO RETRIEVE RELAED
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Nevertheless, in spite of ttrepramiise ad pattantial off t st ¢ebnddpgyy tieeee
are many myths and hype that surround its usage. TABLIE 2regpreasarttsaspasr-
tial list of Hiyppes and! mealiifies it maural mets.

TABLE 2 X
HYPE AND REALITY IN NEURAL NETS*

HYPE (H): MANY SUCCESSFUL NIN APPLICATIONS EXXET
REALITY (R): HARDWARE HEXSSNGOTYEE CABGBHUPWYYH HHE #PRROAOACH

AND 1S HOLIDING THINGS BBRK

Ht NEURAL NETS PERFORM BETTER TIHANNEAYFSEAMN
CLASSIFIERS

R BAYESIAN CLASSIFIERS ARE (DATNAL BRI TCANNNIO BBE
CONSTRUCTED WITH MANY VARPIELES

Ht VERY FASII FIRTIKCITHNG

R ONLY FOR S ! 1!
GATHERING TAKES TINE

Ht PARALLEL, THEREFORE FAST

R SERIAL INPILEMWENTATTIQN], PRACTICAL WISE B3 Y FARRAWARY

Ht PATTERN RECOGNITION AND DETECTION 1S EXTREMIELY
POWERFUL, ROBUST AND TOILERSINIT TRONNGI EE

R TRUE— > BUT MUST BEESIGNED ASND TRANNELD

A simple neural network will have three layers: 1) the input kayer, 2) the
hidden layer and 3) the output layer. The second layer has some forin &ffifn-
ternal represeniaition that can be known of tfikaown.

There are two majjor tiypesafimeansd heetwekis fdedtiiatiand ddedddoraad].
Feedback nets or associative memories can store many template patterns by
presetting the network weights. A feed-forwaiitll ritltiilkdgyermiatnertkissoam-
posed of rules (et tiempllates) tthed e lkeatned andl siared s the wedigited
confiections of tihe etk

Neural nets have been discussed as a family of téethrdbgdgéssandd tariinm-
plementations of sitfiitar metiure. Amang tthe thpes «f neeirtd | netiooRk agp-
proaches to learning and/or propagation and conflict resolution, wefind: A)
Grandmothering [Caudill, 1990], B) delta or least mean square rules (LMS)
[Widrow and Hofif, 19860],()) B3atkppoopagaiian | Fiwedtard, MecCHaliand eat
al., 1986], D) Kohonen self-organizing network [Kstionen, 1984], E) Outstar
learning [Grossberg, 1982], F) The avalanchie moedel [Caudill, 1990], and G)
Adaptive resonanee theory [Grossberg, 1982].
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The Bell and Riibar paper used NeuralWare's software (ackmropagation)
using 11 prediictior wadidiltesiin e iinut llayar, and digit nadiesitn dhe Hiditien
layer. 1t was trained using 102 banksfiom the 1984 estifnation sample and
102 of tthe monfailed hatlks dirawn randonmiy. THe mefnsik was trained with
about 300,000 iterations and after fihe xamitation f aHeoadiigasan it ias
decided that two nodes were te be dropped. This model was eempared with
a rather differenit llgattraial

A point to pandier, mmmdcommﬂémﬁéiﬁaaumﬁtﬂwmwmwl
and the logit model are the product of sutistantial tilletimg ilntthe Aty tio
improve failure predictability but there it mo assurance et they providie aiy
formn ef essippeetiictor Seecait) conissdietnpternaaid kstuitlineanidaatodi-
ferences,, it is not clear if tthere iis any itttatimation supariefity ith are ¢ff thee
appfoaehes The counitervening agfreaeh would attempt to keep parity be-
tween the approaches at the cost of et “thest’ wiillidiggitts fieaiures,

Some Further Issues

Researchers differ iinaggpresthantitastewitandiedlingwitthpaatitaitian
lems. The authors should be encouraged to continue this line of iinxediiga-
tion. It is seldom that a commercial fira endeavors in the examination of
emerging technologles with the serlousness and methodological quality that
is found i this sudy. Affew ssigggettiaizsHiwesderarecodirdljennces.

This study lacks somewhat in the examination and comparison of ittsre-
sults with the extant literature. Substantial insights may be acquired by bet-
ter posltioning this methodological study in relation to the bank failuie
literature. Furthermore, the quality and nature of predichinns oy tthe maurl
net model should be compared not only with the logistic model buit also with
the nature of tihefindimgsiin the llitataiure. Seenndly, asdlisaussed it e -
troduction of tiilsRanrer, asnsitierablle itnsights sfanneetualinipgioahasisecaan
be aequiredfiom an examination of hetier and werse perlerming mueigtsaant
the nature of tthe priediiatioms stitdinad.

& hatharthaay alsty edsssbns iddter afienesprabimialirgivariably sl tielaction
work, performming their comparison on the same set of waiteiites s appasad
to varying the basic variables set. The approach adopted by the authors may
be confused as a methodological improvement while the variance may have
been explainied due to the inclusion of adititiiomal watidiites.

The most important issue is that this study is a comparison of tiine ltegjit
technology with a particular type of mewrall met appresch andl aigotitom,

specificallly, rinetthod,. Wianural met, rsre tiiam moamy atiar
technologies, is a generic name for rnany, aften noorshinildaapppoastiess and
within each, dissimilar families efniegecshinifdaniyiessotbppryackbs ant édondd.
Consequemly, this work tested a particular type of maurall met iinyiamanta-
tion versus the logit model, This study has not answered the guestion of witat
type of maurl SrwihatdyRreotiativtiveswvalddbetibervsispsaiiss-
ing for ihe hafk fallure fraBllan.

In conclusion, the study found maurall msttechnology to mesonemaniise
in a bankruptcy prediction context. From the nature of thefindigrsamd of
the approach, many fascinating ideas for extension amd appliication to ofiier
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areas may follow. Farexanjils, canamatisibediadtgpatiantititdinatittoesad!-
uate a sample taken in an audIt, based on some of ittsaaitiext watihlles, toiin-
crease the probability of findivg wliss it @vor? Can e same madiel the
extended, not only to predict failure but fio rate and poit eut diifferent 1¢edds
of financidll diigiress?

This paper deals with a very rich area and much was clearly learned just
by manipulating the neural model to improve predictalbiliity of tomik £silkure.
An interesting extension wotld be to compare differenit meural Hlgaitms
among themselves and in relation to the logit model.
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