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ABSTRACT

I have constructed the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction between

Ising spin variables living on the link of the square lattice. The interaction is mediated by

itinerant fermions, which couple to the Ising spin in the form of a hopping modulation. I

consider the system at the half-filling and for two different values of the external magnetic

field: B = 0 produces Fermi surface (Fermi band), and B 6= 0 gives Fermi points (Dirac

band). The RKKY interaction between Ising spins in the “link model”, is compared to

the result for spins at each vertex or “site model” to determine the macroscopic magnetic

order. For the zero-flux square lattice (B = 0), the strong nesting property of the Fermi

surface determines the magnetic ordering vectors. In shifting the spin from site to link,

the magnetic interaction formally acquires a 2 × 2 matrix structure. The magnetic order

of the “site model” is found to conventional antiferromagnetic (type-G AFM) and stripe

AFM for “link model”. For the π-flux square lattice (B 6= 0), the RKKY interactions show

2× 2 and 4× 4 matrix structures for the “site model” and “link model”, respectively. Their

magnetic ordering vectors differ on their cases because of the collapsing of the Fermi surface

to Fermi points. The system develops type-A AFM and ferrimagnetic order in the site and

link models, respectively.
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CHAPTER 1

INTRODUCTION

1.1 Tight binding electrons

1.1.1 Sommerfeld and Bloch wave functions

In this section, I will introduce different models of free electrons (free in the

sense of no interaction potential) in solid materials including the Sommerfeld (free

electron, or plane wave approximation), Bloch (nearly free electron with constant pe-

riodic potential), and Wannier (tight binding model) wave functions. When electrons

are unbound in solid materials, the important parameters are the wave function and

energy dispersion relation (single-particle energy function in momentum space) to de-

fine their properties. Let us start with the general Schrödinger equation in real space

[5]:

Ĥψ(R) = Eψ(R). (1.1)

Here, Ĥ is the total Hamiltonian of the system, E is the eigenenergy, and ψ(R) is the

eigenfunction of an electron in real space R.

Sommerfeld model— In the Sommerfeld model, the electron is free to propagate

inside the material with kinetic Hamiltonian Ĥ = p2

2m
, so the Schrödinger equation is

− ~2

2m

(
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2

)
Ψ(r) = EΨ(r). (1.2)
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Assuming periodic boundary conditions, the eigenenergy and eigenfuction are

E(k) =
~2k2

2m
, (1.3)

Ψk(r) =
1√
V
eik·r. (1.4)

where k is the momentum vector, and V is the volume of the box. Level surfaces of the

energy dispersion in momentum space form spherical shells for the three dimensional

(3D) case and circles for the two dimensional (2D) case. The wave function Ψk(r) is

the plane wave. The Sommerfeld model is applied to explain the electrical and thermal

properties of some alkali metals such as Na, K, and Cs [5].

Bloch model — In the Bloch model (or nearly free electron model), the Hamiltonian

includes a weak periodic potential U(r+R) = U(r) (with some fixed translation vectors

R), representing the ionic background:

ĤΨ(r) =

[
− ~2

2m
52 + U(r)

]
Ψ(r) = EΨ(r). (1.5)

The energy dispersion of a Bloch electron is labeled by a band index n. There is

no explicit form of the energy dispersion relation En(k). It is periodic in the reciprocal

lattice: En(k + K) = En(k), where K is the reciprocal vector. The wave function is

written in terms of the band index n and wave vector k: Ψnk = eik·runk(r), where the

function unk(r) has the periodicity of the potential.

Bloch model can explain very well the properties of many solid materials that

are categorized as simple band of metals, semiconductors, semimetals, and insulators.

Let us consider serveral concepts arisen from this treatment.

First, the Brillouin zone is defined as the set of nonequivalent points in momen-

tum space. The first Brillouin zone contains all energy levels whose occupation defines

the electronic properties.
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The Fermi surface EF is a constant energy surface (or a set of constant energy

surfaces) in k-space (or momentum space), familiar to equipotentials of electrostatic

theory with constant energy. The Fermi surface separates occupied and unoccupied

electronic levels.

The band gap is an important quantity that determines the properties of the

solid materials. It is the difference in energy between the highest occupied level and

the lowest unoccupied level. The band gap and Fermi level are useful parameters to

classify conventional materials into metal, semimetal, semiconductor, and insulator.

For example, metals have no band gap and Fermi level always pass through an energy

band. Semiconductors have a small energy gap (e.g Si has a band gap of 1.1 eV), and

the Fermi level lives inside the band gap. Semimetals have no band gap, but the Fermi

surface lives at the point contacting between two energy bands [5].

1.1.2 Tight-binding electron model

Bloch wave function understood to describe a gas of nearly free electrons, weakly

perturbed by the constant periodic potential of the ions. The tight-binding or linear

combination of atomic orbitals (LCAO) approach regards the materials as a collection

of weakly interacting neutral atoms. The tight-binding approximation make use of the

overlap of atomic wave functions between isolated atoms. This approximation is useful

to describe the energy band of partially filled d-shell, f-shell atoms (Co, Fe, Ni, Gd,

and other magnetic elements), and the electronic structure of insulators.

One assumes that in the vicinity of each lattice point, the full periodic crystal

Hamiltonian Ĥ can be approximated by the atomic Hamiltonian, Ĥat, of a single atom

at the lattice point. This is reasonable if the bound levels of the atomic Hamiltonian
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are well-localized. Then,

ĤΨn = EnΨn, (1.6)

Ĥ = Ĥat + ∆U(r), (1.7)

where ∆U(r) includes all corrections to the atomic potential required to produce the

full periodic potential of the crystal. The Bloch wave function can also be constructed

from N linear combinations of the degenerate tight-binding orbital wave function,

Ψ(r + R) = eik·RΨ(r), (1.8)

Ψnk(r) =
∑
R

eik·RΨn(r−R). (1.9)

Here, n is the band index, and the momentum k ranges through the N points in the

first Brillouin zone. The real space wave function Ψ(r) is written in terms of basic

functions φn(r) and creation c†jσ and annihilation cjσ operators (with σ denoting z-axis

projection of the z-direction Pauli spin matrix):

Ψ̂σ(r) =
∑
j

φj(r)cjσ(r), (1.10)

Ψ̂∗σ(r) =
∑
j

φ∗j(r)c
†
jσ(r). (1.11)

The hopping integral tij (i and j are nearest-neighbor atoms) is calculated from the

kinetic term of the Hamiltonian:

tij =

∫
d3rφ∗(r− ri)Ĥatφ(r− rj)

≈
∫
d3rφ∗(r− ri)

(
− ~2

2m
52

)
φ(r− rj).

(1.12)

Each contribution to the Hamiltonian Ĥat is a product of energy dispersion relation
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εkσ (a function of momentum) and the number operator N̂kσ = c†kσckσ.

Ĥat =
∑
kσ

εkσN̂kσ. (1.13)

In this work, we have applied the tight-binding model under the assumption of a

constant hopping integral (tij = const) between the nearest-neighbor sites on the square

lattice.

1.2 π-flux model

Affleck et al. originally proposed the π-flux model of fermions on the square

lattice in order to explain the properties of CuO2 planes in high-Tc superconductors

[2]. With application of a constant magnetic field, the magnetic flux changes the

hopping integral tij from real values to a complex ones, according to the Aharonov-

Bohm effect [30]. Now, the hopping integral of the nearest-neighbor bond 〈ij〉 is given

by tij = −teiφij (with t: a real constant), and φij = −φji = (e/~c)
∫ j
i
A · dl, A is

the vector potential, treated as classical variable [17]. Because of gauge invariance,

the phase of tij can be adjusted with two real values when φij = 0 or π. Without

π-flux, tight-binding model of the square lattice gives the definite Fermi surface at the

half-filling. However, by inserting the π-flux, the Fermi surface shrinks into four Dirac

points around which the energy dispersion relation is linear forming a Dirac cone. This

is similar to the Dirac cones appearing in the hexagonal lattice of graphene.

The π-flux model have recently reemerged in the context of coupling it to a

Transverse Field Ising spin such models having Dirac fermions sitting at the vertices of

square lattice, and Ising spin variable at the links. They show the rich variety of ground

state phases [16, 36]. First, X. Y. Xu et al. showed the second-order Ising quantum spin

and first-order topological phase transition belong to weak and intermediate coupling

between Dirac fermions and Ising spin [36]. Second, S. Gazit and his colleagues found
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that at generic filling (change the chemical potential in partition function), the gauge

fluctuations mediate pairing which leads to a transition between deconfined BCS state

(Bardeen-Cooper-Schrieffer model explained the mechanism of metallic superconductor

at low temperature) and confined BEC state (Bose-Einstein condensation) [16].

1.3 RKKY interaction

1.3.1 Kondo lattice model

The Kondo model was proposed to explain the measurement of anomalous re-

sistance by doping dilute magnetic impurities in non-magnetic hosts. The resistance

versus temperature (ρ–T ) of pure non-magnetic metals, such as Na, K, Ag, and Cu,

is decreased to a residual value when temperature goes down to zero. However, when

non-magnetic elements (Cu, Ag, and Al) are doped with magnetic elements such as Fe,

Mn, and Co. They observed the minimum resistivity at a finite temperature T that

was from 10 to 20 K [20, 21]. In the 1970s, Kondo explained theoretically that mech-

anism based on the interaction between localized spin of magnetic impurities and the

spin of itinerant electrons [21]. The minimum value of T is called Kondo temperature

TK. Therefore, the Kondo lattice model includes itinerant electrons and localized spin

degrees of freedom which are coupled together.

In various systems, a lattice of localized spins and itinerant electrons coexists.

Examples include rare-earth elements (Gd, Dy), rare-earth alloys (CeCu2Si2, CeAl3,

CeAl2) and actinide compounds (U2Zn17, UCd11, U2PdSi3) [8]. Depending on the

coupling J between the localized spins with free electrons, many ground states develop.

In figure 16.16 of reference [11], Piers Coleman shows for weak interaction if J < 0,

the ferromagnetic order (FM) happens, if J > 0 the anti-ferromagnetic (AFM) state

emerges. For the strong coupling, the Kondo singlet pair between localized spin and

free electron formed to paramagnetic state or Fermi liquid. Because of that coupling,
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the some materials can tranform from metal to insulator (Mott insulator) by changing

chemical composition, pressure or magnetic field. Furthermore, S. Doniach showed

that in Kondo lattice model, there is a competing energy scale between Kondo singlet

(Kondo effect) and RKKY interaction [13]. The characteristic energy scale of the

RKKY interaction is proportional to Kondo coupling between itinerant electron and

localized spin, kBTRKKY ≈ J2ρ(EF ) with ρ(EF): density state of free electron at Fermi

level. Otherwise, the Kondo temperature is TK ≈ e1/Jρ(EF). The magnetically ordered

state is observed for small J , whereas the Kondo effect emerges for its large value [33].

That is the original prototype of quantum phase transition between RKKY magnetic

orders (FM or AFM) to Kondo singlet pair due to tuning coupling J .

1.3.2 Non-local magnetic interaction (RKKY)

Many different models are used to explain the magnetic interaction of materi-

als such as strong localization (Heisenberg model), itinerant (RKKY interaction) and

superexchange interaction. The Heisenberg model (direct interaction) is used to in-

terpret the emergence of magnetic property of some pure transition elements such as

Co, Fe, and Ni, and their compounds. That interaction emerges from strong overlap

of two nearest-neighbor magnetic moment orbitals. Otherwise, the Ruderman-Kittel-

Kasuya-Yosia interaction was constructed by M. A. Ruderman and C. Kittel to explain

the interaction of nuclear magnetic moments at the large distances [29]. Then, D. Ka-

suya developed the theory to explain that interaction as the second-order perturbation

theory in terms of plane wave approximation [19]. Finally, K. Yosia calculated theo-

retically that model in Cu-Mn alloys to explain emerging of magnetic order by doping

Mn impurity on Cu host. They called it as s-d interaction for that magnetic moments

interact via conduction electrons.

The RKKY model is one of the most important magnetic interaction prototypes

in pure rare-earth elements (Gd, Sm, and Dy) and their alloys. The atomic radius of
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rare-earth element (f-shell element) is too large to directly overlap between localized

spins of two nearest-neighbor atoms. They would interact indirectly via itinerant elec-

trons. Many other magnetic systems are explained based on RKKY interaction such

as heavy fermion materials (the effective mass of metallic compounds is thousands

of free electron), diluted magnetic semiconductors (embedded magnetic impurities on

semiconductors), Heusler alloys (alloys of non-magnetic elements) and an impurity in

graphene. Experimentally, the construction of new advanced technique of spin-resolved

scanning tunneling microscopy provide a new method to map the strength and oscilla-

tion of RKKY interaction between atoms. Therefore, the derivation of RKKY interac-

tion, is varied from system to system such as spin and charge susceptibilities. However,

the main part of RKKY interaction is static Linhard function in the momentum space

q or in the real space R:

χ(q) =
∑
k∈BZ

nF (Ekσ)− nF (Ek+qσ)

E(k + q)− E(k)
, (1.14)

χ(R) =

∫
(dq)d

(2π)d
e−iq·Rχ(q). (1.15)

Equation (1.14), χ(q) in the momentum space Linhard function is calculated

over first Brillouin zone (BZ) with nF (Ekσ) of the Fermi-Dirac distribution function.

The real susceptibility is the Fourier transformation of momentum space with spatial

dimensions d. The properties of q-space spin susceptibility is existed of a singular

or maximum points which define the order vector of spin interaction. The real space

Linhard function χ(R) is oscillatory and decaying with respect to the distance of two

spins. At long range, that function behaves as Bessel function. It is strongly dependent

on spatial dimensions d [3].

2D RKKY interaction was computed using plane wave approximation for the

metallic energy band. The distance dependence of real spin susceptibility decays as

1/r2 for 2D comparing with 1/r3 of 3D [14]. RKKY interaction on 2D hexagonal
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lattice (graphene) is very attracted to do research because the existence of Dirac points

[22, 35]. They demonstrate that the sign-changing oscillation of RKKY in graphene

is disappeared due to vanishing of Fermi surface, and the FM state is for magnetic

impurities on same sublattice, and AFM for spins on different sublattice [35]. At

long distance limit, the RKKY interaction for graphene is r−3 decaying rate. The

magnetic order of impurity-doped graphene are so controversial. For light doping

magnetic impurity at the site of hexagonal lattice, that model develops the AFM order

[9, 10]. Otherwise, S. Saremi stated the model of impurity doped graphene is always

FM because of semi-metallic properties of graphene [31].

1.3.3 Frustration in magnetic interaction

Frustration plays a important role in strongly correlated electrons and mag-

netic interactions. In magnetic system, there are two typical types of frustration such

as (i) competing between interactions (e.g AFM spin chain) and (ii) geometrical lat-

tices (e.g Kagome lattice and pyrochore lattice). (i) The spins are frustrated in an

antiferromagetic chain with considering of the next nearest-neighbor AFM coupling

comparing with the nearest coupling [33]. (ii) Kagome lattice has triangular unit cells,

if two neighboring spins are interacted antiferromagnetically (oppositely oriented), the

direction of third spin at the vertex of triangle cannot be selected to satisfy the AFM

coupling of both neighbor spins.

Due to non-local properties of RKKY interaction, it is a potential candidate to

explain a frustrating effect and spin glass. For example, J. H. She and his colleagues

recently explained the suppressing the magnetic order of the lattice spin by frustration.

That interaction leads to the first-order phase transition between magnetic order and

spin glass [32]. Furthermore, the RKKY interaction is one of the the best model

for interpreting the ”spin ice” phenomena in metallic Pr2Ir2O7 compounds. The rare-

earth Pr3+ ions in those compounds form perfect Ising spins with in and out pointing of
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tetragona along the local 〈111〉 axis. Those Pr3+ Ising spins are interacted via itinerant

electron of 5d5 Ir4+ ions to generate FM coupling. This is the ”spin ice” phenomenon

for Pr-Pr sublattice [15, 23].

1.4 Motivation

Novel properties of 2D lattice such as graphene and cuprate CuO2 plane in

high-Tc superconductors, they are so attracted to investigate in detail. Especially, the

fascinating practical 2D ferromagnetic layer observed triggers to study toward the real

applications in spintronic and magneto-electric devices [18].

The changing of Fermi surface is definitely effected to the interacting ground

state. For instance, in Kondo lattice materials, small Fermi surface corresponding to

AFM order, and large Fermi sufrace is paramagnetic state or Fermi liquid [12]. Also,

the analytical calculation of effective RKKY interaction is changed for different Fermi

surfaces [28]. We are wondering about collapsing the Fermi surface of zero-flux to

Fermi point in π-flux square lattices. How does it affect to RKKY interaction?

Although there are a lot researches about the model of Ising spin at the link

coupling with fermion living at the vertex on square lattice [6, 16, 36], those works

focuses on the nearest-neighbor interaction with defined coupling constant J . The

analytic form of the interaction between the link variables has never been computed.

So, we will use the similar crystal lattice, but we will consider the effective long-

range interaction of Ising spin with effect RKKY at the weak coupling limit (variable

dependence of spin susceptibility). Therefore, our work intends to distinguish the

RKKY interaction on two dimension driven by changing spin from site to link, and

Fermi surface.

First, I will show the derivation of tight-binding model of free fermions and

coupling between spin and fermions (interaction part) for zero-flux and π-flux lattices.
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They are known as the Kondo lattice models. At half-filling, the energy band of

two cases are plotted to give the Fermi metallic band of zero-flux and semimetallic

Dirac band for π-flux. RKKY interactions between spins at the sites and links of

both models are derived using the quantum perturbation theory. The momentum

space of effective RKKY interaction are calculated in a whole Brillouin zone using

C++ code to provide the eigenvalues and corresponding eigenvectors. The maximum

point in eigenvalue spectrum will define the magnetic order vector. The long range

interaction of a pair of spins in real space show the oscillatory and decaying properties

of Linhard function. However, because of coexistence of nearest-neighbor and next-

nearest-neighbor interactions of Ising spin in the zero-flux and π-flux lattices, the

frustration is necessary to consider. The main work for effective RKKY interaction

is summarized in a flow chart:

RKKY interaction sum-

maries for zero-flux and π-

flux versions of square lattice

Spin susceptibility Charge susceptibility

Spin at vertex of square

lattice, pure Linhard function

χRKKY, known result.

Two spins at the links of

square lattice, 2 × 2 matrix

structure of RKKY interaction

JRKKY
2×2 , our computing work.

Two distinct spins at

vertices of π-flux lattice,

2 × 2 matrix structure of

effective interaction JRKKY,

similar to graphene result.

Four spins at the links of a

π-flux unit cell, 4 × 4 matrix

structure of RKKY interaction

χRKKY
4×4 , our computing work.
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CHAPTER 2

MODELS

2.1 Conventional Fermi Band

c†i σz
i,1

σz
i,2

Unit cell, square

®a1

®a2

Figure 2.1. The crystal structure of zero-flux square lattice (a case of magnetic
field B = 0), and each unit cell consists one fermion c†i (fermion basis bf = (0, 0))
and two Ising spin σzi,1 (basis bI1 = (1/2, 0)) distributed along x-direction and σzi,2
( basis bI2 = (0, 1/2)) arranged along y-direction. Solid line (connects between
fermion) illustrates the nearest-neighbor hopping integral −t. Lattice vectors are
a1 = a(1, 0) and a2 = a(0, 1), and for simple calculation, we consider lattice
constant a = 1

In Fig. 2.1, we show the zero-flux square lattice and its arrangement of Ising

spins and fermion orbitals. Each unit cell includes one fermion labeled c†i,τ (where τ is

Pauli spin in z-direction), (we will drop spin index τ for notational simplicity) and Ising

spins σzi,1 and σzi,2 are distributed along the x-direction and y-direction, respectively

(where i labels the unit cell). Because there are three elements in each unit cell, we

12



define the basis vectors including bf = (0, 0) for the fermion, bI1 = (1/2, 0) for Ising

spin 1 (horizontal link), and bI1 = (0, 1/2) for Ising spin 2 (vertial link). With lattice

vectors a1 = (1, 0) and a2 = (0, 1), every unit cell of the square lattice can be contructed

using translation vector R = na1 +ma2 with integers n and m.

The electrons on the vertices of square lattice hop from site to site, and we

allows for a nearest-neighbor hopping with amplitude −t. That term provides the

unperturbed tight-binding Hamiltonian Ĥ0 in Eq. (2.1). The Ising spins (oriented

either up or down) take on values at the link of the square lattice. The coupling

constant J between Ising spin and fermion (hopping modulation) gives the interaction

part of Hamiltonian Ĥ1 Eq. (2.1). This term mimics Z2 Kane-Mele coupling in the

spin Hall effect [1]:

Ĥ =
∑
〈i,j〉

(−t− Jσzij)(c
†
icj + c†jci) = Ĥ0 + Ĥ1,

= −t
∑
〈i,j〉

(c†icj + c†jci)− J
∑
〈i,j〉

[σz1,i(c
†
icj + c†jci) + σz2,i(c

†
icj + c†jci)].

(2.1)

Pairs 〈i, j〉 denote the nearest-neighbor unit cells. Hamiltonian has the tight-binding

with parameter t and interaction parts with parameter J . The t–J model is something

else. There are two limits of this model, if t � J we can treat the J term as the

perturbing part, and vice versa. Because spin and fermion degree of freedoms are

admixed, there is no way to diagonalize the full Hamiltonian Ĥ. So, in this work, Ĥ1

is treated by using perturbation theory. The Hamiltonian is written explicitly in real

space with lattice translation vector R:

Ĥ0 = −t
∑
R

[(c†R+a1
cR + c†RcR+a1) + (c†R+a2

cR + c†RcR+a2)], (2.2)

Ĥ1 = −J
∑
R

[σz1,R(c†R+a1
cR + c†RcR+a1) + σz2,R(c†R+a2

cR + c†RcR+a2)]. (2.3)
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A better formulation requires us to use Fourier transformation from real space to

momentum space both the fermions and Ising spins:

c†R =
1√
N

∑
k

e−ik.Rc†k, (N : number of unit cells), (2.4)

σzR,α =
1

N

∑
q

e−iq.Rσzq,α (With α = 1, 2). (2.5)

2.1.1 Non-interacting Hamiltonian

The non-interacting Hamiltonian Ĥ0 is easily diagonalized to give the energy

dispersion relation E(k):

Ĥ0 =
∑
k

E(k)c†kck, (2.6)

E(k) = −2t(cos kx + cos ky). (2.7)

2.1.2 Interacting Hamiltonian

In the momentum basis, the interacting Hamiltonian Ĥ1 has the following form:

Ĥ1 = − J
N

∑
k,q

σzq,1c
†
kck+q

[
e−ikx + ei(kx+qx)

]
+ c†kck+qσ

z
q,2

[
e−iky + ei(ky+qy)

]
. (2.8)

The effective interaction Hamiltonian is constructed from two states:

|Ψ1〉 = e−Ĥ0tĤ1 |Ψgs〉 , (2.9)

|Ψ2〉 = Ĥ1e
−Ĥ0t |Ψgs〉 . (2.10)

State |Ψ1〉 is perturbed then evolved in time. State |Ψ2〉 is evolved in time then

perturbed. Overlapping of two states |Ψ1〉 and |Ψ2〉 forms the effective interaction
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Hamiltonian based on the Heisenberg picture [30]. The ground state is:

|Ψgs〉 =
∏
k<kF

c†k |0〉 (kF : Fermi wave vector). (2.11)

The effective Ĥ1 is the second order perturbation in J << t. We use Wick’s

theorem to decompose the four-point correlation function, or charge susceptibility

χRKKY
c =

〈Ψgs| [n̂(k,q, t), n̂(k′,q′, t′)] |Ψgs〉 (where n̂(k,q, t) = c†k(t)ck+q(t)) in momentum space

and Matsubara frequency (Appendix A and B).

The spin susceptibility is written as χRKKY
s = 〈Ψgs| [sa(k,q, t), sb(k′,q′, t′)] |Ψgs〉

with spins a and b, and itinerant spin sa(k,q, t) =
∑

αβ c
†
kασαβck+qβ [32]. Finally, the

Linhard function with some momentum correction terms is obtained to give charge sus-

ceptibility JRKKY(q, ωn) or RKKY interaction between Ising spins. The detail deriva-

tion of interacting Hamiltonian is provided in Appendix B.

The final form of Ĥ1 gives a 2 × 2 interacting matrix in Matsubara frequency

ωn and two dimensional momentum space kx and ky:

Ĥ1 = − J
2

N2

∑
q

(
σzq,1 σzq,2

)
JRKKY(q, ωn)

σz−q,1
σz−q,2

 , (2.12)

with the correlation function is given:

JRKKY(q, ωn) =
∑
k

J11(k,q) J12(k,q)

J21(k,q) J22(k,q)

 nF (Ek)− nF (Ek+q)

iωn + Ek+q − Ek

. (2.13)
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All terms of the charge susceptibility are listed below:

J11(k,q) = 2 + ei(2kx+qx) + e−i(2kx+qx) = 4 cos2(kx +
qx
2

), (2.14)

J22(k,q) = 2 + ei(2ky+qy) + e−i(2ky+qy) = 4 cos2(ky +
qy
2

), (2.15)

J12(k,q) = e−i(kx+ky+qy) + ei(kx+ky+qx) + e−i(kx−ky) + ei(kx−ky+qx−qy), (2.16)

J21(k,q) = ei(kx+ky+qy) + e−i(kx+ky+qx) + ei(kx−ky) + e−i(kx−ky+qx−qy), (2.17)

nF (Ek) =
1

eβ(Ek−µ) + 1
, (2.18)

where nF (Ek) is Fermi-Dirac distribution function. The half-filling case corresponds

to chemical potential µ = 0 (each site is occupied by exact one fermion).

2.2 Dirac Band

Figure 2.2 shows the π-flux square lattice with decorating of fermions and Ising

spins. A unit cell of π-flux is doubled zero-flux one. It consists of two fermions labeling

c†i,A and c†i,B are arranged at the vertices (in the figure 2.2). Four Ising spins σzi,1, σzi,2,

σzi,3 and σzi,4 are put at the middle of each link. The two lattice vectors are a′1 = a1

and a′2 = 2a2 (a1 and a2 are lattice vectors of zero-flux). The hopping integral of

π-flux lattice is two values. The nearest neighbor hopping between fermion B–B is +t

(dotted line in Fig. 2.2), and other hopping integrals of A–A, B–A and A–B are −t

(solid line). The coupling between fermion and Ising spins are J . Hamiltonian of this

model is formulated:

Ĥ =
∑
〈i,j〉

(−tij − Jijσij)(c†icj + c†jci) = Ĥ0 + Ĥ1, (2.19)

Ĥ =
∑
〈i,j〉

tij(c
†
icj + c†jci) +

∑
〈i,j〉,α

Jijσij,α(c†icj + c†jci), (2.20)

16



c†i,A

c†i,B

σz
i,3

σz
i,1

σz
i,2

σz
i,4

Unit cell, π-flux
®a′1

®a′2

Figure 2.2. The crystal structure of π-flux lattice (magnetic field B 6= 0), and each
unit cell is doubled in size of zero-flux. It includes 2 distinct fermions c†i,A (basis

b′A = (0, 0)) (distributed along solid line) and c†i,B (basis b′B = (0, 1)) (arranged
along dotted line) and 4 Ising spins such as σzi,1 (basis b′I1 = (1/2, 1)), σzi,2 (basis
b′I2 = (0, 3/2)), σzi,3 (basis b′I3 = (1/2, 0))and σzi,4 (basis b′I4 = (0, 1/2)). Solid lines
show hopping integral −t, and dotted lines mean +t hopping integral. Two lattice
vectors are a′1 = (1, 0) and a′2 = (0, 2)

with α = 1, 2, 3, and 4, and 〈i, j〉 is the nearest-neighbor of unit cell. The full

Hamiltonian separates into tight binding part Ĥ0 and interaction part Ĥ1 with small

perturbation coefficient J . The explicit form Ĥ with vector R in real space:

Ĥ =
∑
R

[
− (t+ JσzR,2)c†R+a2,A

cR,B

+ (t− JσzR,1)c†R+a1,B
cR,B + (t− JσzR−a1,1

)c†R+a1,B
cR,B

− (t+ JσzR,4)(c†R,BcR,A + c†R,AcR,B)− (t− JσzR,3)c†R+a1,A
cR,A

− (t− JσzR−a1,3
)c†R−a1,A

cR,A − (t+ JσzR−a2,2
)c†R−a2,B

cR,B

]
. (2.21)
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2.2.1 Unperturbed Hamiltonian

Ĥ0 =
∑
R

[
− t(c†R+a2,A

cR,B + c†R−a2,B
cR,A) + t(c†R+a1,B

cR,B + c†R−a1,B
cR,B)

− t(c†R,BcR,A + c†R,AcR,B)− t(c†R+a1,A
cR,A + c†R+a1,A

cR,A)
]
. (2.22)

First, using discrete Fourier transformations between real and momentum space,

the unperturbed Hamiltonian Ĥ0 is written as a 2×2 matrix in the sublattice structure

(Eq. (2.25)). With Hk (Eq. (2.26)) is called the kernel of Ĥ0.

c†R,A/B =
1√
N

∑
k

e−ik.Rc†k,A/B (N : number of unit cell), (2.23)

σzR,α =
1

N

∑
q

e−iq.Rσzq,α (α = 1, 2, 3, 4), (2.24)

Ĥ0 = −t
∑
k

(
c†k,A c†k,B

)
Hk

ck,A
ck,B

 , (2.25)

Hk =

2 cos(kxa) 1 + e−ik.a2

1 + eik.a2 −2 cos(kxa)

 . (2.26)

After diagonalization Ĥ0, the energy dispersion relations E2,1(k) which are cor-

responding to upper part and lower Dirac bands are achieved in Eq. (2.27). Also,

quasiparticle basis are constructed with new creation and annihilation operators fk,2,

f †k,2, fk,1 and f †k,1 .

E2,1(k) = ±2t
√

cos kx
2 + cos ky

2. (2.27)
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And the diagonalized Hamiltonian Ĥ0 is written in term of new basis:

Ĥ0 =
∑
k

[
E2(k)f †k,2fk,2 + E1(k)f †k,1fk,1

]
=
∑
k

2t
√

cos2 kx + cos2 ky
(
f †k,2fk,2 − f

†
k,1fk,1

)
.

(2.28)

Unitary matrices U2×2 and U †2×2 transform from fermion basis c†k,A/B and ck,A/B

to fk,2, f †k,2, fk,1 and f †k,1 quasiparticle basis.

U2×2 =
1

β(k)

1+e−2iky

2
−1−e2iky

2

α(k) α(k)

 , (2.29)

U †2×2 =
1

β(k)

 1+e2iky

2
α(k)

−1−e−2iky

2
α(k)

 . (2.30)

There are number of supplemental functions in unitary matrices:

α(k) =
√

cos2 kx + cos2 ky − cos kx, (2.31)

β(k) =

√
2(cos2 kx + cos2 ky − cos kx

√
cos2 kx + cos2 ky), (2.32)

α(k,q) =
√

cos2(kx + qx) + cos2(ky + qy)− cos(kx + qx), (2.33)

β(k,q) =

√
2[cos2(kx + qx) + cos2(ky + qy)− cos(kx + qx)

√
cos2(kx + qx) + cos2(ky + qy)].

(2.34)
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2.2.2 RKKY interaction

Ĥ1 = −J
∑
R

[
σzR,2c

†
R+a2,A

cR,B + σzR−a2,2
c†R−a2,B

cR,A

+ σzR,1c
†
R+a1,B

cR,B + σzR−a1,1
c†R−a1,B

cR,B + σzR,4(c†R,BcR,A + c†R,AcR,B)

− σzR,3c
†
R+a1,A

cR,A − σzR−a1,3
c†R−a1,A

cR,A
]
. (2.35)

The derivation of RKKY interaction for π-flux lattice is similar to conventional

Fermi band. We will construct 2 states |Ψ1〉 and |Ψ2〉 and take their overlaps to get

the effective Hamiltonian (detailed derivation is showed in Appendix A). The charge

susceptibility of effective Hamiltonian Ĥ1 provides in 4×4 matrix with common Linhard

function:

Ĥ1 = − J
2

N2

∑
q

(
σzq,1 σzq,2 σzq,3 σzq,4

)
χRKKY

4×4 (q, ωn)



σz−q,1

σz−q,2

σz−q,3

σz−q,4


(2.36)

χRKKY
4×4 (q, ωn) =

∑
k

M4×4(k,q)
nF (Ek,1)− nF (Ek+q,2)

iωn + Ek+q,2 − Ek,1

, (2.37)

M4×4(k,q) =



M11(k,q) M12(k,q) M13(k,q) M14(k,q)

M21(k,q) M22(k,q) M23(k,q) M24(k,q)

M31(k,q) M32(k,q) M33(k,q) M34(k,q)

M41(k,q) M42(k,q) M43(k,q) M44(k,q)


. (2.38)

All elements of matrix M4×4(k,q) are listed in the appendix A.
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CHAPTER 3

RESULTS AND DISCUSSION

3.1 Fermi band and Dirac band

3.1.1 Brillouin zone

~g1

~g2

Γ

M

K

~g1

~g2

Γ

M

K

(a)

Dirac point

®g′1

®g′2

Γ

X

K′Y

(b)

Figure 3.1. The first Brillouin zone of square lattice for (a) zero-flux and (b) π-flux
(gray color).

Figure 3.1 shows the first Brillouin zone (gray color region) of square lattice

threaded with (a) zero-flux (magnetic field B = 0) and (b) π-flux (magnetic field

B 6= 0). In Fig. 3.1(a), the first Brillouin zone of zero-flux square lattice is constructed

from two reciprocal vectors g1 = (2π, 0) and g2 = (0, 2π) [5]. Some high-symmetry

points are Γ = (0, 0), M = (π, 0) and K = (π, π) in that zone.

Figure 3.1(b) shows the rectangular shape of the first Brillouin zone for π-flux

lattice. The reciprocal vectors of π-flux are g′1 = g1 and g′2 = 1
2
g2. Because of
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asymmetrical Brillouin zone, we consider more points such as Γ = (0, 0), X = (π, 0),

K′ = (π, π
2
), and Y = (0, π

2
). The four green dots represent the Dirac points at Brillouin

zone, where upper and bands of energy dispersion relation contact each other. Because

of different Brillouin zones, the properties of zero-flux and π-flux square lattices will

be different.

3.1.2 Energy dispersion relation for square and π-flux lattices

-π
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π
-π

0

π
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-2

 0
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E
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E

(a)

-π
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π -π/2

0

π/2
-4

-2

 0

 2

 4

E

kx

ky

E

(b)

Figure 3.2. 3 dimensional surfaces of (a) zero-flux square lattice with energy dis-
persion E = −2t(cos kx + cos ky) , and (b) π-flux lattice with energy dispersion
E2/1 = ±2t

√
(cos2 kx + cos2 ky) (with hopping integral t = 1)

Figures 3.2 and 3.3 exhibit conventional Fermi band of zero-flux and Dirac

bands of π-flux lattices. Figures 3.2(a) and 3.3(a) show 3D surface and 2D contour

plots of energy dispersion E = −2t(cos kx + cos ky) (t = 1). The continuous energy

dispersion of zero-flux lattice illustrates a metallic band. At the half-filling, each site

of lattice is occupied exactly one electron. The Fermi surface is a diamond (red line

in Fig. 3.3(a)) with Fermi energy EF = 0. The Fermi surface of square lattice has

a nesting property. There is an existence of vector Q0 = (±π,±π), nesting vectors
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which connect all points on Fermi surface [33]. This property will strongly affect to

the interaction of spin, discuss next section.
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Figure 3.3. Two dimensional contour plots of (a) zero-flux square lattice with
energy dispersion E = −2t(cos kx + cos ky), and (b) π-flux lattice with energy
dispersion E2/1 = ±2t

√
(cos2 kx + cos2 ky) (with hopping integral t = 1)

Figures 3.2(b) and 3.3(b) show the 3D surface and 2D contour plots of energy

dispersion E2,1 = ±2t
√

cos2 kx + cos2 ky (the value of hopping integral t = 1). There

are upper E2 and lower E1 bands. They touches each other at four Dirac points

(kx = ±π
2
, ky = ±π

2
) (white region in the Fig. 3.3(b)). At the half-filling, the Fermi

surface collapses to Fermi points [27]. So, the upper band E2 is empty state (a electron

band), and lower band E1 is completely filled, hole band. That is a typical band

structure of semi-metal (e.g graphene [25]).

3.2 RKKY interaction in zero-flux lattice

RKKY interaction for spin in “site model”

First, let’s look at the standard RKKY interaction of conventional zero-flux

square lattice, shown in Eq. (3.1). For that model, each vertex is put an magnetic im-
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Figure 3.4. (a) Particle-hole symmetry structure which is driven magnetic mech-
anism of spins, and (b) the pure Linhard function versus momentum vector
χRKKY(q) along Γ–M–K–Γ in square Brillouin zone (Γ = (0, 0), M = (π, 0) and
K = (π, π) in Fig. 3.1(a))

purity, spin S (considering S = 1
2

spin for this case), this is typical spin susceptibility

of “site model” [33]. RKKY interaction of that model is the pure Linhard function

χRKKY(q, ωn). Following Fermi liquid theory [5, 33], the nonlocal magnetic interaction

of 2 spins is driven by particle-hole symmetry (Fig. 3.4(a)). Due to interacting excita-

tion, a hole with momentum vector k is created below the Fermi surface, and electron

with k + q is above the Fermi surface [33]. One spin Sa,q coupling with electron in-

teracts with spin Sb,−q which is coupling with hole. That symmetry is related to the

polarization of electrons around the Fermi surface [22]. The particle-hole symmetry is

intraband and interband transitions in Fermi, Dirac bands, respectively.

Figure 3.4(b) shows the plot of Linhard function χRKKY(q, ωn) with respect

to momentum q along Γ–M–K–Γ path (Γ = (0, 0), M = (π, 0) and K = (π, π) in

Fig. 3.1(a)). That function is minimum at points Γ = (0, 0), and maximum singularity

at points K = (π, π). According to the result of J. H. She et al., the ordering vector
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of magnetic interaction is defined at the point which is the maximum singularity of

χRKKY(q) function. That is due to that maximum value with minus sign of coupling

constant −J
2

N2 gives the minimum magnetic energy (stable system) [32]. Magnetic pat-

tern of that model is known as alternative 2D AFM (type-G AFM, Fig.14.3 of ref.[33]).

To make a compare and contrast with Ising spin “link model” for zero-flux lattice, we

draw “site model” in Fig. 3.7(a).

HRKKY =
−J2

N2

∑
k

χRKKY(q, ωn)S(q) · S(−q), (3.1)

χRKKY(q, ωn) =
∑
k∈BZ

nF (Ek)− nF (Ek+q)

iωn + Ek+q − Ek

. (3.2)

RKKY interaction for Ising spin in “link model”

Equation 2.12 show the 2 × 2 matrix charge susceptibility of Ĥ1 includes the

interaction of Ising spin σz1 and σz1 (labeled Ising 1-1), Ising spin σz1 and σz2 (Ising

1-2) and Ising spin σz2 and σz2 (Ising 2-2). Because of symmetric property, interaction

between Ising spin σz1 and σz1 is similar to σz2 and σz2. The typical Linhard part χ(q, ωn)

is driven of interaction (Eq. 3.3).

In order to determine magnetic order of Ising spins, we compute charge suscep-

tibility JRKKY
2×2 in momentum space and real space. In momentum space, the JRKKY

2×2 (q)

function is calculated using quadrature integral method for the whole Brillouin zone.

We divide kx and ky from −π to π into N intervals, and N = Lx = Ly (Lx and Ly

are the lengths of real lattice). For Matsubara frequency ωn = (2n + 1)T , we select

temperature T = 0.01 K and n = 0. 2× 2 matrix is diagonalized to give 2 eigenvalues

such as Eigen1 and Eigen2 (Fig. 3.5). Finally, they are plotted along a Γ–M–K–Γ
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path (Γ = (0, 0), M = (π, 0) and K = (π, π) in figure 3.1(a)).

JRKKY
2×2 (q, ωn) =

π∫
−π

π∫
−π

dkxdky
(2π)2

J11(k,q) J12(k,q)

J21(k,q) J22(k,q)

 nF (Ek)− nF (Ek+q)

iωn + Ek+q − Ek

. (3.3)

0

20

40

60

80

JR
KK

Y
2x

2
 (q

)

q

 Eigen1
 Eigen2

 

M K

(a)

0

20

40

60

80

 L = 200, Eigen2
 L = 400, Eigen2

 

JR
KK

Y
2x

2
 (q

)

M K
q

(b)

Figure 3.5. RKKY interaction versus momentum vector JRKKY
2×2 (q) with two eigen-

values Eigen1 and Eigen2 (lattice size L = 400), and (b) Eigen2 with different
lattice sizes (L = 200, 400) in Γ–M–K–Γ path of square Brillouin zone (with
Γ = (0, 0), M = (π, 0), and K = (π, π))

Figure 3.5(a) shows the two eigenvalues of JRKKY
2×2 (q) function along the Γ–

M–K–Γ path. Eigen1 and Eigen2 curves are distinct shapes. The Eigen1 curve is

similar to spin susceptibility χRKKY(q) of ”site model”, while Eigen2 one is different.

However, they have a same singular point of K = (π, π). To clarify singularity, we plot

the Eigen2 for different lattice sizes with L = 200, and 400 (Fig. 3.5(b)). By increasing

lattice size, the singular point is sharper.

Due to the symmetrical property, other singularities are (−π, π) and (π,−π)

and (−π,−π) which are the vertices of Fermi surface (red diamond of Brillouin zone

in Fig. 3.3(a)). Those ordering magnetic vectors are strongly commensurate to the
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nesting wave vectors Q0 = (±π,±π). Jenő Sólyom stated that Linhard function is

singular at the nesting vector Q0 because of the energy dispersion Ek = Ek+Q0 which

provides its denominator zero value [33]. The nesting of Fermi surface is as strong as

to preserve the property of singularity in both cases of ”site model” and ”link model”

of zero-flux square lattice.

However, for the “link model”, the RKKY interaction is more complicated be-

cause of existence of two Ising spins σz1 and σz2. The eigenvector are also carried out

to know about the magnetic wave vector. At the K = (π, π) point, eigenvector V1 of

Eigen1 defines ferromagnetic (FM) interaction, and eigenvector V2 of Eigen2 defines

AFM order (Eq.3.4). Since the singular peak of Eigen2 is higher than Eigen1 one,

the AFM order will dominate with ordering wave vector Qo = (π, π).

V1 =
1√
2

−1

−1

 V2 =
1√
2

 1

−1

 (3.4)

To define exact AFM for that model, the real space of charge susceptibility

JRKKY
αβ (R) (with R = Rj −Ri: distance vector of two unit cell i and j) is calculated

by using discrete Fourier transformation of momentum JRKKY
αβ (q) (Eq. (3.5)). The

interaction of Ising 1-1 JRKKY
11 (R) follow Eq. (3.5) with two unit cells i and j, and

α = 1 and β = 1. Figure 3.6(a) shows the plot of function JRKKY
11 (R) for “link model”

comparing with spin susceptibility χRKKY(R) of “site model” for unit cells i and j in

x-direction. Both two functions decays so fast with respect to the distance R = |R|

strong agreement with the result of RKKY interaction in 2D case [3].

Inset of figure 3.6(a) rooms in the short range interaction of two model within 10

unit cell. The Ising spins strongly interact each other in the range of 5-6 unit cells. In

contrast to sign-changed oscillation (black circle) of RKKY interaction of “site model”,

there is no changing sign of charge susceptibility of Ising 1-1 (red half-filled square).
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However, both interactions shows same negative sign for the nearest-neighbor with

distance of 1 unit cell. For my case, because of existence of minus sign of constant

coupling −J2, the negative susceptibility corresponds AFM interaction.

Figure 3.6(b) show the RKKY interactions of Ising spin 1-1 along x-direction

and Ising spin 1-2 along y-direction. In its inset, both charge susceptibilities have a

negative sign in short range distance or AFM.

JRKKY
αβ (R) =

π∫
−π

π∫
−π

π∫
−π

π∫
−π

dqxdqydkxdky
(2π)4

e−iq·RJαβ(k,q)
nF (Ek)− nF (Ek+q)

iωn + Ek+q − Ek

(where R = Rj −Ri)

(3.5)

HRKKY ≈ JNN

∑
(α6=β)

σzi,ασ
z
j,β + JNNN

∑
(α=β)

σzi,ασ
z
j,β (With α, β = 1, 2),

(ignore further neighbor interactions)

(3.6)

The model of Ising spin variables at the link of zero-flux square lattice, the

nearest-neighbor interaction (JNN) is Ising spin 1-2 pair, and the next-nearest-neighbor

(JNNN) coupling of Ising spin 1-1 and 2-2 pairs. Due to the results of real space and

momentum space dependence of JRKKY, the nearest-neighbor interaction (JNN > 0)

and the next-nearest-neighbor (JNNN > 0) are AFM states. Our result for effective

short-range interaction can be summarized in Eq. (3.6) with α, β = 1, 2. The order

vector Qo = (π, π) with formula Qo · rm = 2πm (with m: label of unit cell) is used

to determine the magnetic coupling [24]. The nearest same sign of spins is double of

lattice vectors or distance of 2a (a is lattice constant). For the spin in the “site model”

the nearest coupling is AFM, and the macroscopic magnetic order is an alternating

AFM (Fig. 3.7(a)). So, the magnetic order of Ising spin in “link model” is Qo = (π, π),
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Figure 3.6. Real space dependence of (a) spin susceptibility χRKKY(R) for
“site model” and charge susceptibility JRKKY

11 (R) (Ising 1-1 interaction) along x-
direction with lattice size L = 120 (because of the periodic boundary condition,
we plot L

2
= 60), and its inset rooms in short range of those interactions in 10 unit

cells, (b) charge susceptibility for JRKKY
11 (R) (Ising spin 1-1 pair) and JRKKY

21 (R)
(Ising spin 2-1 pair interaction) along x-direction, and its inset rooms in the short

range interaction within 10 unit cells (where R = |R| =
|Rj−Ri|

a
is the distance

of spins in two unit cell i and j, and R = |jx̂− ix̂| and R = |jŷ − iŷ| for x- and
y-directions, respectively)

and macroscopic order seems to be similar. However, because of 2 spins in one unit

cell, we have an alternative spin unit cells.

For our model, the existence of JNNN and JNN leads frustrating effect similar

to the observation of spin-nematic model in real heavy fermion on LiCuVO4 com-

pounds [26]. This compound is a typical examples of frustrating effect in spin chain

with the nearest-neighbor is FM coupling and next-nearest-neighbor is AFM coupling.

Although both JNNN and JNN are AFM, there is existence of some FM couplings in

nearest-neighbor pair (spin in diagonal stripe line). That is the reason why there is

an appearance FM order of Eigen1 of charge suscpetibility JRKKY
2×2 (q) (Fig. 3.7(b)).

In similar Fermi surface, shifting the spin position from vertex to link, magnetic or-
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Stripe Pattern
(b)

Figure 3.7. (a) Alternative (type-G) AFM pattern of “site model” (b) stripe AFM
pattern of “link model” in zero-flux square lattice (red arrow and blue arrow rep-
resent spin up and spin down, respectively)

der changes from type-G AFM (“site model”) to diagonal stripe AFM (“link model”)

(Fig. 3.7).

3.3 RKKY interaction in π-flux lattice

RKKY interaction for spin in “site model”

For the “site model” of π-flux lattice, there are two distinct atoms A and B (No

Ising spins at the links in π-flux lattice Fig. 2.2) which correspond periodic spin lattice.

That model is similar to magnetic impurity in graphene with effective Hamiltonian is

written by matrix form:

Ĥ1 =
−J2

N2

∑
q

(
Sq,A Sq,B

)
JRKKY(q, ωn)

Sq,A

Sq,B

 , (3.7)
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JRKKY(q, ωn) =
∑
k

JAA(k,q) JAB(k,q)

JBA(k,q) JBB(k,q)

 nF (Ek,1)− nF (Ek+q,2)

iωn + Ek+q,2 − Ek,1

. (3.8)

All elements of 2× 2 matrix of spin susceptibility JRKKY(q) are listed below:

JAA(k,q) =
cos2(ky) cos2(ky + qy)

β2(k)β2(k + q)
, (3.9)

JAB(k,q) = −(1 + ei2ky)[1 + ei2(ky+qy ]α(k)α(k + q)

4β2(k)β2(k + q)
, (3.10)

JBA(k,q) = −(1 + e−i2ky)[1 + e−i2(ky+qy ]α(k)α(k + q)

4β2(k)β2(k + q)
, (3.11)

JBB(k,q) =
α2(k)α2(k + q)

β2(k)β2(k + q)
. (3.12)
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Figure 3.8. RKKY spin susceptibility versus momentum vector JRKKY(q) with
two eigenvalues Eigen1 and Eigen2 (lattice size L = 400) along (a) Γ–X–K′–Γ
and (b) Γ–Y–K′–Γ path of rectangular Brillouin zone (Γ = (0, 0), X = (π, 0), and
K′ = (π, π

2
) and Y = (0, π

2
) in Fig. 3.1(b))

The non-interacting part Ĥ0 is similar to Ising model of π-flux lattice (two

Dirac bands). The main part of spin susceptibility JRKKY(q) for the π-flux is Linhard

function (Eq. (3.8)). The interaction between impurity spins is driven by interband
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Figure 3.9. Real space RKKY spin susceptibility JRKKY(R) (where R = Rj −Ri

is the distance vector of two unit cells i and j) is calculated with lattice size
L = 120 for (a) spins in same sublattice A–A and different sublattices B–A, (b)
spins of different sublattices B–A in x- and y-directions (with distance of spin
R = |jx̂− ix̂|, and R = 2|jŷ − iŷ| for x- and y-directions, repsectively)

particle-hole symmetry (including hole or lower band, and electron or upper band)

in contrast to intraband transition of zero-flux lattice. Because of no nesting wave

vector, the ordering magnetic vector is determined at maximum or minimum points.

For calculating of spin susceptibility JRKKY(q), we take the integral the whole Brillouin

zone with kx from −π to π and ky from −π
2

to π
2
. Because of the asymmetrical Brillouin

zone in the π-flux lattice, that integration is taken two independent paths such as Γ–

X–K′–Γ and Γ–X–K′–Γ paths (with Γ = (0, 0), X = (π, 0), and K′ = (π, π
2
) and

Y = (0, π
2
)). 2 × 2 matrix structure of JRKKY(q) is diagonalized to plot two different

eigenvalues such as Eigen1 and Eigen2 (Fig. 3.8).

We observe two degenerate points such as Γ and X which correspond to max-

imum and minimum value of spin susceptibility JRKKY(q). According to discussion

of magnetic order above, the order vector is at the maximum or Γ point. So, order-

ing magnetic vector would be Qo = (0, 0). I also calculate the eigenvector of 2 × 2
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JRKKY(q) matrix. At Γ point, Eigen1 gives V1 eigenvector defines FM state, and V2 of

Eigen2 is AFM state (V1 and V2 eigenvectors are similar to “link model” of zero-flux

lattice in Eq. (3.4)).

To construct the macroscopic magnetic pattern for “site model” of π-flux square

lattice, the real space RKKY spin susceptibility JRKKY(R) (where R = Rj −Ri is the

distance vector of two unit cells i and j) is calculated (similar to “link model” of zero-

flux lattice). Figure 3.9(a) shows that the real space of spin susceptibility JRKKY
AA (R)

of same sublattice A–A (black half-filled circle) is positive magnitude and no sign-

changing oscillation which correspond to FM coupling. The RKKY interaction of

different sublattice JRKKY
AB (R) (red diamond)is the negative sign which is AFM state.

Our results completely agree with the RKKY interaction of graphene [9, 10]. However,

there is a different phenomena from graphene result is that the distance of spins in

same sublattice and different sublattice is equal. That gives the effect of degenerate

effect of eigenvalue spectrum in momentum space.

Figure 3.8(b) illustrates the interaction of spin in different sublattice B–A for

two y- and x-direction which are armchair and zigzag ways, respectively. Inset of that

figure shows that the zigzag interaction is suppressed faster than armchair one. The

interaction of spins in zigzag direction is the next-nearest-neighbor coupling which

is weaker that armchair, the nearest-neighbor pair. Therefore, we only consider the

nearest-neighbor coupling in that model.

The macroscopic magnetic order of “site model” for π-flux lattice is drawn in

figure 3.12(a) to give alternative line FM coupling of spins in same sublattice A–A and

B–B. That result is similar to 2D type-A (or line-by-line) AFM order [33].
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RKKY interaction for spin in “link model”

Similar work above, this section we calculate the momentum a dependence of

charge susceptibility χRKKY
4×4 (q, ωn) to find eigenvalues and corresponding eigenvectors

(all terms of M4×4(k,q) in Eq. (3.13) are shown in Eq. (2.38). Real space of charge

susceptibility χRKKY
4×4 (Rij) (distance vector Rij of two unit cells i and j) is computed

using the discrete Fourier transformation.

χRKKY
4×4 (q, ωn) =

π∫
−π

π
2∫

−π
2

dkxdky
4π2

M4×4(k,q)
nF (Ek,1)− nF (Ek+q,2)

iωn + Ek+q,2 − Ek,1

. (3.13)
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Figure 3.10. Eigenvalue plots of q space dependence of function χRKKY
4×4 (q, ωn)

along (a) Γ–X–K′–Γ and (b) Γ–Y–K′–Γ paths of rectangular Brillouin zone.

χRKKY
αβ (R) =

π∫
−π

π
2∫

−π
2

π∫
−π

π
2∫

−π
2

dqxdqydkxdky
(2π)4

e−iq·RMαβ(k,q)
nF (Ek,1)− nF (Ek+q,2)

iωn + Ek+q,2 − Ek,1

(where R = Rj −Ri).

(3.14)
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Figure 3.11. Real space RKKY interaction (a) charge susceptibility χRKKY
11 (R)

of Ising spin 1-1 and spin susceptibility JRKKY
AA (R) of same sublattice spin A–A

along x-direction with lattice size L = 120, (b) χRKKY
22 (R) of Ising spin 2-2 and

χRKKY
11 (R) 1-1 along x-direction, (c) χRKKY

21−x (R) of Ising spin 2-1 and χRKKY
41−x (R)

4-1 in x-direction (like zigzag path in graphene), and (d) χRKKY
42−y (R) of Ising spin

4-2, and χRKKY
31−x (R) of Ising spin 3-1 along y-direction (similar to armchair path in

graphene), (where R = Rj − Ri is the distance vector of two unit cells i and j,
and R = |R| = |jx̂− ix̂|, and R = 2|jŷ − iŷ| for x- and y-directions, respectively).

First, Four different eigenvalues of 4 × 4 matrix of charge susceptibility are

Eigen1, Eigen2, Eigen3, and Eigen4 (Fig. 3.10). They are plotted in two different
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paths: Γ–X–K′–Γ and Γ–Y–K′–Γ paths. The maximum point of charge susceptibility is

K′ = (π, π/2) of the Eigen4 which defines the ordering magnetic vectors Qo = (π, π
2
).

Figure 3.11 illustrates the real space interactions of different Ising spins pair.

Figure 3.11(a) shows the real space RKKY interactions of Ising spin 1-1 of “link model”,

and spin A–A of “site model” along x-direction. In contrast to no sign-change oscilla-

tion of spin susceptibility of spin A–A, the charge susceptibility of Ising spin 1-1 can

reach negative value for 3 and 4 unit cells. So, the RKKY interaction is affected by

momentum factor due to changing of spin position. Both of real functions concludes

that the FM interaction for spin in nearest-neighbor pair (a distance of one unit cell).

In figure 3.11(b), the real space interaction of Ising spin 2-2 along x-direction is

calculated. To compare with Ising spin 1-1, this interaction is complete AFM due to

negative sign. The interactions of Ising spin 2-1 and 4-1 along x-direction is weak AFM

because of small amplitude interaction (Fig. 3.11(c)). Those charge susceptibility are

like zigzag interaction in graphene. The interaction of Ising 4-2 and 3-1 pairs along

y-direction is so strong FM (Fig. 3.11(d)).

From momentum space RKKY interaction χRKKY
4×4 (q), we define the ordering

magnetic vector Qo = (π, π
2
) for “link model” of π-flux lattice. Beacuse π-flux model

has four Ising spins in one unit cell, the mixing of FM and AFM couplings results

in more complicated interaction than previous cases. The real space concludes that

χRKKY
4×4 (R) the interaction of next-nearest-neighbor (JNNN) (e.g Ising 1-1, 2-2 pair) is

even stronger than the nearest-neighbor (JNN)interaction. That is typical properties of

non-local RKKY interaction. Therefore, the high frustrating effect emerges strongly in

that model. Based on above discussions, we draw magnetic order in terms of interaction

pair to give the ferrimagnetic order which numbers of spin up is large than spin down

ones. We also can consider this model as the FM clusters with the domain wall.

Figure 3.12 shows the magnetic order of “site model” and “link model” of in
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Figure 3.12. (a) AFM order of “site model” (b) ferrimagnetic order of “link model”
in π-flux square lattice

π-flux square lattice. By changing the spin from site to link and double number of

spin in one unit cell, the magnetic order is completely different such as type-A AFM

for “site model” with wave vector Qo = (0, 0) (Fig. 3.12(a)) and ferrimagnetic order of

“link model” with wave vector Qo = (π, π
2
) (Fig. 3.12(b)). Although our spin lattice is

similar to X.Y. Xu’s one [36], the magnetic coupling develops in different way because

of considering of different magnetic interaction (RKKY for our model and transverse

Ising spin of Xu’s model). The competitive effect on next-nearest-neighbor and nearest-

neighbor coupling lead the high frustrating effect in our model. That is a prototypical

example of frustrated case or spin glass observed with RKKY interaction [18].
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CHAPTER 4

CONCLUSIONS

We considered the model of Ising spins on the links of the square lattice, coupled

to the fermions charge fluctuations for the zero-flux and π-flux cases. Unit cell of the

π-flux lattice is doubled with respect to zero-flux one. The Brillouin zone changed from

symmetrical square for zero-flux to asymmetrical rectangular of π-flux lattice. At the

half-filling, the tight binding parts of Hamiltonian provide continuous metallic band

and semimetallic Dirac band for zero- and π-flux models, respectively. We are observe

the conventional Fermi surface with nesting wave vector, and Fermi points in Dirac

bands for two cases.

RKKY interaction between Ising spins variables at the link is mediated by

fermion in zero-flux and π-flux lattices. The second-order perturbation theory is used

to calculate the charge susceptibility of Ising spins in “link model” to compare with

conventional spin susceptibility of “site model”. The increasing number of spins in a

unit cell results in the matrix form of RKKY interaction with common factor of static

Linhard function. In order to construct the magnetic order of each case, both real

space and momentum space of RKKY interactions are considered.

First, for zero-flux square lattice, shifting spin from vertex (“site model”) to the

link (“link model”), the interacting distance of spins is changed a factor of
√

2
2

with the

lattice constant a. The magnetic order vectors of two models are similar (Qo = (π, π)

because of the strong nesting effect of Fermi surface which provides the singularity

of static Linhard function. However, the interaction is clearly effective to magnetic

order with its changing from type-G AFM to stripe AFM for “site model” and “link
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model” respectively. Our result seem to be similar to the one by I. Tivinidze which

the FM order is built with double lattice constant a of interacting length [34]. Due

to long-range correlating property of RKKY interaction, competing and frustrating

effects emerge in Ising spin model.

Second, for π-flux lattice, the RKKY interactions are in form of 2× 2 and 4× 4

matrices for “site model” and “link model”, respectively. Because of no nesting prop-

erties in Fermi surface, the ordering vector is determined by obtaining the maximum

value of eigenvalue of momentum RKKY interaction at the symmetric points. The spin

susceptibility of “site model” is similar to the magnetic impurity in graphene. The in-

teraction of same sublattice is FM whereas its different sublattice is AFM. There is

difference from graphene model is the length of interaction in π-flux model is the inter-

acting lengths are equal to give rise to degenerate phenomenon in the maximum point

Γ = (0, 0). For “link model”, the magnetic interaction is most complicated situation

which is competing of FM and AFM couplings in nearest-neighbor and next-nearest-

neighbor pairs. That effect lead the high frustrating phenomena in “link model” of

π-flux lattice. The magnetic order vectors are different in two cases such as Qo = (0, 0)

and (π, π
2
) for “site model” and “link model” respectively. Therefore, magnetic order

changes from type-A AFM (“site model”) to ferrimagnetic order (“link model”).

Various magnetic orders in the ground state are observed in our models. That

result is strongly supported by competing effect and many ground different states of 2D

square models [6, 16, 36]. Our result can contribute to the rich variety of phenomena in

2D lattice. Particularly, the FM state is more interested in 2D experimental observation

[18]. Moreover, for our models, we only consider a case of coupling J between spin and

fermion in weak limit. Our future work will continue with strong coupling case (like

the Kondo effect [11]), inserting the interacting Hubbard term [7, 27], and tuning the

filling factor [16].
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APPENDIX A

A.1 Theorems and Indentities

A.1.1 Wick’s theorem for fermions

N-point correlation function with fermion operator:

〈φj1φj2 ...φjnφ̄in ...φ̄i2φ̄i1〉 =
∑
P

(sgn(P ))A−1
j1iP1

...A−1
jniPn

(A.1)

Here, each term is 〈φjφ̄i〉 = A−1
ji and P is the number of permutation [4].

A.1.2 Matsubara frequency summation

The Matsubara frequencies for fermion is : ωn = (2n+ 1)πT (n is the integer and T is

the temperature) [4].

A.2 RKKY interaction of zero-flux model

A.2.1 Overlap term

〈Ψ2|Ψ1〉 =
J2

N2

∑
k,q

∑
k′,q′

(Aσzq,1 +Bσzq,2)(A′σzq′,1 +B′σzq′,2) 〈Ψgs| c†k(t)c†k+q(t)c†k′ck′+q′ |Ψgs〉

(A.2)

With A, B, A’, and B’ are defined as:
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A = e−ik·a1 + ei(k+q)·a1 B = eik·a2 + e−i(k+q)·a2

A′ = e−ik
′·a1 + ei(k

′+q′)·a1 B′ = e−ik
′·a2 + ei(k

′+q′)·a2

So the effective interacting Hamiltonian Ĥ1 is:

Ĥ1 =
J2

N2

∑
k,q

∑
k′,q′

(Aσzq,1 +Bσzq,2)(A′σzq′,1 +B′σzq′,2) 〈Ψgs| [n̂(k,q, t), n̂(k′,q′, t)] |Ψgs〉

(A.3)

with n̂(k,q, t) = c†k(t)ck+q(t): density operator of electron.

A.2.2 Derivation of equation of motion

Non-interacting Hamitonian Ĥ0:

Ĥ0 =
∑
kσ

Ekσc
†
kσckσ (A.4)

Time dependence annihilation operator is following:

ckσ(t) = eiĤ0tckσe
−iĤ0t (A.5)

Using the anticomutation relation of fermion second quantization operators.

And the order time-dependence differential equation of that operator is derived follow-
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ing:

dckσ(t)

dt
= iEkσe

iĤ0t[Ĥ0, ckσ]e−iĤ0t

= −iEkσe
iĤ0tckσe

−iĤ0t

= −iEkσckσ(t)

(A.6)

The first order differentialequation is solved to give the formulas of creation and anni-

hilation operators:

ckσ(t) = eiEkσtckσ (A.7)

c†kσ(t) = eiEkσtc†kσ (A.8)

A.2.3 Derivation of Linhard function

Detail Linhard function is showed in reference [33]. The Linhard function can

be derived in many ways such as using Green’s function and second quatization. This

part, I show the derivation of dynamics Linhard function using second quatization

methods. It is started from overlap term of equation A.2 to form 4-point correlation

function:

∑
kk′

〈Ψgs| c†k(t)ck+q(t)c†k′ck′+q′ |Ψgs〉 (A.9)

This sum describes the propagation of an electron-hole pair from time 0 when

electron is annihilated to time t when hole is created. The electron-hole pair can be

created only if the state with wave vector k is occupied in ground state, while the state

with k + q is empty as a excited state. Using Wick’s theorem and equation of motion

methods to decouple the correlation function.
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∑
kk′

〈Ψgs| c†k(t)ck+q(t)c†k′ck′+q′ |Ψgs〉 =
∑
k

eiEkte−iEk+qt 〈Ψgs| c†kck |Ψgs〉

(1− 〈Ψgs| c†k+qck+q |Ψgs〉)

=
∑
k

eiEkte−iEk+qtnF (Ek)[1− nF (Ek+q)]

With nF (Ek) = 〈Ψgs| c†kck |Ψgs〉 is called the Fermi distribution function. We

transform that correlation function in real time t to Matsubara frequency ωn. This

correlation is analytic in the upper complex half-plane, and insert a factor exp(−δ|t|)

with infinitesimal element δ, which is equivalent to switching on the perturbation

adiabatically. The Fourier transformation is then:

∞∫
−∞

θ(t)eiωtei(Ek−Ek+q)e−δ|t|dt =

∞∫
0

ei(ω+Ek−Ek+q+iδ)tdt

=
i

ω + iδ + Ek − Ek+q

=
i

iωn + Ek − Ek+q

(A.10)

Finally, that overlap term gives us:

f(q, ωn) =
∑
k

nF (Ek)[1− nF (Ek+q)]
i

iωn + Ek − Ek+q

(A.11)

Analogously, the second term of the commutator:

∑
kk′

〈Ψgs| c†k′ck′+q′c
†
k(t)ck+q(t) |Ψgs〉 (A.12)
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Take step-by-step similarly above, that gives us:

g(q, ωn) =
∑
k

nF (Ek+q)[1− nF (Ek)]
i

iωn + Ek − Ek+q

(A.13)

So, the Linhard function is defined by taking the imaginary part of Im(f(q, ωn) −

g(q, ωn)) with ωn = (2n+ 1)T is the Matsubara frequency (Defined on appendix A).

χ(q, ωn) = −
∑
k

nF (Ek)− nF (Ek+q)

iωn + Ek+q − Ek

(A.14)

Finally the first term of equation A.3 gives the effective interaction between Ising spins

1-1, 1-2, 2-1, and 2-2 in q space:

M11(q) = σzq,1σ
z
−q,1

∑
k

[e−ikx + ei(kx+qx)][eikx + e−i(kx+qx)]χ(k,q, ωn)

= σzq,1σ
z
−q,1

∑
k

[2 + ei(2kx+qx) + e−i(2kx+qx)]χ(k,q, ωn)

(A.15)

M12(q) = σzq,1σ
z
−q,2

∑
k

[e−i(kx+ky+qy)+ei(kx+ky+qx)+e−i(kx−ky)+ei(kx−ky+qx−ky)]χ(k,q, ωn)

(A.16)

M21(q) = σzq,2σ
z
−q,1

∑
k

[ei(kx+ky+qy)+e−i(kx+ky+qx)+ei(kx−ky)+e−i(kx−ky+qx−ky)]χ(k,q, ωn)

(A.17)
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M22(q) = σzq,2σ
z
−q,2

∑
k

[e−iky + ei(ky+qy)][eiky + e−i(ky+qy)]χ(k,q, ωn)

= σzq,2σ
z
−q,2

∑
k

[2 + ei(2ky+qy) + e−i(2ky+qy)]χ(k,q, ωn)

(A.18)

A.3 RKKY Interaction of π-flux model

A.3.1 Unitary tranformation

Ĥ0 =

[
c†kA c†kB

]
Hk

ckA
ckA


=

[
c†kA c†kB

]
U2×2EkU

∗
2×2

ckA
ckA


(A.19)

where U2×2 and Ek are 2× 2 matrices of unitary transformation between the fermion

and quasiparticle basis, and diagonalized energy, repectively. U∗2×2 is the Hermitian

conjugate of of unitary matrix U2×2. The explicit unitary transformation between two

basis is shown below:

c†kA =
∑
n=1,2

f †knU
∗
n,A,k c†kB =

∑
n=1,2

f †knU
∗
n,B,k

ckA =
∑
n=1,2

Un,A,kfkn ckB =
∑
n=1,2

Un,B,kfkn

A.3.2 Interacting Hamiltonian

The interacting Hamiltonian in momentum space is:
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Ĥ1 = − J
N

∑
k,q

{
σzq,1c

†
k,Bck+q,B(e−ikx + ei(kx+qx)) + σzq,2[e−i2kyc†k,Ack+q,B + ei2(ky+qy)

c†k,Bck+q,A]− σzq,3c
†
k,Ack+q,A(e−ikx + ei(kx+qx)) + σzq,4[c†k,Ack+q,B + c†k,Bck+q,A]

}

Similar to calculating the effective interacting Hamiltonian Ĥ1 of zero-flux lat-

tice, we have total sixteen term of interaction in π-flux model. The ground state of

π-flux model at half-filling or chemical potential µ = 0 is:

|Ψgs〉 =
∏
k<kF

f †kτ,1 |0〉 (kF : Fermi momentum) (A.20)

The first term of the effective interaction is:

I11(q,q′) =
∑
k,k′

[
e−ikx + ei(kx+qx)

][
e−ik

′
x + ei(k

′
x+q′x)

]
σzq,1σ

z
q′,1 〈Ψgs| [c

†
k,B(t)c†k+q,B(t), c†

k′,Bck′+q′,B ] |Ψgs〉

=
∑
k,k′

∑
n2,n

′
2,N2,N

′
2

[
e−ikx + ei(kx+qx)

][
e−ik

′
x + ei(k

′
x+q′x)

]
σzq,1σ

z
q′,1U

∗
k,n2,B

Uk+q,n′
2,B

U∗k′,N2,B
Uk′+q′,N′

2,B

〈Ψgs| [f†k,n2
(t)fk+q,n′

2
(t), f†

k′,N2
fk′+q′,N′

2
] |Ψgs〉

(A.21)

So, we will get (k = k′ + q′ and k′ = k + q):

I11(q) = σzq,1σq′,1
∑
k

[
2 + ei(2kx+qx) + e−i(2kx+qx)

]α2(k)α2(k + q)

β2(k)β2(k + q
χ(k,q, ωn) (A.22)

Other interacting terms are derived similarly. Final structure of interaction Hamilto-
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nian Ĥ1 is the 4× 4 matrix.

M11(k,q) = 4 cos2
(
kx +

qx
2

)α2(k)α2(k + q)

β2(k)β2(k + q
,

M12(k,q) =
{
α(k)[−e−i2(ky+qy) − e−i4(ky+qy)] + α(k + q)(1 + ei2ky)

}
(e−ikx + ei(kx+qx))

α(k)α(k + q)

2β2(k)β2(k + q)
,

M13(k,q) =
cos2(kx + qx

2
)α(k)α(k + q)[1 + e−i2(ky+qy)][1 + e−i2ky ]

β2(k)β2(k + q)
,

M14(k,q) = {α(k)[−1− e−i2(ky+qy)] + α(k + q)(1 + e−i2ky)}(e−ikx + ei(kx+qx))

α(k)α(k + q)

2β2(k)β2(k + q)
,

M21(k,q) = {α(k)[−ei2(ky+qy) − ei4(ky+qy)] + α(k + q)(1 + e−i2ky)}(eikx + e−i(kx+qx))

α(k)α(k + q)

2β2(k)β2(k + q)
,

M22(k,q) =
1

4β2(k)β2(k + q)
{e−i(4ky+2qy)(1 + ei2ky)(−1− e−i2(ky+qy))α(k)α(k + q)

+ (2 + ei2ky + e−i2ky)α2(k + q) + [2 + ei2(ky+qy) + e−i2(ky+qy)]α2(k)

− ei(4ky+2qy)(1 + e−i2ky)[1 + ei2(ky+qy)]α(k)α(k + q)},

M23(k,q) =
[e−i(kx+qx) + eikx ][1 + e−i2ky ][1 + e−i2(ky+qy)]

8β2(k)β2(k + q)
{α(k + q)(1 + ei2ky)

+ α(k)[−1− ei2(ky+qy)]},

M24(k,q) =
1

4β2(k)β2(k + q)
{e−i2ky(1 + ei2ky)(−1− e−i2(ky+qy))α(k)α(k + q)

+ e−i2ky(2 + ei2ky + e−i2ky)α2(k + q) + ei2(ky+qy)[2 + ei2(ky+qy)

+ e−i2(ky+qy)]α2(k)− ei2(ky+qy)(1 + e−i2ky)[1 + ei2(ky+qy)]α(k)α(k + q)},
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M31(k,q) =
cos2(kx + qx

2
)α(k)α(k + q)[1 + ei2(ky+qy)][1 + ei2ky ]

β2(k)β2(k + q)
,

M32(k,q) =
[ei(kx+qx) + e−ikx ][1 + ei2ky ][1 + ei2(ky+qy)]

8β2(k)β2(k + q)
{α(k + q)(1 + e−i2ky)

+ α(k)[−1− e−i2(ky+qy)]},

M33(k,q) = 4 cos2(kx +
qx
2

)
cos2(ky) cos2(ky + qy)

β2(k)β2(k + q)
,

M34(k,q) =
[e−i(kx+qx) + eikx ][1 + ei2ky ][1 + ei2(ky+qy)]

8β2(k)β2(k + q)
{α(k)(−1− e−i2(ky+qy))

+ α(k + q)(1 + e−i2ky)},

M41(k,q) = {α(k)[−1− ei2(ky+qy)] + α(k + q)(1 + ei2ky)}(eikx + e−i(kx+qx))

α(k)α(k + q)

2β2(k)β2(k + q)
,

M42(k,q) =
1

4β2(k)β2(k + q)
{ei2ky(1 + e−i2ky)(−1− ei2(ky+qy))α(k)α(k + q)

+ ei2ky(2 + ei2ky + e−i2ky)α2(k + q) + e−i2(ky+qy)[2 + ei2(ky+qy)

+ e−i2(ky+qy)]α2(k)− e−i2(ky+qy)(1 + ei2ky)[1 + e−i2(ky+qy)]α(k)α(k + q)},

M43(k,q) =
[e−i(kx+qx) + eikx ][1 + e−i2ky ][1 + e−i2(ky+qy)]

8β2(k)β2(k + q)
{α(k)(−1− ei2(ky+qy))

+ α(k + q)(1 + ei2ky)},

M44(k,q) =
1

4β2(k)β2(k + q)
{(1 + ei2ky)(−1− e−i2(ky+qy))α(k)α(k + q)

+ (2 + ei2ky + e−i2ky)α2(k + q) + [2 + ei2(ky+qy) + e−i2(ky+qy)]α2(k)

− (1 + e−i2ky)[1 + ei2(ky+qy)]α(k)α(k + q)}.
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