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ABSTRACT 

This research describes the importance of a hydro-geomechanical coupling in the 

geologic sub-surface environment from fluid injection at geothermal plants, large-scale 

geological CO2 sequestration for climate mitigation, enhanced oil recovery, and hydraulic 

fracturing during wells construction in the oil and gas industries. A sequential computational 

code is developed to capture the multiphysics interaction behavior by linking a flow simulation 

code TOUGH2 and a geomechanics modeling code PyLith. Numerical formulation of each code 

is discussed to demonstrate their modeling capabilities. The computational framework involves 

sequential coupling, and solution of two sub-problems- fluid flow through fractured and porous 

media and reservoir geomechanics. For each time step of flow calculation, pressure field is 

passed to the geomechanics code to compute effective stress field and fault slips. A simplified 

permeability model is implemented in the code that accounts for the permeability of porous and 

saturated rocks subject to confining stresses. The accuracy of the TOUGH-PyLith coupled 

simulator is tested by simulating Terzaghi's 1D consolidation problem. The modeling capability 

of coupled poroelasticity is validated by benchmarking it against Mandel's problem. The code is 

used to simulate both quasi-static and dynamic earthquake nucleation and slip distribution on a 

fault from the combined effect of far field tectonic loading and fluid injection by using an 

appropriate fault constitutive friction model. Results from the quasi-static induced earthquake 

simulations show a delayed response in earthquake nucleation. This is attributed to the increased 

total stress in the domain and not accounting for pressure on the fault. However, this issue is 

resolved in the final chapter in simulating a single event earthquake dynamic rupture. Simulation 
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results show that fluid pressure has a positive effect on slip nucleation and subsequent crack 

propagation. This is confirmed by running a sensitivity analysis that shows an increase in 

injection well distance results in delayed slip nucleation and rupture propagation on the fault. 
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CHAPTER I 

INTRODUCTION 

 

1.1 Description 

 This research describes development of a coupled hydro-geomechanical code and its 

application to the context of induced seismicity evaluation due to fluid injections at the 

geothermal development. The application of this code could be further extended to the evaluation 

ground subsidence problem from pumping, well stimulation problems in enhanced oil and gas 

recovery, fate of subsurface liquid nuclear waste disposal, induced seismicity risk from 

geological carbon dioxide sequestration. 

 Various human activities such as mining, fluid extraction in the energy industry, fluid 

injection at the geothermal plants, geological carbon sequestration, and reservoir impoundment 

result in small scale earthquake. Among them, fluid injection in the geothermal plants has raised 

a serious concern in various parts of the world where people use this technology. Specially, the 

occurrence of induced earthquake at the hot dry rock EGS in Basel, Switzerland led to its initial 

suspension and subsequent cancellation of the entire project [Bachmann, 2011]. It is worth 

mentioning here that the Swiss authority had not performed a thorough seismic risk assessment 

before starting geothermal stimulation. Earthquake events at the Soultz project in France raised a 

significant concern among the residents living nearby [Baria et al., 2005].  Very recently, the 

State of Oklahoma experienced a total of twenty felt earthquakes in a single day [NEWS, 2014]. 

Scientists believe that hydraulic fracturing is the main cause for these unexpected trembling 
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events. 

 Figure 1.1 delineates the induced seismicity phenomenon by using the concept of 

effective stress and pore-water pressure. Normal stress tends to lock the two slipping plane 

together whereas the pore water pressure works in outward direction thereby reducing the 

effective stress. This, in turn, reduces the shear strength of the rock making it more susceptible to 

slippage. 

 Figure 1.2 [Majer et al., 2007], which shows an example of induced seismicity being 

caused by water injection, is a cross section of the earth showing the location of earthquakes 

[green dots], as well as the locations of injection wells [thick blue lines] and production wells 

[thin lines, these wells extract fluid]. Note the large number of events associated with the 

injection wells. 

 
 

Figure 1.1 A fault plane along the diagonal describing the normal stress, pore water pressure, 

and fault plane shear strength [Cappa and Rutqvist, 2010] 

 

Other factors thought to be responsible may be thermal changes and/or chemical changes caused 

by fluid movement and injection. This type of induced seismicity has been noted not only in 
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geothermal reservoirs but in reservoir impoundment [water behind dams], waste injections, oil 

and gas operations, and underground injection of fluids for waste disposal. Almost all of the 

significant events [recorded activity and in some cases felt activity] are associated with shear 

failure. 

 

 
 

Figure 1.2 Example of injection related seismicity; note the close correlation between water 

injection wells and the location of the seismicity 

 

1.2 Motivation 

 The complex interaction of coupled flow and geomechanics has received significant 

attention in engineering and the geosciences. Among other applications, knowledge of hydro-

geomechanical coupling behavior is critical in improving understanding of enhanced geothermal 

systems, enhanced oil recovery, assessing the environmental impact of groundwater use-, as well 

as induced seismicity, and monitoring and evaluating subsurface liquid waste disposal, 

geological carbon sequestration, and reservoir stimulation processes [e.g., Kohl et al, 1995; 
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Morris, 2009; Rutqvist and Tsang, 2012; Zoback and Gorelick, 2012]. For example, in scientific 

and engineering studies of CO2 injection for geological sequestration, understanding the 

interaction behavior of supercritical CO2 with a reservoir and caprock requires coupled modeling. 

Similarly, modeling coupled fluid flow and geomechanical deformation in fractured and porous 

media enables us to calculate the subsurface pressure and stress changes that can lead to 

coseismic slip on faults and fractures, which enhances permeability in geothermal systems. In 

faulted and fractured reservoirs, stress- and shear slip-dependent permeability changes are of 

special interest both at a local and field scales [Gutierrez et al., 2001]. Fluid-induced stress and 

strain changes in the reservoir and overburden also impact wellbore stability, and therefore are of 

importance to the oil and gas industry [Zuluaga et al., 2007; Zoback, 2007].  

 The knowledge of hydro-geomechanical coupled problems and poroelasticity is essential 

in understanding multifarious subsurface problems across various disciplines. Some field cases 

that involves this coupled interaction processes are briefly described herein. 

 

1.2.1 Geothermal systems 

 Geothermal energy is a thermal energy stored in the earth’s subsurface due to its 

formation and radioactive decay of minerals. Historically, people have been extracting and using 

this energy across the world [e.g., Lund and Freeston; Zhang et al., 2000b; Teklemariam et al., 

2000; Schellschmidt et al., 2000] especially in the areas having more geothermal and tectonic 

activities. Figure 1.3 shows a typical geothermal system and its various components. Fluid 

(usually cold water) is injected through injection wells (6) at a high injection pressure. Bedrock 

(10) is being fractured due to high injection pressure through which injected water propagates 

near the production wells. The heated water is produced back to the surface through production 
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wells (5) where it is used to rotate turbines 

to generate electricity.  

 In order to develop a geothermal 

area on a commercial scale, very often a 

site is stimulated by injecting water into 

the hot subsurface and creating cracks. 

This results in permeability increase 

[Pruess, 2006; McClure, 2009; Béatrice et 

al., 2010] and increased amount of water 

which can then be circulated through the 

hot and porous rock before producing it 

back to the surface as steam. This is 

known as an Enhanced Geothermal 

System (EGS). In such a system, when water 

is injected into the upper layers of the Earth’s crust, it can create micro seismic activities. 

Scientists have been routinely using sensitive surface and downhill geophones to record small 

seismic events and monitor fluid movement during injection operations [Batra et al., 1984; Baria 

et al., 2004; Majer et al., 2005; Rivas et al., 2005; Asanuma et al., 2005]. However, under some 

conditions, injection operations have produced sufficiently large seismic events [Majer et al., 

2007; Li et al., 2007;  Shapiro and Dinske, 2009; Giardini, 2009; Nicol et al., 2011 ] to cause 

ground motion that is felt at the Earth’s surface, and questions remain as to whether induced 

seismicity can be large enough to cause damage to the buildings and injuries or deaths to the 

people.  

Figure 1.3 Schematics of a geothermal systems: 

©M. Haering Geothermal Explorers Ltd, 2007 
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1.2.2 Geological CO2 sequestration 

 In geological carbon sequestration sites, CO2 is stored in the deep subsurface under high 

pressure and temperature. Although CO2 is a gas in normal state, it acts like a supercritical fluid 

under that subsurface condition. This supercritical nature of CO2 makes it favorable to be stored 

in the porous rock strata. Since supercritical CO2 is less dense than the water, it is more likely to 

leak off through the cap rock especially if it is fractured and highly permeable. Large scale 

storage of CO2 in deep faulted reservoirs causes pore-pressure perturbations resulting in stress 

drops eventually leading to small scale seismic activity [Hawkes et al., 2004; Cappa and 

Rutqvist, 2011; Zoback and Gorelick, 2012; Mazzoldi et al., 2012]. Leaking off of the 

pressurized CO2 in the nearby fault systems have been associated with two earthquakes- 

Matsushiro earthquake swarm in Central Japan [Cappa et al., 2009], and the 1997 Umbria-

Marche seismic sequence in northern Italy [Miller et al., 2004]. 

 

1.2.3 Oil and gas stimulation from reservoirs 

 Hydraulic fracturing is a conventional way of reservoir stimulation and oil and gas shale 

production. In low permeability matrix environment hydraulic fracturing is particularly used to 

increase the permeability to tap into the trapped oil inside rock pores and fissures [Economides 

and Martin, 2007]. The hydraulic fracturing procedure is conceptualized as a network of new 

fractures as well as expansion of the preexisting fractures which tend slip and open during the 

stimulation [e.g. Pine and Batchelor, 1984; Bowker, 2007; Fisher et al., 2004; Cipolla, 2008]. 

More recently, horizontal drilling in unconventional well stimulation has resulted in improved oil 

and shale gas production. Creating fractures by injecting water at a high pressure thereby 

increasing the permeability between wellbore and oil storage is a coupled hydro-geomechanical 
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process [Baisch et al., 2010; Ghassemi and Zhou, 2010; Tarasovs and Ghassemi, 2012]. Recently, 

McClure [McClure, 2014] has used a boundary element method to study coupled fluid flow, 

stresses induced by fracture opening and sliding, transmissivity coupling to deformation, friction 

evolution, and deformation in a discrete fracture network modeling. He has further applied his 

computational code to demonstrate how hydraulic fracturing contributes to inducing small scale 

seismicity.   

 

1.2.4 Subsurface liquid waste disposal 

 Wastewater and nuclear waste disposal and storage in the earth's subsurface are coupled 

thermal- hydrological- mechanical-chemical processes [e.g. Xu et al., 2004; Kim et al., 2004; 

Rutqvist et al., 2005]. Wastewater injection at a depth of 3.7 km in the Rocky Mountain Arsenal 

Well in Denver, Colorado was associated with induced seismicity [McGarr et al., 2002]. There 

was no or little record of seismic activities before the injection period. One of the most 

prominent examples of wastewater injection related seismicity was seen in KTB (German Deep 

Drilling Program) [Zoback and Harjes, 1997].  

 

1.2.5 Reservoir impoundment  

 Reservoir impoundment has been found in association with induced seismicity over 

seventy locations worldwide [Talwani, 1997]. Reservoir impoundment gradually increases the 

pore pressure in the submerged dam and acts the same way as in fluid injection. 

 

1.2.6 Subsidence from groundwater pumping 

 Withdrawal of groundwater is linked with surface deformation on the ground. Studies 



8 

 

[Geertsma, 1973; Bear and Corapcioglu, 1981; Mossop and Segall , 1997; Gambolati et al., 2000; 

Galloway and Burbey, 2011] have been performed to understand the phenomenon of 

groundwater pumping and ground subsidence but still insufficient due to lack of limited 

knowledge.  

 Since coupled mechanisms play a significant role in understanding complex interactions 

across multidisciplinary areas, developing an accurate modeling scheme is of great interest. 

Therefore, coupled fluid and heat flow and deformation modeling has been studied quite 

extensively [Settari and Mourits, 1994; Mainguy and Longuemare, 2002; Thomas et al., 2003; 

Minkoff et al., 2003; Tran et al., 2004; Jha and Juanes, 2007; Kim, 2009; Rutqvist et al. 2013; 

Rinaldi et al., 2014]. In the research work described here, we develop a computational 

methodology to model coupled thermal-hydraulic-mechanical mechanisms specifically to 

simulate permeability and porosity changes, earthquake nucleation, and slip distribution due to 

poroelastic changes along the fault. The code is also capable of simulating dynamic rupture of a 

fault, and subsequent ground motions during earthquakes induced by subsurface fluid injection. 

However, this is beyond the scope of this dissertation. Also, in our current coupled framework, 

we only consider a single phase flow and do not include fully thermo-poroelastic effects that 

may arise from changes in temperature or saturation.  These aspects will be addressed in the near 

future. 

 CO2 storage and geothermal development operations aim to avoid any conditions that 

could cause felt ground-motion events, or destructive ground motions. Therefore, National Risk 

Assessment Partnership (NRAP) is interested in developing a methodology to assess risks from 

induced seismicity [Wainwright et al., 2012; Foxall et al., 2013]. This is the motivation to pursue 

my doctoral research in order to understand the induced seismicity mechanism from the 
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fundamental point of view and link it to the risk assessment of nearby building structures of a 

given site. The correlation between the fluid injection or production and generation of 

microseismicity has been studied by many [e.g., Zoback and Harjes, 1997; Parotidis et al., 2003; 

Shapiro et al., 2005b; Fischer et al., 2008; Cuenot et al., 2008; Shapiro and Dinske, 2009; Baisch 

et al., 2010]. Maillot et al. [1999] investigated the induced seismicity from fluid injection by 

combining a fluid pressure diffusion model with a rock deformation seismicity model. But they 

ignored the effect of rock seismic deformations on the changes in permeability and porosity 

which is the central part of my research. Every time there is a seismic slip, the stress field in the 

surrounding faults zone changes resulting in changes in porosity and permeability. The new 

porosity and permeability accounts for the subsequent slip potential of the seismic cycle. 

 

1.3 Objectives 

The objectives of this work are to: 

• develop a coupled hydro-geomechanical code by coupling a flow code TOUGH2 [Pruess 

et al., 1999] and a dynamic geomechanics code PyLith [Aagaard et.al., 2014] 

• validate the simulator against classical analytical solutions of coupled poroelasticity 

problems 

• apply the coupled simulator to model quasi-static earthquakes from fluid injection 

• simulate dynamic rupture of a single earthquake event triggered by fluid injection 

 

1.4 Outline 

 Chapter one describes the research and its scope, research motivation, research objectives, 

and the dissertation outline. It briefly explains various aspects of hydro-geomechanical coupling 
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and its implication in wide variety of applications. 

 Chapter two describes literature review related to coupled poroelasticity and 

geomechanics problems. It starts out with the description of Terzaghi's [Wang, 2000] experiment 

for 1D consolidation problems in order to clarify the concept of total stress, pore water pressure, 

and effective stress. Next, Biot’s theory [Biot, 1941] for coupled poroelasticity problem is 

revisited to explain the fluid-soil coupling interaction by means of two constitutive equations and 

three distinct poroelastic coefficients.  Governing equations for coupled fluid flow and 

geomechanics are derived from a fluid mass balance equation and a mechanics momentum 

balance equation. Later it discusses the poroelastic effects in the fractured rock, fluid-induced 

seismicity and permeability changes, and permeability evolution during seismic slips along 

faulted zones. Some literature is explored related to multiphase flow and saturation in an 

underground reservoir condition. Various available fault constitutive models are explored in 

order to represent the fault friction during a complete earthquake cycle.  

 Chapter three describes the development procedure of the computational code. First, 

numerical formulations for the flow code TOUGH2 and geomechanics code PyLith are 

introduced. Discretization procedure of each of the codes is then discussed. Next, the solution 

strategy for each of the codes is explained in order to demonstrate their underlying numerical 

solution procedure. This is important since the two codes (TOUGH2 and PyLith) are linked and 

solved sequentially using their individual efficient solvers. We also discuss the time stepping 

procedure implemented in TOUGH2 and PyLith; since they have different numerical procedures, 

and different time and length scales for solving physical problems. Also discussed are the 

various coupled algorithms for solving a multiphysics problem and their comparative advantages 

and disadvantages. At the end of the chapter, the detailed step-by-step computational procedure 
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of the coupled simulator is illustrated by means of flow charts.  

 In chapter four, the validity of the coupled code is demonstrated through a couple of 

representative simulations that test the validity and accuracy of a coupled poroelasticity problem. 

Terzaghi’s 1-D consolidation problem is used to test the accuracy of the one-way coupling from 

fluid to solid. For validation with a two-way coupled poroelasticity problem, the code is 

benchmarked against  Mandel's analytical solution. The stress or pressure evolution obtained 

TOUGH-PyLith is compared with analytical and numerical approaches. Specifically, TOUGH-

FLAC3D [Rutqvist et al., 2002] is used to show the agreement between the results obtained.  

 Chapter five describes hydro-geomechanical simulation of earthquakes induced by fluid 

injections in geothermal reservoirs. It starts with the description of an earthquake rupture, 

parameters to consider for a fault rupture simulation, and the dynamics of earthquake rupture 

propagation. The chapter puts detailed explanation and implementation of the aforementioned 

rate- and state-dependent friction model in the computational code since this friction model 

describes an earthquake cycle more completely. A 3D geological model with a 2D fault subject 

to fluid injection and production is run using the developed code. Results are shown in terms of 

seismic slips, fault tractions along with the stress distributions. Limitation of the simulation 

results and modeling approach is discussed at the end. Future work to improve the existing 

model is also discussed briefly.  

 Summary, future work, and conclusions are discussed in the final chapter. 
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CHAPTER II 

LITERATURE REVIEW 

 

2.1 Introduction 

 This chapter describes some literature relevant to coupled fluid flow and reservoir 

geomechanics, and  how it is linked with fluid-induced seismicity. It starts out with the 

background study of geomechanics and poroelasticity explained through Terzaghi's experiment 

for 1D soil consolidation. It also resorts to Biot's theory of coupled fluid-soil interaction to 

identify some of the relevant poroelastic coefficients to help explain a coupled poroelastic 

problem. Governing equations for this coupled phenomenon are derived by combining a fluid 

mass balance equation and a mechanics momentum balance equation. Later in the chapter is 

shown how this coupled formulation can capture the capability of modeling induced seismicity 

by using appropriate fault constitutive models. 

 

2.2 Geomechanics and Poroelasticity 

 Soil and rock have pore spaces and fractures which are filled with water. The 

deformation of these porous and fractured soil/rock depends on the stiffness of the media and 

fluid pressure inside those pore space. On the other hand, fluid pressure response is dependent on 

the hydraulic properties changes of the fluid such as porosity, permeability, tortuosity etc. The 

theory of consolidation or poroelasticity deals with the soil/rock deformation and the pore fluid 

pressure response interaction with that media. The theory was first developed by Terzaghi for a 
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one-dimensional case and later extended by Biot for three dimensional case. 

 Karl Terzaghi (1883-1963) elucidated the idea of theory of consolidation for a foundation 

material through a simplified experiment (Figure 2.1).  

 

Figure 2.1 1D soil consolidation coupled with pore water pressure dissipation in Terzaghi's 

experiment 

 

A fully saturated soil sample is laterally constrained and uniaxially loaded with a compressive 

load of 𝑊. Cross sectional area of the cylinder is 𝐴. At time 𝑡 =  0, there is no application of 

load and there is no pore pressure (𝑝 =  0). At time 𝑡 =  0+, with the application of a uniaxially 

compressive load 𝑊, the pore pressure 𝑝 rises to its undrained pressure response [Skempton, 

1954] value of 𝑊/𝐴 in order to support that load. As time passes, stress from the fluid is being 

transferred to the solid particles and water leaks out through the drainage (𝑡 >  0). At infinite 

time excess pore water pressure will be zero and the total axial compressive stress will be 

completely transferred to the solid particles. Terzaghi derived a simplified pressure diffusion 

equation for this consolidation phenomenon: 

W 

 W 
 W 

t < 0 

p = 0 

t = 0+ 

p = W/A 

t > 0 

p < W/A 

t = inf. 

p = 0 
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 𝜕𝑝

𝜕𝑡
= 𝑐𝑣

𝜕2𝑝

𝜕𝑧2
            𝑓𝑜𝑟 𝑡 > 0 (2.1) 

where 𝑐 is hydraulic diffusivity which is also known as consolidation coefficient, 𝑡 is time, and 𝑧 

is distance along the soil column. Equation (2.1) is independent of stress leading to uncoupled 

interaction between soil consolidation and fluid diffusion [Wang, 2000]. The pressure evolution 

of Terzaghi's experiment is analogous to the heat conduction problem [Carslaw and Jaeger, 

1959].  With Terzaghi's diffusion equation the concept of total stress, effective stress, and pore 

water pressure is very well-understood but without coupled interaction among them.  

The effective stress is responsible for the solid deformation of a porous medium. It is defined as 

follows: 

 𝜎𝑖𝑗 = 𝜎𝑖𝑗
′ + 𝛼𝑝𝛿𝑖𝑗 (2.2) 

where 𝜎𝑖𝑗 are the components of total stress, 𝜎𝑖𝑗
′  are the components of effective stress, 𝛼 is 

Biot's coefficient, 𝛿𝑖𝑗 are the Kronecker delta symbols, and 𝑝 is pore water pressure. 𝛼 is defined 

as follows: 

 
𝛼 = 1 −

𝐶𝑠
𝐶𝑚

 (2.3) 

where 𝐶𝑠 is compression modulus of the soil skeleton, and 𝐶𝑚 is compression modulus of the 

porous medium. 

 

2.3 Biot's Theory of Poroelasticity 

 Biot [Biot, 1941] extended Terzaghi's 1-D consolidation to 3D consolidation by 

introducing a quantity 휁 called variation in water content which is defined as the increment of 

water volume per unit volume of soil. He showed that Terzaghi's 1-D consolidation problem is a 

special case of his theory. Increment of fluid mass content, 휁 is defined as - 
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휁 =

𝜕𝑚𝑓

𝜌𝑓0
 (2.4) 

where 𝜕𝑚𝑓 = 𝑚𝑓 −𝑚𝑓0;   𝑚𝑓0 and 𝜌𝑓0 are the fluid mass content and density at the reference 

state. The advantage of using 휁 as a primary variable is that like strain, it is dimensionless and 

the constitutive equations do not have to include a density factor. 

 For an isotropic fluid-filled porous medium with an isotropic applied stress field 𝜎, Biot's 

theory of poroelasticity can be expressed in two linear constitutive equations [Wang, 2000]: 

 𝜖 = 𝑎11𝜎 + 𝑎12𝑝  (2.5) 

 휁 = 𝑎21𝜎 + 𝑎22𝑝 (2.6) 

The volumetric strain 𝜖 =
𝜕𝑉

𝑉
 is positive in expansion and negative in compression. Increment in 

fluid content 휁 is positive for fluid added to the control volume and negative for fluid flowing out 

of the control volume. Here, generic coefficients 𝑎𝑖𝑗 are used to emphasize simple and linear 

combination of constitutive relations. Eq. (2.5) represents the change in volume fraction as a 

function of applied stress and pore pressure. Eq. (2.6) states that changes in applied stress and 

pore pressure require the system to add or remove fluid from the storage. The poroelastic 

coefficients 𝑎𝑖𝑗 are defined as ratios of field variables by attributing various constraints on an 

elementary control volume.  

 
𝑎11 =

𝜕𝜖

𝛿𝜎
|𝑝=0 =

1

𝐾
 (2.7) 

 
𝑎12 =

𝜕𝜖

𝛿𝑝
|𝜎=0 =

1

𝐻
 (2.8) 

 

                 
𝑎21 =

𝜕휁

𝛿𝜎
|𝑝=0 =

1

𝐻1
 (2.9) 
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𝑎11 =

𝜕휁

𝛿𝑝
|𝜎=0 =

1

𝑅
 (2.10) 

The coefficient 
1

𝐾
 is obtained by measuring the change in volumetric strain due to changes in 

applied stress while keeping the pore pressure constant. This is why it is referred to as the 

compressibility of the material measured under drained conditions where 𝐾 is the drained bulk 

modulus. The term 
1

𝐻
 indicates how much the bulk volume changes due to changes in pore 

pressure while keeping the applied stress constant. With analogy from the heat conduction 

problem, it is called as the poroelastic expansion coefficient. The coefficient  
1

𝐻1
 is same as the 

1

𝐻
 

for symmetric linear transformation matrix. The term 
1

𝑅
 is the ratio in the change in volume of 

water added to storage per unit volume divided by the change in pore water pressure and also 

referred as 𝑆𝜎. 

 The three poroelastic coefficients viz. drained compressibility 
1

𝐾
 , poroelastic expansion 

coefficient 
1

𝑅
, and unconstrained specific storage coefficient 

1

𝐻
 completely characterizes the 

poroelastic response of a porous medium under an isotropic applied stress. Together, they form a 

2 x 2 symmetric matrix of three independent variables: 

(
 
1

𝐾
 
1

𝐻

 
1

𝐻
 
1

𝑅

) 

where the drained compressibility and unconstrained storage coefficient are the diagonal terms 

and poroelastic expansion coefficient is the off-diagonal term of the symmetric matrix. This 

symmetry indicates that the value of  
1

𝐻
 for the coupling between strain and fluid pressure at 

constant stress is equal to the value for the coupling between increment of fluid content and 

stress at constant pressure.  
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 By using the various values of poroelastic constants from Eqs. (2.7), (2.8), (2.9), and 

(2.10) into the constitutive equations (2.5) and (2.6) we get: 

 
𝜖 =

𝜕𝑉

𝑉
=
1

𝐾
𝜎 +

1

𝐻
𝑝 (2.11) 

 
휁 =

1

𝐻
𝜎 +

1

𝑅
𝑝 (2.12) 

Two additional coefficients, Skempton's coefficient B and constrained specific storage 

coefficient are also defined here for the purpose of poroelasticity explanation. 

Skempton's coefficient 𝐵 is defined as the ratio of the induced pore pressure in an undrained case 

to the change in applied stress for undrained conditions: 

 
𝐵 = −

𝜕𝑃

𝜕𝜎
|𝜁=0 (2.13) 

 The negative sign indicates that the decrease in pore pressure is associated with the 

increase in stress being transferred to the soil skeleton. The significance of Skempton's 

coefficient is that if a compressive stress is applied suddenly to a saturated porous medium, the 

induced pore pressure will be an undrained response and is given by the applied stress multiplied 

by 𝐵. 

The constrained specific storage coefficient is defined as: 

 
𝑆𝜖 =

𝛿휁

𝛿𝑝
|𝜖=0 =

1

𝑀
 (2.14) 

With the definition of various poroelastic constants, the stress and strain tensor become [Biot, 

1941]: 

 휀𝑥 =
𝜎𝑥𝑥
𝐸
−
𝜈

𝐸
(𝜎𝑦𝑦 + 𝜎𝑧𝑧) +

𝜎

3𝐻
, 𝛾𝑥 =

𝜎𝑥𝑦

𝐺
 (2.15) 
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 휀𝑦 =
𝜎𝑦𝑦

𝐸
−
𝜈

𝐸
(𝜎𝑧𝑧 + 𝜎𝑥𝑥) +

𝜎

3𝐻
, 𝛾𝑦 =

𝜎𝑦𝑧

𝐺
 (2.16) 

 휀𝑧 =
𝜎𝑧𝑧
𝐸
−
𝜈

𝐸
(𝜎𝑥𝑥 + 𝜎𝑦𝑦) +

𝜎

3𝐻
, 𝛾𝑧 =

𝜎𝑧𝑥
𝐺

 (2.17) 

 
휁 =

1

3𝐻
(𝜎𝑥𝑥 + 𝜎𝑦𝑦 + 𝜎𝑧𝑧) +

𝜎

𝑅
   (2.18) 

 

2.4 Governing Equations of Coupled Poroelasticity 

 In this section the governing equations for fluid flow and mechanical problems are 

introduced first. The governing equation for fluid flow is a mass balance equation whereas the 

governing equation for the mechanical problem is a stress equilibrium equation. Unlike 

quasistatic problem, where the wave propagation term is ignored, the mechanical problem in this 

research work is elastodynamic which means that a dynamic equilibrium is obtained for each 

time step of fluid flow problem since they are solved sequentially (details in Chapter 3). The 

equilibrium of a coupled poroelastic problem requires that if a stress or pressure field is applied 

to a porous and saturated medium, displacements and pore pressure within each representative 

element volume (REV) adjust instantaneously to maintain a state of internal force equilibrium. 

The deformation is computed from the material constitutive models that involve effective stress 

field. On the other hand, total stress is required to maintain the global equilibrium of the fluid-

saturated porous medium. The linear poroelastic problem has to satisfy the mechanical 

equilibrium equations and the fluid continuity equation simultaneously and specify initial and 

boundary conditions. 

 Assume Ω be our interested domain and 𝜕Ω be its closed boundary.  Then the governing  

equation for linear momentum balance of this soil-fluid system is-  

 ∇ ∙ 𝝈 + 𝜌𝑏𝒈 = 0 (2.19) 
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Where 𝝈 is the Cauchy total stress tensor, 𝒈 is the gravity vector, and 𝜌𝑏 is the bulk density 

which can be expressed as-  

 
𝜌𝑏 = 𝜙∑ 𝜌𝛽𝑆𝛽

𝒏𝒑𝒉𝒂𝒔𝒆

𝜷
+ [1 − 𝜙]𝜌𝑠 (2.20) 

Where 𝜌𝑏 is the density of fluid phase 𝛽 

𝑆𝛽 is the saturation of fluid phase 𝛽 

𝜌𝑠 𝑖𝑠 the density of the solid phase 

𝜙 is the true porosity defined as the ratio of pore volume (𝑉𝑝) to the bulk volume (𝑉𝑏) in the 

current configuration 𝑛𝑝ℎ𝑎𝑠𝑒  is the number of fluid phases. 

Assuming fluids are immiscible in a multiphase system the mass conservation equation is- 

 𝑑𝑚𝛼
𝑑𝑡

+ ∇ ∙ 𝒘𝛼 = 𝜌𝛼𝑓𝛼 (2.21) 

Where 
𝑑𝑚𝛼

𝑑𝑡
 is the accumulation term describing fluid mass variation with time 𝑓𝛼  is volumetric 

source term for phase 𝛼 

𝒘𝛼 is the mass flux of fluid phase α relative to the solid skeleton and is given by- 

𝒘𝛼 = 𝜌𝑓𝝊, 𝝊 is the seepage velocity relative to the deforming skeleton and is given by-  

 
𝝊 = −

𝒌

𝝁
(∇p − 𝜌𝑓)𝒈 (2.22) 

where 𝑘 is the intrinsic permeability tensor, 𝜇 is the fluid dynamic viscosity and 𝑝 is the pore 

fluid pressure. 

 Governing Eqs. (2.19) and (2.21)  define a solid-fluid coupled system where they are 

viewed as overlapping continua. In this coupled system, if there are changes in pore fluid 

pressure then there will be changes in effective stress causing deformation in the porous media. 

Conversely, the deformation in the porous media induces changes in fluid mass content and 
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pressure. 

 Biot [1941]  linked changes in strain and fluid content with changes in total stress and 

fluid pressure. Coussy [1995] expressed Biot's coupling formulation in the following forms - 

 𝜕𝝈 = 𝑪𝑑𝑟: 휀 − 𝑏𝛿𝑝𝟏 (2.23) 

 
휁 = 𝑏휀𝑣 +

1

𝑀
𝛿𝑝 (2.24) 

where 𝑪𝑑𝑟 is the rank-4 drained elasticity tensor, 𝟏 is the rank-2 identity tensor, 휀 is the 

linearized strain tensor and is defined as- 

 
휀 =

1

2
(∇𝒖 + ∇𝑇𝒖) (2.25) 

 휀𝑣 = 𝑡𝑟(휀), 𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑠𝑡𝑟𝑎𝑖𝑛 (2.26) 

From the Eqs. (2.23)  and (2.24)  above, it is clear that Biot's theory of poroelasticity has two 

coupling coefficients, Biot Modulus 𝑀, and Biot coefficient 𝑏. Coussy [1995] showed that these 

coupling coefficients are related to rock and fluid properties as follows- 

 1

𝑀
= 𝜙0𝑐𝑓 +

𝑏 − 𝜙0
𝐾𝑠

 (2.27) 

 
𝑏 = 1 −

𝐾𝑑𝑟
𝐾𝑠

 (2.28) 

where, 

 𝑐𝑓 =
1

𝐾𝑓
 is the fluid compressibility 

𝐾𝑓 is bulk modulus of the fluid 

𝐾𝑠 is the bulk modulus for solid skeleton 

𝐾𝑑𝑟 is the drained bulk modulus of the porous medium 

Assuming small elastic deformations,  Eqs. (2.23)  and (2.24) can be rewritten based on  

reference state as- 
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 𝜎 − 𝜎0 = 𝑪𝑑𝑟: 휀 − 𝑏(𝑝 − 𝑝0)𝟏 (2.29) 

 1

𝜌𝑓,0
(𝑚 −𝑚0) =  𝑏휀𝑣 +

1

𝑀
(𝑝 − 𝑝0)  (2.30) 

Substituting Eq. (2.27)  into Eq. (2.21) for a single phase flow, the fluid mass balance equation is 

obtained in terms of pressure and volumetric strain- 

 1

𝑀

𝜕𝑝

𝜕𝑡
+ 𝑏

𝜕휀𝑣
𝜕𝑡
+ ∇ ∙ 𝝊 = 𝑓  (2.31) 

The linearized relation between volumetric total stress and volumetric strain with  respect to the 

reference state can be expressed as follows- 

 𝛿𝜎𝑣 = 𝜎𝑣 − 𝜎𝑣,0  =  𝐾𝑑𝑟휀𝑣 − 𝑏(𝑝 − 𝑝0)  (2.32) 

Using the above relation and  𝑚 = 𝜌𝑓𝜙, the change in porosity can be expressed as- 

 𝜌𝑓

𝜌𝑓,0
(𝜙 − 𝜙0) =  

𝑏

𝐾𝑑𝑟
(𝜎𝑣 − 𝜎𝑣,0) + (

𝑏2

𝐾𝑑𝑟
+
1

𝑀
)(𝑝 − 𝑝0)  (2.33) 

Eq. (7)  can be rewritten as- 

 
(
𝑏2

𝐾𝑑𝑟
+
1

𝑀
)
𝜕𝑝

𝜕𝑡
+
𝑏

𝐾𝑑𝑟

𝜕𝜎𝑣
𝜕𝑡
+ ∇ ∙ 𝝊 = 𝑓 (2.34) 

Both Eqs. (2.31) and (2.34) are equivalent for fluid flow and geomechanical coupling but they 

lead to different operator splits: fixed-strain split and fixed-stress split [Kim et al., 2011b]. It is 

noted from these two equations that there are no explicit quantities like fluid and rock 

compressibility to account for geomechanical coupling, rather these quantities are determined 

from the poroelastic coefficients 𝐾𝑑𝑟 , 𝑏, and 𝑀. 

 

2.4.1 Initial and boundary conditions 

 In order to fully describe the coupled fluid flow and geomechanical mathematical 

problem it is necessary to specify the initial and boundary conditions. For the flow problem a 
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prescribed pressure boundary condition 𝑝 = �̅� is specified on Г𝑝, and a prescribed volumetric 

flux 𝒗. 𝒏 = �̅� is specified on Г𝑣, where n is an outward unit normal vector to the boundary 𝜕𝑉. In 

order to satisfy the well-posedness of the mathematical boundary value problem, we let 

Г𝑝⋂Г𝑣 = ∅ 

Г𝑝⋃Г𝑣 = 𝜕𝑉 

For the mechanical problem we specify a prescribed displacement of 𝒖 = �̅� on Г𝑢 and a 

prescribed traction of 𝝈 ∙ 𝒏 = �̅� on Г𝜎. We also let 

Г𝑢⋂Г𝜎 = ∅ 

Г𝑢⋃Г𝜎 = 𝜕𝑉 

The initial conditions of a coupled geomechanical problem should represent an equilibrium 

condition for each of the sub-problems i.e. hydrostatic equilibrium of 𝑝|𝑡=0 = 𝑝0 for the fluid 

flow part and geostatic equilibrium of 𝜎|𝑡=0 = 𝜎0 for the mechanical part. 

 

2.5 Time Scale Characteristics 

 Equilibrium conditions for fluid flow and mechanical deformations have different time 

scale characteristics especially for the stable time step integration in the individual codes. Fluid 

flow problems are transient whereas mechanical equilibrium is almost instantaneous in quasi-

static problems. Fluid flow is a long term process where dissipation of pressure occurs through 

diffusion process that could take days, months, or years. For dynamic problems, mechanical 

deformation and stress change in a continuum involve propagation of wave in an REV which 

requires a finite amount of time. Stable time is calculated based on the time required for a wave 

to propagate in the shortest path of an REV. 

 For a coupled fluid flow and geomechanics interaction problem, there are two 
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characteristic time scales [Jha, 2005]: 

 

𝑡𝑐
𝑓𝑙𝑢𝑖𝑑

=
𝜇𝐿𝑐
2

𝑘
(
1

𝑀
+

𝑏2

𝐾0 +
4
3𝐺
) (2.35) 

where 𝑡𝑐
𝑓𝑙𝑢𝑖𝑑

 is the characteristic time for fluid flow equilibrium, 𝐿𝑐 is the characteristic length of 

the smallest element of fluid-solid system, and 𝐾0 is the undrained bulk modulus of the porous 

media. The relationship between undrained and drained bulk modulus is: 

 𝐾0 = 𝐾 + 𝑏
2𝑀 (2.36) 

Mechanical characteristic time is given by - 

 

𝑡𝑐
𝑚𝑒𝑐ℎ = (√

𝜌

𝐾0 +
4
3𝐺
)𝐿𝑐 (2.37) 

The diffusion process in the system takes place based on the ratio of those expressions above. 

Assuming b = 1, we get: 

 
𝑡𝑐
𝑓𝑙𝑢𝑖𝑑

𝑡𝑐
𝑚𝑒𝑐ℎ =

√𝐾0 +
4
3𝐺

𝜌

𝐿𝑐
𝑘/𝜇

(
1

𝑀
+

𝑏2

𝐾0 +
4
3𝐺
) (2.38) 

The advantage of having knowledge about the characteristic time scales for a coupled fluid flow 

and geomechanics problem includes: 

 discretion of choosing a suitable transient scale 

 selection of appropriate linear solver for each of the processes 

 setting up numerical validation cases for experiments 

 

2.6 Uncoupling of Stress from Pore Pressure 

 Analogous to uncoupled quasistatic theory in thermoelasticity [Boley and Weiner, 1960], 
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in poroelasticity, uncoupling of stress from pore water pressure means that the mechanical 

coupling term in the fluid pressure diffusion equations is omitted. This is what Terzaghi provided 

in terms of 1-D fluid diffusion equation. Although uncoupled, it still involves one-way coupling 

i.e. changes in fluid pressure do produce stress and strains, but changes in stress field do not 

affect the fluid pressure [Wang, 2000]. The simplification of this uncoupled problem signifies 

that the transient fluid flow equation in pressure can be solved independently of the time-

dependent stress or strain field. By solving them independent of one another, the resulting pore 

pressure field output can then be used as input in the mechanical problem to account for the 

effective stresses in the material constitutive models.  

 There are four special circumstances [Wang, 2000] where the inhomogeneous pore water 

diffusion equation is uncoupled from the mechanical equilibrium equations: steady state 

problems, problems involving uniaxial strain and constant vertical stress, problems involving 

highly compressible fluid, and problems having irrotational displacement field in an unbounded 

domain. 

 

2.7 Pore Compressibility in Geomechanical Coupling 

  When a stress field is applied to a fluid-saturated porous media,  there is a deformation  in 

the solid skeleton causing the pore spaces to be squeezed. The reduction in the volume of these 

pore spaces cause the fluid to leak out of the pore space. The drained pore compressibility is 

defined as the ratio of pore volume change to the change in confining pressure while still 

maintaining constant pore pressure. It is given by - 

 1

𝐾𝑝
=
𝛼

𝜙𝐾
 (2.39) 
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where 𝜙 is the porosity of the porous medium. 

Typically, in conventional reservoir simulation of a coupled hydro-geomechanical problem a 

term called 'pore compressibility', 𝑐𝑝 =
1

𝐾𝑝
 is used in the pressure computation in order to 

account for poroelastic effect of solid-fluid coupling [e.g. Settari and Mourits, 1998; Kim et al., 

2009].  

𝑐𝑝 is expressed as- 

 
(𝜙0𝑐𝑓 + 𝜙0𝑐𝑝)

𝜕𝑝

𝜕𝑡
+ 𝐷𝑖𝑣 𝒗 = 𝑓 (2.40) 

Although pore compressibility is not an intrinsic property of the porous media due to its 

dependency on the stress and boundary conditions, its use in reservoir simulation simplifies the 

computation of stress and strain changes. A porosity correction term ∆𝜙 used by Mainguy and 

Longuemare [Mainguy and Longuemare, 2002] based on Eq. (2.8) is given below: 

 
∆𝜙 = (𝜙0𝑐𝑝 +

𝜙0
𝐾𝑠
−
𝑏

𝐾𝑑𝑟
)
𝜕𝑝

𝜕𝑡
− (

1

𝐾𝑑𝑟
−
1

𝐾𝑠
)
𝜕𝜎𝑣
𝜕𝑡

 (2.31) 

Under the fixed-stress split solution scheme using Eqs. (2.6), (2.11), and (2.12) it is shown by 

Kim et al. [2009]: 

 
𝜙0𝑐𝑝|𝑠𝑛 =

𝑏 − 𝜙0
𝐾𝑠

+
𝑏2

𝐾𝑑𝑟
 (2.41) 

where, 
𝑏

𝐾𝑑𝑟

𝜕𝜎𝑣

𝜕𝑡
 is a correction term from the mechanical solution. 

 

2.8 Poroelastic Effects in Rock Mechanics  

 Porous media tend to dilate in volume when they are flooded with water. If the soil is 

constrained, it experiences a confining pressure i.e. compressive stresses. This is known as 

poroelastic effect of rock. It has been identified that an isotropic poroelastic material needs four 
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independent constitutive coefficients to characterize its mechanical behavior [Cheng et al. 1993]. 

These are soil shear modulus 𝐺, drained bulk modulus 𝐾, Biot effective stress coefficient 𝛼, and 

Biot modulus 𝑀.  According to Fairhurst and Haimson, a poroelastic coefficient is given by -  

 
휂 =

𝛼(1 − 2ʋ)

2(1 − ʋ)
 (2.42) 

The value of the poroelastic coefficient ʋ varies between 0 and 0.5. Here 𝛼 is another coefficient 

that is associated with the bulk moduli of the skeleton, K and the solid constituent, 𝐾𝑆.  

 𝛼 =  1 –  𝐾/𝐾𝑠 (2.43) 

When a soil specimen is subject to an incremental compressive stress of ∆𝑃 in an undrained 

condition, the ratio of the pore pressure rise ∆𝑝 to the applied compressive stress is termed as 

Skempton pore pressure coefficient, 𝐵. 

 
𝐵 =

∆𝑝

∆𝑃
 (2.44) 

This coefficient is a composite property of solid and fluid. 

 

2.9 Hydro-mechanical Coupling  

 In dealing with earth sciences, coupled hydromechanical (HM) processes are found in 

various natural and human induced activities such as landslides, dam failure, reservoir 

impoundment, fluid injection, and so on. The term ‘HM coupling’ refer to the interaction 

between hydraulic and mechanical processes. The coupled process is highly nonlinear making 

the modeling task a challenging one. Coupling HM process involves coupling of stress and 

permeability or, in other words, rock deformation with fluid flow. Laboratory and field data 

show that permeability dependence on fracture rock is more sensitive at shallow depth with low 

in situ permeability [Rutqvist and Stephansson, 2003]. Conversely, in highly fractured and 
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permeable zone permeability is not so much sensitive to the stress changes. It is recommended to 

use in situ characterized HM properties due to their high variability in fractured rock and 

difficulties in using laboratory data. Figure 2.2 illustrates volumetric deformation of a porous and 

fractured rock subject to confining pressure and pore-water pressure. It also schematically shows 

shear and normal deformation of fractured and porous media. 

 
 

Figure 2.2 Illustration of porous and fractured rock associated with confining pressure and 

various types of deformation 

 

 When an external load is applied to fluid saturated porous or fractured rock, deformation 

takes place in the rock changing its pore volume. Deformation of the rock compresses the pore 

volume within itself and squeezes the water out. If the external load is applied rapidly in a 

manner such that the fluid has no time to escape then the pore water pressure develops in a 

situation referred to as undrained HM response. But if the external load is applied gradually so 
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that there is enough time for pore water to squeeze out without developing pressure inside the 

rock pore space then that situation is referred to as drained HM response. Similarly, reduction in 

pore pressure results in reduction in pore volume causing consolidation or settlement [Biot, 

1941]. 

 The HM couplings described above is termed as “direct” HM couplings [Wang, 2000]. 

These couplings include: 

i. A solid-to-fluid coupling that accounts for the change in fluid mass or pressure due to 

change in applied stress 

ii. A fluid-to-solid coupling that accounts for the change in porous medium volume due to 

change in fluid pressure or mass 

 Figure 2.3 shows the “direct” HM couplings with appropriate labels. Change in 

porous medium volume can change the hydraulic and material properties which are 

considered as “indirect” HM couplings [Rutqvist and Stephansson, 2003]. Rutqvist 

[1995a] combined Goodman’s [1974] model to provide a complete relationship between 

fracture transmissivity and effective normal stress. 

The “indirect” HM couplings include [Fig. 2.5]: 

i. A solid-to-fluid coupling that results in a change hydraulic properties due to change in 

applied stress 

ii. A fluid-to-solid coupling that results in a change in mechanical properties due to change 

in fluid pressure 



29 

 

 
 

Figure 2.3 Illustration of direct and indirect coupling [Rutqvist and Stephansson, 2003] 

 

 
𝑇 = 𝐶 [𝑏ℎ𝑖 +

𝜎𝑛𝑖
′

𝑘𝑛𝑖
(1 −

𝜎𝑛𝑖
′

𝜎𝑛𝑖
′
)]

3

 (2.45) 

where, 𝜎𝑛𝑖
′  is initial effective normal stress, 𝑏ℎ𝑖 is initial apparent hydraulic aperture, 𝑘𝑛𝑖  is initial 

hydraulic normal stiffness, and 𝐶 is constant which depends on flow geometry and fluid 

properties. The most widely used fracture closure model under effective normal stress is given 

by Walsh [1981]: 

 

𝑇 = 𝑇0 [1 − (
√2ℎ𝑒
𝑏0

ln
𝜎𝑛𝑖
′

𝜎𝑛𝑖
′
)]

3

𝜏𝑤(∆𝜎𝑛
′ ) (2.46) 

where 𝑇0 and 𝑏0 are joint transmissivity and aperture at some reference effective stress, 𝜎𝑛
′ , 𝜏𝑤 is 

the tortuosity factor that depends on the normal stress,  ℎ𝑒 is standard deviation of the asperity 

height distribution. 

 In the coupled code two failure mechanisms are considered to redistribute the 

permeability after a potential fracture or fault slip. First one is shear reactivation due to the 

reduction in effective stress as a result of increased pore fluid pressure. 
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2.10 Fluid Induced Permeability Changes 

 

 Fault reactivation in dealing with permeability evolution to the context of CO2 

sequestration have been modeled by both finite thickness solid element and zero thickness 

interface element [Cappa and Rutqvist, 2010]. The modeling results do not show any difference 

in the elasto-plastic behavior of the fault zone. They showed that the shear-enhanced 

permeability and fault reactivation are more likely to occur at the faulted reservoir locations 

where fluid is injected. Reservoir stress conditions coupled with fluid injection in the vicinity of 

fault zones may potentially nucleate, propagate, and arrest from low to moderate earthquakes 

[Hickman et al., 1995; Sibson and Rowland., 2003; Wibberly and Shimamoto, 2005].  

 A fault zone in the earth’s upper crust usually consists of two distinct regions – a fault 

core having low permeability and a damage zone having relatively higher permeability 

[Vermilye and Scholz,1998; Gudmundsson, 1999, 2000; Wibberley and Shimamoto, 2003; 

Faulkner et al., 2003; Cappa et al., 2007; Guglielmi et al., 2008; Mitchell and Faulkner, 2009; 

Cappa, 2009]. It was shown that the permeability of the fault zone changes with earthquake slip 

and associated stress reduction [Uehara and Shimamoto, 2004]. Field data and models show that 

both the damage zones and fault cores increase in thickness with increased slip [Vermilye and 

Scholz, 1998]. Consequently, fault zones having higher amount of fractures also grow and allow 

more fluid to pass through porous and fractured media. 

 The range of damage zone width can extend from meters for a single core to kilometers 

for multiple cores [Caine et al., 1996; Gudmundsson, 2004; Mitchell and Faulkner, 2008, Wilson 

et al., 2003] indicating a vast area that may have more probability of fluid injection.  

As shown in Figure 2.4, permeability in a fault core can range from 10-17 to 10-21 whereas in the 

damaged zones it can range from 10-14 to 10-16. Young’s modulus can range from 10 GPa in the 
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fault core to 50 GPa in the damaged zones [Gudmundsson, 2004; Faulkner et al., 2006]. When 

fluid is injected in a reservoir rock, pore pressure increases resulting in lowering of the stress 

according to the Terzaghi’s stress law: 

 𝜎𝑛
′ = 𝜎𝑛 − 𝑃 (2.47) 

where 𝜎𝑛
′  is the effective normal stress, 𝜎𝑛 is the total normal stress and 𝑃 is pore water pressure.  

The Mohr-Coulomb failure criteria [Jaeger and Cook, 1979] is given by- 

 𝜏 = 𝑐 + 𝜇𝑠𝜎𝑛
′  (2.48) 

where 𝜏 is the critical shear stress, 𝑐 is the cohesion, and 𝜇𝑠 is static coefficient of friction. 

 

Figure 2.4 Schematic showing fault core and damage zone with their permeability and Young's 

modulii [Rutqvist and Stephansson, 2003] 

 

The normal stress 𝜎𝑛 and shear stress 𝜏 is calculated using the following equations: 
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𝜎𝑛 =

𝜎1 + 𝜎3
2

−
𝜎1 − 𝜎3
2

cos[2𝛿] 

 

(2.49) 

 𝜏 =
𝜎1 − 𝜎3
2

sin[2𝛿] (2.50) 

where 𝜎1 is maximum principal stress, 𝜎3 is minimum principal stress and 𝛿 is the angle between 

the fault plane and the 𝜎1 direction. Eqs. (2.1) and (2.2) indicate that increase in pore water 

pressure, P reduces the effective stress thereby reducing the shear strength of a given fault. The 

ratio of 
𝜏

𝜎𝑛
′  is termed as “ambient stress ratio” which is a measure of slip tendency. If the value of  

“ambient stress ratio” exceeds the coefficient friction, 𝜇𝑠 then the slip occurs. For most rocks, 

based on laboratory tests, 𝜇𝑠 varies from 0.6 to 0.85 [Byerlee, 1978]. 

 

2.11 Permeability Coupling Representation 

 The hydraulic and mechanical behavior of a single-fault plane can be modeled by using 

zero-thickness interface elements. These elements can represent flow transmissivity and fracture 

normal and shear stiffness. The cubic law for relation between flow along an open fracture and 

fracture aperture is given by-  

 
𝑇 =

𝑏ℎ
3𝜌𝑔

12𝜇
 (2.51) 

where 𝑇 is the fault transmissivity and 𝑏ℎis fracture aperture, 𝜌 𝑎𝑛𝑑 𝜇 are fluid density and 

viscosity, respectively, and 𝑔 acceleration of gravity. Fracture aperture is affected by the 

mechanical deformation thus changing the fault transmissivity [Witherspoon et al., 1980]. 

 
𝑇 =

[𝑏ℎ + ∆𝑏ℎ]
3𝜌𝑔

12𝜇
 (2.52) 

Where ∆𝑏ℎ is the change in hydraulic aperture due to mechanical deformation. This is 
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proportional to the changes in fracture normal displacement 𝑢𝑛. 

 ∆𝑏ℎ = 𝑓 ∙ ∆𝑢𝑛 (2.53) 

Where f denotes a friction factor accounting for roughness of the fracture surface and ∆𝑢𝑛 

denotes changes in fracture normal displacement. ∆𝑢𝑛 results from the changes in fracture 

normal stress ∆𝜎𝑛 or shear dilation 𝑢𝑠 or combination of two [Cappa and Rutqvist, 2010]. 

 Hydromechanical properties of rock can be idealized as isotropic if the fault core is 

homogeneous and unfractured or the damaged zone is highly fractured [Cappa and Rutqvist, 

2010]. In such cases, permeability and porosity changes may be related to the mean stress or 

volumetric strain and assumed to possess equal hydraulic properties along and across the fault. In 

such cases, a simple permeability model [Zoback and Byerlee, 1975] may be used. Rutqvist et al. 

used an isotropic model developed and applied by Chin et al. [2000] for modeling of 

permeability changes in petroleum reservoirs: 

 𝜙 = 1 − [1 − 𝜙𝑖]𝑒
−𝜀𝑣 (2.54) 

 
𝑘 = 𝑘𝑖 (

𝜙

𝜙𝑖
)
𝑛

 (2.55) 

where 𝜙 is the porosity at a given stress, 𝜙𝑖 is the initial porosity, 휀𝑣 is volumetric strain, 𝑘 is the 

permeability at a given stress, 𝑘𝑖 is the initial permeability, and 𝑛 is a power-law exponent. The 

above formula allows for consistent permeability correction for both elastic and plastic 

mechanical behavior.  

 In case of anisotropic elasto-plastic constitutive model, permeability change is 

approximated using a nonlinear normal stress versus permeability function with the option of 

plastic strain dilation [Hsiung et al., 2005]: 

 𝑘

𝑘𝑖
= [

𝑎

𝑐[𝑐𝜎𝑛′ + 1]

1

𝑏ℎ𝑖
+
𝑒𝑓𝑡𝑝 + 𝑒𝑓𝑠𝑝 tan𝜓

𝑓𝑑𝑏ℎ𝑖
]

3

 (2.56) 
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where 𝑎 and 𝑐 are empirical constants for normal-closure hyperbola, 𝑒𝑓𝑡𝑝 is the plastic strain 

caused by tensile failure, 𝑒𝑓𝑠𝑝 is the plastic shear strain, 𝑏ℎ𝑖 is the initial fracture aperture, 𝑓𝑑 is 

the fracture frequency [1/spacing], and 𝜓 is dilation angle. 

 

2.12 Multiphase Poroelasticity 

 

 Unlike single phase poroelasticity, it is not possible to linearize stress increment equation 

[Coussy, 1995] The following reasons are attributed to that -  

1. Unlike water or liquid gases are highly compressible. In a multiphase system gaseous 

phases coexist with liquid phases for which the theory of single phase poromechanics 

does not hold. 

2. Capillary pressures are nonlinear 

 For multiphase poroelasticity an effective stress formulation for constitutive modeling of 

porous media is proposed by Bishop et al. [Bishop, 1959; Bishop and Blight, 1963]. They 

propose that one part of total stress contributes to the deformation of the solid skeleton while the 

other part induces changes in fluid pressure. 

 
𝜕𝝈 = 𝑪𝑑𝑟: 𝛿휀 −∑ 𝑏𝛽

𝑛𝑝ℎ𝑎𝑠𝑒

𝛽
𝛿𝑝𝟏 (2.57) 

Where, 𝑏𝛽 corresponds to the Biot coefficients for phases existing in the multiphase system. It is 

obvious that 

 
∑ 𝑏𝛽

𝒏𝒑𝒉𝒂𝒔𝒆

𝜷
= 𝑏 (2.58) 

Several authors [Lewis and Sukirman, 1993; Coussy et al., 1998 Lewis and Schrefler, 1998] 

assumed that Biot coefficients 𝑏𝛽 are proportional to the individual saturations 𝑆𝛽. The advantage 
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of using effective stress in multiphase system is that we can treat that as a single-phase 

continuum [Khalili et al., 2004; Nuth and Laloui, 2008; Vlahinic et al., 2011; Nikooee et al., 

2013; Kim et al., 2013].  For a multiphase linear poroelasticity, the stress-strain relationship 

becomes [Jha and Juanes, 2014]: 

 𝜕𝝈 = 𝜕𝝈′ − 𝑏𝛿𝑝𝟏 (2.59) 

 𝜕𝝈′ = 𝑪𝑑𝑟: 𝛿휀 (2.60) 

For multiphase poromechanics Eq. (2.24) can be extended as: 

 
(
𝑑𝑚

𝜌
)
𝛼

= 𝑏𝛼𝑑휀𝑣 +∑ 𝑁𝛼𝛽𝑑𝑝𝛽
𝒏𝒑𝒉𝒂𝒔𝒆

𝜷
 (2.61) 

Where 𝑵 = 𝑴−1 is the inverse of Biot modulus and positive definite tensor whereas Biot 

coefficient 𝑏 is a vector.  For a two-phase water-gas system, 𝑁𝛼𝛽 can be expressed as a function 

of fluid pressure, saturations, displacement, and rock and fluid properties [Jha and Juanes, 2014] 

as follows: 

 
𝑁𝑔𝑔 = −𝜙

𝜕𝑆𝑤
𝜕𝑃𝑤𝑔

+ 𝜙𝑆𝑔𝑐𝑔 + 𝑆𝑔
2𝑁 (2.62) 

 
𝑁𝑔𝑤 = 𝑁𝑤𝑔 = 𝜙

𝜕𝑆𝑤
𝜕𝑃𝑤𝑔

+ 𝑆𝑔𝑆𝑤𝑁 (2.63) 

 
𝑁𝑤𝑤 = −𝜙

𝜕𝑆𝑤
𝜕𝑃𝑤𝑔

+ 𝜙𝑆𝑤𝑐𝑤 + 𝑆𝑤
2𝑁 (2.64) 

Where 𝑁 = (𝑏 − 𝜙)[1 − 𝑏]/𝐾𝑑𝑟 and subscripts w and g refer to water and gas. 

By substituting Eq. (2.63), (2.64), and (2.65) into Eq. (2.21), we obtain the multiphase flow 

equation: 

 𝜕

𝜕𝑡
(𝜌𝛼∑ (𝑁𝛼𝛽 +

𝑏𝛼𝑏𝛽

𝐾𝑑𝑟
)

𝒏𝒑𝒉𝒂𝒔𝒆

𝜷
𝑝𝛽) +

1

𝐾𝑑𝑟

𝜕

𝜕𝑡
(𝜌𝛼𝑏𝛼𝜎𝑣) + ∇ ∙ 𝒘𝛼 = 𝜌𝛼𝑓𝛼 (2.65) 
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2.13 Fluid-induced Seismicity Mechanism 

 Injection of fluid in the subsurface porous and fractured rocks increases the pore water 

pressure. Pressure is used to calculate effective normal stress according to Terzaghi’s principle 

[see Terzaghi et al., 1996]: 

 𝜎𝑛
′ = 𝜎𝑛 − 𝑃 (2.66) 

 Where 𝜎𝑛
′  is effective normal stress, 𝜎𝑛 is total normal stress,  𝑃 is pore water pressure, and 

compressive stress is considered positive. 

Reduction in effective stresses reduces the shear strength according to the Mohr-Coulomb failure 

criterion [Hubbert et al., 1959]: 

 𝜏 = 𝑐 + 𝜇𝜎𝑛
′   (2.67) 

Where, 𝜏 is critical shear stress, 𝑐 is cohesion, and 𝜇 is the coefficient of friction. The slip 

potential is calculated from the reduction of shear strength at the predefined faults or fractures. 

The occurrence of an earthquake on a fault or fracture alters the stress conditions throughout the 

entire domain. The new stress condition, in conjunction with the ongoing fluid injection, 

accounts for an updated potential of seismic slip generation and dynamic rupture wave 

propagation which goes on throughout the entire period of injection activities. 

 

2.14 Permeability Evolution from Fault Slip 

 During an earthquake slip, permeability along the fractured and porous damage zone is 

redistributed due to changes in porosity and diminution of contacts between the fault asperities. 

In the mature faults, permeability would be very low across the fault core while it would be 

really high along the fault plane [e.g., Sibson, 1977; Chester et al., 1993] due to presence of 

fractures. Furthermore, permeability may be substantially different on the two sides of the fault 
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after a seismic slip [Sibson, 1990]. In order to accurately model multiple fluid-induced 

earthquake cycles it is important to account for these slip-dependent permeability changes.  

 Figure 2.5 shows a fault damage zone (thick solid black line) of width 𝑏 and a finite 

thickness fault with aperture 𝑒ℎ. The fault is subject to an effective normal stress 𝜎𝑛
′ . Frictional 

shear stress in the fractures is given by- 

 
𝜏𝑓 =

𝑒ℎ
3𝜌𝑔

12𝜇
 (2.68) 

   

 

Figure 2.5 Permeability changes in a faulted zone subject to normal opening and shear slips 

The transmissivity in the damage zone is given by [Cappa and Rutqvist; 2011]: 

 
𝑇 =

𝑘𝜌𝑔

𝜇
∙ 𝑏 (2.69) 

At failure,  𝑇 = 𝜏𝑓. From Eqs. (2.69) and (2.70) we get: 

𝑒ℎ 

𝜎𝑛
′  

𝜎𝑛
′  

𝑏 
 

𝑘 
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𝑘 =

𝑒ℎ
3

12𝜇𝑏
 (2.70) 

𝑁𝑜𝑤, 𝑒ℎ = 𝑒𝑖ℎ + ∆𝑢𝑛 

𝑎𝑛𝑑       ∆𝑢𝑛 = ∆𝑢𝑠 ∙ tan 𝑑 

Inserting this expression in Eq. (2.71) we get the permeability modification for shear reactivation: 

 
𝑘 =

(𝑒𝑖ℎ + ∆𝑢𝑠 ∙ tan 𝑑)
3

12𝜇𝑏
 (2.71) 

 

2.15 Fault Slip Modeling  

 

 Faults can be represented either as a two-dimensional surface [Juanes et al., 2002] or a 

three-dimensional zone [Rutqvist et al., 2008]. It is advantageous to represent faults as surfaces 

over 3D zones. First it is easier to describe the localized displacement at the interface where the 

domain is discontinuous. Second, one can use dynamic fault friction models in order to simulate 

dynamic rupture process of a fault. A fault surface is a zero thickness element that is very widely 

used in the finite element literature [Goodman et al., 1968; Beer, 1985; Carol et al., 1985; Gens 

et al., 1988; Lei et al., 1995]. A fault surface allows us to model discontinuous displacements 

across that fault in order to estimate slip. 

 A domain decomposition approach [Aagaard et al., 2013] is adopted in order to model 

fault slip by means of finite element formulation. This approach is applicable to both quasi-static 

and dynamic simulations of fault rupture propagation. An earthquake cycle consists of an 

interseismic period where the deformation rate is very slow and a coseismic period where the 

deformation rate is very high. Also the spatial and temporal scales of earthquake rupture 

propagation are very complex to model. The domain decomposition approach includes the 

features that can model this huge variety of complexity. It includes modeling fault rheologies 
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with elastic, viscoelastic, and viscoelastoplastic constitutive models. It also capitalizes the finite 

element data structure using parallel computation which makes the simulation much more 

efficient and faster.  

 In a domain decomposition approach [Aagaard et al., 2014], a fault is represented by a 

surface (Figure 2.6) which has two sides – a positive side and a negative side. A fault normal 

vector 𝑛 is used to specify the direction of positive side from negative side. A slip is calculated 

as the relative displacement of the positive side of the fault to negative side.  

Mathematically,  (𝒖+ +−𝒖_) − 𝒅 = 0 𝑜𝑛 𝑆𝑓 

 

Where 𝒖+ 𝒂𝒏𝒅 𝒖− are the displacements on the positive and negative sides of the fault, 𝒅 is the 

fault slip vector which is dictated by the effective traction on the fault. 𝒖 represents displacement 

 

Figure 2.6 Locations of the pressure 𝑝, displacement, 𝑢 and Lagrange multiplier, 𝑙 in modeling 

and computing slips on fault [Jha, 2014] 

 

at the regular nodes. To calculate the slip vector 𝒅 or the relative motion of the positive fault 

surface 𝑆𝑓+, in relation to the negative fault surface 𝑆𝑓−, zero volume cohesive cells are inserted 

along the fault plane to allow for additional degrees of freedom (DOFs) (Figure 2.7). These 

additional DOFs are used to calculate dislocations or jumps in the displacement field across the 

, 𝜎 

𝒖 

𝒍 

𝒖+ 

𝒖− 

𝑆𝑓− 
 

𝑆𝑓+ 
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fault. The dislocations in the 3D model correspond to lateral and reverse shear slip, and to Mode 

I fault opening. PyLith can simulate either kinematic or dynamic rupture propagations on the 

fault. Fault tractions are indicative of elastic strains accumulated in the fault zone. In domain 

decomposition approach, the effective traction is modeled by introducing a Lagrange multiplier, 

𝑙 which is defined as the force per unit area required to hold an equilibrium condition for a given 

slip vector d across the fault.  

 

Figure 2.7 Illustration of fault slip calculation by means of zero thickness cohesive cells 

[Aagaard et al., 2014] 

 

Mathematically, 

 𝜎𝑛
′ = 𝒍. 𝒏 (2.72) 

The fault tractions are equal and opposite on the two sides of the fault in order to satisfy the 

equilibrium condition. The corresponding shear traction acting tangentially on the fault surface is 

given by- 
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 𝜏 = |𝜎𝑛
′ − 𝒍. 𝒏| (2.73) 

 Under this approach, a fault surface consists of nodes similar to ‘split nodes’ used in a number 

of finite element and finite difference codes.   

The ‘split nodes’ technique form a diagonal Jacobian in order to solve the fault tractions of the 

uncoupled equations.  

 Another technique to compute fault slip is to use a double couple point sources where 

body forces are imposed in a manner consistent with an effective plastic strain resulting from the 

slip. But the body forces depend on the elastic modulii which change across the fault surface. But 

in domain decomposition approach, Lagrange multipliers are equal and opposite across the fault 

which is a key difference. PyLith introduces Lagrange multipliers in order to calculate traction 

on the fault surface. When there is no relative displacement of the two sides of the fault due to a 

large friction value, the fault is locked and the Lagrange multipliers correspond to the forces 

required to keep the slip zero. When there is a slip along the fault surface Lagrange multipliers 

correspond to the forces consistent with the friction from the fault constitutive model. To model 

a fault in TOUGH2, hydraulic elements are added along the interface during the mesh making 

process. This facilitates calculating fluid pressure within the fault.  

 In PyLith, fault interfaces are introduced to determine the dislocations or jumps in the 

displacement field. These dislocations result from both tensile and shear slips across a fault 

surface. In 3D, these dislocations correspond to lateral-slip, reverse-slip, and fault opening (See 

Figure 2.9). Figure 2.9 shows an arbitrary orientation of a typical fault surface in 3D. 𝛿, λ, and 𝜙 

represent the angle of fault dip, the rake angle, and fault strike respectively. The figure also 

shows a slip vector 𝒓 with respect to the fault surface and coordinate axes [Aagaard et al., 2014]. 
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Figure 2.8 Orientation of a fault surface and its slip vector in 3D [Aagaard et al., 2014] 

 

Figure 2.9 Sign conventions of different kinds of slips on a fault surface used in PyLith (shown 

in positive senses) 

 

 

2.16 Fault Constitutive Models 

 

 A fault constitutive model is used to determine frictional stress of a fault which 

determines its strength to rupture.  Mathematically, the frictional stress, 𝜏𝑓 can be expressed as: 

left-lateral slip 

fault-opening 

reverse slip 

left-lateral slip 
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𝜏𝑓 = {

𝜏𝑐 − 𝜇𝑓𝜎𝑛
′ ,   𝜎𝑛

′ < 0

𝜏𝑐,                 𝜎𝑛
′ ≥ 0 

 (2.74) 

  

Where, 𝜏𝑐 is the cohesive strength of the fault, and 𝜇𝑓is the coefficient of friction. The friction 

coefficient is modeled differently in different fault constitutive models. It could be static model 

where 𝜇𝑓is assumed to be constant or not changing with fault slips.  

 

2.16.1 Slip-weakening friction law 

 A slip-weakening model [Matsu'ura et al., 1992], unlike static friction law, considers 𝜇𝑓 

as a function of slip magnitude |𝒅|. 𝜇𝑓 decreases from its static maximum value of  𝜇𝑠 to 

dynamic value  𝜇𝑓 over a critical slip distance  𝑑𝑐. 

 

𝜇𝑓 = {
𝜇𝑠 − (𝜇𝑠 − 𝜇𝑑)

|𝒅|

𝑑𝑐
,   |𝒅| ≤ 0

𝜇𝑑 ,                |𝒅| > 0 

 (2.75) 

This produces shear tractions on the fault surface equal to the cohesive stress plus a fault normal 

traction that varies with 𝜇𝑓. 

 

2.16.2 Rate- and state-dependent friction 

 In contrast to usual slip-dependent friction model, a rate- and state-dependent [RSF] 

friction model [Dieterich, 1979; Ruina, 1983; Tullis, 1988; Marone, 1998] provides a more 

complete representation of earthquake nucleation  and rupture process due to the inclusion of an 

aging parameter, 휃 in it. Under an RSF constitutive relation, the coefficient of friction has the 

following form: 
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μ = μ

f
+ A ln (

V2
V1
) + B ln (

θ1

θ0
) (2.76) 

 dθ

dt
= 1 −

θV

Dc
 (2.77) 

Where 𝑎 and 𝑏 are dimensionless constants, 𝑉0 is a reference slip speed, 𝐷𝑐 is the characteristic 

slip distance over which 휃 evolves, and 𝜇  is friction coefficient at the reference slip speed and 

constant normal stress. The RSF model is based on laboratory experiments of frictional sliding 

on rock surfaces and fault gouges. The typical laboratory values of 𝑎 and 𝑏 are in the range 0.005 

to 0.015. 𝜇𝑓 is the nominal coefficient of friction with typical values in the range 0.5-0.8. The 

state variable 휃 can be explained as the frictional contact time [Dieterich, 1979] or the average 

maturity of the contact asperities between the sliding surfaces [Rice, 1993]. At a constant normal 

stress and slip, 휃 takes a steady state value of 휃𝑆𝑆 =
𝐷𝑐

𝑉
. Equation (2.77) demonstrates that if the 

slip velocity 𝑉1 increases, then there could be two possibilities. First, if 𝑎 − 𝑏 < 0 then the value 

of friction coefficient falls below its static value that is termed as slip-weakening, leading to 

dynamic slip on the fault. On the other hand, 𝑖𝑓 𝑎 − 𝑏 > 0 then fault strength increases and the 

elements under consideration can undergo only stable sliding. The two effects combined can 

capture a stick-slip behavior, which can describe the complete earthquake cycle more completely.  

tractions and resulting slip.  
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CHAPTER III 

DEVELOPMENT OF A COUPLED HYDRO-GEOMECHANICAL CODE 

 

3.1 Introduction 

 This chapter describes development of a coupled hydro-geomechanical code by 

combining the flow code TOUGH2 and geomechanics code PyLith. First, numerical formulation 

and solution procedure for each of the individual codes is discussed. Next, governing equations 

for coupled fluid flow and geomechanics are derived as a coupled simulator for sequential 

execution of the codes. In the subsequent section, solution strategy for stability and convergence 

is re-examined. Finally, development of the computational scheme for sequentially solving flow 

and geomechanics is explained. 

 

3.2 Numerical Methods for Fluid Flow in TOUGH2  

3.2.1 Governing equations 

 TOUGH2 solves a mass and an energy balance equations as follows: 

 
𝑑

𝑑𝑡
∫ 𝑀𝜅

𝑉𝑛

𝑑𝑉𝑛 = ∫ 𝐹𝜅

Г𝑛

∙ 𝐧𝑑Г𝑛 + ∫ 𝑞
𝜅

𝑉𝑛

𝑑𝑉𝑛 (3.1) 

where we consider an arbitrary volume 𝑉𝑛 for the integration domain of the flow system bounded 

by the closed surface Г𝑛. The quantity 𝑀 represents mass or energy per unit volume. Superscript 

𝜅 refers to different components such as water, air, H2, solutes etc. 𝜅 = 1,2, … ,𝑁𝐾 for mass 
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components and 𝜅 = 𝑁𝐾 + 1 for heat component. 𝐹 represents mass or heat flux and 𝑞 refers to 

the sink or source term. 𝐧 is a unit normal vector on surface 𝑑Г𝑛 which points inward into 𝑉𝑛. 

Mass accumulation term is given by- 

 𝑀𝜅 = 𝜙∑𝑆𝛽
𝛽

𝜌𝛽𝑋𝛽
𝜅 (3.2) 

where, 𝛽 represents fluid phases such as liquid, gas, non-aqueous phase liquid. For any 

component 𝜅, the total mass is obtained by summing over 𝛽. 𝜙 is porosity, 𝜌𝛽 is the density of 

phase 𝛽, and 𝑋𝛽
𝜅 is the mass fraction of component 𝜅 present in phase 𝛽. 

Heat accumulation term is given by- 

 𝑀𝑁𝐾+1 = (1 − 𝜙)𝜌𝑅𝐶𝑅𝑇 + 𝜙∑𝑆𝛽
𝛽

𝜌𝛽𝑢𝛽 (3.3) 

where 𝜌𝑅 and 𝐶𝑅 are, respectively, grain density and specific heat of the rock, T is temperature, 

and 𝑢𝛽 is specific internal energy in phase 𝛽. 

Individual phase fluxes are given by a multiphase version of Darcy's law: 

 
𝐹𝛽 = 𝜌𝛽𝑢𝛽 = −𝑘

𝑘𝑟𝛽𝜌𝛽

𝜇𝛽(∇𝑃𝛽 − 𝜌𝛽𝑔)
 (3.4) 

Here 𝜇𝛽 is the Darcy velocity (volume flux) in phase 𝛽, 𝑘 is absolute permeability, 𝑘𝑟𝛽 is 

relative permeability to phase 𝛽, 𝜇𝛽 is viscosity, and 

 𝑃𝛽 = 𝑃 + 𝑃𝑐𝛽 (3.5) 

is the fluid pressure in phase 𝛽, which is the sum of the pressure 𝑃 of a reference phase (usually 

taken to be the gas phase), and the capillary pressure 𝑃𝑐𝛽 (≤ 0). g is the vector of gravitational 

acceleration. 

By applying Gauss's divergence theorem, equation (3.1) can be rewritten as: 
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 𝜕𝑀𝜅

𝜕𝑡
= −𝑑𝑖𝑣𝐅𝜅 + 𝑞𝜅 (3.6) 

which is a starting point numerical computation by using either finite element or finite difference 

method. 

 

3.2.2 Discretization and finite difference formulation 

 TOUGH2 uses an integral finite difference method (IFD) [Edwards, 1972; Narasimhan 

and Witherspoon, 1976]. This means the discretization of the governing equation is done on the 

integrals without going through partial differential equations (PDEs) [Pruess, 2003]. In this 

approach [see Figure 3.1], a flow system can be viewed as a network of boxes that exchange 

mass and energy. It also allows for an application of boundary conditions on a very simple 

conceptual basis. Unlike conventional finite difference approaches, an IFD has many advantages: 

All geometric information like volume, area, and distances are defined locally. There is no need 

for local to global transformation of coordinates. This is especially more useful in case of 

spatially irregular features. This also allows for the advanced discretization approaches for 

fractured and highly heterogeneous media such double-porosity [Barenblatt et al., 1960], 

multiple interacting continua [Pruess and Narasimhan, 1985] and multi-region models [Gwo et 

al., 1996]. 

 TOUGH2 uses an integral finite difference method in order to discretize the continuum 

mass and energy balance equations. Introducing appropriate averaging terms, we get: 

 

∫ 𝑀

𝑉𝑛

𝑑𝑉 = 𝑉𝑛𝑀𝑛 (3.7) 

where 𝑀 is a volume-normalized extensive quantity, and 𝑀𝑛 is the average value of 𝑀 over 𝑉𝑛. 

The space discretization is illustrated below: 
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Figure 3.1 Illustration of flow calculation under an integral finite difference method 

Surface integrals are approximated as a discrete sum of averages over surface segments 𝐴𝑛𝑚: 

 

∫ 𝐹𝜅

Г𝑛

∙ 𝐧𝑑Г𝑛 =∑𝐴𝑛𝑚
𝑚

𝐹𝑛𝑚 (3.8) 

Here 𝐹𝑛𝑚 is the average value of the (inward) normal component of 𝐹 over the surface segment 

𝐴𝑛𝑚 between volume elements 𝑉𝑛 and 𝑉𝑚.  

Substituting the discretized mass and heat flux terms into the governing equation (3.1) we get: 

 𝑑𝑀𝜅

𝑑𝑡
=

1

𝑉𝑛
∑𝐴𝑛𝑚
𝑚

𝐹𝑛𝑚
𝜅 + 𝑞𝑛

𝜅 

 

(3.9) 

3.2.3 Solution procedure 

 TOUGH2 uses a fully implicit time discretization scheme in order to perform numerical 

computation of flux terms and its stability. After employing time level 𝑡𝑘+1 = 𝑡𝑘 + ∆𝑡 it results 

in 
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𝑅𝑛
𝜅,𝑘+1 = 𝑀𝑛

𝜅,𝑘+1 −𝑀𝑛
𝜅,𝑘 −

∆𝑡

𝑉𝑛
{∑𝐴𝑛𝑚
𝑚

𝐹𝑛𝑚
𝜅,𝑘+1 + 𝑉𝑛𝑞𝑛

𝜅,𝑘+1} = 0 (3.10) 

where 𝑅𝑛
𝜅,𝑘+1

 is the residual term of flux difference between time step 𝑡𝑘+1and 𝑡𝑘. For each grid 

block 𝑉𝑛, there are a total of 𝜅 = 1,2… ,𝑁𝐸𝑄 equations for respective components where 𝑁𝐸𝑄 =

𝑁𝐾 + 1. Therefore, for a problem domain having 𝑁𝐸𝐿 grid blocks or elements there will be a 

total of 𝑁𝐸𝐿 ∗ 𝑁𝐸𝑄 coupled nonlinear equations. These equations are solved by Newton-

Raphson method. 

 

3.3 Numerical Methods for Geomechanics in PyLith 

3.3.1 Governing equations 

 In order to develop a numerical model for fault slip, the conventional finite element 

method for elasticity is augmented for domain decomposition approach [Aagaard et al., 2013].  

The strong form of the elasticity equation is: 

 
𝜌
𝛿2𝒖

𝛿𝑡2
− 𝒇 − 𝛁 ∙ 𝝈 = 𝟎 𝑖𝑛 𝑉 (3.11) 

 𝝈 ∙ 𝒏 = 𝑻 𝑜𝑛 𝑆𝑇 (3.12) 

 𝒖 = 𝒖0 𝑜𝑛 𝑆𝑢 (3.13) 

 (𝒖+ − 𝒖_) − 𝒅 = 0 𝑜𝑛 𝑆𝑓 (3.14) 

where 𝑢 is the displacement vector on surface 𝑆𝑢, 𝑓 is the body force vector, 𝑇 is the traction on 

surface 𝑆𝑇 , 𝑑 is the slip vector on surface 𝑆𝑓 , 𝜌 is the density, and 𝑡 is the time. 

 It is possible to have an overlapping domain for both displacement and traction vectors 

where both Dirichlet and Neumann boundary conditions cannot be applied simultaneously.  

A weak form of the governing equation is formed by taking the dot product of the above 

equation with a weighting function and setting the integral equal to zero. 
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∫ 𝝓 ∙ (𝛁 ∙ 𝝈 + 𝒇 − 𝜌
𝛿2𝒖

𝛿𝑡2
)𝑑𝑉 = 0

𝑉

 (3.15) 

Applying divergence theorem, inserting essential and natural boundary conditions, and 

exploiting the symmetry of the stress tensors, the weak form of the equation becomes: 

 

−∫ ∇

𝑉

𝝓: 𝝈 𝑑𝑉 + ∫ 𝝓 ∙ 𝑻 𝑑𝑆

𝑆𝑇

+ ∫ 𝝓 ∙ 𝒇 𝑑𝑉

𝑉

− ∫ 𝝓 ∙ 𝜌
𝛿2𝒖

𝛿𝑡2
 𝑑𝑉 = 0

𝑉

 (3.16) 

where 𝛁𝝓: 𝝈 is the double inner product of the gradient of the weighting function and the stress 

tensor. 

After adding the contributions of the Lagrange multipliers over the fault surface, the equation 

becomes: 

 

−∫ ∇

𝑉

𝝓: 𝝈 𝑑𝑉 + ∫ 𝝓 ∙ 𝑻 𝑑𝑆

𝑆𝑇

− ∫ 𝝓 ∙ 𝒍 𝑑𝑆 + ∫ 𝝓 ∙ 𝒍 𝑑𝑆

𝑆𝑓−𝑆𝑓+

+ ∫ 𝝓 ∙ 𝒇 𝑑𝑉

𝑉

− ∫ 𝝓 ∙ 𝜌
𝛿2𝒖

𝛿𝑡2
 𝑑𝑉 = 0

𝑉

 

(3.17) 

Similarly, we can write the weak form for the fault slip vector: 

 

∫ 𝝓 ∙ (𝒅 − 𝒖+ + 𝒖_) 𝑑𝑆

𝑆𝑓

= 0 (3.18) 

 

3.3.2 Discretization and finite element formulation 

 The mechanics code PyLith is discretized using nodal based finite element method 

[Hughes, 1987; Zienkiewicz and Taylor, 2005]. In the flow problem under IFD, pressure degrees 

of freedom are located at the center of a grid block whereas in the mechanics problem 

displacement degrees of freedom are located at the nodal points. In order to maintain conformity 
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and avoid interpolation, stress outputs are requested at the center of each cell by using 'Cell 

Filtered Average' scheme. This scheme computes the weighted average of the values within a 

cell [Aagaard et al., 2014]. The weights are determined from the quadrature associated with the 

cells. 

 Fault discretization in the mechanics problem needs special consideration. A number of 

nodes are defined as a ‘nodeset’ in order to represent a fault surface. For each node on the fault 

surface, a total of three nodes are created of which two side nodes correspond to positive side, 

and negative side of the fault. The third node is a Lagrange node and located in the middle. The 

side nodes store positive and negative displacements whereas the Lagrange node stores Lagrange 

multiplier and the fault slip vector. A fault coordinate system is defined to describe the 

commonly used fault motion parameters [normal or reverse, left or right lateral slip]. 

Expressing the weighting function 𝝓, trial solution 𝒖, Lagrange multipliers 𝒍, and fault slip 𝒅 as 

linear combinations of basis functions: 

 𝝓 =∑𝒂𝒎𝑁𝑚
𝒎

 (3.19) 

 𝒖 =∑𝒖𝑛𝑁𝑛
𝒏

 (3.20) 

 𝒍 =∑𝒍𝒑𝑁𝑝
𝒎

 (3.21) 

 𝒅 =∑𝒅𝒑𝑁𝑝
𝒎

 (3.22) 

where Lagrange multipliers 𝒍 and slip vectors 𝒅  are associated with the fault surface meaning 

one less dimension than the displacement 𝒖  and weighting function 𝝓 which involve volume. 

Hence, 𝑝 < 𝑛.  Also, 𝑛 > 𝑚. 

Expressing the above expressions in matrix form: 
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 𝝓 = 𝑵𝒎 ∙ 𝒂𝒎 (3.23) 

 𝒖 = 𝑵𝒏 ∙ 𝒖𝑛 (3.24) 

 𝒍 = 𝑵𝒑 ∙ 𝒍𝒑 (3.25) 

 𝒅 = 𝑵𝒑 ∙ 𝒅𝒑 (3.26) 

Using the above matrix expressions in equations (3.17)  and (3.18), we get: 

 

−∫ ∇

𝑉

𝑵𝒎
𝑻 : 𝝈 𝑑𝑉 + ∫ 𝑵𝒎

𝑻 ∙ 𝑻 𝑑𝑆

𝑆𝑇

− ∫ 𝑵𝒎
𝑻 ∙ 𝑵𝑝 ∙ 𝒍 𝑑𝑆 + ∫ 𝑵𝒎

𝑻 ∙ 𝑵𝑝 ∙ 𝒍 𝑑𝑆

𝑆𝑓−𝑆𝑓+

+ ∫ 𝑵𝒎
𝑻 ∙ 𝒇 𝑑𝑉

𝑉

− ∫ 𝜌𝑵𝒎
𝑻 ∙ 𝑵𝑝 ∙

𝛿2𝒖𝒏
𝛿𝑡2

 𝑑𝑉 = 0

𝑉

 

(3.27) 

Similarly, we can write the weak form for the fault slip vector: 

 

∫ 𝑵𝒑
𝑻 ∙ (𝑵𝒑 ∙ 𝒅𝒑 −𝑵𝒏+ ∙ 𝒖𝑛+ +𝑵𝒏− ∙ 𝒖𝑛−) 𝑑𝑆

𝑆𝑓

= 0 (3.28) 

 

3.3.3 Solution strategies for fault slip 

 Introducing time discretization Eqs. (3.27) and (3.28) can be written in the  residual 

forms: 

 

𝑹𝒖,𝒂
𝒏+𝟏 = −∫ ∇

𝑉

𝑵𝒎
𝑻 : 𝝈 𝑑𝑉 + ∫ 𝑵𝒎

𝑻 ∙ 𝑻 𝑑𝑆

𝑆𝑇

− ∫ 𝑵𝒎
𝑻 ∙ 𝑵𝑝 ∙ 𝒍 𝑑𝑆 + ∫ 𝑵𝒎

𝑻 ∙ 𝑵𝑝 ∙ 𝒍 𝑑𝑆

𝑆𝑓−𝑆𝑓+

+ ∫ 𝑵𝒎
𝑻 ∙ 𝒇 𝑑𝑉

𝑉

− ∫ 𝜌𝑵𝒎
𝑻 ∙ 𝑵𝑝 ∙

𝛿2𝒖𝒏
𝛿𝑡2

 𝑑𝑉

𝑉

 

(3.29) 
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𝑹
𝒍,𝒂′
𝒏+𝟏 = ∫ 𝑵𝒑

𝑻 ∙ (𝑵𝒑 ∙ 𝒅𝒑 −𝑵𝒏+ ∙ 𝒖𝑛+ +𝑵𝒏− ∙ 𝒖𝑛−) 𝑑𝑆

𝑆𝑓

 (3.30) 

where 𝒂 and 𝒂′ correspond to the nodes for calculation of displacement (𝒖)and Lagrange 

multipliers (𝒍), 𝑹𝒖,𝒂
𝒏+𝟏 𝑎𝑛𝑑 𝑹

𝒍,𝒂′
𝒏+𝟏 are the residuals calculated at time step (𝑛 + 1). 

These equations are solved using the Portable, Extensible Toolkit for Scientific Computation 

(PETSc) [Balay et al., 1997]  which can solve a system of linear equations with parallel 

processing.  To evaluate the solution for the next time step, time is incremented and the 

equations are solved for that increment and finally the increment is added to the solution of the 

previous time step. The residual is in the form: 

 𝒓 = 𝒃 − 𝑨 ∙ 𝒖   (3.31) 

where r is the residual and 𝑨 is the Jacobian of the system and given by- 

 
𝑨 = (𝑲 𝑳𝑇

𝑳 𝟎
) (3.32) 

where 𝐾 is associated with Eq. (3.29)  and L is associated with the constraint Eq. (3.30). 

The Jacobian of the system, 𝐴, is the opertion that is applied to the increment of the solution, 

𝒅𝒖,  where 

  𝒅𝒖(𝑡) = 𝒖(𝑡 + ∆𝑡) − 𝒖(𝑡) (3.33) 

Since the action in the solution increment (𝑑𝒖) results from the stress increment, 𝑑𝝈, we use: 

𝝈(𝑡 + ∆𝑡) = 𝝈(𝑡) + 𝑑𝝈(𝒕) 

to determine 𝑲. Using linear elasticity and assuming infinitesimal strains we can write: 

 
𝑑𝝈(𝒕) =

1

2
𝐶[𝑡] ∙ (∇ + ∇𝑇)𝒖[𝑡] (3.34) 

where 𝐶 is the fourth order tensor or elastic constants. It is constant for linear bulk constitutive 

models. For linear elasticity in 3D: 
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𝐶 =
𝐸

(1+ 𝜐)[1− 2𝜐]

[
 
 
 
 
 
 
 
 
1 − 𝜐 𝜐   𝜐  0  0 0

𝜐 1− 𝜐    𝜐   0  0 0

𝜐  𝜐  1− 𝜐    0  0 0

0 0 0
1

2
[1− 2𝜐] 0 0

0 0 0
1

2
[1− 2𝜐] 0 0

0 0 0 0 0
1

2
[1− 2𝜐]]

 
 
 
 
 
 
 
 

 (3.35) 

where E is the Young's modulus and υ is the Poisson ratio. 

Using the stress increment into the first term of Eq. (3.29)  we get 𝑲: 

 

𝐾 = ∫(∇ + ∇𝑇)𝑵𝒎
𝑻 ∙ 𝑪 ∙ (∇ + ∇𝑇)𝑵𝒏  𝑑𝑉

𝑉

 (3.36) 

The above portion of the Jacobian is analogous to the tangent stiffness matrix in conventional 

solid mechanics finite element formulations. Similarly, the portion of the Jacobian associated 

with the constraints Eq. (3.30)  is: 

 

𝐿 = ∫ 𝑵𝒑
𝑻 ∙ (𝑵𝒏+ +𝑵𝒏−) 𝑑𝑆

𝑆𝑓

 (3.37) 

The terms 𝑵𝒏+ and 𝑵𝒏− are identical and refer to degrees of freedom on positive and negative 

sides of the fault respectively.  It is given by- 

 

𝐿𝑃 = ∫ 𝑵𝒑
𝑻 ∙ 𝑵𝒏+ 𝑑𝑆

𝑆𝑓

 (3.38) 

Eqs. (3.29) and (3.30) are solved using Newton's method with sufficient iteration (𝑘) for 

convergence. With an approximation of the solution at time , an improved solution is obtained. 

Let the solution to the mechanics problem at time 𝑡𝑛+1 𝑏𝑒 [𝑈
𝑛+1, 𝐿𝑛+1](𝑘)for a Newton  

iteration number of 𝑘. Then an improved solution with one more iteration, (𝑘 + 1) is obtained as: 
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 [𝑈𝑛+1, 𝐿𝑛+1](𝑘+1) = [𝑈𝑛+1, 𝐿𝑛+1](𝑘)  + [𝛿𝑈𝑛+1, 𝛿𝐿𝑛+1](𝑘) (3.39) 

where the correction vector is the solution of the system of linear algebraic equations. 

 
[𝑲 𝑪𝑻

𝑪 𝟎
]
[𝑘]

[
𝜹𝑼
𝜹𝑳
]
𝑘

= −[
𝑹𝒖
𝑹𝒍
]
𝑘

 (3.40) 

The Jacobian [Aagaard et al., 2013] for the entire system is given by-  

 

𝐴 =

(

 
 

𝑲𝒏𝒏 𝑲𝒏𝒏+ 𝑲𝒏𝒏− 𝟎

𝑲𝒏+𝒏 𝑲𝒏+𝒏+ 𝟎 𝑳𝑝
𝑇

𝑲𝒏−𝒏 𝟎 𝑲𝒏−𝒏− −𝑳𝑝
𝑇

𝟎 𝑳𝑷 −𝑳𝑷 𝟎 )

 
 

 (3.41) 

where 𝑛 refers to the DOF not associated with the fault, 𝑛+ refers to DOF associated with the 

positive side of the fault, 𝑛− refers to the DOF associated with the negative side. 

 

3.4 Numerical Formulation of Coupled Fluid Flow and Geomechanics 

 Analytical solution for coupled flow and geomechanics is cumbersome. Therefore, 

numerical formulations are adopted in order to make the solution computationally efficient and 

feasible. Two separate numerical formulations are adopted for two different sub-problems – flow 

problem and mechanics problem. Each sub problem is based on space and time discretization, 

formation of a system of algebraic equations, and solution of the coupled equations using an 

efficient scheme.   

 Usually for a coupled hydro-geomechanical problem a cell-centered finite volume 

approach [Aziz and Settari, 1979] is adopted for the fluid flow simulation whereas a finite 

volume approach is used for the mechanics problem [e.g. Zienkiewicz et al., 1988; Armero and 

Simo, 1992]. In a finite volume approach flow parameter such as pressure is output at the center 

of each cell of the flow grid. On the other hand, a nodal-based finite element method outputs the 

stress and strain fields at the corner nodes of each cell of the geomechanics grid. The space 
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discretization requires local mass conservation at the element level, continuous displacement 

field, and convergent approximations with the lowest order discretization [Jha and Juanes, 2007]. 

 Let the continuum domain 𝑉 be partitioned into non-overlapping elements or grid blocks 

such that 𝑉 = ∑ 𝑉𝑗,   𝑤ℎ𝑒𝑟𝑒 
𝑛𝑒𝑙𝑒𝑚
𝑗=1 𝑛𝑒𝑙𝑒𝑚 is the number of elements. We define the functional 

spaces for the solution of pressure 𝒑 as 𝒬 ⊂ 𝐿2(𝑉) and for displacement 𝒖 as 𝒰 ⊂ (𝐻1(𝑉))
𝑑

 

where 𝑑 =  2, 3 is the number of space dimensions. Let also 𝜑 and 𝜼 are the test functions for 

flow and mechanics problems respectively. 𝒬ℎ, 𝒬ℎ,0, 𝒰ℎ, 𝑎𝑛𝑑 𝒰ℎ,0 are the corresponding finite-

dimensional subspaces. Then the functional space for solutions of both flow and mechanics 

problem will be such that (𝑢ℎ, 𝑝ℎ) ∈  𝒰ℎ 𝑥 𝒬ℎ. The discrete approximations of the governing 

equations (2.19) and (2.21) become: 

 

∫ ∇휂ℎ ∶ 𝜎ℎ
𝑉

𝑑𝑉 = ∫ 휂ℎ ∙ 𝜌𝑏𝑔

𝑉

𝑑𝑉 + ∫ 휂ℎ ∙ 𝑡̅

𝑉

𝑑𝑉 𝑑𝑆, 휂ℎ ∈ 휂ℎ (3.42) 

 
1

𝜌𝑓,0
∫ 𝜑ℎ

𝜕𝑚ℎ
𝜕𝑡

𝑉

𝑑𝑉 + ∫ 𝜑ℎ∇ ∙

𝑉

𝑣ℎ𝑑𝑉 = ∫ 𝜑ℎ
𝑉

𝑓𝑑𝑉, ∀𝜑ℎ ∈ 𝒬ℎ,0 (3.43) 

Let pressure field 𝑝ℎ and the displacement field 𝑢ℎ can be approximated as: 

 

𝑝ℎ = ∑ 𝜑𝑗

𝑛𝑒𝑙𝑒𝑚

𝑗=1

𝑷𝑗 (3.44) 

 

𝒖ℎ = ∑ 휂𝑏

𝑛𝑛𝑜𝑑𝑒

𝑏=1

𝑈𝑏 (3.45) 

where 𝑛𝑒𝑙𝑒𝑚 is number of elements, 𝑃𝑗  are the element pressures, 𝑛𝑛𝑜𝑑𝑒 is the number of nodes, 

and 𝑈𝑏 are the displacement vectors at the element nodes. Pressure shape  functions are assumed 

to be piecewise constant functions so that 𝜑𝑗 takes a constant value of 1 over element 𝑗 and 0 at 
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all other elements. Applying divergence theorem, we can write: 

 

∫ 𝜑𝑖  𝐷𝑖𝑣 𝝊

𝑉

 𝑑𝑉 = − ∫ 𝒗. 𝒏𝒊
𝑑𝑉

𝑑𝑆 = − ∑ 𝒗.𝒏𝒊

𝑛𝑓𝑎𝑐𝑒

𝑗=1

𝑑𝑆 = − ∑ 𝑉𝒊𝒋

𝑛𝑓𝑎𝑐𝑒

𝑗=1

 (3.46) 

We arrive at the semi-discrete finite difference equations: 

 

∫ (
1

𝑀
)
𝜕𝑃𝑖
𝜕𝑡

𝑉𝑖

𝑑𝑉 + ∫ 𝑏
𝜕ɛ𝑣
𝜕𝑡
𝑑𝑉

𝑉𝑖

− ∑ 𝑉𝒊𝒋

𝑛𝑓𝑎𝑐𝑒

𝑗=1

= ∫ 𝑓

𝑉

𝑑𝑉  (3.47) 

The displacement interpolation function 휂𝑏 is approximated such that it takes a value of 1 at the 

node 𝑏 and 0 everywhere else. Inserting this interpolation function in the stress equilibrium Eq. 

(2.19) we get: 

 

∫ 𝑩𝑎
𝑇𝜎ℎ

𝑉

𝑑𝑉 = ∫ 휂𝑎 ∙ 𝜌𝑏𝑔

𝑉

𝑑𝑉 + ∫ 휂𝑎 ∙ 𝑡̅

𝑆

𝑑𝑉 𝑑𝑆 (3.48) 

where 𝑩𝑎
𝑇 is linearized strain matrix operator which in 2D is given by- 

 

 

𝑩𝑎 = [

𝜕𝑥휂𝑎 0

0 𝜕𝑦휂𝑎
𝜕𝑦휂𝑎 𝜕𝑥휂𝑎

] 
(3.49) 

 

The stress and strain tensors are given by- 

 

 
𝜎ℎ = [

𝜎ℎ,𝑥𝑥
𝜎ℎ,𝑦𝑦
𝜎ℎ,𝑥𝑦

] 

 

(3.50) 

 
휀ℎ = [

ɛℎ,𝑥𝑥
ɛℎ,𝑦𝑦
ɛℎ,𝑥𝑦

] 

 

(3.51) 

where the poroelastic stress and strains are defined as follows: 

 

 𝜕𝝈 = 𝜕𝝈′ − 𝑏𝛿𝑝ℎ𝟏 (3.52) 
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 𝜕𝝈′ =  𝑪: 𝛿휀ℎ (3.53) 

where 𝝈′ is the effective stress tensor, and 𝑪 is the elasticity matrix given in 2D: 

 

 

𝐶 =
𝐸(1− 𝜐)

(1+ 𝜐)(1− 2𝜐)

[
 
 
 
 
 1

𝜐

(1− 𝜐)

𝜐

(1− 𝜐)
𝜐

(1− 𝜐)
1

𝜐

(1− 𝜐)
𝜐

(1− 𝜐)

𝜐

(1− 𝜐)
1

]
 
 
 
 
 

 
(3.54) 

 

where, 𝐸 is Young's modulus, and 𝜐 is Poisson's ratio. 

 

3.5 Coupled Solution Strategy 

 Five different solution strategies have been investigated for stability, accuracy, and 

efficiency in a typical coupled fluid flow and reservoir geomechanics problem [Kim et al., 2009]: 

fully coupled, drained, undrained, fixed-strain, and fixed-stress (Figure 3.2). The solution of a 

fully coupled approach requires solving both the flow and mechanics codes simultaneously.  

 

Figure 3.2 Solution strategies for sequentially coupled flow and geomechanics problem 

It is evident from the Figure 3.2 that in both drained and undrained split methods mechanics 
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problem is solved first and then the fluid flow problem after. Whereas in fixed-strain and fixed-

stress split methods, flow problem is solved first and mechanics problems is solved in the second 

stage. All these solution strategies are applicable to both linear and nonlinear problems including 

elastic and elastoplastic nonlinearity. 

 A coupled hydro-geomechanical problem involves a stress equilibrium Eq. (2.19) and 

fluid mass balance Eq. (2.21). Denoting by the 𝒜 operator of the coupled original problem the 

discrete approximation of the fully coupled method can be expressed as: 

 
[
𝒖𝑛

𝒑𝑛
]     

𝒜𝑓𝑐
⇒       [

𝒖𝑛+1

𝒑𝑛+1
] (3.55) 

where    𝒜𝑓𝑐 : {
𝐷𝑖𝑣 𝝈 = 0

 �̇� + 𝐷𝑖𝑣 𝝊 = 0
 

where ( )̇  denotes time derivative. Using a backward Euler time discretization the residual 

forms of the fully discrete coupled equations are: 

 

𝑹𝑖
𝑝 = ∫

1

𝑀
(𝑃𝑖
𝑛+1 − 𝑃𝑖

𝑛)

𝑉𝑖

𝑑𝑉 + ∫ 𝑏(휀𝑣
𝑛+1 − 휀𝑣

𝑛)𝑑𝑉

𝑉𝑖

− ∆𝑡 ∑ 𝑉ℎ,𝑖𝑗
𝒏+𝟏

𝑛𝑓𝑎𝑐𝑒

𝑗=1

− ∆𝑡 ∫ 𝑓𝑛+1

𝑉

𝑑𝑉                       ∀𝑖 = 1,2,3, …… . . , 𝑛𝑒𝑙𝑒𝑚 

(3.56) 

 

𝑹𝑎
𝑢 = ∫ 𝑩𝑎

𝑇𝜎ℎ
𝑛+1

𝑉

𝑑𝑉 − ∫ 휂𝑎 ∙ 𝜌𝑏
𝑛+1𝒈

𝑉

𝑑𝑉 − ∫ 휂𝑎 ∙ 𝑡̅
𝑛+1

𝑆

𝑑𝑉 𝑑𝑆                       ∀𝑎

= 1,2, … . . , 𝑛𝑛𝑜𝑑𝑒  

(3.57) 

Equations (3.56) and (3.57) represent both spatial and time discretized forms of the governing 

equations of coupled fluid flow and mechanics, where, 𝑹𝑖
𝑝
 and 𝑹𝑎

𝑢 are the residuals for flow 

(element i) and mechanics (node a), respectively. Given an approximation of the solution 

[𝑢(𝑛+1),𝑘, 𝑝(𝑛+1),𝑘] at time level (𝑛 + 1) and an iteration level 𝑘, an improved solution for an 
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iteration level of (𝑘 + 1), is given by the Newton's method: 

 
[𝑲 −𝑳𝑇

𝑳 𝑭
] [
𝜕𝒖
𝜕𝒑
]
𝑛+1,(𝑘+1)

= − [
𝑹𝑢

𝑹𝑝
]
𝑛+1,(𝑘+1)

 (3.58) 

where Jacobian matrix, 𝐽 is given by- 

 
𝑱 = [𝑲 −𝑳𝑇

𝑳 𝑭
] (3.59) 

𝑲 is the stiffness matrix, 𝑳 is the coupling poromechanics matrix, and 𝑭 is the flow matrix given 

by- 

 𝑭 = 𝑸 + ∆𝑡𝑻 (3.60) 

where 𝑸 is the compressibility matrix, and 𝑻 is the transmissibility matrix. The matrices are 

defined as follows: 

 

𝑲𝒂𝒃 = ∫ 𝑩𝑎
𝑇𝑪

𝑉

𝑩𝒃 𝑑𝑉 (3.61) 

 

𝑳𝒃 = ∫ 𝜑𝑖𝑏(𝑮𝒓𝒂𝒅 휂𝑏)
𝑇

𝑉

 𝑑𝑉 (3.62) 

 

𝑸𝒊,𝒋 = ∫ 𝜑𝑖𝑀
−1

𝑉

𝜑𝑗 𝑑𝑉 (3.63) 

where 𝑇𝑖𝑗 is the transmissibility between grid blocks 𝑖 and 𝑗. Under a fully coupled approach, the 

Jacobian 𝐽 is computed at every time step to determine 𝛿𝒖 and 𝛿𝒑 until the residuals are 

reasonably zero and fall below the desired tolerance i.e. convergence. 

 

3.5.1 Fixed-stress split method 

 In the developed coupled simulator fixed-stress split method is used for the operator 

splitting and numerical computation. Under this methodology, flow problem is solved first and 
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then the mechanics problem is solved. The total volumetric mean stress is kept fixed i.e. 𝜕�̇�𝑣 =

0.   𝑜𝑟, �̇�𝑣
𝑛+1/2 = �̇�𝑣

𝑛. The volumetric stress  term (
𝑏

𝐾𝑑𝑟
) �̇�𝑣 in the accumulation term of equation 

(2.34) is computed explicitly. The operator 𝒜 is decomposed based on the solution of flow and 

mechanics problems as follows: 

 
[
𝒖𝑛

𝒑𝑛
]     

𝒜𝑠𝑠
𝑝

⇒      [
𝒖𝑛+1/2

𝒑𝑛+1
] 
𝒜𝑠𝑠
𝑢

⇒   [
𝒖𝑛+1

𝒑𝑛+1
] (3.64) 

where,    𝒜𝑠𝑠
𝑝
∶  {
 �̇� + 𝐷𝑖𝑣 𝝊 = 0

𝜕�̇�𝑣 = 0
 

𝒜𝑠𝑠
𝑢 ∶  {

𝐷𝑖𝑣 𝝈 = 0

𝜕𝑝 = 0 𝑜𝑟, 𝐷𝑖𝑣𝝈′ = 0
 

Since we keep the rate of the entire stress tensor field constant during the solution of the flow 

problem, the following condition should be satisfied: 

 
[𝑲 −𝑳𝑇

𝑳 𝑭
] [
𝜕𝒖
𝜕𝒑
] = [𝑲 −𝑳𝑇

𝟎 𝑭 + 𝑳𝑲−𝟏𝑳𝑇
] [
𝜕𝒖
𝜕𝒑
] − [

𝟎 𝟎
−𝑳 𝑳𝑲−𝟏𝑳𝑇

] [
𝜕𝒖
𝜕𝒑
] (3.65) 

 

Therefore, the flow problem is solved with (𝑭 + 𝑳𝑲−𝟏𝑳𝑇)𝜕𝒑 = −𝑹𝑝. Since the rate of 

volumetric mean stress is kept constant by introducing the term 
𝑏2

𝐾𝑑𝑟
 locally in each element, there 

is no need of the full matrix inversion and multiplication 𝑳𝑲−𝟏𝑳𝑇. In the second step, the 

mechanics problem is solved following 𝑲𝜕𝒖 = −𝑹𝑢𝑳𝑇𝜕𝒑. 

 

3.6 Coupling Strategies 

 Coupled processes involve formulation of a multiphysics problem of different problem 

domains having varying time and length scales in order to solve them simultaneously. A fully 

coupled approach usually assumes (Jha, 2005): 
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 domains of individual processes be solved together 

 partial differential equations that describe each of the individual processes have their 

dependent variables implicitly formulated 

Other coupling strategies are briefly discussed below: 

 

3.6.1 Fully coupled vs. sequentially coupled 

 for a typical multiphysics problem there are usually three approaches: fully coupled, 

loosely coupled, and one-way coupled [Minkoff et al., 2003]. In a fully coupled simulator, a 

single set of nonlinear coupled partial differential equations is derived and solved by 

incorporating all the relevant physics of flow and mechanics. In a loosely coupled approach, the 

governing equations for flow and mechanics are solved separately but sequentially. In that sense, 

a fully coupled approach might be more rigorous in simulating the complex multiphysics 

involved, but it is difficult and expensive. Unlike a fully coupled approach, where the full set of 

regular flow/mechanics time steps are used, in loose coupling, large jumps in time occur in the 

flow simulation due to the infrequent time steps dictated by the mechanics simulator. Also, in a 

fully coupled approach, a single computational grid is used for both of the codes whereas in a 

loosely coupled approach, the spatial grids can be different.  

 The advantage of using a loosely coupled algorithm is that it can capture much of the 

complexity of the underlying physics of a coupled problem at considerably less time and cost 

[Minkoff et al., 2003]. In a loosely coupled sequential algorithm, a high-level interface couples 

the two codes by calling each code sequentially and repeatedly. A time step, δt1 [δt1 = t1- t0], for 

example, is specified to run the flow code first. The flow code usually breaks up that time step 

into number of smaller intervals in order to converge to its solution by the end of the given time 
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step. The pressure output from the flow code is then passed to the mechanics code, which runs a 

simulation for the same time interval, δt1. To converge to its solution, the mechanics code may 

take one time step or a number of sub-steps that are generally different from those used in the 

flow calculation. The pore pressures are used as loads in the geomechanical governing equations 

in order to calculate effective stresses which are, in turn, used to calculate new porosity and 

permeability of the reservoir. The updated values of these flow parameters are then used in the 

flow code for the next time step. Thus a loosely coupled algorithm is staggered in time and 

involves a two-way sequential passage of information.  

 

3.6.2 One-way coupled 

 Under a one-way coupling scheme, the flow problem and the mechanics problem are 

solved separately and independent of each other, but for the same time period. In this approach, 

output from one code is passed to the other code only in one direction. It could be, for example, 

passing pore water pressure from flow code to mechanics code but no passage of information 

from mechanics code to the flow code. An example of successful demonstration of one-way 

coupling is well failure prediction in Belridge Field, California [Fredrich et al., 1996]. Minkoff et 

al. [2003] argues that a one-way coupled approach is preferable to gain valuable insight of a 

physical problem  and to the cases where mechanics is important than the fluid alone. 

 

3.7 Development of the Computational Scheme 

 

 The development of the sequential coupled hydro-geomechanical computational 

framework is based on a sequential coupling algorithm [Settari and Mourits, 1994; Minkoff et 

al., 2003, Kim, 2009] and divided into two parts. The first part is focused on the modeling of 
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fluid and heat transport through porous and fractured strata under high injection pressure and 

calculation of changes in the fluid pressure field due to the injection. The second part deals with 

earthquake nucleation, i.e. triggering of shear slip on pre-existing highly stressed faults, due to 

the changes in the reservoir stress conditions resulting from fluid injection. In order to 

accomplish the first part, the LBNL-developed code TOUGH2 [Pruess et al., 1999] is used. 

TOUGH2 is a finite difference-based suite of codes that contain multi-dimensional numerical 

models for simulating the coupled transport of water, vapor, non-condensible gas, and heat in 

porous and fractured media. 

 For the second part, the geomechanics code PyLith is used. PyLith is an open-source 

finite-element code for dynamic and quasi-static simulation of earthquakes developed by the 

Computational Infrastructure for Geodynamics [CIG, 2014]. TOUGH2 and PyLith use different 

meshes, each created using different mesh generator. The reason behind this is that the two codes 

use different mesh formats in their respective calculations. TOUGH2 uses its own mesh-

generation module called MESHMaker. PyLith can use geometry data either in the form of a 

manually produced ASCII format or the binary formats produced by CUBIT [CUBIT 14.1, 

2014] and LaGriT [LaGriT, 2014]. In our present development, CUBIT is used in PyLith to 

create a 3D model of faults and fractures at the site of interest; i.e. site characterization, model 

conceptualization, and grid generation.  

 

3.7.1 TOUGH2 execution 

 TOUGH2 has a modular architecture (See Figure A1, Appendix) where the flow and 

transport module can interface with different fluid property modules. The modular approach 

enables the code to handle multicomponent, multiphase fluid flow systems. The governing 
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equations solve the thermophysical properties such as density, viscosity, enthalpy, etc., by using 

an appropriate equation of state (EOS) module. One large array holds the primary variables such 

temperature, pressure, saturation, etc., for all the grid blocks and another large array contains all 

other thermophysical parameters in order to assemble the governing flow and transport 

equations. Fortran77 COMMON block arrays are used to hold the spatially distributed 

thermodynamic variables. The list of TOUGH2 subroutines [Pruess et al., 1999] and their 

functions are listed in the Table 3.1 below (See Table A1, Appendix): 

Table 3.1 Various subroutines used in TOUGH2 for flow computation 

Subroutines Functions 

TOUGH2 (main 

program) 

Executive routine, define arrays depending on the size of a 

problem 
INPUT, RFILE 

routines) 

Initialize a problem 

CYCIT Time stepping routine 

EOS Equations of state that define thermophysical properties and 

phase 

MULTI  Mass and energy balance equations are assembled here block 

QU  Defines sink and source terms 

LINEQ  Executive routine for linear equation solver 

CONVER Shows converged time steps, updates thermodynamic variables 

and iteration counters 

WRIFI, OUT, BALLA Outputs results 

 

 TOUGH2 is initialized with all the thermophysical properties with time step counter 

KCYC, iteration counter ITER, and convergence flag KON. With increasing ITER values, the 

accumulation and flow terms are assembled in subroutine MULTI, which calls subroutine QU if 

there is sink or source terms. Subroutine MULTI computes residuals by Newton-Raphson 
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method and checks convergence. After convergence is achieved, primary variables are updated 

by the subroutine CONVER. In case of convergence failure, subroutine LINEQ is called for 

invocation of linear equation solvers. The value of KON decides whether the program will go to 

the next iteration or the next time step. If there is a failure in the computation of thermophysical 

parameters, or solving linear equations, or convergence, time step is being reduced by some 

predefined factor. 

 

3.7.2 Time stepping in TOUGH2 

 Execution of TOUGH2 will terminate if the user-specified total number of time steps or a 

specified simulation time is reached. If the time step is too small or conditions are too close to 

steady state, flow convergence can be achieved without requiring the updates of thermodynamic 

variables. TOUGH2 decides on the steady state based on the convergence on the first iteration 

for 10 consecutive time steps. Under an automatic time step control, TOUGH2 stops executing if 

there is a convergence failure for two consecutive time steps. This is because under approaching 

steady state conditions, the rates of change in thermodynamic variables become small for which 

time step will become very large. This, in turn, increases the off-diagonal terms of the Jacobian 

matrix so large that convergence of the linear equation solver may not be achieved due to 

numerical roundoff [Pruess et al., 1999]. A situation may arise where a somewhat smaller time 

step converges the program without solving the linear equation whereas somewhat larger time 

step required for the linear equation solver does not guarantee the convergence. This is designed 

in order to prevent the program to go on that 'no progress' calculations and on for large number 

of user-specified time steps. 
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3.7.3 Execution of PyLith 

 A workflow of PyLith execution is shown in the Appendix (Figure A2) section. There 

three main inputs to run a problem with PyLith: mesh information, description of the relevant 

parameters, and databases defining the material properties and boundary conditions. PyLith is 

run from the command line in Windows, Mac, and Linux platform. We use Linux based Ubuntu 

platform both for PyLith and TOUGH2. PyLith writes solution in Visualization Toolkit (.vtk) 

text data format or Hierarchical Data Format (HDF5). We use VisIt [Childs et al., 2012] for 

visualization of the outputs throughout this document. VisIt is a open-source, interactive, 

scalable, distributed, parallel visualization and graphical analysis tool developed at the Lawrence 

Livermore National Laboratory. It was originally developed by the U.S. Department of Energy 

Advanced Simulation and Computing Initiative (ASCI) to visualize and analyze the results of 

terascale simulations. VisIt can read both .vtk and .h5 file formats and play multiple consecutive 

files like an animation movie. This enables us to see the evolution of stress field or slip along the 

fault with time in PyLith. 

 Figure 3.3 shows a flow chart for selection of time step based on the numerical procedure 

and convergence of the individual codes, TOUGH and PyLith. Time step selection for the 

geomechanics code governs the time step for the entire coupled simulator (TOUGH-PyLith). 

This is because geomechanics solver has more rigorous requirement of convergence for 

nonlinear friction solver of the fault surface [Aagaard et al., 2013]. Under this approach, a time 

step is selected based on a pre-run experience of the geomechanics simulator which has 

converged successfully. Next, that time step is used to run the flow problem in TOUGH2. If the 

flow code does not converge we select another suitable time step for the geomechanics and use it 

in the flow code until it converges. Usually, the flow code TOUGH2 converges for almost any 
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time step that is selected for the convergence of geomechanics code. This is because PyLith 

simulates earthquakes which involves hundreds or thousands of years. 

 

Figure 3.3 Flow chart showing selection of time step criteria for convergence of flow 

(TOUGH2) and geomechanics code (PyLith) 

 Therefore, the time steps are on the order of years which are good for converging the 

flow problem as well. For any given time step, if not converged, TOUGH2 multiplies that time 

step with pre-allocated factors in order to reduce that time step to a suitable value for 

convergence.  

 

3.7.4 Time stepping in PyLith 

 PyLith has three types of time stepping formulation for time-dependent problem 

simulations. They are as follows: 

User-Specified Uniform Time Step 

Time Step 

Flow 

Converged? 

Converged? 

No 

Yes 

Output 

No 

Yes 

Mechanics 

START 
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 Under a user-specified uniform time stepping scheme, the user specifies a certain amount 

of time to be used as a constant time step throughout the simulation. The user-specified time step 

has to be smaller than the stable time step computed by smallest finite element cells of the grid. 

Otherwise, PyLith gives an error. 

User-Specified Nonuniform Time Step 

 A nonuniform user-specified time step scheme entails specification of time step changes 

via a text file. Stable time step is being checked like in the user-specified time stepping. 

Automatic Nonuniform Time Step 

 Automatic nonuniform time steps automatically calculates a time step based on the 

material constitutive model and rate of deformation. The automatic stable time step calculation is 

based on the calculation of wave propagation throughout the each finite element cell by the 

constitutive models. The user has some sorts of control over this time step selection in terms of 

frequency with which a new time step is calculated, using time step relative to the one defined by 

the constitutive models, and a maximum value for a time step.  

 For the TOUGH-PyLith time stepping procedure, TOUGH is run for a user-specified 

time step which is usually governed by the geomechanics code since our end results are the 

outputs of stress field and slip. If TOUGH converges within that time step, that time step is 

transferred to PyLith to use as its total runtime (not time step). Since TOUGH converges for that 

time step and gives pressure field output corresponding to that time step, we want to make sure 

that PyLith runs for the same amount of time to get the stress field output and so that we are able 

to compute the effective stress field for that period of runtime. If TOUGH does not converge 

within that time step, it is being reduced within the time stepping formulation inside the integral 
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finite difference method until it converges. The reduced time step is then transferred to PyLith 

for its total runtime. Therefore, time stepping procedure used in the current TOUGH-PyLith 

coupling procedure is uniform user-specified. Although the user is not explicitly giving the time 

step to PyLith, time is not being automatically calculated under PyLith formulation either. It is 

using the time step that is transferred from the converged TOUGH time step. 

 

3.7.5 Coupled computational procedure 

 Figure 3.4 shows a simplified representation of the four-step scheme used in our coupling.   

 

Figure 3.4 Coupling scheme between TOUGH2 and PyLith 

 

In the first step of the cycle, we model the fluid transport through a porous rock volume by 

means of the flow simulator TOUGH2. In addition to pressure, TOUGH2 also provides outputs 

𝑭𝒍𝒐𝒘 𝑺𝒊𝒎𝒖𝒍𝒂𝒕𝒊𝒐𝒏  
𝑇𝑖𝑚𝑒 𝑆𝑡𝑒𝑝: 𝑡𝑖  𝑡𝑜 𝑡𝑖+1 
𝐼𝑛𝑝𝑢𝑡: 𝑃𝑒𝑟𝑚𝑒𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑘𝑖 
𝑂𝑢𝑡𝑝𝑢𝑡: 𝑃𝑜𝑟𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃𝑖  

𝑀𝑎𝑝 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃𝑖  𝑓𝑟𝑜𝑚  
𝑓𝑙𝑜𝑤 𝑡𝑜 𝑔𝑒𝑜𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑠 
𝑔𝑟𝑖𝑑 

𝑴𝒆𝒄𝒉𝒂𝒏𝒊𝒄𝒔 𝑺𝒊𝒎𝒖𝒍𝒂𝒕𝒊𝒐𝒏  
𝑇𝑖𝑚𝑒 𝑆𝑡𝑒𝑝: 𝑡𝑖  𝑡𝑜 𝑡𝑖+1 
𝐼𝑛𝑝𝑢𝑡: 𝑃𝑜𝑟𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑃𝑖  
𝑂𝑢𝑡𝑝𝑢𝑡: 𝑆𝑡𝑟𝑒𝑠𝑠 𝑓𝑖𝑒𝑙𝑑 

𝐶𝑜𝑚𝑝𝑢𝑡𝑒 𝑠𝑡𝑟𝑒𝑠𝑠 − 𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡  
𝑝𝑜𝑟𝑜𝑠𝑖𝑡𝑦/𝑝𝑒𝑟𝑚𝑒𝑎𝑏𝑖𝑙𝑖𝑡𝑦  
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of reservoir temperature, multiphase saturations, capillary pressure and other hydrogeological 

parameters. At the end of the flow simulation step, TOUGH2 provides us with the pore fluid 

pressure state in the reservoir system. The pore pressure is output at the centers of all of grid 

blocks in the computational domain. In second step, we map the pore pressure of each grid block 

from the flow grid to the geomechanics grid. In the third step, we run PyLith for the same time 

interval as for the TOUGH2 run. The newly calculated pore pressures are used in the calculation 

of effective stresses by modifying the governing equations implemented in PyLith. In the fourth 

step of the cycle, we use a FORTRAN interface to estimate the permeability of the fractured and 

faulted zones by using an effective stress-dependent permeability model. We obtain the 

permeability output at the center of the geomechanics grid and map it from the geomechanics 

grid to the TOUGH2 grid. The updated permeability is then used as input in the next cycle of 

TOUGH2 run.  

 



72 

 

CHAPTER IV 

VERIFICATION AND VALIDATION OF THE COUPLED SIMULATOR 

 

4.1 Introduction 

 This chapter describes verification and validation of the developed TOUGH-PyLith 

coupled simulator. To distinguish the two terms, verification demands if we are building the code 

right whereas validation requires if we are building the right code. Typically, code verification is 

performed before the code validation. To verify our code, we compare the results from our 

numerical simulator (TOUGH-PyLith) with the analytical solution of Terzaghi's classical 

uncoupled 1-d consolidation problem, which is a fluid diffusion problem. To validate the code, 

Mandel's problem of coupled poroelasticity is revisited to show the agreement between the 

analytical solution and the results obtained from the coupled simulator. Additionally, the code is 

benchmarked against available TOUGH-FLAC thermal-hydrological-chemical coupled 

simulator to show how they calibrate against each other. 

 

4.2 Terzaghi's One Dimensional Consolidation 

 Soil consolidation is a coupled poroelasticity problem [Terzaghi, 1996; Biot, 1941; 

Cheng et al., 1993; Voyiadjis and Song, 2006; Verruijt, 2013]  for which Terzaghi provided a 

simplified solution by means of a 1-D fluid diffusion equation and treating as an uncoupled 

problem. Although Terzaghi's simplified solution could not demonstrate the coupled 

poroelasticity, we use it to check the validity of fluid to solid coupling capability of TOUGH- 
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PyLith coupled simulator. In other words, if the results from TOUGH-PyLith agrees with the 

solution given by Terzaghi's equation we could confidently say that our code is built accurately.  

 In a classical Terzaghi's 

1-D consolidation problem, a 

saturated soil sample is confined 

on all sides except the top 

surface. The sample is kept 

saturated throughout the entire 

experiment by submerging it 

into a water-filled container. 

The upper surface is fully drained and the lower and the lateral surfaces are kept as no-flow 

boundary condition. A constant vertical stress is then applied on the top surface of the soil 

sample. In the beginning, the experiment acts like a confined undrained condition since the stress 

is applied instantaneously and that increase in stress is carried entirely by the pore fluid. As time 

passes, the pore water starts leaking out through the top surface and the following things are 

observed - 

 a decrease in pore water pressure 

 an increase in soil effective stress 

 a decrease in soil volume due to vertical settlement of the  sample 

Rate of consolidation depends on the following factors - 

 soil compressibility and hydraulic conductivity or permeability 

 distribution of initial excess pore water pressure 

Figure 4.1 Demonstration of Terzaghi's 1-D consolidation  
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 drainage boundary condition 

Consolidation test is usually carried out on clay like soil where the permeability is very low. This 

makes a clay soil sample to take a long time to undergo considerable amount of consolidation. 

The general differential equation for one-dimensional consolidation [Verruijt, 2013] is given by- 

 𝜕𝑝

𝜕𝑡
=

𝛼𝑚𝑣
𝑆 + 𝛼2𝑚𝑣

𝜕𝜎𝑧𝑧
𝜕𝑡

+
𝑘

𝛾𝑓(𝑆 + 𝛼2𝑚𝑣)
 (4.1) 

 where, 𝑝 is pore water pressure, 𝛼 is Biot's coefficient, 𝑆 is the storativity of the pore space, 𝑘 is 

the permeability coefficient or hydraulic conductivity of the porous soil sample, 𝛾𝑓 is the unit 

weight of the pore fluid, 𝜎𝑧𝑧 is the applied vertical stress, and 𝑚𝑣 is the confined compressibility 

of the porous soil. The storativity 𝑆 is given by- 

 𝑆 = 𝑛𝐶𝑓 + (𝛼 − 𝑛)𝐶𝑠 (4.2) 

where, 𝐶𝑓 is the fluid compressibility and 𝐶𝑠 is the compressibility of the soil skeleton. Biot's 

coefficient involves 𝐶𝑠 and can be expressed as: 

 
𝛼 = 1 −

𝐶𝑠
𝐶𝑚

 (4.3) 

where, 𝐶𝑚 is the compressibility of the porous medium, which is the inverse of the soil 

compression modulus, 𝐾. The confined compressibility 𝑚𝑣 of the porous medium is given by- 

 
𝑚𝑣 =

1

𝐾 +
4
3
𝐺

 (4.4) 

where, 𝐺 is the shear modulus of the porous medium. 

In a 1-D case under constant vertical loading, Terzaghi provided the following equation [see also 

in Chapter two] for consolidation: 

 𝜕𝑝

𝜕𝑡
= 𝑐𝑣

𝜕2𝑝

𝜕𝑧2
            𝑓𝑜𝑟 𝑡 > 0 

(4.5) 
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At time 𝑡 = 0, a vertical load is applied instantaneously for which it becomes an undrained 

condition. But for 𝑡 >  0, the soil undergoes consolidation with drained condition at the top 

boundary. Here, 𝑐𝑣 is the coefficient of consolidation and given by- 

 
𝑐𝑣 =

𝑘

𝛾𝑓(𝑆 + 𝛼2𝑚𝑣)
 (4.6) 

The initial condition at time 𝑡 = 0, is established from equation (4.1) by noting that there is no 

fluid loss at that instant. Therefore, ignoring the second term of that equation we get: 

 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑡 = 0,   𝑝 = 𝑝0 =
𝛼𝑚𝑣

𝑆 + 𝛼2𝑚𝑣
𝑞 (4.7) 

Assuming fluid and solid particles as incompressible, Biot's coefficient 𝛼 = 1, and 𝑆 = 0, we get 

𝑝0 = 𝑞,   𝑡ℎ𝑒 𝑎𝑝𝑝𝑙𝑖𝑒𝑑 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 

The boundary conditions are given by - 

Top surface: 𝑡 > 0, 𝑧 =  0,
𝜕𝑝

𝜕𝑧
= 0 

Bottom surface: 𝑡 > 0, 𝑧 = ℎ,   𝑝 = 0 

The complete analytical solution [Verruijt, 2013] of the Terzaghi's one-dimensional 

consolidation problem is given by- 

 𝑝

𝑝0
=

4

𝜋
∑
(−1)𝑘−1

2𝑘 − 1

∞

𝑘=1

cos [(2𝑘 − 1)
𝜋

2

𝑧

ℎ
]exp [−(2𝑘 − 1)2

𝜋2

4

𝑐𝑣𝑡

ℎ2
] (4.8) 

This is a dimensionless solution where the dimensionless parameters are given by - 

time parameter, 𝑡𝑣 =
𝑐𝑣𝑡

ℎ2
 

dimensionless depth  = 
𝑧

ℎ
 

dimensionless pressure =
𝑝

𝑝0
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The advantage of this dimensionless solution is that we will have to solve this equation only once; 

we can then use this to solve any case by converting the dimensioned variables into the above 

three dimensionless variables. 

 

4.2.1 Numerical solution  

 Equation (4.5) is solved numerically by using finite difference method as follows: 

 𝑝(𝑧, 𝑡 + ∆𝑡) − 𝑝(𝑧, 𝑡)

∆𝑡
= 𝑐𝑣

𝑝(𝑧 + ∆𝑧, 𝑡) − 2𝑝(𝑧, 𝑡) + 𝑝(𝑧 − ∆𝑧, 𝑡)

∆𝑧2
 (4.9) 

Writing  𝑝(𝑧, 𝑡) as 𝑝𝑖(𝑡),  𝑝(𝑧 + ∆𝑧, 𝑡) as 𝑝𝑖+1(𝑡) and 𝑝(𝑧 − ∆𝑧, 𝑡) as 𝑝𝑖−1(𝑡), the above equation 

can be expressed as: 

 𝑝𝑖(𝑡 + ∆𝑡) = 𝑝𝑖(𝑡) + 𝛿{𝑝𝑖+1(𝑡) − 2𝑝𝑖(𝑡) + 𝑝𝑖−1(𝑡)} (4.10) 

where 𝛿 =
𝑐𝑣∆𝑡

∆𝑧2
,     ∆𝑧 being the vertical displacement due to applied constant overburden load  

for a corresponding time ∆𝑡. 

In TOUGH-PyLith coupled simulator, ∆𝑧 is calculated in the geomechanics code, PyLith.  

From the initial condition the pore pressure values at time t=0 are known. The pressure values at 

time 𝑡 = ∆𝑡 are then calculated for 𝑖 = 1,2,3, ……𝑛 − 1. The value corresponding to  𝑖 = 𝑛 is 

calculated from the boundary condition at the top and the value corresponding to 𝑖 = 0 is 

calculated from the boundary condition at the bottom.  

 

4.2.2  Simulation using TOUGH-PyLith 

 We use a 1-D vertical soil column of 31 elements, each element being 1x1x1 m in 

dimension. Figure 4.2 shows the meshed geometry from Cubit pre-processor. We use a free flow 

boundary condition in TOUGH2 by adding an additional element on the top and giving it a high 
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volume and setting it to atmospheric pressure of 0.1 MPa. The high volume acts as a sink and 

since it is set to a constant atmospheric pressure, it will not change the value of this high-volume 

element . 

 

Figure 4.2 Soil column specimen for simulation of Terzaghi's 1D consolidation problem 

with time. All other sides are by default no-flow boundaries since they do not have any 

connections to other elements. This is what required to simulate Terzaghi's problem since fluid is 

only allowed to flow through the top surface. Table 4.1 lists the geometry dimension, material 

properties, and boundary conditions.  
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Table 4.1 Dimensions and properties of the specimen for simulation of Terzaghi's problem 

 

Formation 

Rock density 

Porosity  

Permeability 

Pore compressibility 

Saturation 

Column Height 

VS 

VP 

2200 kg/m3 

42.5% 

6.51x10-15 m2 

2.5x10-10 Pa-1 

1.0 

31 m 

500 ms-1 

1500 ms-1 

Initial  and Boundary Conditions 

Overburden on top surface 

Temperature 

Liquid saturation 

Boundary conditions 

10.1 MPa 

25 ºC 

1.0 

Free flow on top; 

no flow along all 

other faces 

 

The simulation is run as a no-gravity computation. TOUGH is initialized with an initial 

overburden pressure of 10.1 MPa on the top surface. As soon as a uniform compressive load of 

10.1 MPa is applied through the top surface on the specimen, the fluid-saturated soil skeleton 

compacts and an undrained pore water pressure response is observed at time t = 0+. The 

undrained pressure response due to sudden application of a compressive load is known as 
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Skempton effect [Skempton, 1954]. The undrained pressure response is equal to the overburden 

pressure applied i.e. 10.1 MPa which is used to initialize the drained portion of the simulation for 

times larger than t = 0 s. Since there is a steep pressure gradient between the top surface and the 

rest of the saturated soil specimen, the simulation continues to run until the pressure gradient 

diminishes. This simulation is done in steps where the flow simulator, TOUGH, provides 

pressure output for each time step and the geomechanics simulator, PyLith, runs for the 

corresponding time step to account for stress and deformation. There is no feedback of stress 

dependent porosity or permeability changes to the flow simulator TOUGH. Hence, this 

simulation represents a one-way coupling phenomenon and a successful demonstration of 

TOUGH-PyLith coupled code execution. The total time for the simulation is 8 years and it 

ensures a steady state solution. 

 Results from the simulation are visualized in VisIt software. Figure 4.3 shows the 

displacement in the soil column at the end of simulation. As expected, maximum displacement is 

computed at the top which is about 1.86 cm and minimum displacement is zero which is located 

at the bottom. Also, shown are the vectors for displacement that are acting downward. Since the 

displacements normal to each of the surfaces are restrained (except the top surface), the only 

settlement occurs along the vertical column. 

 The pore pressure results from Terzaghi's problem simulation are plotted against the 

analytical solution with respect to dimensionless time 𝑡𝑣 =
𝑐𝑣𝑡

ℎ2
 and dimensionless depth  

𝑧

ℎ
. This 

is shown in Figure 4.4. We plot results for three characteristic dimensionless times 𝑡𝑣= 0.01, 0.02, 

and 0.1 respectively. They all show good agreements with the analytical solutions. Note at the 

ground surface (i.e. z = 0), pressure is zero at all times which means water near the ground 

surface leaks out immediately the load is applied on the specimen. As depth from the ground 
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Figure 4.3 Displacement in the soil column from Terzaghi's problem simulation 

surface increases, so does the pressure at any time instant. The advantage of using dimensionless 

parameters are that we can use any other specimen with any other parameters in order to show 

the agreement with the analytical solutions. 
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Fig 4.4 Comparison of pressure evolution results in Terzaghi's 1-D consolidation 

 

4.3 Mandel's Problem 

 Mandel's problem [Mandel, 1953; Abousleiman et al., 1996] is an example of coupled 

poroelasticity with two-way coupling i.e. both fluid-to-solid and solid-to-fluid. Mandel [Mandel, 

1953] showed that for three dimensional consolidation [Biot, 1941] pore water pressure response 

is non-monotonic.  Later, Cryer [Cryer, 1963] presented similar results for fluid-saturated sphere 

undergoing all-around compressive stress. The non-monotonic pressure effect is known as 

Mandel-Cryer effect [Schiffman et al., 1969; Gibson et al., 1990]. Unlike classical uncoupled 

Terzaghi's consolidation theory, Mandel's problem clearly demonstrates the coupled 

phenomenon of soil consolidation and provides an analytical solution for non-monotonic 

pressure response. Later Abousleiman et al. [1996] extended this solution to include material 

transverse isotropy, pore fluid compressibility, and the compressibility of soil-rock skeleton. 
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 Mandel's problem (Figure 4.5) consists of an infinitely long rectangular specimen. The 

top and bottom surface are no-flow boundary conditions with free-flow boundary conditions on 

the lateral sides. Like the classical Terzaghi's problem, a sudden uniform compressive stress is 

applied to the rigid and frictionless plates on top and bottom. Due to undrained response of the 

pore water pressure at time 𝑡 =  0+, Skempton effect is observed. With time pore water starts to 

leak out through the lateral sides. The sudden raise of pore water pressure inhibits the 

compression of the specimen adding to the apparent compressive stiffness. The sides of the 

specimen being more amenable to drainage, an equivalent compressive load is transferred to the 

stiffer central region. Consequently, pore water pressure response at the center of the specimen 

becomes greater than the applied compressive pressure on the specimen. In other words, 

generated pore water pressure at the center of the specimen is non-monotonic.  Several numerical 

codes [Christian and Boehmer, 1970; Cheng and Detournay, 1988; Cui et al., 1995] have used 

the Mandel's analytical solution for testing their validity of simulating coupled poroelasticity 

problem. 

 

4.3.1 Problem definition 

 Mandel's problem can be idealized as a 2D plane strain problem since it is a long 

specimen with rectangular cross section where deformation along the y direction or 

perpendicular to the xz plane is essentially negligible. The displacement and flux vanish along 

the z direction. The boundary conditions  are: 

 𝜎𝑥𝑥 = 𝜎𝑥𝑧 = 𝑝 = 0, 𝑎𝑡  𝑥 = ±𝑎 (4.11) 

 𝜎𝑧𝑥 = 𝑞𝑧 = 0, 𝑎𝑡  𝑥 = ±𝑏 (4.12) 
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Figure 4.5 Mandel's problem description with associated boundary conditions 

 

 𝑞𝑧 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, 𝑎𝑡  𝑧 = ±𝑏  (4.13) 

 
∫ 𝜎𝑧𝑧 = −𝐹,
𝑎

−𝑎

  𝑎𝑡  𝑧 = ±𝑏  (4.14) 

Under these conditions, Mandel provided the following equation for the evolution of pore 

pressure:  

 
𝑞 =∑𝐴𝑖(cos

𝛼𝑖𝑥

𝑖
− cos𝛼𝑖)

𝑖

𝑒
−𝛼𝑖

2𝑐𝑡

𝑎2  (4.15) 

where,   
𝐴𝑖 = 

𝑝0(𝜆 + 2𝜇) cos𝛼𝑖
𝜇 − (𝜆 + 2𝜇) cos2 𝛼𝑖

 (4.16) 

Here, 𝜆 and 𝜇 are Lame constants. 𝑝0 is the initial or undrained pore water pressure response and 

𝛼𝑖 are the directional Biot's coefficient under drained condition. 𝛼𝑖 satisfy the following equation: 

𝐹 

𝑥 

drainage drainage 

𝑎 

𝑏 𝑧 

no-flow 

boundary 

no-flow 

boundary 

(a) Abousleiman et al., 1996  

 

(b) Mandel, 1953 

(b)  
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tan𝛼 = 

𝜆 + 2𝜇

𝜇
𝛼 

 

(4.17) 

4.3.2 Simulation with TOUGH-PyLith 

For simplicity and convenience of simulation we idealize [see Jha, 2014] Mandel's problem as 

shown in Figure 4.6. We increase the aspect ratio of the domain and apply a compressive load on 

the shorter side so that any imprecision in applying the load does not contaminate the pressure 

and displacement at the observation point far from the load boundary. 

 

Figure 4.6 Idealization of Mandel's problem for simulation with TOUGH-PyLith 

This happens due to the softening or bending of the specimen at the drained boundary (top edge) 

and near the load boundary surface during the pressure dissipation.  Water at that location leaks 

out immediately upon load application thereby bending it and causing differential displacements 

along the load boundary. But this is a clear violation of the Mandel's boundary condition of load 

application at constant rate displacement. In order to prevent that, we select an observation point 

as shown in Figure 4.6. We apply 1 MPa stress on the left face (-x) of the specimen horizontally 

along the x direction. The free flow boundary is applied along the top surface. All other surfaces 

Free flow bc (atmospheric) 

No 

flow 

bc 

No flow bc 

Applied stress 

1.0 MPa 

Observation point 
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permit no flow through them. The displacements on the positive and negative y faces, positive x 

face, and negative z face are restricted to be zero at all times. 

 Because of all the boundary constraints, the specimen is allowed to expand only along the 

top surface with changes in flux in that direction. In order to properly define the constant 

pressure free flow Dirichlet boundary conditions in TOUGH2, additional elements are added on 

the +x and -x sides of the specimen. This is achieved by assigning very large volumes (say 1050) 

and a prescribed pressure of the each additional element adjacent to the original volume elements. 

As a result, the thermodynamic conditions at those interfaces do not change from the interaction 

between the constant pressure high volume elements (additional elements) and variable pressure 

finite volume elements (original specimen). Thus, we are able to maintain a constant pressure 

boundary condition in the flow code TOUGH2.  

 Figure 4.7 shows the specimen along with its meshed volume (50m x 10m x 0.5m) 

created in Cubit. It has a total of 2000 elements (0.5m x 0.5m x 0.5m each).  

 

Figure 4.7 Specimen for simulating Mandel's problem in TOUGH-PyLith (2000 elements) 
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4.4 Validation Against Mandel's Solution 

 Figure 4.8 shows the plots of pressure evolution of the observation point. The solid red 

line shows the analytical solution and the blue line shows the results simulated by TOUGH-

PyLith. Both analytical and simulation results start out at 1 MPa applied stress. With time, due to 

Mandel's effect described before, they start rising. The peak pressure response predicted by the 

TOUGH-PyLith simulation is very close to the analytical solution. However, simulation results 

seem to drain a bit faster than the one predicted by Mandel. 

 

Figure 4.8 Comparison of simulation results with Mandel's analytical solution 
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CHAPTER V 

HYDRO-GEOMECHANICAL SIMULATION OF EARTHQUAKES INDUCED BY FLUID 

INJECTION 

 

5.1 Introduction 

 This chapter describes an application of the developed coupled hydro-geomechanical 

methodology  to simulate earthquake nucleation and slip distribution along the fault, induced by 

subsurface fluid injection in conjunction with far-field tectonic loading. Hydro-mechanical 

modeling to simulate induced earthquakes from geological CO2 storage has previously been 

carried out by iteratively coupling TOUGH2 with the geomechanics code FLAC3D [Cappa and 

Rutqvist, 2012]. The main limitation in using FLAC3D as the mechanical code is that, unlike 

PyLith, it was not developed specifically for large-scale quasi-static and dynamic earthquake 

computation. Furthermore, it does not contain the rate- and state-dependent frictional model that 

can describe earthquake-like stick-slip behavior more completely.  

 Jha et al. [Jha and Juanes, 2014] have recently developed a computational code by 

coupling a fluid flow code, General Purpose Reservoir Simulator (GPRS) [Cao, 2002; Pan and 

Cao, 2010] and geomechanics code PyLith for simulating coupled fluid flow and reservoir 

geomechanics. They have demonstrated their code applicability to induced seismicity simulation 

from subsurface CO2 injection by using a rate- and state-dependent friction law in the fault 

constitutive model. The fluid flow code (TOUGH2) used in this research, however, is more 
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robust and widely used among the scientific community. At present, we are not accounting for 

thermo-poroelasticity effects [e.g., Kohl et al., 1995, 1998; Ghassemi et al., 2003], but fluid 

pressure effects on the  stress field, and stress-dependent porosity and permeability changes as 

the coupling parameters from mechanics to flow. However, since in the long run we are 

interested in simulating earthquake dynamic rupture and wave propagation, our coupled 

approach requires relatively expensive, large-scale computations, with sequential solution of the 

flow and mechanics problems [Kim, 2011]. 

 

5.2 Application to Induced Seismicity 

 This section describes a successful demonstration of the TOUGH-PyLith coupled 

simulator to compute induced seismicity from water injection at an enhanced geothermal 

reservoir. In an existing geologic setting, a fault is usually stressed tectonically for years. In order 

to replicate that stress condition we apply an initial displacement and a displacement rate 

boundary conditions on the two sides of a domain and run it for a period of 100 years. The stress 

field and fault tractions from this simulation are then used as initial conditions for the subsequent 

runs. 

 

5.2.1 Model geometry 

 We use a simple 5400 m x 4500 m x 2700 m 3D domain (Figure 5.1) in order to 

demonstrate the induced seismicity modeling capability of our coupled simulator. It has a 100 

meter thick reservoir at a depth of 1300 m from the ground surface. A vertical fault is located in 

the half way from the negative x-boundary and it is along the YZ plane. The reservoir is 100m 

thick shown as thick black line in the halfway along the depth (Z axis). The rock properties, 
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initial conditions, and other geometric and hydrogeological parameters are listed in Table 1. An 

injection well is located at distance of 1 km from the fault and at reservoir depth level of 1350 m 

from the ground surface.  Figure 5.2 shows the meshed geometry produced in Cubit. The 

coarsest mesh is of size 900 m x 900 m x 900 m  and the finest mesh is of 100 m x 100 m x 100 

m . 

 

Figure 5.1 Dimensions of the geometry for the application problem 

Mesh is refined near the fault and injection well in order to get noticeable amount of pressure 

change from the water injection. The domain geometry is created  and meshed separately for 

each of the codes due to their compatibility issue. TOUGH2 does not work on Graphical User 

Interface (GUI) based geometry modeling and simulation running. It uses a command prompt in 
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Windows platform and terminals for Mac and Linux machines. The two grids, one that produced 

by TOUGH2 (flow grid) and the other produced by PyLith (mechanics grid), are then  mapped 

by using a mapping algorithm.  

 

Figure 5.2 Assigning boundary conditions: (i) free flow b.c. on top and no-flow b.c.s on all other 

surfaces for fluid flow problem (ii) left-lateral tectonic loading and an axial compression for 

geomechanics problem 

 

 The domain consists of a total of 630 trilinear hexahedral elements which are created 

separately in TOUGH2 and PyLith. The different colors of the gridded domain indicate different 

subdomains that can be assigned different rock material properties. For simplicity we use only 

elastic rock material properties in this preliminary model. By defining various subdomains, we 

are also able to request our outputs in the desired rock type at the desired locations. 
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Figure 5.3 Meshed geometry, refined in the vicinity of injection well and fault 

 

5.2.2 Initial and boundary conditions 

 Since the two different codes (i.e. TOUGH2 and PyLith) for two different physical 

problems (i.e. fluid flow and geomechanics) are involved in simulation of a coupled hydro-

geomechanical and poroelastic problem, they have to be initialized independently before running 

together in order to simulate the most realistic conditions. Table 5.1 lists some of the properties, 

and initial and boundary conditions for both codes. 

 Flow code TOUGH2 is initialized with a fully-saturated condition and by turning on the 

gravity to simulate the hydrostatic pressure condition in addition to the lithostatic stress 

condition specified by the overburden rock. Permeability value along the x axis is used as 
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6.51x10-15 m2 whereas it is relatively impermeable along the y and z axes. This is done in order  

Table 5.1 Input parameters including initial conditions and rock properties 

Formation 

Rock density 

Water density 

Porosity 

Permeability along x dir. 

Permeability along y and z dir. 

2200 kg/m3 

1000 Kg/m3 

42.5 % 

6.51x10-15 m2 

6.0x10-28 m2 

Initial and Boundary Conditions 

Temperature 

Liquid saturation 

Pressure on top surface 

Pressure on all other surfaces 

Traction on +x and -x sides 

Axial compression +x side 

25 ºC 

1.0 

Atmospheric  

Hydrostatic 

100 cm/year 

-2.0 m 

Injection 

Pattern area 

Depth 

Reservoir thickness 

Injection depth 

Injection rate 

5400 m x 4500 m 

2700 m 

100 m 

1300 m 

0.01 kg/s 

 

to see the effect of fluid pressure on the fault by channeling more flow towards the fault from the 

injection point. Water density is 1000 kg/m3 with a constant temperature (assumed) of 25 ºC. 
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Since we are only considering the effect of pressure field on fault, the temperature effect is not 

considered in the current research scope. TOUGH2 is run for sufficiently long time in order to 

achieve the hydrostatic pressure equilibrium throughout the domain. 

 Mechanics code is initialized by putting on an overburden by means of rock density and 

turning on the gravity. But turning on gravity produces unrealistic amount of deformation which 

results in convergence problem of the nonlinear equation solver in the code. Although the rock 

domain is under in lithostatic stress condition, the deformation is assumed zero in that gravity 

equilibrium. Therefore in the simulation, an initial stress is used in a spatial database to make the 

initial displacement essentially zero. In applying rate- and state-friction model, a reference 

coefficient of friction of 0.4, reference slip rate of 1.0e-3 m/s, characteristic slip distance of 0.02 

m, coefficients a and b of 0.008 and 0.012, and zero cohesion are used. The initial values of the 

state variable are set so that the fault is in equilibrium for the initial tractions. As boundary 

conditions, we constrain the slip to be in the y-direction faces and apply a steady-state secular 

slip velocity of 100.0 cm/year in the y-direction. Dirichlet boundary condition on the positive x 

face is -2.0 m. The bottom face of the domain is fixed at zero displacement. The simulation is 

run for a year with an injection rate of 0.01 kg/s.  

 

5.2.3 Simulation run cases 

 After properly assigning the initial and boundary conditions and using the initial stress 

conditions from the first 100 years run, we run the following two cases: 

a. Run a simulation for a period of 150.0 years with tectonic loading alone 
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b. Run a second simulation for the same time period in conjunction with fluid injection and 

tectonic stress 

 The results obtained from the above two cases are compared against each other in order 

to see the differences in evolution of stress changes, traction on the fault, slips on the fault, and 

other slip and friction parameters. Thus, it will be evident how the injected fluid is perturbing the 

reservoir and fault system and if it is causing a premature slip on the fault.  

 

5.2.4 Comparison of the results 

 We run a total of 300 years of simulation in both cases as stated earlier. We then 

investigate the stress, traction, and slips on the fault in order to compare the effect of water 

injection into the domain. Figure 5.4 shows vertical stress in the domain without injection at the 

end of simulation. Maximum stress is calculated as -89.4 MPa in compression and the minimum 

stress is found as +56 MPa in tension. This can be explained by thinking of the displacement and 

displacement rate boundary conditions applied on the positive and negative x boundaries. Since 

we apply a y- displacement rate (i.e. velocity along y direction) of 100 cm/year in left-lateral 

sense, i.e. +100 cm/year on the positive x side and -100 cm/year on the negative x side, it is 

obvious that two of the corners of the domain are moving towards each other causing more 

compression in those areas (blue corners) while the other two corners are moving away from 

each other causing tension in those areas (red corners). More precisely, the corners under 

compression are located at y = - 2250 m on the positive x side and y = 2250 m on the negative x 

side. Corners under tension are located at y = 2250 m on the positive x side and y = -2250 m on 

the negative x side. 
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Figure 5.4 Vertical stress distribution in the domain from gravity and far-field tectonic loading 

after 300.0 years and without injection 

 

Maximum lithostatic stress due to the rock overburden is calculated as -59.4 MPa at a depth of 

2700 m from the ground surface. Also, if there was only gravity, then there would have been a 

uniform increase of vertical stress from the ground surface to the bottom in accordance with the 

depth (lithostatic condition).  

 Figure 5.5 shows the vertical stress distribution in the domain at the end of 300 years and 

including an injection rate of 0.01 kg/s of water for that time period. 
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Figure 5.5 Vertical stress distribution in the domain from gravity and far-field tectonic loading 

after 300.0 years and with injection 

 

The maximum stress is computed as -104.5 MPa in compression at the same corners as in the dry 

case but the magnitude is larger. There is about -15 MPa more now in the fluid injection case. 

This is due to the increase in total stress. Before it was just lithostatic stress coming from the 

rock overburden whereas now there is an additional stress coming from the weight of water 

injected in the volume over the period of 300 years. 

 Also, note that the minimum stress is computed as +7.87 MPa in tension which is less 

than the minimum stress in dry case (+56 MPa). This could be explained by accounting the sense 
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of fluid pressure generation with compression or tension. As we know, fluid pressure acts in a 

counter direction in order to oppose the applied stress. In other words, if a fluid-saturated volume 

undergoes a compression (inward) the pressure increases and acts outward whereas if a volume 

undergoes a tension or as the volume expands there would be a negative pressure or suction in 

the domain. Although, we have a free-flow atmospheric boundary condition on the top surface, 

there is no free flow through any lateral or bottom surface. Under an IFD framework in 

TOUGH2, if there is no element with connection it is considered a no-flow boundary condition. 

Consequently, water cannot flow out of these lateral and bottom surfaces which, in turn, causes a 

high pressure rise inside the domain. Since this is a closed volume except the top surface, 

increase in water pressure causes increase in total compressive stresses which is more evident in 

the stress along the x axis as shown in Figure 5.7.  

 Figure 5.6 shows the horizontal stress distribution in the domain at the end of 300 years 

and without injection. The maximum stress is computed to be -151 MPa in compression while 

the minimum stress is calculated as +89 MPa in tension. Both of these values are higher than the 

maximum and minimum vertical stresses (+56 MPa and -89.5 MPa respectively). Under normal 

case, the maximum horizontal stress is less than or equal to the maximum vertical stress. But we 

have an axial compression of -2.0 as a boundary condition which causes an extra compression in 

the domain. Like it was delineated before in explaining vertical stresses, tension arises due to the 

far-field displacement rate boundary conditions in y- direction on the positive and negative x 

sides. 
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Figure 5.6 Horizontal stress distribution (𝜎𝑥𝑥) in the domain from gravity and far-field tectonic 

loading after 300.0 years and without injection 

 

 Figure 5.7 shows the horizontal stress distribution in the domain at the end of 300 years 

and including the water injection. The maximum stress in this case is -197 MPa in compression 

and the minimum stress is 81 MPa. The locations of these stresses are same as in the dry case but 

the values are more pronounced in the injection case. Similar reasoning of pore water pressure 

generation as opposed to applied stresses also apply here. 
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Figure 5.7 Horizontal stress distribution (𝜎𝑥𝑥) in the domain from gravity and far-field tectonic 

loading after 300.0 years and with injection 

 

 Figure 5.8 shows the displacement in the domain at the end of 300 years and without 

water injection. Maximum displacement is computed as 318 m which occurs at both positive and 

negative sides and minimum displacement is computed as 6 m near the central region of the 

domain. Since we applied a y- displacement rate boundary condition of +1.0 m/year on positive 

x side and -1.0 m/year on negative x side, these two sides have the highest magnitude of the 

displacement.  
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Figure 5.8 Displacement in the domain from gravity and far-field tectonic loading after 300.0 

years and without injection 

 

Since we run the simulation for 300 years with 1 m/year velocity on two sides, we would expect 

a total of 300 m displacement on either of the sides.  

 Figure 5.9 shows the displacement in the domain at the end of 300 years and with the 

injection of water. Maximum displacement is computed as 327 m while minimum displacement 

is calculated as 6.8 m. Maximum displacement in this case exceeds the maximum displacement 

in the dry case whereas the minimum displacements are comparable. 
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Figure 5.9 Displacement in the domain from gravity and far-field tectonic loading after 300.0 

years and with injection 

 

 Figure 5.10 shows slips on the fault surface at the end of 300 years and without water 

injection. The fault is subject to far-field tectonic loading as well as gravitational stresses as 

stated earlier. Maximum slip magnitude is 182 m on the ground surface, although the slip 

initiated at about 900 m depth from the ground surface. Then the slip gradually propagates to the 

ground surface. 
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Figure 5.10 Slips on the fault after 300 years and without injection 

 Figure 5.11 shows slip on the fault surface with water injection and after the same time 

period. It shows a maximum slip of 27.5 m at a depth of 900 m from the ground surface.  
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Figure 5.11 Slips on the fault after 300 years and with injection 

The simulation results show that maximum slip in dry case (182 m) is higher than the maximum 

slip with injection. This is explained as follows: injection of fluid in the domain increases the 

total stresses as reflected in the stress outputs (See Figure 5.5 and Figure 5.7). The increase in 

total axial compressive stress increases fault normal compressive stresses on the fault. 

Consequently, there is a relatively higher locking of the fault surface in the injection case in 
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comparison with the dry case. But we use the same failure criteria using Mohr-Coulomb shear 

strength in both dry and injection case. Recalling equation 2.68 from Chapter II,  

𝜏 = 𝑐 + 𝜇𝜎𝑛
′  

we see that shear strength 𝜏 is a function of effective normal stress 𝜎𝑛
′  acting on the fault. Since 

the fault normal stress has increased (see Figure 5.13 for more details) in the injection case, shear 

strength of the fault has also increased according to this equation. This is why the fault shows a 

delayed response in simulating the slip nucleation in the injection case.  

 Figure 5.12 shows the tractions on the fault surface without injection after a period of 300 

years. Maximum traction is about 125 MPa at the bottom of the domain and midway along the 

fault length. Minimum traction is about 12 MPa in the upper region of the fault surface. Fault 

traction shown in Figure 5.12 and Figure 5.13 are the resultants of three traction components 

acting on the fault surface. These are traction-shear-leftlateral, traction-shear-updip, and traction-

normal. The first two are the shear traction acting along the fault surface and that determines the 

slip potential. The last component, traction-normal determines the shear strength of the fault by 

Mohr-Coulomb failure criteria. These three components respectively determine the leftlateral-

slip, reverse-slip, and fault opening [see Figure 2.8 and 2.9 in Chapter 2]. After investigating the 

traction database, the maximum traction-normal is found to be as +69.1 MPa in this case.  

 Figure 5.13 shows traction on the fault surface with injection after a period of 300 years. 

Like before, maximum stress occurs near the bottom of the fault and in the midway of fault 

length. Maximum traction value in this case is calculated about 130.6 MPa and minimum  is 

about 26.8 MPa. Comparing the dry case, it shows a traction increase of about 6 MPa. But the 

maximum traction-normal is computed of about 111.6 MPa compared to the dry case (+69.1 
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MPa). So, there is about a 40 MPa increase in fault normal traction due to injection of fluid. This 

increase results in locking the fault longer than the dry case, which shows earlier slip. 

 

Figure 5.12 Traction on the fault surface after 300 years and without injection 
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Figure 5.13 Traction on the fault surface after 300 years and with injection 



 

 

 

 

 

107 

 

CHAPTER VI 

EARTHQUAKE DYNAMIC RUPTURE SIMULATION FROM FLUID INJECTION 

 

6.1 Introduction 

 In the previous chapter, we demonstrated quasi-static induced earthquakes simulation 

resulting from hundreds of years of tectonic plate movements. From seismological point of view, 

those models could not explain the causes of variation of rupture behavior of individual 

earthquakes that may have been swamped by the large time steps coming from the fluid flow 

code. Under a dynamic rupture modeling scheme, following a specified failure criterion and 

initial and boundary conditions on the fault, the causes of rupture variation can be explained 

accurately [Okubo, 1989]. A dynamic model involves specification of a fault material 

constitutive relation that governs the material response to the applied loads and propagation of 

the resulting cracks over the failure surface. In this chapter, we simulate a single event dynamic 

rupture of a fault due to the presence of fluid pressure on the fault surface. This could essentially 

tell the experts the effect of fluid pressure on an earthquake event nucleation, and its dynamic 

rupture process due to the injection near a tectonic fault.  

 

6.2 Issues in Simulating Dynamic Rupture from Fluid Injection 

 An earthquake dynamic rupture involves wave propagation through finite element cells. 

Running a dynamic problem with coupled TOUGH2-PyLith simulator poses a limitation due to 

two different time scale constraints of the two different multiphysics problems. The process of 
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fluid flow through porous and fractured media is very slow due to the low permeability of the 

subsurface rocks. It may take years for the fluid to propagate from the injection wells to the fault 

surface. On the other hand, for the dynamic rupture simulation it takes fraction of a second to 

nucleate a single event and propagate the resulting seismic waves through the rock domain. 

Since in the TOUGH-PyLith coupled simulator, time steps from the fluid flow code are passed to 

the geomechanics simulator, the very large time step required to capture the flow properties, 

exceeds far beyond the stable time step computed for the wave propagation. This causes an 

instability in the geomechanics code PyLith due to its time restriction in simulating dynamic 

rupture. 

 In order to solve this limitation of the coupled simulator, an alternative approach is used 

for the dynamic rupture of an earthquake. Since the entire dynamic rupture and wave 

propagation occurs within seconds, a geomechanics simulation for this problem is performed at 

first. Next, a standalone fluid flow simulation from injections is performed for 1 year. This gives 

rise to the fluid pressure on the fault surface by the end of that time period. These pressure 

outputs are then used to account for the tractions on the fault surface before running the 

geomechanics problem. Next, PyLith is run for the same time period like before except this time 

the tractions on the fault are different due to the pressure effect.  Finally, the results from the first 

and second cases of the PyLith runs are compared to see the fluid pressure effect on the dynamic 

rupture of a fault. 

 Unlike the quasi-static earthquake simulation (Chapter V) where we used slip rate on the 

positive and negative x boundaries, in a dynamic rupture case we specify normal and shear 

tractions on the fault and let an earthquake nucleate and rupture governed by the rate- and state-

dependent friction law. Also, in quasi-static case, we ran the simulations in the order of hundreds 
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of years whereas under a dynamic case we only run the simulation for few seconds. Because a 

single event dynamic rupture occurs within a fraction of a second which is not possible to 

observe while running a simulation for hundreds of years. By running a single event simulation 

we can then analyze how the slip nucleates, where it nucleates, and when it goes dynamic by 

investigating the wave propagation characteristics. Also, during quasi-static simulation we used 

Dirichlet boundary conditions on the sides of the domain. But in a dynamic rupture case we use 

absorbing boundary conditions on the sides of the domain. These kind of boundary conditions 

prevent the seismic waves from reflecting off of a boundary by placing dashpots on it. Both p-

wave and s-wave normally incident to the boundaries are absorbed perfectly. But waves that are 

not normally incident are partially absorbed.  

 

6.3 Description of the Problem 

 We use a domain size of 2 x 1.5 x 1 km as shown in Figure 6.1 to demonstrate the 

dynamic rupture simulation from a single event. We run a total of three different cases to show 

the effect of fluid pressure and injection well sensitivity to rupture simulation. The first run 

consists of pure dynamic rupture simulation without any presence of fluid. The second run 

consists of dynamic rupture simulation with an injection well located at 50 m away from the fault. 

The third case involves the sensitivity analysis of the fluid injection well to the traction 

perturbation and slip nucleation on the fault surface. In this case, we change the location of the 

well at a distance of 950 m away from the fault. We use water as the fluid. The fault is located at 

the midway along the X axis and parallel to the YZ plane. The fault cuts all the way from top to 

bottom and from one side to another (white portion in Figure) making it equal to the size of 1.5 x 

1 km. We grid the entire domain with an element size of 100 x 100 x 100 m. Therefore, the 
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domain has a total of 3000 elements. We use rock density of 2670 kg/m3, shear wave velocity 

3464 m/s and p-wave velocity of 6000 m/s. For boundary conditions we use absorbing dampers 

on all the sides except the top surface (ground surface). 

 

Figure 6.1 Domain geometry (2000 x 1500 x 1000 m) for a single event dynamic rupture 

simulation 

 

 Figure 6.2 shows that the fault is 1500 m long and 100 m wide. It also shows the location 

of the hypocenter for dynamic slip nucleation which is specified through parameter specification 

in the geomechanics code PyLith. The fault is also gridded with element size of 100 x 100 m 
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providing it a total of 150 elements. Tractions, slips, and pressures are calculated at the centers of 

these gridded cells. 

 

Figure 6.2 Dimension of the fault surface and prescribed location of the hypocenter 

 

6.3.1 Dynamic parameter specification 

 We follow the earthquake dynamic rupture methodology as described by Aagaard et al 

(2013). We use rate- and state-dependent ageing friction law for the frictional strength 

development of the fault material. We impose initial left-lateral shear traction of 40 MPa and 

normal traction of 60 MPa on the fault surface. We also specify a spatial and temporal variation 

of a horizontal shear traction value in order to nucleate the rupture front. The particular form of 

rupture results from the smooth variation of tractions from zero to its maximum value ∆𝜏0 =

25 MPa over a finite time interval 𝑇 = 1s, and confined to a finite region 𝑅 = 500 𝑚. We 
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specify the hypocenter to be located at a depth of 500 m from the ground surface. The traction 

perturbation is given by the following mathematical formula: 

∆𝜏 = ∆𝜏0𝐹(𝑟)𝐺(𝑡) 

Where 𝐹(𝑟) is used for spatial variation of the traction values and given by: 

𝐹(𝑟) = {𝑒𝑥𝑝
(
𝑟2

𝑟2−𝑅2
)

0,    𝑟 ≥ 𝑅
          𝑟 < 𝑅 

where R is used as 500 m in the current simulation and r represents the distances from the 

hypocenter to all the fault elements. 𝐺(𝑡) is used for the temporal variation of the traction and is 

given: 

𝐺(𝑡) = {𝑒𝑥𝑝
(
(𝑡−𝑡𝑛)

2

𝑡(𝑡−2𝑡𝑛)
)
 , 0 < 𝑡 ≤ 𝑡𝑛

1 ,                       𝑡 > 𝑡𝑛 
 

where 𝑡𝑛 = 1.0 𝑠 

These spatial and temporal variation of the traction values are specified via the spatial and time 

history databases in PyLith. 

 We run the dynamic rupture simulation for a total of 2 seconds and use a time step size of 

0.005 second based on the wave period of 0.3 second. The output is requested at every 0.05 

second. We use the following rate- and state parameters (Table 6.1): 

Table 6.1 Specification of fault constitutive model using Dieterich-Ruina RSF parameters 

Rate- and state parameters Values 

Reference friction coefficient 0.6 

Reference slip rate 1.0E-06 m/s 

Characteristic slip distance 0.02 m 

Constitutive parameter a 0.016 

Constitutive parameter b 0.012 

Cohesion 0.0 MPa 
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6.3.2 Simulation results 

 With the boundary conditions and parameters specified above, we run the simulation for 

a total of 2 seconds and request output at every 0.05 second. Figure 6.3 shows the magnitude of 

the tractions on the fault surface. Since we specify initial normal and left-lateral tractions and 

there is no pressure perturbation near the fault surface, tractions perturbation only results from 

the specified functions discussed in section 6.3.1. Traction changes with time and space on the 

fault surface. At time 0.05 s, the traction magnitude is computed as 72 MPa on every point of the 

fault surface. We specify the traction change spatial database and time history database in such a 

way that perturbation occurs only in the bottom half of the fault. At time 1.0 s, traction 

perturbation results in the maximum magnitude of 88 MPa near the hypocenter of the fault 

surface. Traction magnitude diminishes from the hypocenter radially outward. The concentration 

of the higher magnitude of traction values at the center makes it susceptible to nucleate an 

earthquake event at that point. It is noticeable from the two plots that the color contours of the 

traction values do not change but the magnitude itself. These contour plots are in contrast to the 

ones perturbed by the fluid pressure which is shown and discussed afterward in the injection 

cases. 

 Figure 6.4 shows the slip nucleation on the fault surface with time. We see that there is 

no slip nucleation on the fault surface up until 0.6 s. That means until this time period, the shear 

traction on the fault surface does not exceed the frictional strength specified by the RSF friction 

parameters. At time 0.65 s, slip starts to nucleate at the hypocenter and at 1.0 s the maximum 

value of slip is computed as 1.55e-05 m, which is very small indicating that the rupture does not 

go dynamic. At the end of the simulation (at time = 2 s), the maximum computed slip is found to 

be 7e-05 m only. By investigating the slip characteristics, it is understood that this earthquake is 
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still in the nucleation phase and does not go dynamic within 2 seconds. 

 

Figure 6.3 Traction magnitudes on the fault surface without the presence of water 

(a) Traction on the fault at time 1.0 s 

(a) Traction on the fault at time 0.05 s 
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Figure 6.4 Slip nucleation on the fault surface under no injection case 

(a) No slip nucleation up until 0.60 s 

(b) Slip nucleation at time 1.0 s 
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6.4 Earthquake Dynamic Rupture Simulation with Fluid Injection 

 In this section, we run the same simulation by including a typical water injection case in 

geothermal reservoirs. We consider a case where water is injected at the rate of 1 kg/s for 10 

years at a depth of 450 m from the ground surface. The injection well is located 50 m away from 

the fault. Table 6.2 shows the relevant fluid flow parameters. 

Table 6.2 Specification fluid flow parameters for dynamic rupture simulation 

Flow parameters Values 

Fluid (water) density 1000 kg/m3 

Rock porosity 42.5 % 

Rock permeability in all dir. 6.51E-17 m2 

Fault permeability in x dir. 6.51E-28 m2 

Fault permeability in y and z dir. 6.51E-15 m2 

Boundary conditions No flow on all sides, free flow across the 

ground surface  

 

The injection of the water causes the development of pore water pressure which propagates 

throughout the domain including the fault surface. We use a uniform rock permeability of 6.51E-

17 m2 throughout the domain. We use a very low permeability (6.51E-28 m2) across the fault 

core that may represent a mature fault thereby not allowing water to pass from one side to 

another through the fault. But we use a very high permeability (6.51E-15 m2) along the width 

and depth of the fault which may represent a very highly fractured fault zone. Figure 5 shows the 

pore water pressure distribution on the fault surface due to injection for 10 years. It shows a 

symmetric pressure distribution relative to the element where water is injected. The distribution 

shows a maximum of 22 MPa of pressure development due to that high injection and for a period 

of 10 years. The symmetry makes sense due to the uniform rock permeability. However, the plot 

does not include the hydrostatic pressure from saturated ground condition; it shows pressure 
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from injection only.

 

Figure 6.5 Pore water pressure distribution on the fault surface after 10 years of injection 

These pressures are used to directly account for the fault normal tractions before running the 

injection cases. Because fluid pressure does not affect the shear tractions on a body. There is a 

total of 150 elements in the fault, starting from 1 (near ground surface) through 10 (fault bottom) 

in the first column. The second column consists of elements 11 through 20 and so forth until the 

last element is 150.  

 

6.4.1 Simulation results 

 Figure 6.6 shows traction perturbation on the fault surface due to the presence of pore 

water pressure. Near the mid-central region, the blue area shows reduced traction values 

resulting from the high pore water pressure development near the injection well. Regions which 

are away from the injection well and located near the bottom show higher magnitudes of traction.  
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Figure 6.6 Traction perturbation on the fault surface from an injection 50 m away 

Figure 6.7 shows the slip distribution on the fault surface in the presence of pore water pressure.  

(a) Traction on the fault at time 0.05 s 

(a) Traction on the fault at time 1.0 s 
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Figure 6.7 Slip nucleation and dynamic rupture propagation from an injection 50 m away 

 

(a) Slip distribution at time 0.05 s 

(a) Slip distribution at time 0.65 s 
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Comparing to the no injection case, we see a significant amount slip results in after 0.05 second 

of the simulation under the water injection case. This increase in slip can be attributed to 

reduction of traction values near the central region of the fault which implicates the unlocking of 

the fault. At time 0.65 second, maximum slip is seen as 0.75m which is still slipping. We have 

created a movie file of the whole dynamic rupture process and slip continuation for the entire 

period of simulation. 

 

6.5 Sensitivity of Fluid Injection to Slip Nucleation 

 We perform a sensitivity analysis in order to show the effect of the injection well location 

to the slip nucleation time while keeping all other parameters identical. We now inject at the 

same rate and at the same depth but at a distance of 950 m (instead of 50 m) away from the fault. 

Figure 6.8 shows the pore water pressure distribution in this case.  

 

Figure 6.8 Pore water pressure distribution on the fault surface after 10 years of injection 
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It is interesting to see the difference of pore water pressure distribution in two cases. The 

distribution shows a uniform hydrostatic pressure throughout the domain. This can be explained 

as follows. Since the injection well is located far away from the fault, in this case, and rock 

permeability is sufficiently low, it takes a long time for water to permeate through the rock pores 

and reach to the fault surface. By the time it reaches to the fault surface, water already 

propagates to all other boundary surfaces which do not allow the water to pass through. This 

results in the monotonic increase of the water pressure due to the accumulation of the water 

volume. The excess water flows out through the ground surface. This is in contrast to the first 

case where water is injected near the fault. Pressure under that circumstance immediately rises to 

22 MPa which is very high compared to the neighboring elements. This is because water at that 

time is still propagating to the surrounding elements and not reached to the boundary surfaces. 

 

6.5.1 Simulation results 

 Figure 6.9 shows the distribution of traction perturbation on the fault surface due to the 

injection well located about a kilometer away. Like before, we observe the traction values at 

times 0.05 s and 1.0 s in order to compare the results and explain the sensitivity. The maximum 

traction values, in this case, exceed the maximum values we computed in the first case. This is 

because of the lower pore water pressure development on the fault surface resulting in relatively 

higher fault normal traction values.  

 Figure 6.10 shows the slip nucleation and distribution due to water injection occurring at 

a distance of 950 m away from the fault. Comparing the slip magnitudes with the case 1, we see 

that slip is lower in this case. The maximum value of slip was 1.37 m when the injection well is 

very close to the fault surface whereas in this case we obtain only 0.74 m. Both simulations show 
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a dynamic slip distribution since slip increases at a rapid rate after the critical slip distance. 

 

Figure 6.9 Traction perturbation on the fault surface from an injection 950 m away 

(a) Traction on the fault at time 0.05 s 

(a) Traction on the fault at time 1.0 s 
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Figure 6.10 Slip nucleation and dynamic rupture propagation from an injection 950 m away 

(a) Slip distribution at time 0.05 s 

(a) Slip distribution at time 1.0 s 
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 In this chapter, we have performed three simulations for a single event earthquake 

dynamic rupture with and without water injection to demonstrate the effect of pore water 

pressure on the fault tractions and slips. We have considered the in situ condition as saturated 

with water before starting the simulations. Therefore, the pore water pressures accounted in the 

fault normal tractions result from the water injections alone; no hydrostatic pressure is 

considered. The pressure plots show the pressures that develop from the fluid injections only. 

Indeed, this could be the case in real situations where the fault is already saturated with water. 

The results clearly demonstrate the positive effect of water pressures on the slip nucleation time 

and subsequent rupture propagation of an earthquake event. The sensitivity analysis 

demonstrates that the injection location plays a critical role on the earthquake nucleation time 

and rupture propagation as well. With distance increased from 50 m to 950 m, while keeping the 

same injection rate for a period of 10 years, we see the slip value decreasing from 1.37 m to 0.74 

m. 
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CHAPTER VII 

SUMMARY, CONCLUSIONS, AND FUTURE WORK 

 

 In this dissertation, a sequential coupled simulator is developed that can simulate the 

coupled interaction between multiphase fluid flow and geomechanics. For one-way coupling and 

testing the accuracy, it is validated with Terzaghi's 1D consolidation problem. The code is 

benchmarked with the analytical solution of Mandel's problem for coupled poroelasticity. 

 The TOUGH-PyLith coupled simulator is used to simulate quasi-static earthquake slips 

for a 3D rock model with a reservoir and a 2D planar vertical fault interface. Two cases are run 

in order to compare the influence of water pressure on tractions and slips on the fault. The 

injection case  shows a delayed response in nucleating slips which may partly result from the 

increase of total stress inside the reservoir. Also, in running the quasi-static simulations we do 

not account for pore water pressure along the fault plane. All these issues are addressed in the 

earthquake dynamic rupture simulations in the previous chapter.   

 The previous chapter deals with the simulations of a single event earthquake dynamic 

rupture problem. We demonstrate the sequential execution of TOUGH-PyLith coupled simulator 

in benchmarking with Mandel's problem and modeling quasi-static simulations. However, for 

dynamic rupture simulation, we encounter a problem in time stepping of two different 

multiphysics problems in two different codes. An earthquake dynamic rupture occurs within a 

fraction of a second whereas fluid pressure diffuses very slowly due to the low permeability and 

porosity of subsurface rock strata. Since we pass each converged time step from the flow code to 
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the geomechanics code, a very large time (~years) coming from TOUGH causes instability in 

PyLith dynamic rupture simulation. We resolve that issue by running TOUGH and PyLith 

separately and using the pressure output to account for fluid pressure along the fault. We 

compute the pressures on the fault and effective fault normal tractions due to injection. Next, we 

run an injection that clearly showed an early nucleation of slip and rupture propagation compared 

to no injection case. We also perform a sensitivity analysis by placing the injection well about a 

km farther away from the fault. The results from the sensitivity analysis shows that increasing 

injection distance from the fault results in delayed nucleation of the slips on fault and subsequent 

dynamic rupture propagation. 

 The code currently uses an isotropic elastic material constitutive model to demonstrate 

the application problem. However, fault rupture and seismic slips are usually associated with 

plastic deformation of the rock material. This necessitates using more appropriate elastoplastic 

material models for an earthquake simulation. PyLith has some other material constitutive 

models such as Drucker-Prager elastoplastic and Maxwell viscoelastic constitutive models. 

Although not used in the current application, Drucker-Prager constitutive model in PyLith is 

modified and incorporated in TOUGH-PyLith to account for pore pressure and its effect on 

material deformation. 

 The current simulator does not include the effect of multiphase fluid flow and thermo-

poroelasticity that may arise from changes in temperature, saturations, and the pore volume of 

the porous and fractured rock in an actual reservoir. However, TOUGH2 has already the 

capability of modeling multiphase, multicomponent, and nonisothermal fluid flow. But the 

geomechanics code PyLith is developed for crustal deformation from tectonic loading without 

considering fluid pressure and temperature. A constitutive model that accounts for the 



 

 

 

 

 

127 

 

temperature can be added to PyLith Pyre framework as needed. The temperature effect will take 

care of the thermal expansion or shrink of the rock volumes as well multiphase fluid components 

that may be more appropriate in geothermal reservoirs.  

 In developing the TOUGH-PyLith computational code, two different grids are created 

separately and mapped by matching their coordinates with a Fortran script. However, the code 

currently contains the mapping capability for hexahedral elements only. Additional modification 

is necessary to further include the more generic mapping scheme between the two codes. Time 

stepping in the TOUGH-PyLith coupled simulator is governed by TOUGH2 since this is run first 

for a particular time step after which it commands PyLith to run for the same time period. PyLith 

then breaks up that time period to reach convergence. However, a time step that converges 

TOUGH2 may not guarantee the convergence of the PyLith within the current implementation of 

the code. This is because of the two different characteristic time scales for two different 

multiphysics problem. Furthermore, each code uses their own linear and nonlinear solvers which 

are used sequentially but independently. These solvers have their own preconditioners for 

solving large matrices that involve computation of Jacobian. 

 We intend to use TOUGH-PyLith coupled simulator as a fully dynamic benchmarking 

code against an approximate but fast-running code RSQSim, [Richards-Dinger and Dieterich, 

2012] which is more efficient for induced seismicity catalog simulations. 
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Figure A1. Modular architecture of TOUGH2 
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Table A1. TOUGH2 input data blocks 
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Figure A2. PyLith module and file formats 
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