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ABSTRACT

Organisational change often yields limited succEagdure in many cases is due to the
motivation or readiness to change among employies.article proposes and tests a
multilevel model of readiness to change. Contraryntost works on readiness to
change, readiness is conceptualised as a mulfcebnstruct (i.e. emotional
involvement and commitment to change). Relatiorsiup several context, process
variables and locus of control with both componesitgeadiness to change were
examined. By means of a large scale survey adramisgtin 56 public and private
sector organisations, we collected 1,559 respomsesotal. Multilevel random
coefficient modeling showed that a proportion oé ttotal variance in emotional
involvement and commitment to change is explainedha organizational level.
Furthermore, the results indicated that the orgdina’s change history, the sector
(public versus private), participation in the changrocess and support of top
management toward change are important variablasnderstanding readiness to

change.

Key words: commitment to change, context factorsh@inge, emotional involvement,

locus of control, multilevel analysis and processtdrs of change



1. INTRODUCTION

Globalization, the emergence of e-business, an@dhelerated pace at which
technological innovations are introduced (Burke dmdhant, 2000; Cascio, 1995;
Gordon et al., 2000; Howard, 1995), forced an iasieg number of organisations to
develop and implement change initiatives in orderdtain their competitive edge
(Fay and Luhrmann, 2004; Greenwood and Hinings,619%his resulted in an
increasing interest in research on organisatiohange (Armenakis and Bedeian,
1999). Recent reviews of this literature have destraed that theories used to study
change are principally macro-focused (Clegg andstWa2004; Cunningham et al.,
2002; Van de Ven and Poole, 1995). Such researdstto examine organisations’
strategic adaptation to environmental changes (Reftiaand Tushman, 1994), or
processes and procedures used for implementindesititanges in organisations
(Miller et al., 1994; Quirke, 1996). The use of Bha programs based on this macro-
approach does not necessarily lead to successpainsational change (Beer and
Nohria, 2000). Accordingly, several authors havkedafor a more person-focused
approach to the study of organisational change rigiham, 2006; Judge et al.,
1999; Vakola et al., 2003; Wanberg and Banas, 2@&jause organisations consist
of people and are made by people, organisatioreigdn is assumed to be mediated
through individual changes (Schein, 1980). As Salereet al. (1996) put it: if people
do not change, there is no organisational chanderefore, a key element in
determining the success of organisational changestiae central variable in this
inquiry is the readiness or openness to change dRo\2001) even purports that for
an organisation to truly become a learning orgaioisa employees and the
organisation as a whole must be in constant reasline

According to Lewin (1951) potential sources of lieads to change lie both
within the individual as well as the individual'ax@ronment. Armenakis and Bedeian
(1999) also note that personality factors, contaxd process, shape the reactions of
employees to change efforts. The importance ofethieetors has been widely
acknowledged (Armenakis and Harris, 2002; Bommaeal.et2005; Rosenblatt et al.,
1999; Trade-Leigh, 2002; Judge et al. 1999), baeaech that has assessed these
factors simultaneously as they relate to orgamisati change is rare (Self et al.,
2001).



Wanberg and Banas (2000), for instance, examinesktaof individual
differences (i.e., optimism, self-esteem and pe&szkicontrol) and context-specific
predictors (i.e., information received about tharges, self-efficacy for coping with
the changes, and participation in the change aecmiocess) of employees’ openness
to workplace changes. In the Oreg (2006) studyh Ipatrsonality and context were
also found to be significantly associated with emgpks’ attitudes toward change. An
important limitation of both studies, however, &at the results are based on data
collected in single organisations or have a sespecific character. Therefore, some
caution is needed when interpreting these resedysecially with respect to context
variables. For instance, it is peculiar to draw dosions about the effects of
organisational context factors on readiness to ghavhen analyses are based on the
individual variation in perceptions of employeesrking in one and the same
organisation. Additionaly, in a similar study, Eby al. (2000) concluded that work
group attitudes and contextual variables were itgmorin understanding readiness to
change (Eby et al, 2000). Work group attitudes arg&nisational context variables,
however, not only vary at an individual level bu¢ also assumed to vary at the level
of the organisation or team. In other words, thg &tal. study (2000) as many others
(e.g. Jones et al., 2005; Oreg, 2006; Wanberg arh® 2000) are cases of nested
data or multilevel data, which require a differemthod of analysis than a standard
method of analysis like ordinary least squarese®gjon analysis (Hox, 1995). In
consequence, multilevel analysis is a more appatgtechnique to analyse data with
a nested structure (Snijders and Bosker, 1999).

Moreover, another remark regarding prior reseascthat in the majority of
these studies, ‘readiness to change’ has beendevadi to be a unifaceted concept
(e.g. Cunningham et al., 2002; Judge et al., 198Ber et al., 1994; Wanberg and
Banas, 2000). Critics argue that much is lost endtiempt to understand readiness to
change or resistance to change as unifaceted (&aoyJones, 2001). Piderit (2000)
argued that resistance and readiness to changel \weunkfit from assessing it as a
function of attitudes. George and Jones (2001pesstgd that the attitudes toward
change comprise affective, cognitive, and intergi@omponents that come into play
at different stages of the process. Such a viewoie likely to capture the complexity
of the readiness to change phenomenon and mayderavbetter understanding of the

relationships between readiness to change andtésedents.



To summarize, the goal of this inquiry is to exaenilme extent to which
personality factors, context variables, and provessbles - using a multilevel model
for analysis - are relevant antecedents of botletfaof readiness to change (i.e.

emotional involvement and commitment to change).

2. READINESSTO CHANGE

Getting your employees motivated to change is apomant condition for
successful change (Madsen et al., 2005). In coms®g the ability and drive of an
organisation to change heavily depends on the coment, motivation and readiness
to change of its employees (Armenakis et al., 18ker, 1995; Bernerth, 2004;
Eby et al., 2000).

According to Jansen (2000), the study of peopldlingness to change has
emerged as a countervailing power against the alorogersally accepted axiom that
people automatically resist change. This axiom, dx@x, has come under attack
(Metselaar and Cozijnsen, 1997). Kotter (1995),dwample, asserts that individual
resistance is actually quite rare. Furthermores tlegative model of resistance to
change was found to increase the pressure to matigi@ess, and accordingly to
reinforce resistance due to that increased preg8olelstein, 1988). Thus, instead of
looking exclusively at the negative side of attégsdtoward change, we share
Jacobson’s (1957) suggestion that there is a corguigary construct of resistance to
change. This need and emerging interest for théiy®sside of attitudes toward
change also reflects the trend toward ‘a positiggchology’ that emphasizes on
human strenghts and optimal functioning rather than weaknesses and
malfunctioning (Seligman and Csikzentmihaly, 2000).

In alignment with the positive psychology traditiohrmenakis et al. (1993)
defined readiness to change as people’s beligfsidats, and intentions regarding the
extent to which changes are needed and their p@nempf individual and
organisational capacity to successfully make thosanges. This commitment to
change is a force that binds individuals to a ce@wfsaction deemed necessary for the

successful implementation of a change initiativer@gdovitch and Meyer, 2002).



Apart from the intentional base of readiness tangea(Schein, 1980; Argyris,
1990), inseparable from it and playing a centrdé rm perception of change is
emotion (Damasio, 1994). According to Huy (1999yo&onal involvement affects
the concrete actions taken by a person in thettreof change.

In short, we define readiness to change as a twenkional attitude towards
change, which includes affective and intentionakta. According to McGuire (1985)
these facets involve two different manifestatiohpaople’s evaluation of an object or
situation. The affective component (i.e. emotiom&olvement to change) refers to
how one feels about the change, whereas the iatetcomponent (i.e. commitment

to change) involves the behavioural intentions tawdange.

3. FACTORSRELATED TO READINESSTO CHANGE

The factors that affect readiness to change areafoidnA first important set
of factors involves the process factors of chafde way how a specific change is
implemented can influence the reaction of employteesard change. The process
factors included in this inquiry involve the suppprovided by top management and
participation of employees during times of change.

Apart from the process factors, Armenakis and Beu¢1999) suggested that
responses to change also depend on contextual enecording to Johns (2001;
2006) context factors need to be included to dgveldetter understanding of why a
change initiative was successful or not. Contexteiined as situational opportunities
and constraints that affect the occurrence and imgawf organisational behaviour
(i.e. readiness to change) (Johns, 2006). Sevetlabiss assert that context operates at
multiple levels in which situational variables aneo level of analysis (e.qg.
organisation) affect variables at another levedi@idual) (Cappelli and Sherer, 1991,
Mowday and Sutton, 1993). Accordingly, the contekelements affecting readiness
to change comprise two large sets of factors: eatecontext factors and internal
context factors. The external context factors refer conditions outside the
organisation, whereas internal contextual elemargssituated at the organisational
level, at the group or work unit level (Burke andwin, 1992). In brief, the
distinction between public and private sector isstdered as an important external

context variable of readiness to change.



Major internal context variables that are likely dfiect readiness to change
are trust in management, history of change andtalkikg reward orientation.

Apart from the context and the way in which an orgational change is
implemented, readiness to change can vary accortingndividual differences.
Substantial empirical work examined the influendeingividual characteristics in
coping with organisational change (Judge et al9919.au and Woodman, 1995;
Oreg, 2006; Wanberg and Banas, 2000). In this mgdacus of control is expected to

affect readiness to change.

3.1 Process factors

3.1.1 Support of management toward change. The ginecess variable we
included in this inquiry refers to the attitude ofanagement toward change.
Establishing a need to change is one of the fingbortant steps to follow in
implementing change (Armenakis and Bedeian, 199&ehakis and Harris, 2001;
Bernerth, 2004; Galpin, 1996; Judson, 1991). Durmgjor changes the head of the
organisation is one of the key persons (Kotter, 519Bakshman, 2005). The
development of a sense of urgency and a clearnvesie key elements in the change
process. Leaders are needed to provide visionjratgm, and conviction and to
demonstrate integrity, provide meaning, generaisttrand communicate values in
order to facilitate readiness to change (BommechRind Rubin, 2005). Employees
should also have the general feeling that the asgdon cares for their well-being
and is supportive of their concerns about changse(berger et al., 1986). In other
words, perceived support may impact one’s readiothe impending change such
that it is perceived as less threatening, and méyence one’s overall schema for
organisational change such that the change is diewere favourably (Eby et al.,
2000). In the light of this it is expected thaganisational members will be less
committed and emotionally involved to change, i tnanagement does not actively

support the change process.

Hypothesis 1:Management support toward change is positivelyetated

with emotional involvement and commitment to change



3.1.2 Participation. One of the earlier works tlvéts participation to change
is that of Lewin (1948), who put forward a contentithat participation is useful in
changing conduct during the change process. Aaegrii McNabb and Sepic (1995)
lack of participation is a major cause of disapfiog results with organisational
renewal. In their research about cynicism of orgaiidnal change, Reichers et al.
(1997) indicated employees must believe that tbpinions have been heard and
given careful respect and consideration. The agiasdicipation strategy is perhaps
one of the most effective ways to motivate peoplsupport change (Armenakis and
Harris, 2001). Armenakis et al. (1999) distingutsiee forms of active participation:
(1) enactive mastery (gradually building skills,okviedge and efficacy through
successive involvement and practice), vicariousniag (observing and learning from
others), and participation in decision-making. Théalf-discovery, when combined
with the symbolic meaning of organisational leaddesnonstrating their confidence
in the wisdom of employees (through participatiar@n produce a genuine feeling of
a partnership. This is also confirmed in a recémndys conducted by Msweli-Mbanga
and Potwana (2006). Organisations with limited asct® participation were less
likely to achieve cooperation based on mutual tarsd shared feelings. As such,

change was found more likely to be resisted indhlmrganisations.

Hypothesis 2Participation in the change process is positivelgrelated with

emotional involvement and commitment to change.

3.2 Context factors

3.2.1 Trust in top management. In today’s contilyughanging business
environment, organisations often undergo large esedlanges in order to stay
competitive. These changes often create ambigutuetisns which are perceived as
a source of threat and uncertainty (Luhmann, 1911@jst can reduce these feelings of
uncertainty and stress. It is a resource for mamagsk, dispersing complexity, and
explaining the unfamiliar through the help of othévicLain and Hackman, 1999).



Theorists have described trust as a concept thmesents the degree of
confidence employees have in the goodwill of itsdier, specifically the extent to
which they believe that the leader is honest, secand unbiased in taking their
positions into account (Folger and Konovsky, 1986rsgaard et al., 1995; Roberts
and O’Reilly, 1974). Trust of team members in tHeader is found to be a critical
antecedent of people’s cooperation in implemensingtegic decisions (Korsgaard et
al., 1995), and an essential factor in predictiaggte’s openness toward change (Eby
et al., 2000; McManus et al., 1995).

Hypothesis 3Trust in top management is positively correlatethwmotional

involvement and commitment to change.

3.2.2 Risk-taking reward orientation. Uncertaintyperceived risks associated
with change related outcomes are found to affeterént aspects of organisational
behaviour including the motivation to change (Astfol988; Ashford et al., 1989;
Bordia et al., 2004; Hui and Lee, 2000; PollardDP0 Several authors assert that
people will only implement change and prepare &tioa when the perceived benefits
of change outweigh the anticipated risks of cha@@enningham et al., 2002;
Prochaska et al., 1994). People will only take sigkthe rewards for taking those
risks are high enough. Senge (1990), for instafioced that organisations where risk-
taking behaviour is rewarded stimulate a climateoofanisational learning and

innovation in which employees are motivated to supprganisational changes.

Hypothesis 4: Risk-taking reward orientation is positively cglated with

emotional involvement and commitment to change.

3.2.3 History of change. The readiness to changeflisenced by the track
record of successfully implementing major orgamis®tl changes (Schneider et al.,
1996). If organisational changes have failed inghst, employees will be reluctant
towards new change initiatives. In their researohcgnicism about organisational
change Wanous et al. (1997) have found that thergi®f change is correlated with
the motivation to keep on trying to implement chesgrhis relationship suggests that

cynicism may be somewhat self-fulfilling.
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The researchers indicated that the higher the xisti®g level of cynicism
about organisational change, the more executivexi rie confront and discuss

previous failures before moving ahead.

Hypothesis 5: A successful history of change is positively clated with

emotional involvement and commitment to change.

3.2.4 Public and private sector context. Besides ithportance of internal
context variables such as history of change, a&kag reward orientation and trust in
top management it should be noted that the devedapwf readiness to change also
depends on the external context of the environrfientpublic versus private sector
context). People draw important information abdwe appropriateness of behaviour
toward change from their cultural membership. Femtiore, cultural group
membership shapes psychological boundaries thactafthe beliefs, attitudes,
intentions, and behaviours of members (Bushe, 1988;Maanen and Barley, 1985).
Therefore, the typical context that characteribespublic or private sector context is
expected to be an important variable in shapingleépattitude toward change.

Two important differences in organisational focedphto explain why private
and public sector organisations differ in theirdieass to change. Firstly, there is an
absence of competitive pressure in public ager{@egne, 2002), which makes them
less market- and externally oriented. Private oggdions, in contrary, operate in a
turbulent market (Burke and Trahant, 2000), fordingm to develop and implement
change in order to retain a competitive edge. brisipublic agencies experience less
urge to change and innovate continuously, in corsparto their private counterparts.
A second important difference concerns the distinctn organisational preference
for structure and represents the contrast of syalaihd control against flexibility and
change (Boyne, 2002). According to Bozeman and #&yg(1998), organisations in
the public sector have more formal procedures &mision-making, are less flexible,
in short have a more bureaucratic structure.

The preponderance of the external market orienteghasis and flexibility
orientation of private sector organisations themefonakes them more feasible

environments for innovation and implementation lvdirge.
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Hypothesis 6:1n the private sector emotional involvement aothmitment to

change is stronger during times of change in coispaito the public sector.

3.3 Personality characteristic

Little research has taken a psychological focustudying the process of
organisational change. One of the rare exceptiotige study of Judge et al. (1999).
In several entrepreneurship studies locus of cbmrperceived as one of the most
influential characteristics affecting innovative hbgiour (Boone et al., 1996;
Brockhaus, 1982; Van de Ven et al., 1984). Accaydio Rotter (1966) locus of
control is the perception by the individual of bisher ability to exercise control over
the environment. People with an internal locus @ftml see themselves as active
change agents and believe they have control oeareéhvironment and their personal
successes. Those with an external locus of cosg®themselves as relatively passive
agents and believe that the events in their livescantrolled by external forces such
as change and powerful others. Based on reseatbhewirepreneurship, we expect
that people with a stronger internal locus of cointvill show a more positive attitude

to change.

Hypothesis 7:Internal locus of control is positively correlatetth emotional

involvement and commitment to change.

3.4 Demographic variables

The role of hierarchical position cannot be negldah the prediction of work-
related motivation (Buelens and Van den Broeck, 7200According to the
Hierarchical Differentiation Theory, cultural membleip (managers — non-managers)
results in psychological boundaries that form pesphttitudes, beliefs and intentions
(Van Maanen and Barley, 1985). These psycholo@ficahdaries cause differences in
readiness to change between hierarchical groupadAakis et al., 1993Managerial
and non-managerial personnel look at change fratiffarent viewpoint. Managers
are responsible for the communication of change,attnouncement of change, and

the introduction of change.
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They often operate as change agents during timeharfge, whereas non-
managerial personnel are often those who undergd earperience direct
consequences of change. Strebel (1998) also cantlat executives and employees
see change differently, with managers seeing chasgen opportunity, for both the
business and themselves, and employees typicalyngechange as disruptive,

intrusive, and likely to involve loss.

Hypothesis 8: Managers score higher on emotional involvement and

commitment to change in comparison to non-manalgaeigonnel.

4. METHOD

4.1 Data collection and sampling procedure

A questionnaire was used for the data collectionthis study. For each
organisation the employees were asked to reactai@nsents regarding internal
context factors of change (trust in top managenmeittaking reward orientation and
history of change), process factors of change (@um$ managers toward change and
participation) and readiness to change (emotiomablvement and commitment to
change). Likert scales with a five point resporsenfit (1 = strongly disagree, 3 =
neutral, 5 = strongly agree) were used in the quasire.

A two-stage sampling procedure was used. Firstcaraucted a stratified
sample of public and private sector organisatioimsnfthe metropolitan areas in
Belgium. Second, a random sample of manageriahanemanagerial personnel was
drawn from each organisation. In total 1,58%pondents from a broad range of
Belgian work organisations going through an orgatm®al change process
participated in this inquiry. Upper management coméd that each of these
organisations was experiencing important changegsses. In total 56 organisations
were included for analysis. Approximately 63% aof gample involved private sector
organisations (n = 35) and 37 % (%) public sector organisations. The group of
private sector organisations is composed of matwfiag organisations (e.g. textile
and metal), pharmaceutical firms, financial ingitns, and others. The functions
carried out by the public sector organisations udel education, health services,

environmental protection, and law enforcement.
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In order to cross-validate the findings of the mheNiel random coefficient
modeling we decided to randomly split the total pEnfN = 1,559) in two samples of
almost equal size. Both samples included employs®s managers of the 56
organisations. Sample 1 involves answers of 74poretents, whereas sample 2 has

810 respondents. Multilevel analysis was conducted.

4.2 Scales

4.2.1 Dependent variables emotional involvement@rdmitment to change.
The readiness to change variables (emotional imwoént and commitment to
change) were respectively gauged by scales dewklbgeMetselaar (1997) and
Boonstra, Bennebroeck and Gravenhorst (1998). maitinvolvement measures the
feeling people have with regard to change (e.@xperience the change process as
something positive’). This scale consists of fitems and has demonstrated good
internal consistency (cronbach alpha = .83). Tlese aspect of readiness to change
measures ‘commitment to change’ (e.g. ‘I am willitmy contribute to the change
process). This scale comprises four items andshasvn its reliability (cronbach
alpha = .89). Although both variables have a strpogitive correlation (r = .62),

factor analyses indicate that both facets candsdd as separate constructs.

4.2.2 Process factors. To measure ‘support of tognagement’ and
‘participation’ we relied on the scales developgdBoonstra et al. (1998). The first
process variable ‘support of top management’ has fiems (e.g. ‘The top of the
organisation is actively involved in the changej@ct) and forms a homogeneous
scale (cronbach alpha = .76). The scale for thergkprocess variable ‘participation’
is comprised of 11 items (e.g. ‘The employees avelved to analyse the problem’)
and yielded good reliability (cronbach alpha = .89)

4.2.3 Context factors. Risk-taking reward orieiotat(a four-item scale) was
assessed with a scale developed by Devos et 82)28.g. Employees  are
rewarded for looking for new solutions). The relidyp coefficient for this scale was
.72. The measurement of history of change (8 itasnsased on a scale developed by
Metselaar (1997). An example item of this scalé Igave been actively involved in

the implementation process of previous change pi®jécronbach alpha = .82).
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Finally to measure trust in top management we eyaoldhe scale developed by Kim
and Mauborgne (1993). An example item is ‘Bilateszammunication between top
management and subsidiary units is excellent.’ Gioabach alpha for this scale was
.81.

4.2.4 Personality factor. With respect to locusaftrol, the seven-item locus
of control scale was excerpted from Rotter (19@®)is scale yielded good internal
reliability (cronbach alpha = .72) (e.g. ‘Capableople who fail to become leaders

have not taken advantage of their opportunities’).

4.3 Statistical analysis

In order to examine our data we employed multilexeblysis. Multilevel
analysis is a general term referring to statistinathods appropriate for the analysis
of data sets comprising several types of unit @flysis (Snijders and Bosker, 1999).
Each level of analysis corresponds to a populateog. population of individuals,
teams, organisations, etc.).

Multilevel models are models specifically gearedvdod the statistical
analysis of data that have a hierarchical or ciaeststructure (Hox, 1995). In a nested
data structure, the most detailed level or lowesel of analysis is called level 1.
Since our data set involves two levels (individ{ievel 1) and organisation (level 2)),
applying multilevel random coefficient modeling (MRI1) analysis seems the logical
method of analysis. Ignoring the possible dependsmariginating from the grouping
of individuals (such as employees in organisatiaces) lead to a host of invalid
inferences including inflation of Type | error rateecological validity problems,
among others (Beretvas and Kamata, 2005; RaudentmgdhBryk, 2002). These
problems can be solved through the use of multilemedom coefficient modeling or
hierarchical linear modeling in which the clustegriof units within groups is modeled.
One of the most important advantages of MRCM oveS @egression procedures is
its ability to model random error at all levelsasfalysis simultaneously, which is an
advantage due to the fact that MRCM relies on mariniikelihood procedures to
estimate coefficients (Nezlek, 2001). In MRCM, dmm#énts describing phenomena at

one level of analysis are analysed at another.
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In essence, a regression equation is estimateeafdr unit of analysis at one
level, and these coefficients also become the dbpenvariables in regression
equations at the next level of analysis. As a tesfuhat, multilevel analysis provides
information concerning how much variance is to band at each level, and how
much variables can explain the variance at theimr @wvel.

Multilevel analysis is a step-by-step process inicwhseveral models are
tested. Analysts also strongly advise first to simple models before testing more
complex ones (Nezlek, 2001; Snijders and BoskeB9)19In this study we first
conducted a totally unconditional model (Model Axtwemotional involvement to
change and commitment to change as dependent leaidthe unconditional model
is also called the null model because this modekdwt include no term other than
the intercept at any level. Although such modelsndbtest hypotheses per se, they
describe how much of the total variance in the ddpat variables can be attributed at
the individual and organisational level (Table If).the second model (model B) the
demographic variable ‘leadership position’ was adtte model A. Thereafter, locus
of control was added to model B (model C). The ewntfactors (trust in top
management, risk-taking reward orientation, histofychange and private versus
public sector) were added together to model C (m@je Finally, both process
factors (support of top management toward chandeparticipation) were included in
model D (model E). The proportion of variance expéd by these variables
(intraclass correlation coefficients) is shown iable Il. SPSS linear mixed models
was used to run random intercept models. We decalkdep the residual variance of
the slopes fixed, after testing cross-level inteomcmodels where the four context
variables and process variables were entered gelyar@hese models allowed us to
determine whether the slopes varied as a functibnthe level 2 variable
(organisation). The results of these analyses stidiie was not the case. In other
words, the relationships (i.e. slopes) of the cantariables (trust in top management,
risk taking reward orientation, history of changl @ector) and the process variables
(support of top management and participation) whign dependent variables did not

vary significantly across the different organisatio
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5.RESULTS

5.1 Descriptive statistics

Insert Table | About Here

The overall means, standard deviations and bivadatrelations measured are
displayed in Table I. An important finding to noite that on average the 1,559
respondents score significantly higher than theoritecal midpoint for all scales
included in this inquiry (with exception for locud control). This implies that all
respondents in this sample are quite motivatedippart change, despite the fact they
are confronted with change (emotional involvemdvit,= 3.51; commitment to
change, M = 4.15). A second important outcome tte ne the strong correlation
found between emotional involvement and commitmenthange (r = 0.62; p <
0.001). This is not entirely unexpected as affeet,(emotional involvement) is found
to be an important antecedent of intention (Metseland Cozijnsen, 1997). Huy
(1999) also asserted that emotional involvememtfoetes employees’ commitment
and intentions toward organisational change. Smeitarelations were found for trust
in top management with support of top managementutd change (r = .60; p <
0.001), participation (r = .64; p < 0.001), andtdrig of change (r = .58; p < 0.001).
An explanation for these strong positive correladies that trust in top management,
and therefore also the decrease of psychologicalertainty related to the
implementation of change, is determined by the ll@feparticipation in decision-
making, support of top management during timeshainge and previous successful
experiences of employees with change.

5.2 M odel assessment

5.2.1 Model fit. To assess the fit of the modelghis inquiry we compared
models B through E against the baseline model &dnditional model). Two models
are considered nested if one model can be thodgi# a restricted form of the other.
The likelihood ratio test is then used to compaeenested models. For each model,
we obtained the value of the Likelihood, L, whishthe probability of obtaining the
observed data if the model were true.

17



The likelihood ratio test statistic is computed-2dog L; — (-2 log L) which
under the null hypothesis follows a chi-squaredritistion on q degrees of freedom,
where q is the difference in the number of paramebetween the two models. A
lower -2 log likelihood value implies a better filodel E yielded the best fit for both

facets of readiness to change (Table III).

Insert Table Il & Il About Here

5.2.2 Explained variance. In order to calculateele¥ (organisation) variance
in commitment to change and emotional involvemem @ompute the variance
partition coefficient (VPC) (Goldstein, 2003). Thisefficient is interpreted as the
proportion of the total residual variation thatige to differences between groups (i.e.
organisations). In the baseline models (model A)bdoth samples the explained
variance in commitment to change due to organisatibects ranges between 24%
and 27% (Table Il). For emotional involvement thedl of explained variance due to
organisational effects is lower (approximately 20%pm Table Il we also infer that
the variance partition coefficients (based on modeldecrease when adjusted for
other variables (model B through E). A reduced Vid€models B through E in
comparison to the crude VPC (model A) is expectethe explaining variable is
important in relation to the outcome.

Covariance parameters or random effects for modeliien compared to
model A, indicate that a substantial amount of imitbrganisation variance (residual
variance) in means for emotional involvement (raggbetween .21 and .29) and
commitment to change (ranging between .14 andha8)been reduced. Compared to
model A we also note that in the case of the fuddel (model E), there is a
significant reduction in unexplained variance befweorganisation means for
emotional involvement (ranging between .43 and .&B) cognitive commitment

(ranging between .43 and .59).
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5.3 Therelationship of the personality, context and process variables with
commitment to change.

Because model E — the model including the demoggaphriable, the
personality variable, the context variables anad@ss variables — yields the best fit in
sample 1 and 2, we used this model to test our thgges. In sample 1 with the
dependent variable commitment to change, we foigrifeant effects for leadership
position, history of change (context), private wsrspublic sector (context),
participation (process) and support of top managerfprocess) (Table 1V). Studying
the parameter estimates for sample 1 shows thagtleoen a managerial position
experience more commitment to change (partial sugpo hypothesis 8). The level
of commitment to change was also found to be higimong people in the private
sector when compared to the public sector (sudporypothesis 6). Regarding the
internal context variable ‘history of change’ itosild be noted that experiences of
successful changes lead to stronger commitmertiaonge (support for hypothesis 5).
Finally, the process variables support of top manant and participation affect
commitment to change in a positive way. In otherdso stronger support of top
management and participation during times of chasftgn result in higher levels of
commitment to change (support for hypothesis 1 ahdSimilar findings were
observed in sample 2. The effect of leadershiptipmsihowever, was not found to be

significant.

Insert Table 1V About Here

To conclude strong effects were found in both saspior the context
variables (history of change and sector) and batlegss variables (participation and
support top management). Locus of control (persgnafariable) nor the other
context variables (risk taking reward orientatiom @arust in top management) yielded
significant results. The effects of leadership posion commitment to change are

only partially confirmed.
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5.4 Therelationship of the personality, context and process variables with
emotional involvement.

As for the dependent variable ‘emotional involvetenchange’ model E also
yielded the best fit. Leadership position, locuscoftrol, nor the context variables
trust in top management and risk-taking reward nbaigon have significant
relationships with emotional involvement. Parattelthe findings for commitment to
change, people working in the private sector exqpee more emotional involvement
during times of change than people working in theéblic sector (support for
hypothesis 6). This was confirmed in sample 1 amude 2 (Table V). We also
found strong support for the assumption that a essfal history of change affects
emotional involvement in a positive way (supporpthesis 5). Furthermore in both
samples we observed that participation has a pesitorrelation with emotional
involvement (support for hypothesis 2). Supportagd management was only found
to have a positive effect on emotional involvemensample 1 (partial support for
hypothesis 1). Finally, an important remark shdaddmade with respect to the effects
of trust in top management on emotional involvem@rgble V). In both samples
model D indicates positive significant relationshipetween trust in top management
and emotional involvement. However, when the precesiables are added the effect
becomes non-significant. The reason for this idably due to the strong positive
correlations of trust in top management with batbcpss variables (i.e. participation
(r = .64) and support of top management (r = .60k zero-order correlation of trust
in top management with emotional involvement i®rsgly significant (r = .38; p <
0.001), whereas the partial correlation controlliogboth process variables is not (r =
.04; p = .19). These correlations indicate thateffects of trust in top management
become insignificant in model E because of thengiyo shared common variance

with both process variables in explaining emotianablvement.

Insert Table V About Here
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In summary, the same set of variables seems totditeh facets of readiness
to change (commitment to change and emotional warknt) in a similar manner.
Very important to note is that the process of cleantpe way how change is
implemented, is a crucial factor in the predictioh emotional involvement and
commitment to change. Furthermore some contexebkes (i.e. history of change
and sector) explain an important part of the vemain readiness to change. However,
other internal context variables like a risk-takiregvard oriented climate and trust in
top management did not yield significant effectsha full model (model E). Finally,

the effects of leadership position and locus oftcrare marginal.

6. DISCUSSION

The aim of this study was to examine the contrdoutf process, context and
individual factors on two components of readiness change (i.e. emotional
involvement and commitment to change). A secondigoof this inquiry was to
determine the individual and organisational levatiance explained in readiness to
change. Supporting our expectations we found tleaersal context and process
variables play an important role in understandingponal involvement to change
and commitment to change. Results of the multilerellyses show the necessity to
involve the variation at organisational level agaoim the individual level variation

when studying different components of readinesshtmge.

6.1 The process variables: support of top management towar ds change and
participation

The results of our analyses indicated that two ggscvariables related to a
specific change project play a central role in eppes’ emotional involvement to
change and commitment to change: support of topagement towards change and
participation in the change project.

A theoretical basis that support by management lwara very important
indicator for employees to assess the probabilitg euccessful implementation and
institutionalization of change can be found in tleéerent cognitions theory (RCT)
(Folger, 1986). RCT suggests that employees wilk lto managers for cues during

times of change to see if support for change exists
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If managers are behind the change effort, employeds elicit greater
willingness and motivation to change. Accordindhg positive correlations we noted
for ‘support of management toward change’ with ‘@éomal involvement and
‘commitment to change’, support this literature.

Apart from the necessity of top management suportjmportant tool to
increase readiness to change among employees @svaetive participation. If
practitioners are interested in more effective @odtinuous change, they should
consider implementing well-designed and well-depetbinterventions geared toward
facilitating and enhancing positive social relagbips in their organisations. Through
participation people get the opportunity to haveaat regarding a proposed change,
and gradually build the skills, knowledge and eftig necessary to cope effectively
with continuous change. In other words, participatiof employees in change
contexts is useful because it creates a feelimgspthological ownership (Dirks et al.,
1996). Dirks et al. (1996) suggested that an engad®yownership over his or her job,
organisations, or change process can play a rolgther facilitating or impeding
change. In short, in order to increase acceptahchamge, managers need to listen to
employees’ suggestions and heed their advice.

In summary, the manager has to possess certalg, sloimpetencies to carry
through change. In other words, management canglagjor role in getting people
motivated to change through their leadership styléimes of change. Supportive
behaviour and involving employees in change reladedision-making are both
features of transformational leadership. According several scholars
transformational leadership is linked to the notidrorganisational change (Bommer
et al., 2005; Bass, 1985). Transformational leddprgheory holds that employees
change, or become transformed, through inspirdtiactions performed by their
leaders. In addition, adopting this leadership estghn also contribute to the
development of a climate conducive to change hydhicing rewards for risk-taking

behaviour, stimulating participation in decisionkimg, autonomy, and etc.
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In summary, transformational leadership is probaivig of the most effective
leadership styles to create the necessary conglifmma readiness to change climate,
since typical transformational leadership behawauclude articulating a vision of
the future, fostering the acceptance of group gaalsimunicating high performance
expectations, providing intellectual stimulation,oaeling appropriate behaviour,
participation in decision-making and displaying pgogive leader behaviour
(Podsakoff et al., 1990).

6.2 The context variables. history of change and private ver sus public sector

Besides the importance of how change is implemeritecadvance our
understanding of readiness, also important to densis the history of change in
organisations. As Schneider et al. (1996) mentiotitet readiness to change is
influenced by the track record of successfully iempénting major organisational
changes. A positive experience with previous chapggects will stimulate the
employees’ readiness, a negative one will inhibéirt readiness. The results of this
study also support that history of change is a migotor influencing readiness to
change. A theoretical foundation for this findingsl in Bandura’s ‘Social Learning
Theory’ (1982). This theory posits that past expeces cause people to develop
expectations about their ability to perform a taslor to actually making an attempt,
but also suggests that there is little reason tdebeful of events in which one has
been successful in the past. Contextually, empkyearn from outcomes of past
change experiences, and this learning providesdbgek loop in which outcomes of
past actions serve to revise beliefs and expeowabout the future. Given success in
the past, individuals can reasonably expect to emdtcin similar endeavours
(Bernerth, 2004).

Apart from the significance of history of changéstbtudy argues that there is
a difference between the public and the privatéosegegarding readiness to change.
This outcome also contributes to the debate whegbhbtic and private sector are
more dissimilar than similar (Boyne, 2002). Buelans Van den Broeck (2007) have
noted that people in the public and private secidfer with respect to work
motivations, supporting our finding that the motiga to be committed to change

differs significantly between both sectors.
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The working conditions, contextual factors inherenboth sectors represent
catalysts for change and underlie the importancerediting readiness for change in
the organisation. These include conditions thatpgharganisational members’
perceptions of change. Especially lesser conttobnger bureaucracy, lack of goal
clarity, and the power of politicians in the pubBbector involve less favourable
conditions to establish a climate of readiness tdwdnange. In other words, if the
basic conditions to create a climate conducive ltange are not present, change
initiatives will likely fail (McNabb and Sepic, 199. Devos and Bouckenooghe
(2006) found that employees in both sectors diignificantly with respect to risk-
taking reward orientation, level of perceived suppby top management, and
perceived control over environment during timeschnge. According to several
authors change resistance is assumed to be low whsupportive, participative,
entrepreneurial, and risk-taking culture is preg&tionko et al., 2002; Burnes and
James, 1995), characteristics that are consistighttiie human relations culture and
open systems culture (Jones et al., 2005). Ebl €G00) also observed that flexible
policies and procedures, were positively relatedrtployees’ evaluations of whether
or not their organisation was ready to cope withnge events.

Our finding that employees in public sector orgatis show less readiness
to change is very interesting in times where thé tm pursue public service
improvement is a major topic on the policy agenflanany governments (Boyne,
2004; Boyne et al.,, 2002; Boyne et al., 2004; PaRa03). During the last two
decades, governments across the world have beewginobapublic services through
reorganisation and restructuring in an attempttarahigher performance and quality
(Parys, 2003; Pollit and Bouckaert, 2000). In additmanagers in the public sector
have been encouraged to adopt private sector mareegenodels (Box, 1999; Ferlie
et al., 1996). In consequence best practice modelsch have proven their
effectiveness in the private sector, such as ‘TQtadlity Management’, ‘Management
by Objectives’, and etc. have been extolled asrkeyes to quality improvement and
higher efficiency in the public sector (Boyne et &002). However, this evolution
towards New Public Management has not always mbulin performance
improvement and expected successes (Boyne, 19968p0Rand Stewart, 1994; Ring
and Perry, 1985). Why ‘New Public Management’ ofteits could be due to the fact
that the values underlying this model are in cohflvith the common values and

beliefs shared among employees in the public sector
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Boyne (2002) has noted that public and private sseemployees differ

significantly from each other when it concernsagies they hold.

6.3 The personality characteristic locus of control

Although locus of control has been described aar@ble affecting innovative
behaviour (Boone et al., 1996; Brockhaus, 1982; ¥&aiven et al., 1984), this inquiry
demonstrated that this personality characteristis ho significant influence on the
involvement in a change project. The meaning ofsqeality characteristics to
organisational change, as such, remains obscudgeJet al. (1999) found a
significant relation between locus of control ampiag with change, whereas other
scholars (Wanous et al., 1997) have indicated pieasonality-based predispositions
are of minor importance in attitudes about orgdimsal change. It is possible that
personality has an effect on attitudes towards ghand innovation in general, and
that this effect becomes irrelevant in specific e projects, due to the decisive

effect of the way the change project is managed.

6.4 Conclusion, limitations and futureresearch directions

This article has introduced and tested an ovenagchiodel of readiness to
change, where readiness is conceptualised as afdeeied concept: emotional
involvement and commitment to change. As the figdimdicate, similar relationship
patterns emerge between the antecedent categaddsoth components of readiness
to change. In addition, this study’s model has shdhat a significant amount of
variation in emotional involvement and commitmemtchange can be explained by
the organisational level. However, important toenistthat the largest part of variation
in readiness to change is still explained by thdividual level. This is not totally
unexpected because readiness to change is in rgtepface a phenomenon that

emerges at an individual level (Armenakis et 893).

Although this study yields some interesting finding suffers a number of
limitations and therefore requires some furtheeaesh. First, data for both predictor
and criterion variables could only be collectedire survey, thus raising the concern

for monomethod bias.
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Nevertheless, if relationships in the study weraunfb only because
independent and dependent variables were assasdbd same survey, we would
expect practically all of the relationships in tinedel to be significant. This was not
the case (Table IV and V), and therefore the cant@mr common method variance in
this study is expected to be limited. However, ttoes not imply that there is no need
for examining readiness to change by means of otheearch strategies and
perspectives. The development of a coherent thebmgadiness to change can be
promoted by triangulation in research strategiesu(@ura and Williams, 2000).

A second limitation of this inquiry is the fact ththe data have a cross-
sectional character. The survey data were colleotdd once, after organisational
change had already been underway. Because of dhisfulness is needed when
making interpretations about the directions oftreteships found between the study’s
variables. Although previous theory and researdbt®xo support the directionality,
suggested in this paper, other directions canngirbeluded. Therefore longitudinal
research is required, studying organisations befafter and during organisational
changes. It has long been argued that organisateiramge should be conducted
longitudinally (Van de Ven and Huber, 1990). Howevesearch that observes the
change process along a temporal dimension has methacant (Armenakis and
Bedeian, 1999; Pettigrew et al., 2001). The vahet rzeed for this kind of research is
also stressed by Pettigrew (1990). He argues tietthieoretical and the practical
soundness of useful research on change requiresppeeciation of conditions
(antecedents) and ending results (output varialideg@ther with a temporal analysis
of the change process. In the light of these cemattbns a fruitful path for research
providing insight into the dynamics of organisagbnchange would be the
longitudinal analysis of how change evolves inttuaktchange behaviour taking into
account its context, and personal perceptionseeliat the change event.

Third, the limited role certain internal contextctars play in readiness to
change (i.e. risk-reward orientation and trust ianagement) might depend on the
type of change that is being implemented. This inygthowever, did not make a
distinction between the different types of chanpbat toccurred in this sample of
organisations. Therefore future research shouldisfoon the relevance of these

context variables for different kinds of changenigeimplemented.
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Fourth, further empirical and theoretical work igeded concerning the
construct validity of emotional involvement and caitment to change. Is it more
valid to consider readiness to change as a unédcebnstruct or should it be
multifaceted. Although Oreg (2003) has demonstraked multifaceted structure of
resistance to change and developed a reliable alidl imstrument, this has not been
the case yet for readiness to change. Anotheresiieg avenue for research involves
the causal relationship that exists between bothpoments of readiness to change. Is
emotional involvement a mediating variable betwpratess and context variables on
the one hand, and commitment to change on the b#ret?

To conclude, further research that attempts to rstaled the meaning of
different factors that influence effective changeessential, because organisational
change remains a necessary condition to survivearinever more competitive

environment.
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TABLE |

M eans, standard deviations and bivariate correlations

Mean (SD) 1 2 3
1. Emotional 3.51 (.62) 1
involvement
2. Commitment to 4.15 (.76) .62 1
change
3. Trust in top 3.13(.72) .38 .28 1
management
4. Risk-taking reward  3.10 (.69) .30 .26 48 1
orientation
5. History of change 3.33 (.61) 40 .30 .58 51 1
6. Locus of control 2.94 (.59) .20 15 24 .34 .23 1
7. Support of top 3.57 (.71) .39 42 .60 42 48 21 1
management
8. Participation 3.12 (.69) .52 40 .64 43 49 21 .64

4r=.15, p <.001
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TABLE I

Proportion of variance attributable to or ganisational level, calculated from five models of multilevel analysisin two samples

Model A Model B Model C Model D Model E

Outcome variables % % % % %
Emotional involvement

a. sample 1 19.64 18.11 16.81 15.05 9.67
b. sample 2 19.55 18.42 17.37 17.30 16.28
Commitment to change

a. sample 1 26.51 25.81 25.22 20.75 14.89
b. sample 2 23.57 22.36 21.46 20.25 17.24

* Model A: Proportion of total variance attributalbbeorganisational level (remainder up to 100%kaitable to individual level)

Model B: Proportion of total variance attributabdeorganisational level adjusted for leadershiptms

Model C: Proportion of total variance attributatideorganisational level adjusted for leadershiptfmsand locus of control

Model D: Proportion of total variance attributabdeorganisational level adjusted for leadershiptfms locus of control and context factors

Model E: Proportion of total variance attributatideorganizational level adjusted for leadershipitpms locus of control, context and process fastor
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TABLE 11

Modd fit
-2log number of A chi-square level of
likelihood parameters significance
Sample 1, dependent variable emotional involvement
Mode A* 1,354.730 - -
Model B 1,350.571 4.159, df(1) 0.05
Model C 1,340.637 14.093, df(2) 0.001
Model D 1,259.574 95.156, df(6) 0.001
Mode E 1,210.314 11 144.416, df(8) 0.001
Sample 2, dependent variable emotional involvement
Mode A 1,519.746 - -
Moded B 1,518.148 1.598, df(1) n.s.
Model C 1,508.867 10.879, df(2) 0.01
Model D 1,387.758 131.988, df(6) 0.001
Modd E 1,299.797 11 219.949, df(8) 0.001
Sample 1, dependent variable commitment to change
Model A 1,052.195 - -
Model B 1,046.416 5.779, df(1) 0.05
Model C 1,050.323 1.872, df(2) n.s.
Model D 996.050 56.145, df(6) 0.001
Modd E 960.057 11 92.138, df(8) 0.001
Sample 2, dependent variable commitment to change
Mode A 1,289.653 - -
Moded B 1,286.365 3.288, df(1) n.s.
Model C 1,283.592 6.061, df(2) 0.05
Model D 1,232.101 57.552, df(6) 0.001
Modd E 1,189.586 11 100.067, df(8) 0.001

Model A: random intercept

Model B: random intercept + leadership position

Model C: random intercept + leadership positiomauls of control
Model D: random intercept + leadership positiomeus of control + trust in top management + ridkirtg reward orientation +
history of change + sector
Model E: random intercept + leadership positioweus of control + trust in top management + ridkirtg reward orientation +
history of change + sector + support of top managen participation
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TABLE IV

Summary of theresults of the multilevel analyses. Relationships between explanatory variables and commitment to change

Sample 1 Model A Model B Model C Model D Model E

Fixed effects estimates t-value estimatesvalue estimates t-value estimateg-value estimates t-value
|ntercept 4.215%** 81.189 4,113%** 68.273 4.014%** 30.385 28@**+* 17.307 2.639*** 15.467
Leadership position (]_: 173** 3.133 .170** 3.078 .146** 2.764 119 2.335
management; 2 = non-

managerial)

Locus of control 034 .842 -021 -.542 -.023 -.603
History of change 257w 5.555 178w 3.865
Trust in top management .078 1.890 -.065 -1.417
Risk-taking reward -.039 -.980 -.066 -1.706
orientation

Sector (1 = private sector; 2 353 3.893 3020 3.876
= public sector)

Support of top management 2317 5.22
Participation 115+ 2.47
Random effects estimates Wald Z estimates Wald Z estimates Wald Z estimates Wald Z estimates Wald-Z
Within_organization .283*** 16.852 279 16.842 .280*** 16.818 .255 61780 242%*% 16.743
variance

Between-organization .102*** 3.734 .097*** 3.702 .094x** 3.645 .067 3.3 .042** 2.904
variance

Sample 2

Fixed effects estimates t-value estimatesvalue estimates t-value estimated-value estimates t-value
|ntercept 4.,188*** 78.535 4.101%** 67.451 3.792%** 29.855 24B*** 17.195 2.513%** 15.163
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Leadership position (1= - 151%* 2.703 .138* 2.463 A13* 2.095 .095 845
management; 2 = non-

managerial)

Locus of control - .106** 2.738 024 601 018 474
History of change - - 184w 3.790 .098* 2.034
Trust in top management - 097+ 2.294 -.048 -1.050
Risk-taking reward - 047 1175 006 161
orientation

Sector (1 = private sector; 2 - 232+ 2.396 184* 2.090
= public sector)

Support of top management - - 129% 3.055
Part|C|pat|0n - " - == - - — — 248*** 5.451
Random effects estimates Wald Z estimates Wald Z estimates Wald Z estimates Wald Z estimates Wald Z
Within-organization .332%xx 18.017 .330%** 17.986 .328** 17.964 .300** 17.888 .282%+* 17.883
variance

Between—organization .102%** 3.520 .095** 3.398 .090** 3.330 .076** 3B .059** 2.984
variance

*D <0.05; * p < 0.01; ** p < 0.001
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TABLEV

Summary of results of the multilevel analyses. Relationships between explanatory variables and emotional involvement

Sample 1 Model A Model B Model C Model D Model E

Fixed effects estimates t-value estimatesvalue estimates t-value estimates t-value eséishatt-value
|ntercept 3.61%** 61.860 3.499%** 50.505 2.929%** 17.823 1.82*% 6.759 1.033*** 4.999
Leadership position (1= .195%* 2.793 .180** 2612 118 1.810 .080 299
management; 2 = non-

managerial)

Locus of control - .192%% 3.779 .089 1.806 074 1.567
History of change - 34744 5.981 260%+ 4583
Trust in top management - 148+ 2.894 -.060 -1.068
Risk-taking reward - 014 290 -031 -.656
orientation

Sector (1 = private sector; 2 - 259* 2.581 235+ 2.781
= public sector)

Support of top management 119* 2.177
Participation 359 6.267
Random effects estimates Wald Z estimates Wald Z estimates Wald Z Estimates Wald Z estimates Wald-Z
Within_organization AT75x** 16.900 AT 2%** 16.885 4B5%** 16.883 402* 16.773 376%** 16.812
variance

Between-organization 116*** 3.555 .105** 3.432 .094** 3.362 .071** 2.99 .040* 2.540
variance

Sample 2

Fixed effects estimates t-value estimatesvalue estimates t-value Estimated-value estimates t-value
|ntercept 3.549%** 61.585 3.463*** 51.498 2.977%** 20.411 105*** 8.349 1.120%** 6.785
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Leadership position (1= .150* 2.302 129% 2.000 .085 1.428 .050 490
management; 2 = non-

managerial)

Locus of control - .168** 3.717 .036 822 .030 731
History of change - 3214 5.961 204+ 3.983
Trust in top management 157+ 3.357 003 073
Risk-taking reward 051 1.140 -.007 -160
orientation

Sector (1 = private sector; 2 272+ 2.690 247% 2.661
= public sector)

Support of top management -.041 -.909
Participation 489 9.933
Random effects estimates Wald Z estimates Wald Z estimates Wald Z Estimates Wald Z estimates Wald Z
Within-organization 462+ 18.135 AB1r* 18.115 AB4xxx 18.102 .376* 18.046 .329%** 18.044
variance

Between—organization 1120k 3.516 .104** 3.406 .096** 3.330 .079** 3.3 .064** 3.218
variance

*D <0.05; * p < 0.01; ** p < 0.001
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