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Periodic calculation of coastal bathymetries can show the evolution of geomorpholo-
gical features in active areas such as mesotidal estuary mouths. Bathymetries in
shallow coastal areas have been addressed mainly by two technologies, lidar and
optical remote sensing. Lidar provides good accuracy, but is an expensive technique,
requiring planned flights for each region and dates of interest. Optical remote sensing
acquires images periodically but its results are limited by water turbidity. Here we use
a lidar bathymetry to compare different bathymetry computation methods using a
SPOT optical image from a nearby date. Three statistical models (green-band, PCA
correlations, and GLM) were applied to obtain mathematical expressions to estimate
bathymetry from that image: all gave errors lower than 1 m in an area with depths
ranging from 0 to 6 m. These algorithms were then applied to images from three
different dates, correcting the effects caused by different tidal and atmospheric condi-
tions. We show how this allows the study of morphological changes. We discuss the
accuracy obtained with respect to the reference bathymetry (0.9 m on average, but less
than 0.5 m in low-turbidity areas), the effects of the turbidity on our estimations, and
compare both with previously published results. The results show that this approach is
effective and allows identification of known features of coastal dynamics, and thus it
would be an important step towards short-term bathymetry monitoring based on optical
satellite remote sensing.
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Introduction

Coastal areas have been the subject of numerous studies in recent decades due to their
economic, ecological, and social importance (Costanza and Farley 2007; Newton and
Icely 2008), and their vulnerability to human pressure. Managing and preserving coastal
marine resources is an essential challenge given their natural resources and the opportu-
nities for economic development of coastal communities (Clark 1996). To accomplish
sustainable management, bathymetric information constitutes a key element (Gao 2009),
whether the study is focused on near-shore geomorphology (Finkl, Benedet, and Andrews
2005; Hogrefe, Wright, and Hochberg 2008), hydrology and sedimentary processes
(Prandle 2006; Higgins, Jaffe, and Fuller 2007; Jaffe, Smith, and Foxgrover 2007,
Klemas 2009), fishing (Nishida et al. 2001), storm and tsunami effects (Matsuyama,
Walsh, and Yeh 1999), mineral exploration (Basu and Malhotra 2002), ecology (Stocks,
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Boehlert, and Dower 2004; Wedding et al. 2008), or the development of hydrodynamic
models (Irish and White 1998; van Rijn et al. 2003; Sutherland et al. 2004), just to
mention some.

To obtain bathymetries under wide depth and water turbidity ranges, acoustic
methods are usually employed. Multibeam echosounders provide a full bottom coverage
bathymetry and also textural information. However, they are still very expensive
systems and are usually mounted onboard large vessels. When multibeam echosounders
are not an option, single-beam echosounders represent a compromise between quality
and cost. To obtain the full bottom bathymetry, specialized methodologies have been
developed that optimize surface reconstruction from single-beam bathymetric transects
(Sanchez-Carnero et al. 2012).

The new lidar technology, based on laser signals, allows for rapid surveys in both
large and small areas where direct surveying would be difficult, dangerous, or impossible
using water-borne techniques (Guenther et al. 2000), and provides very accurate bathy-
metry. Despite this technology having obtained excellent results (Chust et al. 2010), its
extremely high cost dissuades potential users.

Although less accurate, there is a low-cost alternative to lidar: multispectral satellite
imaging. During recent decades, advances in high-resolution multi-spectral satellite ima-
gery (SPOT, Quickbird, IKONOS, etc.) and initiatives to lower their acquisition costs for
research purposes have expanded their uses. Bathymetry calculation is an example. As a
result of an increase in the availability of commercially provided these images, the
accuracy of water depth analysis has improved accordingly (Stumpf, Holderied, and
Sinclair 2003). In clear and very shallow waters with good transparency conditions,
accuracy comparisons with hydrographic data show mean errors around 10-30%
(Mclntyre et al. 2006), with a maximum effective depth range from 6 to 10.5 m (Lafon
et al. 2002). The major source of error is the compounded attenuation by the atmosphere
and water column on radiance reflected by the seabed and received by the satellite
(Densham 2005). In high-turbidity conditions, however, attenuation in the water column
becomes a greater source of error than the atmosphere.

Algorithms to determine bathymetry from optical imaging are based on relationships
developed by numerous authors to determine depth from reflectance (Lyzenga 1978;
Benny and Dawson 1983; Garlan 1989; Bierwirth, Lee, and Burne 1993; Maritorena
1996; Provost et al. 1999; Collet et al. 2000; Gianinetto and Lechi 2004; Lyzenga,
Malinas, and Tanis 2006) using the single or quasi-single scattering theory (Gordon,
Brown, and Jacobs 1975).

Lyzenga (1985) introduced a methodology for bathymetry extraction based on linear
relationships derived from the Lambert—Beer equation of attenuation. This method has
been used by other authors using different satellite images: Quickbird (Lyons, Phinn, and
Roelfsema 2011), Worldview-2 (Doxani, Karantzalos, and Tsakiri-Strati 2012), Landsat
(Liceaga-Correa and Euan-Avila 2002), etc. Lyzenga’s methodology is based on the
correction of sunglint effect (using the near infrared (NIR) band) and the removal of the
water column. According to Lyzenga’s approach, benthic habitat is assumed as a spatially
variable feature responsible for seabed reflectance variability together with water depth.
However, since spatial atmospheric and water column corrections are performed identi-
cally for the entire image, this theoretical approximation will fail whenever its main
assumption of homogeneity (no spatial changes) in water column and atmospheric
characteristics fails. Thus, bathymetric mapping will be most straightforward where
water quality and atmospheric conditions are invariant over the scene. Under these
conditions, both depth and an effective attenuation coefficient of the water over several
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different bottom types may be retrieved from passive, multispectral imagery. As scenes
become more complex, with changing water type and variable atmospheric conditions, a
straightforward multispectral image analysis will no longer be sufficient to estimate depth
(Philpot 1989).

Different approaches have been applied by other authors.

(1) Band ratios. Reflectance ratios in two or more wavebands are used to determine
water depth based on the difference in attenuation for different wavelengths.
Depth is determined from linear or nonlinear expressions of these ratios through
correlation with known values (Dierssen et al. 2003; Stumpf, Holderied, and
Sinclair 2003; Bramante, Raju, and Sin 2013). These methods require the solution
of fewer parameters and are less affected by changes in bottom reflectance, as
both wavelengths are affected similarly by bottom albedo; they have the draw-
back of not having a sound physical foundation and having ad hoc parameters to
be selected by the user.

(2) Adaptations of Lyzenga’s linear method to a heterogeneous water column. The
splitting of the water column into levels of differing attenuations (due to turbidity)
would allow improvement in depth calculations. In order to find this, splitting
adaptive algorithms have been used such as the stratified genetic algorithm
(Gianinetto and Lechi 2004).

(3) Homogeneous regions classification algorithms. The division of the study area
into homogeneous areas (with the same bottom or turbidity types) helps improve
depth calculation. Hierarchical Markov chain algorithms have been used for this
(Provost et al. 1999, 2004).

The aim of this work is to assess the use of SPOT images as sources of bathymetric data
in the turbid waters of the Guadiana estuary (Huelva, Spain). The results will be calibrated
and groundtruthed with respect to lidar data acquired at a date close to the image. We will
also explore the possibility of using the historical archive of SPOT images to gain
information about morphological evolution of the submarine delta, complementing lidar
bathymetric data (with high resolution but without periodic possibilities).

Study area

The study area is the Guadiana estuary delta, in the westernmost area of the Andalusian
coast, southern Spain (37° 10" N, 7° 23" W), which forms the border with Portugal
(Figure 1). This estuary mouth has a slightly triangular shape, about 15 km wide at its
maximum in the E-W axis and 5 km at its N-S axis.

In this area, wave motion is a dominant westerly that forces a clear easterly longshore
drift, although occasionally eastern storms occur. The tidal spring range in the area can
reach 3.4 m, originating an important mesotidal dynamic behaviour in the mouth estuary.

Regarding geological characteristics (Morales 1997), it is a large sedimentary area
consisting of a succession of barrier islands and tidal marshes. These sedimentary features
are formed from sediments carried mainly by the Guadiana River and, to a lesser degree,
by sediments transported by the easterly dominant longshore drift from Portuguese
beaches (Figure 1).

Major changes in the shoreline and submarine delta in the system of barrier islands
and tidal marshes have been observed since the 1970s (Gonzélez, Dias, and Ferreira
2001). This is an area with constant geomorphological changes caused by the high
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Figure 1. Study area. Black line shows the area covered by LiDAR sensor. Bathymetric lines are
also shown. Polygon outlined with dashed line defines the low-turbidity area.

accretion rate which formed barrier islands over centuries. These phenomena have created
the anthropological activities in this estuary and the associated submarine delta
(dikes, etc.).

Material and methods
Physical principles for bathymetry calculation from satellite images

The basic premise behind water depth calculations is that the radiance received by the
satellite is a function of five parameters: (1) incoming solar radiation; (2) attenuation of
radiation into and out of the atmosphere; (3) attenuation of radiation into and out of the
water column; (4) reflectance properties of the seabed; and (5) depth of water (Densham
2005). Thus, the depth of water can be resolved by finding values for the first four
parameters (Lyzenga, Malinas, and Tanis 2006).

Bathymetry calculation from satellite images requires consideration of a number of
physical assumptions about these processes.

First, a stable calibration of the sensor is required to obtain top of the atmosphere
(TOA) radiance values from digital numbers in the images using a simple linear relation-
ship between both. Second, a good atmospheric correction is required which removes the
effects of atmospheric scattering in each band and compensates atmospheric absorption,
commonly also using a simple linear relationship between TOA and water leaving
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radiances; the same correction must be applied to the sun incident radiance, in order to
know water solar irradiance and calculate reflectance (which is assumed to be a parameter
independent of acquisition conditions). All these corrections in combination amount to a
linear expression of the spectral band values b, to obtain band reflectance p;:

p, = Rib, — S, )]

where S; and R, are band- and scene-specific coefficients, respectively.

This water reflectance is the sum of three effects: water surface specular reflection (or
sunglint, which is assumed to be almost the same for all optical bands, as it mostly
depends on water surface roughness), water column scattering, and bottom reflection.
Fortunately, NIR bands can be assumed to provide only the first term, so that all the others
can be corrected from this effect; in fact, all other reflectance contributions being constant,
sunglint can be characterized for each band from its statistical comparison with respect to
the NIR band through the coefficient

K)NIR _ Cov(p;pnir) _ PiPNIR — PIPNIR )
' Var(pyr) ,012le - P12v1R

where Cov and Var denote covariance and variance, respectively, in respective reflectance
values in the given homogeneous area and x average value of variable x in the chosen
area. Thus sunglint correction is performed as (Lyzenga, Malinas, and Tanis 2006):

pi=p; — Kﬁv ® (PnR — PNR)> 3)

being p, the estimated reflectance contributed only from water column scattering and sea
bottom reflection.

Finally, this sunglint corrected seabed and water column reflectance is shown to be
(Maritorena, Morel, and Gentili 1994)

Pi = Py + (g — puz)exp(—kid), “)

where p,,; is the sunglint-corrected reflectance from an infinitely deep water column (of
the same characteristics), p,; is the bottom sediment reflectance (for an infinitely thin
water column), k; denotes water total attenuation coefficient, and d is water column depth.
The assumption usually made here is that these coefficients are constant along the study
area or, at least, constant over the region of interest within it. Applying logarithms, a linear
relationship between depth and band reflectance values is obtained:

log(p; — p,;) = log(py, — py,) — 2kid(x, ). §))

P, can be computed as the average value of p; in a deep-water area; however, the
other two coefficients (p,, — p,;) and k; require calibration with known bathymetric
information.

It is noteworthy that due to all relationships considered being linear, all previous
expressions, from Equation (2) onwards (that were given in terms of band reflectances),
can be straightforwardly written in terms of band digital values, keeping almost the same
algebraic form, using Equation (1). The only difference will be a former transformation of
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the digital numbers b, to remove the shift in TOA radiance caused by atmospheric aerosol
(namely the term S;/R; in Equation (1)).

Satellite images and LiDAR DEM

One SPOT-5 HRG multispectral mode image was used (obtained through the Remote
Sensing National Programme of Spain, Plan Nacional de Teledeteccion), acquired on 6
August 2011. The image has four spectral bands (green, 500-590 nm; red, 610—680 nm;
near-infrared, 780-890 nm; short-wave infrared, 1580—1750 nm), all with spatial resolu-
tion of 10 m. The image scene has less than 25% cloud cover. Geometrical correction was
provided by AMAA,' using nearest-neighbour interpolation (Figure 2). Data from a lidar
flight acquired with a Hawk Eye II bathymetric sensor were employed as bathymetry
reference data for the study area (Figure 2). The flight was on 23 June 2011. The Hawk
Eye II sensor gathers both bathymetric depths and topographic elevations in the same
coordinate framework in one mission. Vertical resolution for bathymetric measurements
was assessed between 32 and 62 cm in sedimentary bottoms by Chust et al. (2009). After
classification of the original LAS point cloud, the lidar bathymetric data were assembled
as a raster digital terrain model (DTM) with 2 m of spatial resolution.

Three other SPOT images, from the same source and with the same corrections and
similar characteristics (number of bands, spatial resolution, scene cloud cover) were also
used. Their acquisition dates were 30 September 2008, 3 August 2009, and 15 July
2012, i.e. approximately corresponding to the same season as the 2011 image. These
images were intended to study the potential to assess bathymetry changes over the years
in this area.

Figure 2. (a) 3,2,1-band combination of the 2011 SPOT image; (b) lidar-derived digital terrain
model (DTM).
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Satellite image processing

All SPOT images were processed using ESA’s BEAM open source software,” with
custom macros programmed to compute statistics and apply mathematical pixelwise
transforms.

For each image, sunglint effect was corrected following Lyzenga, Malinas, and Tanis
(2006). A region of interest (ROI) was defined in a deep-water area where sunglint
effect will dominate the relationship between the NIR band and the rest of the bands in
the image. Band digital number-based KR coefficients were calculated in the ROI
applying Equation (2) to the green and red SPOT bands, and corrected b, bands were

computed as

b, = b, — [lu +KﬁWR X (b — bN]R)]a (6)

where b, is the ROI-averaged band value. With this correction, sunglint-corrected
bands were obtained with the water column reflectance removed, i.e. where values in
deep waters are near zero in all scenes (this is the only difference with respect to
Equation (3) above). In fact, each value b, would correspond to the second term, with
the exponential, on the right hand side of Equation (4). Thus, taking logarithms of
these [A)g values, a new value z, is obtained, linearly related to actual depth. However,
this relationship should not be expected to hold straightforwardly in a turbid area such
as the Guadiana’s plume, and nonlinear corrections to Equation (5) should be
considered.

Statistical approaches

Three statistical approaches — band correlation, principal component (PC) correlation, and
generalized linear model (GLM) — were used to find relations between corrected bands
and depth values. Data from the 2011 image were used to adjust the models; although this
image time lag was barely 1 month with respect to the lidar data, no relevant changes in
the delta geomorphology are expected.

Values from DTM and sunglint-corrected SPOT bands were extracted at the same
locations defined as the centre of the SPOT image pixels. Pairs of corrected band digital
numbers vs DTM depth were then used to adjust models.

(1) Band correlation model. Depth ¥ was fitted with respect to sunglint-corrected
green band b, using a nonlinear third order polynomial of the form

Y = By + Pibe + Pob + B ()

Only points with depth values shallower than 10 m according to the DTM were
included to fit the model, although below 6 m depth, green band values showed
higher dispersion.

(2) PCA correlation model. PC analysis (PCA) computes the orthogonal transforma-
tion that maintains most of the variability, reducing the number of variables. In
our case, PCA is expected to keep variability caused by depth variations, dis-
regarding smaller variations caused by local changes in turbidity, bottom type, etc.
We used PCA calculated not only with corrected green and red bands (bG, z), but
also with their logarithm transforms (z,; and z). The resulting first component P,
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(concentrating 91% of the variance) was used to adjust a nonlinear expression of
the form

Y =By + BPy + BoP} + B3P} ®

As before, only points with depths shallower than 10 m were used in the fit.

(3) GLM. A GLM describes a response random variable, Y (depth), in terms of a
linear combination of many (non-random) explanatory variables, X; (corrected
bands and their logarithms) and possibly their product combinations, (X;.Xj, etc.).
It fits a nonlinear function of the mean of the observed variable, g[u(Y)] the link
function, to a linear predictor of the explanatory variables, taking into account the
statistical distribution of both types of variables, such that

g =By + D _BXi+ Y BXX. ©)
i i

The set of all possible models of the form given by (Equation (4)) was
generated with ‘all possible’ variable combinations, and their statistical
deviances were evaluated. Finally, the Akaike Information Criterion (AIC)
(Akaike 1974) was used to choose the best model.

For the green band and PC correlation models, depth values corresponding to the same
green band value were averaged in order to obtain a mean depth value per band value; this
was performed dividing the range of digital numbers in the study area into 20 equally
spaced intervals (almost one interval per digital number in the range spanned by the green
band). For the GLM model, raw values were used. All statistical operations were carried
out using R.*

The three models adjusted from the August 2011 SPOT image were applied to
transform the image into estimated bathymetry layers. In order to statistically characterize
the accuracy of the estimation, root mean square (r.m.s.) errors were computed for
intervals of the estimated depth.

Bathymetry extrapolation

As tide level and water conditions are expected to change from one day to another, fitted
models for one date cannot be used for a different one. However, at least theoretically
(according to Equation (5)), depths computed by applying models derived from the 2011
image to images from other dates should be linearly related to actual depths on those
dates.

In order to assess this, images acquired in 2008, 2009, and 2012 were sunglint
corrected. Then their band histograms were shifted such that, over the study region,
their median values were the same as in the 2011 reference image. The transformation
for each band was

by « b, + mediango; (b;) 4+ median,,, (i)ﬁo”). (10)
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This correction would account for variations in coastal aerosols over the scene on different
dates, as the deep-water region used to correct sunglint is far from the coast.

Then, the same 2011 algoritms were applied. To adjust the distribution of depths
estimated from those images to the 2011 depth distribution, a linear transformation was
computed using the points simultaneously available from both dates (the 2011 reference
and the date to be calibrated). This transformation is such that if the mean and typical
deviation of the estimated depth distribution in 2011 are Y5¢;; and oyy1;, respectively,
and the corresponding values for another image are Y and oy, the adjusted bathymetry Y’
will be computed as

_ 0y2011 (
oy

Y’ Y—Y)+ Yo- (11)
According to Equation (5), the gain of this linear transformation would account for

changes in the water column optical diffusion coefficient, k;, while the bias would account
for changes in water optical thickness (i.e. tide height).

Results
Depth correlation models

Green band and PCA correlation methods provided third degree polynomial adjustments,
given by

Y = —7.29 + 0.569h; — 0.00788bg — 0.00113b7, (12)

and

Y = —2.85 — 0.349P, — 0.0165P? — 0.000188P;, (13)

with 7% values of 0.989 and 0.991, respectively (Figure 3).

Bands b and by had the biggest contributions to the first PC, with loadings of 0.773
and 0.602, respectively; the contributions of z; and zz were much lower (0.183 and 0.086,
respectively).

In regard to GLM, the best fitting model, according to AIC, was the one taking into
account linear combinations of all variables (with significances < 0.001):

Y = — 8.83 4 2.04b; — 2.44z + 0.576b, — 0.0377z, — 0.0225b by,

. . R . (14)
—0.353b 2, + 0.0533bgzg — 0.135b 2, — 0.106bz; + 0.312z2.

Obtained bathymetry

Three bathymetric surfaces were calculated from the 2011 image, one for each model
(Figure 4). No significant differences are visually apparent between them. The main
subtidal structures (sediment accumulation zones, deeper areas, etc.) in the lidar image
(Figure 2) are observable in the three bathymetries, also matching the patterns observed.
On the other hand, the effect of turbidity in the Carreras River plume (the smaller river to
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Figure 3. Fitted models for the three statistical approaches: (a) green-band correlation, (b) PCA
correlation, (¢) GLM. Actual values are represented as grey dots (the effect of digital numbers in the
original images is visible). Red lines represent the fitted continuous model.
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Figure 4. Bathymetries of the study area estimated from the 2011 image obtained with the green-
band model (top), PCA model (middle), and GLM model (bottom).

the east of the scene) can be seen, ‘confusing the algorithm’s’ ability to determine the
bathymetry.

Errors were computed taking into account the depth range between 0 and 6 m and
considering the 5% worst fitting points as outliers (Table 1). This range was chosen
because models saturate at about 7 m depth in the study area, and thus estimated depths
below 6 m cannot be trusted. According to these data, GLM provided the best fit (0.88 m),
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Table 1. Root mean square errors (in metres) of the bathymetric surfaces estimated from the 2011
SPOT image with respect to the 2011 DTM. Values were computed using the best 95% adjusted
points in the global area and in the low-turbidity area of the image (see Figure 6).

Green-band PCA GLM

Global area 02 m 0.55 0.43 0.38
2-4m 1.06 0.92 0.91

4-6m 1.22 1.15 1.10

Global 1.02 0.89 0.88

No-turbid area 02 m 0.44 0.35 0.33
2-4m 0.55 0.53 0.58

4-6m 0.81 0.76 0.87

Global 0.50 0.46 0.50

slightly lower than those ones obtained with PCA and the green band (0.89 and 1.02 m,
respectively).

Observing the error distribution with depth, deeper intervals were associated with
larger fitting errors, with higher variability (Table 1 and Figure 5). In Figure 5 we can
observe that best fits correspond to the first few metres, especially at 0-3 m. As shown in
Figure 6, larger differences between model prediction and groundtruthing are located in
the deeper area of the river channel and the westernmost area.

An area with low values of turbidity (Figure 6) was chosen to evaluate the accuracy of
the adjustment obtained when assessing depth in areas with more clear waters. This area
includes depths between 0 and 4.5 m. Errors obtained with respect to the DTM (Table 2)
show a reduction of 38 c¢cm in the GLM r.m.s. error with respect to the entire area (43%
decrease with respect errors in Table 1). The highest improvement obtained is with the
green-band method (52 cm), yielding 51% lower. On the other hand, the PCA adjustment
showed just a small improvement (21 cm), although it is still significant.

Extrapolated bathymetries

The bathymetries estimated for 2008, 2009, and 2012 using the GLM model, and with
depths stretched to match the 2011 mean depth and standard deviation, showed visually
the same bathymetry distribution along the study area (except for 2008; this image
presents some haze in the coastal area and limits where bathymetry can be computed
by our method). In order to highlight changes in bathymetries from one date to another,
differences were computed between estimations from successive images (see Figure 7).
The differences show areas where persistent increase in height (in orange-red tones)
denotes accretion, while other areas remain quite stable during the study period (in cyan—
green tones). There are, however, many areas whose estimated bottoms rise or reduce
alternatively.

Discussion

We have presented the results of the application of several bathymetry estimation
algorithms to SPOT images of the Guadiana estuary. To find similar results in remote
sensing literature is not an easy task, since most of the papers published on bathymetry
calculation were carried out in clear waters; with both multispectral (Conger et al. 2006;
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Comparison of estimated depths with respect to actual bathymetry. Grey tones indicate
the density of points at a depth interval estimated from the images: the darker, the greater number of
points having an estimated depth (X-axis) are found at the given groundtruthing depth (¥-axis). (a)
Green band correlation, (b) PCA correlation, (¢) GLM.
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Table 2. Root mean square distances (in metres) of the bathymetric surfaces estimated from the
2008, 2009, and 2012 images to the 2011 DTM. Values were computed using the best 95% adjusted
points.

Green-band GLM

Image 2008 02 m 0.89 1.15
24 m 1.07 1.25

4-6 m 1.03 1.67

Global 1.02 1.40

Image 2009 0-2 m 0.64 0.66
24 m 1.09 1.08

4-6m 1.14 1.14

Global 1.02 1.01

Image 2012 0-2m 0.60 0.60
24 m 0.98 0.92

4-6 m 1.27 1.25

Global 1.01 0.98

problem posed by turbidity with higher spatial and spectral resolution, using hyperspec-
tral images (Bagheri, Stein, and Dios 1998; Lee et al. 1999). Despite resolution
improvements, these works obtained results that differ markedly from studies performed
in clear waters.

In our results for turbid waters, the simplest approach (the green band correlation
model) presents the worst results: global r.m.s. error of 1 m for depth range 0-6 m.
The other two more involved methods render a global r.m.s. error of 0.9 m. The single
band approach fits a model using only one optical band, so spatial variations in water
column attenuation will affect the results more than in the other cases. In particular,
the PCA approach seeks the best combination of highly correlated bands (and their
logarithms) in order to build a variable that captures most of the variability in the area,
which is expected to originate from the bathymetry. The GLM model, on the other
hand, attempts to find a linear dependence on the variables and products of variables,
i.e. tries to model the cross-effects of one band on the other (and their logarithms) in
order to correct a linear expression for depth estimation. However, accuracy of the
single band model is markedly improved in the low-turbidity area we chose at the
river mouth, with r.m.s. errors around 0.5 m for the three methods. It should be noted
that the depth range in this area is 0—4.5 m, approximately half that considered for the
global statistics (what maintains the relative error around 15% in this area).

In order to compare these errors with reported accuracies in the bibliography, we
must focus on depth range of the study area, pixel size of the image, water quality,
availability of in situ data, etc. Recently, Bramante, Raju, and Sin (2013) tested three
different methods of bathymetry calculation in turbid waters using 2 m pixel images,
obtaining r.m.s. between 0.48 and 0.64 m in an area 0—4 m deep (i.e. 12-16%). With
similar characteristics, 2.5 m pixel size and 0-8 m depth, Densham (2005) tested three
methods for bathymetry calculation and obtained errors between 11% and 16%. Lee
et al. (1999) used a theoretical approach to determine water optical apparent properties
and obtained worse results in turbid waters (~11%). In an attempt to asses a low-cost
option, Zhang, Gao, and Gu (2011) evaluated the possibility of using MODIS images
(freely available) for bathymetry calculation in turbid waters. The r.m.s. obtained in
this work was very good (2 m) taking into account the spatial resolution, although the
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Figure 7. Bathymetry differences computed between bathymetries on successive dates. Top to
bottom: 2008-2009, 20092011, 2011-2012, and 2009-2012. Red tones indicate elevation of the
sea bottom from one date to the next; blue tones indicate depression. The dashed lines in 2011-2012
and 2009-2012 images enclose the area of the artifact corrected.
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study presented a flat and homogeneous bottom. In this context, our results with an
average r.m.s. error around 0.9 m in turbid areas, considering the depth range 0-6 m
(15%), are comparable with these works (our rm.s. error in the range 0-4 m is
0.76 m).

Bathymetry extrapolation

When coastal areas have high geomorphologic activity, periodic monitoring is an impor-
tant issue. This monitoring provides data on the processes that are driving coastal
dynamics and allows getting ahead of their consequences. Bathymetric lidar gives very
accurate data (although turbidity poses also a depth limitation) but its costs may be
prohibitively high, while satellite imagery is more easily available and cost effective
(Mumby et al. 1999). This is the motivation of our extrapolation technique to extend
lidar-calibrated models to different dates.

In Table 2, we summarize the distances of the extrapolated bathymetries to the 2011
lidar DTM. When compared with Table 1 (errors in bathymetry estimation from the 2011
image), one feature shows up: the constant global r.m.s. of the green band correlation
model (I m for all years). In fact, the GLM model also shows this feature, but not the
2008 image, which has the haze problems pointed out in footnote 2. This means that the
overall bathymetry in the study area is well fitted by the extrapolated bathymetries. Two
effects can explain this observation: (1) the 2008, 2009, and 2012 scenes were acquired
during high tides, so turbidity contributed by the river was lower than in the 2011 scene,
acquired during low tide (when river inputs are highest); and (2) these scenes (despite the
defects in the 2008 image) present fewer wind-driven waves on the sea surface than the
2011 image.

There is, however a caveat: the meaning of Equation (11). Although its physical
meaning would correspond to a compensation of the &) and tide height in Equation (5),
the results do not show this dependence on tide height. The tide heights in the successive
images are 2.0 m (2008), 2.77 m (2009), 1.42 m (2011), and 2.72 m (2012). However the
differences between Y and Yo;; remain around 10 cm except for the 2008 image, where it
was 90 cm. Thus, Equation (11) must be taken only as a convenient transformation of the
estimated bathymetry to fit the global bathymetry of the area.

When using this transform to study change detection, we are taking a similar approach
to other statistical methods based on the assumption of a null hypothesis (that depth
distribution remains the same, or at least, its first two moments) and then testing for
significant differences. In fact, this linear transformation would not account for a uniform
sedimentation over the entire area, and is only intended to detect small-scale changes over
sandy areas such as the study area, i.e. with no changes in its bottom type. Also river
plumes, with very high turbidity cannot be handled by the method (in fact, the 2011 image
is not well calibrated with respect to lidar over the Corrientes River plume) and a visual
inspection is required to avoid these areas. Despite all these considerations, it becomes
apparent from Figures 6 and 7 how sandy features linked to the submarine delta have been
changing in the 4 year lap moving towards the shoreline.

This area of the coast is very dynamic, because it is under the hydrodynamic impact of
the Atlantic Ocean: ocean waves and coastal alignment produce a strong dominant littoral
drift which moves sediments eastward (Ojeda et al. 2002).

Since their construction in the 1970s, the jetties have acted as barriers to long-shore
sediment transport. To the west of the dike, the eastward drift has built up two sand banks
parallel to it, which are extended to the south in front of the delta. The motion of this bar is
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apparent in the 2009—2012 image (Figure 7) as a pair of blue-red parallel bands, denoting the
zones where that bar was located in 2009 (blue) and the zone where it moved in 2012 (red).

Between the two river outlets there is a ridge of dunes that plays an important role in
maintaining the morphodynamic equilibrium of beaches, serving also as a natural dike.
These dunes associated with the delta platform evolve, since the construction of the jetties,
migrating the sandbars northwards. This migration is aparent from the bathymetry images
and also from the change series of Figure 7, where yellow and red tones (accretion areas) get
closer and closer to the coast (the largest change can be observed in the 2009-2012 image).

0 500 1000 1500 2000 2500 3000 3500

Depth (m)

0 200 400 600 800 1000 1200 1400 1600 1800

0 200 400 600 800 1000 1200 1400
Distance along transects (m)

Figure 8. Temporal evolution of depth profiles along the three transect lines (running west to east)
in the top figure: (a) Guadiana delta, (b) coast east of the delta, and (c) coast west of the Corrientes
River.
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Figure 8 shows the depth profiles along three transects (orientated eastwards). The
first transect runs across the Guadiana delta, and shows consistency among the extra-
polated bathymetries in this area. The second runs parallel to the coast, in an accretion
area east of the delta; the largest changes take place in 2011-2012 in its westmost third.
Finally, the third transect runs along an area west of the Corrientes River, with patches
rising and sinking alternatively in the images in Figure 7. These resemble in Figure 8 the
sand-waves described by Xu et al. (2008) in a submarine canyon. It is also apparent there
how the sand dune takes over the transect while approaching the coast in the period 2011—
2012.

The possibility open to monitoring all these changes is very interesting from the point
of view of coastal management, as these structures refract and focus the waves over
different sectors of the Costa Ballena beach (east of the study area).

Conclusion

Results presented above show that optical bathymetry, using the empirical models studied,
represents an alternative to direct sampling for submarine delta sandbar monitoring in an
area with high geomorphologic activity. Furthermore, we have shown how to include
older (and newer) images in order to study the historic evolution of the area geomorphol-
ogy, without resorting to other lidar measurements.

In areas of waters shallower than 4 m in depth (where sediment dynamics is more
dramatic), errors around 0.5 m can be obtained, as has been shown. This accuracy may be
enough in areas like the Guadiana estuary mouth, where sandbars, having vertical
dimensions of 1-2 m, are created and destroyed with high frequency. The current trend
of the sandy features linked to the submarine delta is to move towards the shoreline within
the study area. The problems associated with their interaction with the waves (shoreline
erosion, silt sedimentation in sheltered areas, etc.) justify our approach for monitoring
them. This approach, despite its simplicity, is effective as has been shown in the change
series calculated, where known features of actual dynamics have been identified. To our
knowledge, this would be the first step towards short-term bathymetry monitoring based
on optical satellite remote sensing.
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Notes

1. Agencia de Medio Ambiente y Agua de Andalucia: public agency, attached to the Agriculture,
Fisheries and Environment Department of Andalusia Regional Government.

2. This image showed a geometric correction artifact on its lower left region. It has been hand-
corrected in order to display the results.
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3. European Space Agency, Basic ERS & Envisat (A) ATSR and Meris Toolbox (BEAM), https://
earth.esa.int/web/guest/software-tools.
4. Language and environment for statistical computing: http://www.R-project.org.
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