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ABSTRACT 

The last decades have witnessed significant progresses in the development of improved 
numerical models for structural analysis, as proven by hundreds of dissertations, theses, 
reports and journal papers dedicated to advanced constitutive models of materials and 
algorithms to model sectional, element and structural response. Nevertheless, the seismic 
behaviour of structures involves a number of nonlinear material and geometrical 
phenomena that, ultimately, are impossible to capture exhaustively in a single model. 
Furthermore, past studies showed that the most correct modelling options from the 
scientific viewpoint are sometimes challenged by experimental evidence. 

This thesis intends to contribute to the ongoing effort of progressively bridging the 
existing gap between solid theoretical principles adopted in nonlinear modelling and 
experimental results from shake table or other experimental techniques. Such goal is 
firstly pursued through the application of a sensitivity analysis to the simulation of the 
dynamic behaviour of three distinct structures with distributed plasticity beam-column 
fibre-based elements based on Euler-Bernoulli beam theory. The latter were tested in 
international blind prediction challenges wherein the author and/or supervisors 
participated with encouraging results. 

The goodness-of-fit for each approach is assessed through comparisons between 
numerical and experimental results in terms of lateral displacements as well as 
accelerations (when available), following two post-processing strategies: a more 
conventional one based on the error associated to the peak values measured during each 
record, and another using the frequency content characteristics of the entire response 
history. Sensitivity parameters included equivalent viscous damping, element 
discretization scheme, strain penetration effects, material constitutive models, numerical 
integration algorithms and analysis time-step size. The conclusions, which are interpreted 
in the light of state-of-the-practice recommendations and established theoretical 
frameworks, address fundamental modelling decisions for engineers and researchers. 

The referred sensitivity analysis identified the simulation of strain penetration effects as 
particularly relevant. They can significantly impact the seismic response of structures, 
contributing up to 40% of the overall lateral deformation of RC framed structures. 



 

Within this context, the last chapters of the thesis present a novel bond-slip model for 
RC structures that simulates the member-end deformations associated with strain 
penetration effects. The model, which in its final form is implemented as a zero-length 
element, was developed so that it is compatible with any general fibre-based frame 
analysis software. In a nutshell, the element response is determined from cross-sectional 
fibre integration, where at each rebar the anchorage mechanism is explicitly modelled 
through a series of virtual integration points distributed along the anchorage length. The 
analysis is carried out by an algorithm that enforces both equilibrium and compatibility at 
every integration point, making use of a state-of-the-art bond stress-slip cyclic 
constitutive relation applicable to a wide variety of anchorage conditions. Therefore, 
features such as the expected failure mode (pullout or splitting), or parameters such as the 
concrete strength, embedment length, cyclic degradation, amplitude of steel strains, rebar 
type (plain or ribbed), transverse pressure, level of confinement and bond conditions can 
be explicitly modelled. 

The element was implemented in a structural analysis software and its performance was 
assessed against several experimental tests, showing an encouraging accuracy while 
retaining appreciable computational efficiency. 
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“Everything should be made as simple as possible, 
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1. INTRODUCTION 

1.1 RESEARCH MOTIVATION AND OBJECTIVES 

Since the appearance of simplified methodologies in the mid-20th century (e.g. [Muto, 
1956]), the seismic analysis of structures witnessed a great evolution up to the present 
days. Modern seismic design and assessment of structures tends to rely heavily on 
numerical simulation tools. Their development has accompanied the exponential growth 
of computational power, the advancement of solution algorithms, and the increasing 
availability of experimental data for model calibration. 

Among the available methodologies, nonlinear dynamic analysis appears as the most 
advanced simulation tool since it allows for an explicit simulation of the structural 
response to an actual ground motion. Past blind prediction tests showed that, by making 
use of specific combinations of modelling options, the nonlinear dynamic response of 
reinforced concrete (RC) structures can be predicted with satisfactory accuracy. Figure 1.1 
presents a summarised comparison between the experimentally measured maximum 
displacements and the numerical estimates submitted by the author and supervisors to 
two different international blind prediction challenges [Terzic et al., 2015; Costa et al., 
2012]. Although the authors won the competition for Structures 2 and 3 (among 38 
international teams), and obtained an ’Award of Excellence‘ for Structure 1 (among 41 
international teams), it can be observed that there is ample space for simulation 
improvements.  

   

Figure 1.1. Comparison between experimental results and numerical simulations submitted by the 
authors to different blind prediction challenges: maximum displacements for seismic 
motions of increasing intensity 
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The comparison of other physically measurable quantities at a more local level would 
further emphasize this preliminary observation. The abovementioned structures, which 
will be used throughout the present work, are described along with their corresponding 
experimental program in Section 3.1. 

Furthermore, the preceding blind challenges have also evidenced a significant dispersion 
of predictions between the participating teams, which is more meaningful upon 
observation that such scatter takes place also between teams using the same structural 
simulation software as the winning team. This clear symptom of lack of consensual 
modelling principles causes concern and makes it fundamental to identify the main 
sources of inaccuracy in nonlinear structural analysis so as to progressively reach an 
agreement on the modelling options that minimize the gap between experimental and 
numerical response. 

Figure 1.2, which shows the results achieved by all the participants on the blind 
prediction pier test corresponding to Structure 1 [Terzic et al., 2015; Schoettler et al., 
2015], further supports the comments above. It is noted that, even for such a rather 
simple structure (a single pier with a mass at the top), the predictions for the response 
parameters submitted by the different teams vary by more than one order of magnitude. 

  

Figure 1.2. Comparison between experimental results and numerical simulations on the ‘Concrete 
Column Blind Prediction Contest 2010’: maximum horizontal displacement (left) and 
maximum bending moment (right) (adapted from Terzic e t  a l . [2015]) 
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A first and crucial decision that every engineer faces when modelling a frame structure 
for seismic analysis – which is further conditioned by the available structural analysis 
software – is related to the choice of the element type. Amongst the available approaches, 
frame models developed in the framework of the Euler-Bernoulli beam theory with 
distributed plasticity are often considered to offer the best compromise between the 
degree of output detail and computational demand, at least for research or specialized 
earthquake engineering applications. Lumped plasticity models are simpler and 
computationally lighter, but they do not allow modelling the spread of inelasticity 
throughout the member. In addition, the use of such approach requires the a priori 
knowledge of the location and extension of inelasticity, which is only possible under 
certain limiting assumptions [Hines et al., 2004]. Moreover, modelling elements through 
lumped plasticity models requires a high level of expertise in order to define appropriate 
constitutive hysteretic relations taking into account the variations of axial force. 
Hereinafter, the present work focuses solely on distributed plasticity models. 

Recent attempts have been made to identify and measure the importance of different 
modelling options (e.g., [Sousa et al., 2012; Blandon, 2012; Yazgan and Dazio, 2011a, 
2011b]). The current study intends to consolidate some of these findings and to further 
extend them in order to progressively bridge the gap between solidly established 
theoretical principles and experimental results from shake table tests. Based on the 
conclusions of previous studies and preliminary tests by the authors, it was found 
particularly pertinent to analyse the following modelling options given their potential to 
more critically affect the finite element simulation results and therefore the prediction of 
engineering demand parameters (EDPs) on which performance-based assessment is 
ultimately based: 

1.    Equivalent viscous damping models 

2.    Element formulation and discretization scheme 
3.    Strain penetration effects 

4.    Material constitutive models 

5.    Numerical integration and time-step size 

These variables were used in the numerical applications presented in Chapter 3, wherein 
the shake table responses of the three foregoing RC structures served as a benchmark. 
The goodness-of-fit of each approach, assessed in terms of lateral displacements, as well 
as accelerations when available, is determined based on the error associated with the peak 
values measured during each time-history record, together with a new frequency-domain 
error capable of evaluating the records under comparison in terms of both amplitude and 
frequency content.  
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The sensitivity study carried out shows that some of the modelling options seem to 
present a matured level of development and implementation, namely regarding the 
material constitutive models as well as the time-domain integration algorithms and time-
step size. However, important limitations were identified in other modelling options, 
namely with respect to the use of equivalent viscous damping models, alternative 
discretization schemes and the simulation of strain penetration effects. In particular, the 
simplified modelling approaches that are typically used to model the latter in common 
nonlinear software packages appear to be highly unsatisfactory. 

When subjected to seismic loading, RC members often depict localized member-end 
deformations due to rebar slippage between adjacent members, such as beam-column and 
column-footing joints. Past experimental programs (e.g., [Sezen and Moehle, 2004] and 
[Goodnight et al., 2015a]) indicate that the resultant member-end rotations can contribute 
up to 40% of the lateral deformation of the RC members (Figure 1.3). 

Despite the recognized importance of strain penetration effects on the response of RC 
structures, the consideration of such effects in numerical models is still not widespread. 
The employment of advanced bond-slip models within detailed 3D finite element (FE) 
formulations, capable of simulating continuous domains with highly discretized meshes, 
has witnessed great advances over the recent years with encouraging results. Nonetheless, 
these modelling approaches are computationally heavy and, hence, inapplicable for most 
practical seismic analysis of RC framed structures. 

Alternatively, the consideration of beam-column elements featuring lumped or distributed 
plasticity represents an alternative solution that is computationally more efficient and, 
therefore, preferable for most common engineering applications. Unfortunately, for such 
modelling approaches, the explicit simulation of the interface between the reinforcing 
bars and the surrounding concrete is not a straightforward task. Therefore, the inclusion 
of bond-slip effects in beam-column element models has been essentially achieved 
through the employment of simplified formulations based on empirical relations. 

 

Figure 1.3. Contribution of different deformation mechanisms to the total lateral displacement 
according to Sezen and Moehle [2004] 

curvatures varied almost linearly over the height and were smaller than the calculated yield curvature, φy. 
Also shown in Figure 7 are the transverse reinforcement strain distributions over the height of columns. 
The strains were plotted in each loading direction at first yielding in the longitudinal bars, at peak lateral 
load, and at loss of lateral capacity (ultimate), which is assumed to occur when the lateral load drops to 80 
percent of peak lateral strength is reached. At peak and ultimate levels, the transverse reinforcement 
strains tend to be the largest some short distance away from column ends, where most of  
the damage and extensive cracking were observed due to combined high flexural and shear demand. As 
the damage progresses, more cracks intersect the transverse reinforcement and consequently increase the 
strains in the bars crossing the cracks. For instance, in Specimen-2 with less damage and less number of 
cracks at the onset of failure, the strains in the transverse direction were much smaller prior to failure. 
 
Deformation components 
As illustrated in Figure 8, total column lateral displacement measured at the top of each column can be 
assumed to be the summation of deformations due to: a) flexure, ∆flexure; b) longitudinal bar slip at column 
ends, ∆slip; and c) shear, ∆shear. Experimental flexure, bar slip, and shear deformations are obtained and 

presented in the following sections. Figure 9 shows the contribution of these deformation components to 
the total column lateral displacement at peak displacement during each displacement cycle. The results 
indicate that approximately 40 to 60 percent of total lateral displacement is due to flexure, while 25 to 40 
percent is due to bar slip deformations. Typically the shear displacement component is relatively small 
especially in the elastic range and under very high axial loads. However, the contribution of shear 
deformations can increase significantly as in Specimen-1. In this column, the contribution of shear 
deformations grew gradually to about 20 percent of the total deformation at a displacement ductility of 
two, at which time shear strength degradation became severe and shear deformations increased 
dramatically to about 40 percent of total displacement. 
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Figure 9 Contribution of displacement components to total lateral displacement 

           
Figure 8 Contribution of displacement components to total lateral displacement 
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The present study aims at overcoming the foregoing limitation through the development 
of an explicit bond-slip model applicable to general fibre-based beam-column elements. 
Adopting a state-of-the-art bond stress-slip cyclic constitutive model, it introduces a zero-
length element to simulate the localized member-end deformations resulting from the 
contribution of the bond-slip response associated to each rebar of a given RC cross-
section. Along with the material properties and anchorage conditions, the proposed 
nonlinear model also accounts for cyclic degradation and rebar yielding effects. Validation 
studies conducted with the proposed numerical formulation reveal a good agreement with 
past experimental tests, evidencing an encouraging numerical stability and accuracy at the 
expense of an acceptable additional computational effort. 

1.2 THESIS OUTLINE 

The present dissertation is organized in 7 chapters. Following the current introductory 
text (Chapter 1), Chapter 2 presents a brief discussion on the theoretical framework and 
current recommendations enveloping modelling options that, in the author’s opinion, 
represent some of the main sources of epistemic uncertainty in current nonlinear analysis 
of RC framed structures. In addition, this chapter also discusses the consideration of 
simplified wide-column models to simulate the response of RC wall buildings. 

Based on the above findings, Chapter 3 presents a sensitivity study using three different 
RC structures featuring alternative modelling options. The analysis of the results allows 
extracting important indications on the appropriateness of the different solutions 
considered. Furthermore, this chapter puts into evidence the need to develop improved 
numerical models to simulate the strain penetration effects in RC members. 

The subsequent three chapters, which constitute the core of the thesis, are dedicated to 
conceptualize, implement and validate a novel bond-slip model for fibre-based nonlinear 
beam-column elements. Namely, Chapter 4 provides a detailed state-of-the-art review on 
bond behaviour under different anchorage conditions, together with the identification 
and characterization of the most relevant numerical approaches currently available to 
model strain penetration effects.  

Chapter 5 presents the theoretical background of the proposed bond-slip model 
alongside with the numerical formulation, solution algorithms and implementation 
strategies adopted. The adopted bond stress-slip constitutive relation is also described 
and validated. 

Chapter 6 is divided in two parts. The first introduces a quantitative study on the relative 
importance of the different anchorage parameters incorporated in the proposed bond-slip 
model. The second validates the numerical response computed with the proposed model 
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against a wide selection of experimental tests, evaluating the response at different 
structural levels while considering progressively more complex structures and loading 
demands.  

Finally, the main conclusions of the present research work are summarized in Chapter 7, 
while some suggestions for future developments are proposed. 

 



 

 

2. NONLINEAR MODELLING OF RC STRUCTURES 

Over the last years, attempts have been made to identify and measure the importance of 
different modelling options (e.g., [Sousa et al., 2012; Blandon, 2012; Yazgan and Dazio, 
2011a, 2011b]). This work intends to consolidate some of these findings and further 
extend them in order to progressively bridge the gap between solidly established 
theoretical principles and shaking table tests’ results. 

The present chapter presents a comprehensive theoretical discussion on the following 
sensitivity parameters: 

• Equivalent viscous damping models 
• Element formulation and discretization scheme 

• Strain penetration effects 

• Material constitutive models 

• Numerical integration algorithms and time-step size 

In Chapter 3, the response of three different structures used in international blind 
prediction challenges will serve as benchmarks for a sensitivity study considering the 
above listed modelling options. 

At the end of the present chapter, a discussion on the use of simplified wide-column 
models to simulate the response of RC wall buildings is carried out. The appropriateness 
of this simplified solution is appraised against a shake table test of a scaled U-shaped RC 
mockup representative of a component extracted from a nuclear power plant building. 

2.1  DAMPING 

“In spite of a large amount of research, understanding of damping mechanisms is quite 
primitive”. This excerpt extracted from Adhikari [2000] summarises the state-of-the-art 
regarding the comprehension of damping mechanisms and the corresponding simulation 
with current numerical tools, which are explored in more detail in the subsequent 
sections.  
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2.1.1 Damping in Structures 

Damping in structures is generally associated with the decay of free-vibration motion due 
to energy dissipation mechanisms in structural, non-structural, and substructural 
components. In real structures, several irreversible thermodynamic processes concur to 
such decay, e.g., global damage in the components, internal friction between materials or 
at connections, opening and closing of micro-cracks in the materials, and friction between 
the structure itself and non-structural elements [Chopra, 1995]. 

Measuring and comparing damping of different structures subjected to distinct loadings is 
a favoured way to understand the energy dissipation mechanisms in structures. The 
relation between damping values and structural period of vibration has been recognized 
for a long time [Wakabayashi, 1986]. In Section 2.4.3.4. of the report PEER/ATC 72-1 
[PEER/ATC, 2010], a summary of damping ratios inferred from decrements in peak-to-
peak response in free vibrations following shake table or pull-release tests shows that the 
modal damping values measured in undamaged RC frame (or frame-wall) structures and 
steel braced frame systems ranged from about 0.5% to 3.5% of critical.  

Not surprisingly, significantly damaged structures exhibit modal damping ratios that can 
go up to 11% [PEER/ATC, 2010]. The compilation of such results indicates that the 
classical assumption of 5% of critical damping, traditionally adopted in the not-so-distant 
past as a reference modal damping ratio for RC buildings, may result in a non-negligible 
overestimation of the energy dissipated during elastic dynamic response. 

In order to better understand the energy dissipation associated with different structures, 
the following sections summarise the results of several studies dedicated to quantify and 
correlate damping values with distinct structural properties. This information is relevant 
in the sense that it can provide indications on the amount and type of damping that one 
can define in nonlinear dynamic analysis. 

It should be noted that damping measurements can be influenced by the use of different 
system identification procedures and quality of the data series considered [Brownjohn 
and Carden, 2007]. Despite the potential dispersion resulting from this issue, the 
following observations indicate important trends on what respects the quantification and 
variation of damping in buildings. 
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It is commonly accepted that damage, and consequently energy dissipation, increases with 
the amplitude to which the structures are subjected. Based on a significant full-scale 
measurement database, Jeary [1986] proposed a model that relates the damping in 
buildings with the amplitude of their deformations (Figure 2.1).  

 
Figure 2.1. Variation of damping with amplitude [Fang e t  a l ., 1999] 

According to this model, at very low amplitudes only the large-scale imperfections are 
mobilized (e.g. interface of structural elements), whilst for increasing amplitudes the 
largest material imperfections start to be mobilized. Eventually, all possible mechanisms 
are activated and even for increasing amplitude, the energy dissipation remains constant 
[Jeary, 1997]. 

Over the last two decades, a number of authors proposed predictive expressions for 
modal damping ratios based on data measured from hundreds of existing buildings. The 
results presented in Figure 2.2 provides a comparison between the prediction models 
proposed by Lagomarsino [1993] and Satake et al. [2003] against a large database 
comprising measurements on 205 buildings in Japan. 

Fig. 1. Generalized damping characteristic.

damping (!
!
) and (2) a rate of increase of damping with amplitude (!

"
). This approach

leads to the conclusion that absolute value of damping !
!

at amplitude x
"
can be

estimated by the following expression:

!
!
"!

!
#!

"
[x

"
]

H
(1)

where H is the height of the building.
It is well known that the damping of a building reflects the capacity of a structure to

dissipate the kinetic energy of vibration. Wyatt [3] proposed that all significant
energy losses are assumed to be caused by friction. Jeary [2] investigated the
mechanism for the amplitude-dependent damping in buildings. Unlike the mass and
the stiffness characteristics of a structural system, damping does not relate to a unique
physical phenomenon. Several researchers investigated the sources of damping in
buildings [2,4] and concluded that they comprise

(a) intrinsic internal material damping;
(b) structural damping due to the friction among the structural members;
(c) foundation damping both due to radiation of energy and due to the structure

and architectural finishes;
(d) aerodynamic damping due to the fanning action of the building in strong wind;
(e) additional damping systems built into the structure.

160 J.Q. Fang et al./J. Wind Eng. Ind. Aerodyn. 79 (1999) 159—167
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Figure 2.2. Lagomarsino’s and Satake’s damping predictor with respect to fundamental natural 
period of buildings [Satake e t  a l . , 2003] 

It is apparent that the damping ratio decreases with the increase of the fundamental 
period of vibration. Moreover, the damping in steel buildings tends to be lower than in 
RC buildings.  

Considering the large scatter exhibited in the previous figure, alternative studies were 
conducted considering databases filtered in order to include buildings whose damping 
values were obtained only at very low amplitudes (Figure 2.3). 	

 

Figure 2.3. Damping ratio versus natural frequency at very low amplitude for steel (left) and RC 
(right) buildings [Satake e t  a l . , 2003] 

Among the available studies, Jeary [1986], Lagomarsino [1993] and Satake et al. [2003] 
propose damping estimations at low amplitudes, solely as a function of the fundamental 
vibration mode: 

erties of steel-framed buildings. As is clearly shown in Fig. 15,
the damping ratio increases with amplitude, while the natural fre-
quency decreases. Both phenomena are attributed to the same
physical reason. The connections and joints of secondary mem-
bers generating friction damping contribute significantly to over-
all damping in steel-framed buildings.

For six tall steel-framed buildings, the amplitude dependency
of the damping ratio was examined for wind response data and
forced vibration results using active control devices. Their damp-
ing ratios in a region linearly increasing with amplitude are ap-
proximated by

h1!A"B! x
H " (8)

The linearly increasing rate B and the upper amplitude limit of the
increasing region corresponding to the beginning of the high-
amplitude plateau were also examined. Although there is some
dispersion, the average feature for high-rise steel office buildings
was

B!400, upper amplitude limit x/H!2#10$5

The coefficient B!400 for high-rise steel office buildings is al-
most the same as B!470 for RC buildings. Thus, the following
equation is recommended for steel-framed buildings on the basis
of the office building results

h1!0.013f 1"400! x
H ""0.0029 (9)

This regression equation can be applied to buildings whose height
is 30 m%H!200 m and nondimensional amplitudes x/H!2
#10$5. However, the correlation between Eq. "9# and the full-
scale data for steel-framed buildings is lower than that for RC
buildings, as shown in Fig. 14"a#.

Comparison of our Proposal with Existing
Damping Predictors
Fig. 16 compares all the full-scale damping ratios for the small
amplitude region in the Japanese damping database and the values
predicted by Eqs. "6# and "9#, ignoring the amplitude dependent
terms in the equations, as well as Lagomarsino’s predictor "Lago-
marsino 1993# expressed by Eq. "10#, which describes Rayleigh-
type damping

h1!αT1"β/T1 (10)

where $!0.0072 and %!0.0070 for RC buildings, $!0.0032 and
%!0.0078 for steel-framed buildings.

The standard error of damping prediction from the proposed
predictor "0.0057 for steel-framed buildings and 0.0138 for RC
buildings, which are evaluated from data for which residuals do
not exceed three times as much as standard error# is almost the
same as from Lagomarsino’s one "0.0058 for steel-framed build-
ings and 0.0123 for RC buildings#, but the natural period depen-
dency for each predictor is essentially different. Lagomarsino’s
predictor becomes the smallest value at a particular natural pe-
riod, and then increases with natural period. However, the full-
scale damping ratios in the Japanese database continue to de-
crease with natural period. Therefore, Lagomarsino’s predictor is
apt to overestimate damping ratios for buildings with longer natu-
ral periods "i.e., high-rise buildings#. The proposed predictors,
especially for RC buildings, have similar tendencies to the rela-
tion between the damping ratios and natural periods of all the
full-scale data for the small amplitude region in the Japanese
database.

Conclusions

The damping properties of buildings in Japan were evaluated for
steel-framed buildings, RC buildings, and SRC buildings using
the damping database collected by the ‘‘Damping Evaluation
Committee’’ of the AIJ. From these analyses, the following con-
clusions were obtained:
1. The higher the building "i.e., the longer the natural period#,

the smaller the first-mode damping ratio. Furthermore, the
first-mode damping ratios seem to be affected by building
use: Damping ratios in hotels or apartments, which have
more interior partitions, are generally larger than those in
other buildings. However, damping ratios are more scattered
than natural periods, because they are also affected by vibra-
tion amplitude, foundation type, and so on.

2. The higher-mode damping property is intermediate between
the stiffness-proportional type and the invariable type, and
the ratios of two adjacent mode damping ratios are obtained
as Eq. "1# for steel-framed buildings and Eq. "2# for RC/SRC
buildings.

3. The first-mode damping ratios in the small amplitude region
increase linearly with the natural frequency or vibration am-
plitude. Damping ratio predictors including frequency and

Fig. 16. Comparison of full-scale damping ratios in Japanese damping database and proposed predictor, and Lagomarsino’s predictor
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and D(m) ! building dimension. The amplitude dependent term
is in proportion to nondimensional amplitude x/H , and estimates
the increment with D.

To discuss the damping characteristics in the very small am-
plitude region, the amplitude dependency must first be eliminated
from the Japanese full-scale data. Here, tentatively adopting
Jeary’s proposal for its simplicity, permissible error due to the
amplitude dependent term 10!D/2(x/H) was set at 10% of the
frequency dependent term 0.01f 1 . Thus, only the data satisfying
the following equation were selected from the Japanese damping
database

x
H !

0.001f 1

10!D/2
(4)

Fig. 13 shows the damping ratios for data satisfying Eq. "4# for
the translational first mode. Fig. 13 shows the relations between
damping ratios h1 and natural frequencies f 1 in the very small
amplitude region. While damping ratios for steel-framed build-
ings in Fig. 13"a# have some scatter, those for RC buildings in-
crease almost linearly with natural frequency, as shown in Fig.
13"b#. From the regression lines shown in Fig. 13, the frequency
dependent term can be approximated by

h1!0.013f 1 :Steel-framed buildings (5a)

h1!0.014f 1 :RC buildings (5b)

Damping ratios of RC buildings in the very small amplitude
region show a significant correlation with natural frequency. This
suggests that a significant portion of overall damping in RC build-
ings in the small amplitude region is frequency dependent mate-
rial damping, and the effect of soil–structure interaction is more
significant for low-rise buildings. However, the contribution of
the frequency dependent factor is less significant for damping in
steel-framed buildings in the small amplitude region, because ma-
terial damping is thought to be very small in steel-framed build-
ings.

Amplitude Dependence of Damping Ratios

Reinforced Concrete Buildings
For RC buildings, the following equation, which was obtained by
the least-squares method, approximates all the full-scale data in
the database in which amplitude was known. It consists of a fre-
quency dependent term, an amplitude dependent term, and a con-
stant. Here, the frequency dependent term was set according to
Eq. "5b#. Thus, for the function of first-mode natural frequency f 1
and nondimensional amplitude x/H , the damping predictor for
RC buildings is given as

h1!0.014f 1"470! x
H "#0.0018 (6)

Eq. "6# coincides closely with all the full-scale data of RC
buildings, as shown in Fig. 14"b#. As nondimensional amplitudes
of data are within the range x/H!2$10#5 and building heights
H are in the range 10 m%H%130 m, Eq. "6# should be applied to
buildings lower than 130 m in the small amplitude region.

Steel-framed Buildings
For steel-framed buildings, an equation approximating all the full-
scale data in the database in which the amplitude was known is
similar to Eq. "6# "Sasaki et al. 1998#. However, there was insuf-
ficient correlation between the values predicted by the equation
and the full-scale data.

The frequency dependent term and a constant are set as in Eq.
"7# by approximating all the full-scale data in which the ampli-
tude was known "Sasaki et al. 1998#

h1!0.013f 1"0.0029 (7)

However, the amplitude dependent term should be determined
on the basis of results specifically determined for individual
buildings. Fig. 15 shows the natural frequency and damping ratio
of a 99 m high building with steel frames "Tamura and Suganuma
1996# as an example of nonlinear characteristics of dynamic prop-

Fig. 12. Building height H versus translational first-mode damping
ratio h1 in consideration of building use

Fig. 13. Damping ratio h1 versus natural frequency f 1 satisfying Eq.
"4# for translational first mode

Fig. 14. Comparison of damping ratio between full-scale data and
predicted data

Fig. 15. Variations of first-mode natural frequency and damping
ratio with acceleration amplitude "a 99 m high steel-framed building#
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• Jeary [1986] 

 𝜉(%) = 𝑓! (2.1) 

which is applicable for tall buildings. 

• Lagomarsino [1993] 

 𝜉(%) =∝ 𝑇! + 𝛽/𝑇! (2.2) 

with α=0.72 and β=0.7 for RC buildings, and α=0.32 and β=0.78 for steel-framed 
buildings. 

• Satake et al. [2003] 

 𝜉(%) = 1.4𝑓!   (RC buildings with 10m<h<130m) (2.3) 

 𝜉(%) = 1.3𝑓!   (steel buildings) (2.4) 

In the expressions above, ξ is the damping ratio for the first mode expressed in 
percentage, while f1 and T1 represent the fundamental frequency (in Hz) and period (in s) 
respectively. As illustrated in Figure 2.4, the previous expressions show that for RC 
buildings with 0.4 s < T1 < 2.5 s, the damping estimations vary essentially between 0.5% 
and 3.5% (using common period-height relations). 

 

Figure 2.4. Damping predictors for RC buildings 
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Based on a database of steel buildings higher than 20 storeys subjected to light to 
moderate wind oscillations, Kareem and Gurley [1996] showed that the damping ratios 
tend to increase for higher modes of vibration (Figure 2.5). 

 

Figure 2.5. Damping ratios at higher modes of vibration [Kareem and Gurley, 1996] 

On the other hand, the results obtained by Morita and Kanda [1996] and Arakawa and 
Yamamoto [2004], indicate that it is difficult to identify a trend for the estimation of 
damping values associated with the higher models of structures. Figure 2.6 shows the 
damping values of a bare building determined by Morita and Kanda [1996] considering 
different measurement methods. 

 

Figure 2.6 Damping ratios at higher modes considering different measurement methods [Morita and 
Kanda, 1996] 

A. Kareem, K. Gurley/J. Wind Eng. Ind. Aerodyn. 59 (1996) 131-157 137 

10 

¢¢j 

t -  

" o  

._o 

o )  

a 

7 

6 

5 

4 

3 

2 

1 

0 
0 

2nO mode 

3rd mode 
Eq. 9: 2nd mode .- " 

/ 

Eq. 9: 3rd mode .- " 
/ 

/ 
/ 

/ 
/ 

/ 
/ 

i 
/ 

0 0 I.~ "~'~ X ~  
/ x ~  

o i "(~" ~ 0  

o~ °  ~ o  

L I I i 

X 
o 

0.5 1 1.5 2 2.5 3 
Damping ratio in 1st mode 

Fig. I. Damping data base and application of Eq. (9). 

3.5 

typical wind conditions. In view of the general variability of damping which is further 
compounded by the higher modes, the expression in Eq. (9) appears to portray 
a satisfactory representation of the general trend. 

3. Aerodynamic damping 

The equation of motion of an aerodynamically excited structure is given by 

M J( + 2coM~sJ; + me)ZX = F(t, X, X, X). (10) 

The left-hand side of the equation represents typical inertial damping and stiffness 
forces acting on the structures, whereas the right-hand side of the equation denotes the 
aerodynamic forcing function which is dependent on time, space and its derivatives. 
Typically the J( and the X are known to have insignificant influence on building 
response due to the relatively small value of the aerodynamic mass and stiffness in 
comparison with that of the building. It is the 32 term which depending on its sign 
contributes positive or negative values of aerodynamic damping on structures. Since 
the aerodynamic damping is due to building motion, it is manifested in the alongwind, 
acrosswind and torsional directions. There are two approaches to quantify aerody- 
namic damping, namely, quasi-steady or unsteady aerodynamics of buildings. These 
are described below. 
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Contrarily to what was observed in Figure 2.5, the figure above indicates that the 
damping values can change significantly for different higher modes of vibration without a 
defined trend. In addition, the results reveal that the determined values may be 
significantly influenced by the measurement technique, as previously referred. 

More recently, a study presented by Erwin et al. [2007] indicates that the damping ratios 
measured in structures may diverge significantly in the two horizontal directions, and that 
the amount of energy dissipated tends to increase with the building aspect ratio (Figure 
2.7). 

 

Figure 2.7. Variation of damping ratios with height and aspect ratio [Erwin e t  a l . , 2007] 

Following this observation, Bentz and Kijewski-Correa [2008] concluded that damping 
depends on the relative participation of the structural system dominant deformation 
mechanisms: shear or flexural behaviour. The study defends the hypothesis that damping 
increases with increasing relative contributions of the shear mechanisms. 

Finally, according to Satake et al. [2003] the damping ratios vary also with the building 
occupancy; e.g., office buildings with fewer partitions tend to exhibit lower damping 
ratios than, for instance, apartment buildings. 

In summary, it seems apparent that the energy dissipated in structures tends to decrease 
with the increase of the fundamental period of vibration, whilst establishing a similar 
relation regarding higher modes is less straightforward. Despite the relatively low 

the damping is on average 8% larger in the short direction. This is in contrast with the findings of 
Satake et al. [2003] who found that the damping ratio in the short direction was 75% of the long; 
however, the reason for this is again tied to the features of the structural system. The short 
direction for the Korean RC building suite has a greater contribution of shear walls to its lateral 
resistance, providing more pronounced energy dissipation due to shear wall deformations. This 
underscores the importance of considering structural system type and even regional design 
practice (e.g., Korean vs. Japanese) in the development of any predictive model for damping. 

The lack of a decisive trend in the long direction (Figure 4b) may further be explained by the 
fact that plan depth for this suite of buildings in the long direction varies considerably between 
29 m and 118 m. Thus while the parameterization of dynamic properties such as damping has 
considered solitary variables such as height [Satake et al. 2003, Yoon and Ju 2004], the impact of 
aspect ratio on damping can be noteworthy, as shown in Figure 4d. The trend indicates that 
damping increases with aspect ratio; this may be rationalized in part by the fact that the long 
direction relies heavily on the slab-action and longer aspect buildings will experience more 
participation of the slab in lateral resistance and understandably more energy dissipation due to 
the increased out-of-plane deformations. Perhaps more importantly, in residential buildings, such 
as those considered here, as the aspect ratio increases, so does the number of partitions. These 
non-structural elements can have a considerable impact on energy dissipation, as also noted by 
Satake et al. [2003].  Unfortunately, additional data on buildings with aspect ratios of 7 or greater 
will be required to verify this finding.  

To further the discussion, the observed damping values from Stage 2 are averaged over all 
methods considered and are displayed with respect to aspect ratio and height, as shown for the 
long direction in Figure 5. A best-fit plane is cast over the space to highlight the major trend in 
the data. In order to generate a predictive model, a variety of aspect ratios were selected and the 
corresponding linear trends with height are extracted from this plane (Table 2).  
 

 
 
FIGURE 5 - EXAMPLE 3-DIMENSIONAL PLOT OF DAMPING IN THE LONG DIRECTION (LEFT) AND 
FREQUENCY (RIGHT) FOR LONG DIRECTION 
 

A few observations are immediately evident: 
• The slopes in Table 2 indicate that damping shows a more substantial reliance on height for 

the short direction. Increases in height lead to more slender shear walls providing lateral 
support in this direction. These more slender shear walls are increasingly dominated by 

2007 Structures Congress: New Horizons and Better Practices © 2007 ASCE
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damping ratios measured under low amplitude vibrations, buildings with structural 
systems that favour a larger contribution of structural and non-structural components to 
the global deformed shape under dynamic motions tend to exhibit larger damping values 
([Bentz and Kijewski-Correa, 2008] and [Satake et al., 2003]).	

2.1.2 Numerical Issues Associated with Equivalent Viscous Damping Models 

The previous section presented a summary of several studies dedicated to quantify 
damping on existing structures and to identify possible correlations with respect do 
different structural parameters. Moreover, attention was given to the distinction between 
damping at essentially elastic response of the structures, i.e., without visible damage, and 
that resulting from higher amplitude deformations. 

In view of the difficulties to identify and mathematically describe the dissipating 
mechanisms in actual structures, damping is usually represented in a highly idealized 
manner by a set of generalized linear viscous dampers. The damping coefficients are 
defined so that the dissipated energy is equivalent to the energy associated to all non-
modelled dissipation mechanisms. This idealisation is therefore called equivalent viscous 
damping (EVD), which was first introduced by Jacobsen [1930].  

In nonlinear analysis, EVD intends to model the energy dissipation at deformation levels 
within the linear elastic limit. In other words, the energy dissipated by a nonlinear system 
in a steady-state vibration equals the energy dissipated by an equivalent viscous system. 
Accordingly, in nonlinear analyses, damping is the result of an elastic component (𝜉!"), 
usually modelled through EVD, and a component reflecting the energy dissipation 
mechanisms explicitly modelled through hysteresis (𝜉!!"#): 

 𝜉 = 𝜉!" + 𝜉!!"# (2.5) 

Considering the well-known equation of motion of a single degree of freedom system: 

 𝑚𝑢 + 𝑐𝑢 + 𝑘𝑢 = −𝑚𝑢! (2.6) 

the damping term of the equation depends on the relative velocity (𝑢) and the damping 
coefficient (c), which can be expressed as a function of the critical damping ratio (ξ), mass 
(m) and natural frequency (ω) by: 

 𝑐 = 2𝜉𝑚𝜔 (2.7) 

For multi degree of freedom systems, the determination of the nonlinear response 
requires the direct integration of the equation of motion and consequently modal 
superposition is no longer valid. This issue is usually overcome making use of a classical 
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Caughey damping matrix [Caughey, 1960]. If only the two first terms of the Caughey 
series are considered, one obtains the well-known Rayleigh damping approach [Rayleigh, 
1877]:  

 𝐶 = 𝑎!𝑚 + 𝑎!𝑘 (2.8) 

where a0 and a1 are the Rayleigh proportionality parameters that assume the following 
form: 

 𝑎! = 2𝜉𝜔 𝑎! =
2𝜉
𝜔

 (2.9) 

If the first or the second equation is set to zero, the Rayleigh damping model becomes 
simply proportional to the system stiffness (SPD) or the system mass (MPD), 
respectively. Moreover, when using stiffness-proportional damping, one can define the 
damping to be proportional to the initial (i.e., elastic) stiffness (ISPD) or to the tangent 
(i.e., current) stiffness of the system at every instant of the analysis (TSPD). 

Figure 2.8 shows the evolution of the damping ratios with the natural frequency for the 
different Rayleigh damping options described before. 

 

Figure 2.8. Variation of damping ratios with natural frequency for different EVD models 
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Within the scope of nonlinear frame analysis, the majority of the dissipated energy is 
explicitly accounted for through hysteretic material models. The use of generalized 
damping is however needed to reproduce sources of energy dissipation that, given their 
phenomenological complexity, are difficult to be explicitly simulated.  

Hence, the required damping for a given nonlinear dynamic analysis will necessarily 
depend on the level of detail of the model and the capabilities of the numerical tool used. 
Sakai and Unjoh [2007] showed that relatively small values of damping (2% Rayleigh) are 
appropriate to estimate the linear response of columns, whilst residual or no damping 
(0.1%) leads to better estimations for the nonlinear range. 

In this respect, distributed plasticity models tend to require the specification of lower 
damping ratios since most of the nonlinearity is modelled throughout the extension of 
the elements. On the other hand, for lumped plasticity models where the dissipation of 
energy is modelled only at the extremities of the members, larger damping values should 
be considered. Based on the comparison of an experimental test of a bridge column with 
nonlinear models considering lumped and distributed plasticity, Petrini et al. [2008] realise 
that when using a distributed plasticity models the best approximation was achieved with 
no damping, whilst with a lumped model the best agreement was obtained with 5% 
tangent stiffness proportional damping. 

Despite the prevalence of EVD models in seismic analysis, such mechanism is not 
observed in real structures. Instead, a friction model can more closely reproduce the 
observed response [Wyatt, 1977]. Realising that energy dissipation in structures results 
essentially from friction phenomena, several authors proposed alternative damping 
models with particular focus on friction models. To be noted, among others, the work by  
Yang and Menq [1998], Menq and Yang [1998], Adhikari and Woodhouse [2000], 
Adhikari and Woodhouse [2001] and Ruderman and Torsen [2010]. Nonetheless, given 
the relative complexity with respect to EVD models, such models are potentially less 
attractive from a numerical simulation viewpoint. Alternatively, Smyrou et al. [2011] and 
Jehel et al. [2013] propose useful analytical tools to build damping models with control on 
the damping ratios throughout inelastic analysis. They focused mainly in the definition of 
strategies to control the damping forces at higher modes and for increased levels of 
ductility, i.e., with period elongation.  

Some of the inconsistencies found in equivalent viscous damping models can be 
summarised in the following points: 
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• Initial Stiffness-Proportional Damping (ISPD) 

According to this option, damping forces developed in structures remain proportional to 
their elastic stiffness, regardless of the ductility demand. Hence, this solution may result 
in an overestimation of the energy dissipated through viscous damping. Analyses 
performed by Priestley and Grant [2005] indicate that the energy absorbed by elastic 
damping in ISPD may approximate the energy dissipated through hysteresis, even for 
large ductility levels. Consequently, it is very likely that such damping model produces a 
significant underestimation of peak response displacements during nonlinear dynamic 
analyses. Moreover, as in general the structural stiffness decreases during earthquake 
loading, the damping forces may assume unrealistically large values when compared to 
the member (restoring) forces [Hall, 2006]. Furthermore, Bernal [1994] showed that 
spurious damping forces are likely to arise in massless degrees of freedom (or with 
relatively small inertia); the latter tend to undergo abrupt variations in velocity when 
stiffness changes, leading to unrealistically large viscous damping forces [Jehel et al., 2013]. 

• Tangent Stiffness-Proportional Damping (TSPD) 

Currently, the use of tangent stiffness-proportional damping appears to be the most 
consensual option within the scientific community. It models a decrease in the energy 
dissipated through EVD for increasing ductility demands, which reflects an intuitively 
meaningful physical concept. Nevertheless, this model also presents important setbacks; 
namely, when the stiffness matrix becomes negative-definite, this model leads to an 
unrealistic energy input in the structure. 

• Stiffness-Proportional Damping (SPD) 

The use of SPD models, regardless of the model adopted (ISPD or TSPD), may 
introduce artificial and significantly large axial forces in the members, leading to 
convergence issues and potential instability during the analyses. Moreover, as 
demonstrated by Correia et al. [2013], when employing stiffness-proportional damping the 
member forces are not in equilibrium with the support reactions. 

• Mass-Proportional Damping (MPD) 

Mass-proportional damping, despite not having an easily identifiable physical meaning, 
does not exhibit the numerical deficiencies of the previous models. Nonetheless, Hall 
[2006] reported several weaknesses when large rigid-body modes occur, leading to 
excessively high velocities; such situation is not common in typical structures but may be 
important, e.g., when dealing with base isolated buildings. In addition, the damping ratio 
in MPD models decreases exponentially with a decrease of the vibration period, thus 
possibly leading to an underdamped higher-mode response. 
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2.2 ELEMENT FORMULATION AND DISCRETIZATION SCHEME 

A first and crucial decision – often conditioned by the available structural software 
package – that every engineer faces when modelling a frame structure for seismic analysis, 
is related to the choice of the element model. Lumped plasticity approaches are simpler 
and computationally lighter, but they do not allow modelling the spread of inelasticity 
throughout the member. In addition, the use of such approach requires the a priori 
knowledge of the location and members’ extend where the inelasticity would concentrate 
– something that, according to recent studies, e.g. [Hines et al., 2004], may vary 
significantly depending on the level of ductility demand. Moreover, modelling elements 
through lumped plasticity models, requires an high level of expertise in order to define 
the appropriate moment moment-curvature diagram at the critical section taking into 
account the materials degradation and variations in the axial force. Alternatively, in order 
to simulate the spread of inelasticity along the member, distributed plasticity approaches 
require sufficiently discretized models, either in terms of mesh refinement or number of 
integration points (IPs). Such issue is discussed in the following section, wherein both 
cases of displacement-based (DB) and force-based (FB) formulations are analysed. 

Independently of the discretization options, under certain conditions a phenomenon 
known as strain localization (or simply localization) occurs. In frame elements, it can 
affect both lumped plasticity models [Jirásek, 1997] and distributed plasticity models (DB 
and FB). The triggering conditions and the description of how it manifests in this latter 
category of models deserve further separate insight, provided in Section 2.2.2. 

2.2.1 Numerical accuracy 

If or while localization does not take place during an inelastic analysis, an adequate 
simulation of the spread of inelasticity along the structural member requires a ‘sufficient’ 
mesh refinement of the finite element model. The underlying idea is that it is not 
necessary to have an extremely refined mesh or countless integration points per member 
to obtain a close-to-exact response. From the scientific viewpoint, the problem is one of 
numerical integration accuracy. In fact, the evaluation of the basic element forces (and 
corresponding stiffness matrix) for DB formulations, or of the basic element 
displacement (and corresponding flexibility matrix) for FB formulations, requires the 
evaluation of an integral along the element length [Neuenhofer and Filippou, 1997]. 
Hence, if the problem is well-posed, the larger the number of integration points (for FB 
formulations) or the number of elements per member (for DB formulations), the more 
accurate will be the numerical integration output. Determining the level of refinement for 
which the results are acceptably close to the exact response is of fundamental importance 
to keep the model as computationally light as possible. To do so it is extremely relevant 
to bear in mind that the response can be assessed at the global or/and at the local level as 
well; i.e., respectively in relation to nodal displacements or curvatures at the IPs. Each 
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level exhibits distinct convergence properties, as discussed hereinafter. Further, since the 
concept of a ‘sufficiently’ discretized scheme holds different meanings depending on 
whether a DB or a FB approach is adopted, it will be addressed in separate sub-sections. 
Finally, it is also underlined that the aforementioned ‘exact’ response holds for the 
context of an Euler-Bernoulli beam theory, which can bring about important deviations 
with respect to the ‘exact’ results that would be obtained from experimental 
measurements. This point will be addressed in Section 3.4.2. 

2.2.1.1 Disp lacement -based  approach 

Employing the usual cubic displacement interpolation functions for the transverse 
displacement field creates an artificial restraint amongst the IPs of the same DB element 
concerning the development of inelastic curvatures. The insensitivity of DB meshes to 
the increase of the number of IPs per element is intimately related to such feature; 
therefore, it is not justified to use more than two IPs per element, alongside with a 
Gauss-Legendre quadrature rule. It is recalled that the latter leads to the exact integration 
of a polynomial up to degree 2n-1, where n is the number of IPs. 

Capturing the spread of inelasticity can thus only be achieved at the expense of refining 
the element mesh. A balance—which is dependent on the loading and boundary 
conditions - should be struck between the desired numerical accuracy and computational 
cost. In general, a member model with three elements provides an unrealistically stiff 
response at both the global and local levels. That effect is even more pronounced with 
two elements - see also Neuenhofer and Filippou [1997], whilst a one-element mesh is 
wholly unable to simulate the member inelastic behaviour. It can be roughly said that a 
‘sufficiently’ discretized DB scheme implies a minimum of four to six elements per 
structural member. However, whist the previous rule of thumb usually provides close-to-
exact results at the global level, it can simultaneously fall short of yielding acceptable 
local-level responses: computed inelastic curvatures may underestimate significantly the 
exact value. Such apparently contradictory feature can be attributed to the fact that DB 
elements only satisfy equilibrium in an average (integral) sense. If a reliable local-level 
response is also sought, a very refined DB mesh - around one order of magnitude larger 
than the previously mentioned rule of thumb - may have to be considered [Calabrese et 
al., 2010]. 

2.2.1.2 Force -based  approach 

Unlike the DB approach, force interpolation functions - which strictly verify equilibrium - 
used in FB elements do not restrain the expected development of inelastic curvatures 
along the IPs of the same element. Consequently, only one element per structural 
member is required. Furthermore, the use of a Gauss-Lobatto integration scheme is 
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advised as it controls the end sections of the element, which are privileged locations for 
the occurrence of seismic inelastic response. 

Consider now the linear elastic response of a planar beam-column element with six 
degrees of freedom (three at each end node), under geometric linear behaviour. It is 
straightforward to demonstrate that the element stiffness matrix including the rigid-body 
modes, obtained according to the FB approach, depends on the number of Gauss-
Lobatto IPs used in its derivation: 

a) Two integration points:   b) Three or more integration points: 

 

The stiffness matrix depicted on the right-hand side is a classical result of introductory 
structural theory, and can be exactly retrieved with three or more IPs. On the other hand, 
the stiffness matrix on the left-hand side shows the consequences of under-integration 
with two Gauss-Lobatto points: the basic linear elastic response cannot be simulated, as 
opportunely mentioned elsewhere [Scott and Fenves, 2006]. The use of two Gauss-
Lobatto points per FB element is thus strongly discouraged and should be avoided. 

Whilst at least three FB Gauss-Lobatto IPs are required to reproduce the linear elastic 
response, capturing the spread of inelasticity claims for a larger number of IPs. Naturally, 
the further apart they lie, the less able is the element to realistically simulate the 
aforementioned physical phenomenon. Once again, a compromise between numerical 
accuracy and computational time must be found. A ‘sufficiently’ discretized FB scheme 
calls for around five IPs to obtain accurate global-level results, while a close-to-exact 
local-level output typically requires a marginally larger number of IPs (around six to 
seven). It is recalled that the equivalent local-level accuracy requirements for the DB-
mesh counterpart are incomparably more stringent. 
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2.2.2 Numerical Localization 

Formally, localization corresponds to the loss of ellipticity of the governing differential 
equations, resulting in the loss of uniqueness of its mathematical solution. The initial 
boundary-value problem thus becomes mathematically ill-posed and a numerical solution 
becomes mesh-dependent. From the computational mechanics viewpoint, localization is 
intrinsically related to softening or post-peak constitutive behaviour. In the context of 
distributed plasticity frame models, localization occurs following the attainment of a post-
peak descending branch of the moment-curvature relation at a given IP. 

The problem of localization can perhaps be better understood through the lens of the 
auxiliary notion of objectivity [Coleman and Spacone, 2001]. Consider several DB and FB 
discretization schemes with an increasing degree of refinement according to the 
suggestions of Section 2.2.1: if the corresponding global and local-level responses 
converge to the same (exact) value, the response is said to be objective. If instead 
divergent results show up, the response is deemed as non-objective and localization takes 
place, with inelastic curvatures concentrating at one (or possibly more) IP(s). 

As stated above, the distinctive fundamental trait of this concentration of inelastic 
curvatures is that it only occurs upon reaching a softening branch of the moment-
curvature relation. This concentration corresponds to the solution of an ill-posed 
problem, hence it cannot be directly related to a corresponding physical meaning. 
Additionally, it is accompanied by simultaneous unloading in the neighbouring IPs (or 
elements, see discussion in Section 2.2.3). In order to maintain post-peak objectivity, 
regularization techniques must be employed, which are briefly addressed in the following 
section. 

On the other hand, if the sectional response at every IP depicts a fully hardening post-
yield behaviour or, equivalently, if the member is not loaded beyond the attainment of a 
possible peak of the sectional moment-curvature curves, the model response is objective. 
Hence, arising inelastic curvatures correspond to a well-posed problem (the solution 
exists and is unique) and carry a clear physical meaning. Their accuracy remains 
nonetheless dependent on the adoption of a ‘sufficiently’ discretized scheme, as discussed 
above in Section 2.2.1. 

It should hence be clear that the concentration of curvatures in one element or IP does 
not necessarily imply localization, in the sense of non-objectivity. From an alternative 
standpoint, it is also fair to note that if the incursion in the post-peak branch is limited, 
the effects of localization may not be relevant. The objective of the above discussion was 
to help clarifying the distinguishing features between a numerical accuracy problem and a 
numerical pathologic sensitivity to finite element discretization. 
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2.2.3 Regularization Techniques 

The abovementioned distinct features of localization affecting FB and DB approaches 
naturally call for different ways of maintaining the post-peak objectivity of the results. 
These constitute the so-called regularization techniques, which require a user-defined 
parameter specifying the physical dimension of the region into which curvatures localize. 
In earthquake engineering, the latter corresponds to the expected length of the plastic 
hinge. Some authors, e.g., Almeida et al. [2014], have explicitly adopted the term real 
plastic hinge length to emphasize that confusion often arises with existing well-known 
formulas for the equivalent plastic hinge length. The latter fictitious quantity is in principle 
only applicable to plastic hinge analysis. 

Historically, regularization techniques were first applied to DB elements, since the latter 
correspond to the original formulation of the Finite Element Method. In nonlinear fibre 
frame elements, the average verification of equilibrium in DB formulations poses various 
difficulties in the interpretation of the element behaviour. In particular, it becomes 
impossible to predict a priori if localization will take place in the most strained IP 
[Calabrese et al., 2010] or simultaneously in both IPs of the element [Almeida et al., 2014], 
which probably corresponds to the most common case. In fact, the distinct axial forces 
determined in each of the two member IPs - their value being symmetric with respect to 
the applied element axial load - induce different moment-curvature relations and 
eventually distinct sectional flexural capacities (again, if a fibre approach is employed at 
the sectional level). The largest moment demand may thus occur at an IP whose flexural 
capacity is artificially larger than the one of the neighbouring integration point and 
consequently the softening branch of the moment-curvature curve may be attained first 
in this latter IP (and only at larger inelasticity demands in the former IP). In short, it is 
not possible to know in advance, i.e., before running the analysis, if the appropriate 
regularization method should imply setting the length of the element as the length of the 
expected plastic hinge length, or rather twice this value. 

The first regularization method for FB elements was suggested by Coleman and Spacone 
[2001]. Due to its time-consuming two-stage application, more recent techniques were 
proposed [Scott and Fenves, 2006; Addessi and Ciampi, 2007]. They are based on ad hoc 
integration schemes and the observation that, unlike DB approaches, the post-peak 
accumulation of curvatures in FB elements is bound to happen in the most strained IP; 
therefore, such approaches scale the integration weights at the element ends to match the 
value of the expected plastic hinge length. The main problem with such approaches is 
that they can simulate an unrealistically flexible response when an (objective) strain-
hardening constitutive behaviour occurs. To circumvent this problem, a new quadrature 
rule was advanced by Scott and Hamutçuog ̆lu [2008], which includes two additional IPs 
at the extremities. More recently, a versatile adaptive integration scheme that warrants 
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high numerical accuracy in the pre-peak phase and a regularized response in the post-
peak branch was proposed by Almeida et al. [2012]. 

2.3 STRAIN PENETRATION AND ANCHORAGE SLIP 

RC members subjected to flexural loading often depict localized deformations occurring 
between the reinforcement and the concrete of the adjacent members (beam-column 
and/or column-footing joints). Although relatively large anchorage lengths are provided 
in modern seismic design and failure is thus not usually expected, the corresponding 
deformations should be accounted for in analysis. This mechanism can become critical in 
older RC structures with deficient anchorage detailing and/or smooth rebars with much-
reduced bond strength, leading possibly to anchorage failure as observed in a recent 
blind-test challenge ‘Prémio Ricardo Teixeira Duarte’ (more information available at the 
website: http://jpee2014.lnec.pt/concurs_2.html).  

The fixed-end rotations result from the spread of reinforcing strains through the 
anchorage region, which causes strain incompatibility between the reinforcement and the 
surrounding concrete and potential bond-slip deformations along the anchorage length. 
These phenomena are often referred in the literature with different terminology, such as 
strain penetration effects (SP, which will be herein adopted), bond behaviour, anchorage 
slip or bond-slip mechanisms. If adequate anchorage length is provided, the deformation 
results solely from penetration of tensile strains along a fraction of the anchorage length. 
However, if inadequate anchorage is provided, the strain penetration may extend through 
the entire anchorage length, leading to additional deformations due to bond slip of the 
complete rebar.  

According to Sritharan et al. [2000] and Sezen and Moehle [2004], the total lateral 
displacement of RC members can be increased by up to 40 % due to SP effects. It is 
observed that, despite the importance of considering strain penetration effects in a 
general case, these deformations are often neglected in most numerical models of RC 
structures for seismic analysis. A summary of reference numerical models that do take SP 
effects into account are herein briefly reviewed. A more detailed investigation is 
addressed in Chapter 4. 

2.3.1 Explicit Strain Penetration Models 

Over the last years numerous authors proposed alternative ways to determine and 
numerically accommodate strain penetration effects. The development of 3D solid finite 
element models to explicitly simulate the interaction between the longitudinal rebars and 
the surrounding concrete (e.g., Salem and Maekawa [2004] and Jendele and Cervenka 
[2006]) appears to be the most realistic way to describe such behaviour. These models are 
essentially based on fracture mechanics employing advanced material and bond 
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constitutive relations. Nevertheless, notwithstanding their obvious simulation capabilities, 
such approaches are computationally demanding and hence the analysis of large complete 
structures featuring such models is still generally unfeasible. 

Monti and Spacone [2000] presented a RC beam element that explicitly accounts for the 
slip between the reinforcing bars and the surrounding concrete at the cross-sectional 
level. In this approach, the fibre-section state determination is computed considering that 
the steel fibre strain is given by the sum of the effects of the rebar deformation outside 
the anchorage zone and the bond-slip occurring along the strain penetration length. The 
big advantage of this model is that the SP deformations are directly accounted for at the 
member formulation, avoiding the need to define additional elements or assume 
supplementary modelling considerations. Despite being simpler than detailed 3D finite 
elements analysis, such model is still computationally expensive given the extensive 
discretization required to accurately capture the rebar response along the embedded 
length [Zhao and Sritharan, 2007]. In addition, such model is not available in most 
current software packages, preventing its generalized use by structural engineers. 

2.3.2 Implicit Strain Penetration Models 

In view of the above mentioned limitations, the development of link elements appears as 
a natural alternative solution, in particular for frame analysis. They are based on the 
assumption that the strain penetration deformations can be lumped into a single element 
located at the member end(s), usually in the form of a zero-length element. The 
properties of such link elements are generally developed based on empirical data and can 
be defined at the material (reinforcement and concrete) level [Zhao and Sritharan, 2007] 
or at the cross-sectional level with suitable moment-rotation relations [Sezen and Moehle, 
2004]. Although both solutions appear to compare reasonably well with the provided 
verification examples, their use is still somewhat restricted to the research community. 
On the other hand, practicing engineers typically look for alternative simplified 
approaches readily applicable to the generality of the available structural frame-analysis 
software. 

Along the previous lines, one of the simplest approaches often used in practice - which 
unfortunately misses clear application guidance - involves the reduction of the Young’s 
Modulus of the reinforcing steel to simulate the increase in member flexibility due to SP 
effects. Alternatively, the member can be extended by an estimated strain penetration 
length, which represents another common and simple method that has attracted more 
attention during past research. The underlying idea of this approach relies on the 
assumption that these deformations spread along the strain penetration length, 
contributing to the overall member deformation. In the framework of an equivalent 
plastic hinge methodology [Fardis, 2009; Priestley et al., 2007], different expressions have 
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been empirically calibrated to provide an estimation of the equivalent SP length (LSP) at 
the onset of flexural failure. The following Equations (2.10) and (2.12) by Priestley et al. 
[2007] and Eurocode 8 – Part 3 [CEN, 2005] are widely used: 

• Priestley et al. [2007]   

 𝐿!" = 0.022𝑓!𝑑!   (𝑓! 𝑖𝑛 𝑀𝑃𝑎) (2.10) 

• CEN [2005]   

 
𝐿!" = 𝑘

𝑓!𝑑!"
𝑓!

  (𝑓!"  𝑖𝑛 𝑀𝑃𝑎) 
(2.11) 

where fye is the expected yield stress of the longitudinal rebars, db is the diameter of the 
longitudinal rebars, fc is the concrete compressive strength, and k can assume values of 
0.11 or 0.24 depending on the concrete confinement model considered to estimate the 
overall member deformation. If an improved concrete model is employed (k = 0.11), 
both expressions produce similar values for a typical concrete strength (fc ≈ 30 MPa). 
Moreover, despite being calibrated to be applied at ultimate condition, LSP seems to be 
also valid at flexural yielding [Fardis, 2009]. It is relevant to note that a recent extensive 
experimental program on bridge columns, wherein detailed strain and slip 
instrumentation of rebars was carried out, has shown that a constant equivalent strain 
penetration length was suitable to describe the measured fixed-end rotations throughout 
the (large) range of curvature ductility demands [Goodnight et al., 2014]. 

The previous procedure seems to be particularly suitable to predict the response of 
structures that are expected to respond in the nonlinear range. Nonetheless, a setback of 
this approach relates to the fact that the modified member becomes artificially more 
flexible up to yield, when the strain penetration mechanism is expected to be fully 
developed over Lsp. Accordingly, the additional deformability is spread along the length of 
the artificially elongated member instead of corresponding to a localized flexibility at the 
element end(s). Moreover, given that the shear span of the element increases for the same 
sectional flexural capacity, the shear forces computed with a longer element will 
necessarily be underestimated. The magnitude of this error is nevertheless limited, given 
that the strain penetration length is of the order of 5 % of the member length. It is also 
noted that this SP modelling option becomes increasingly difficult to apply as the number 
of bays and storeys increases, due to evident geometrical compatibility issues. 

The last option herein reviewed to model strain penetration, which overcomes some of 
the previous limitations, considers an elastic rotational spring at the base of the columns, 
thus keeping the element dimensions unchanged. The elastic stiffness of the spring can 
be determined such that the stiffness of the system with the spring is the same than the 
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stiffness-at-yield of a similar element, fixed at the base, but elongated by the strain 
penetration length [Correia, 2011]. The option to equate the system stiffness at yielding 
reflects the hypothesis that the strain penetration length is essentially fully mobilized 
when the longitudinal rebars yield. A graphical interpretation is shown in Figure 2.9, from 
which the rotational stiffness can be derived: 

  

Figure 2.9. Graphical representation of two common SP modelling approaches: elongated element 
(left) and base spring (right) 

Following the reasoning behind the previous figure, one can estimate the rotational 
stiffness required to achieve the same yielding displacement of an element elongated by 
the strain penetration length [Correia, 2011]: 

 𝐾! = 3𝐸𝐼!
𝐿!!

𝐿! + 𝐿!"
!
− 𝐿!!

=
𝑀!

𝜙!
3𝐿!!

𝐿! + 𝐿!"
!
− 𝐿!!

 (2.12) 

where LSP can be readily computed with Equation (5) or (6), MN is the nominal yield 
moment, and φy is the yield curvature. The latter can be determined from a bilinear 
idealization of a cross-sectional moment-curvature analysis.  

Figure 2.10 represents the capacity curves of a column (extracted from Structure 2 and 
structure 3, in Section 3.1), modelled with alternative strain penetration options: (i) no 
strain penetration, (ii) elongated element and (iii) base spring. 

!
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Figure 2.10. Capacity curves of a column of Structure 2 considering alternative strain penetration 
options 

The results show that the use of a base spring approaches as well as the option of an 
elongated element manage to capture the additional flexibly of the elements when 
compared with the case in which the strain penetration effects are neglected. Moreover, 
and contrarily to the longer element solution, the shear forces developed at the element 
with the base spring are, as desired, in agreement with those computed without strain 
penetration effects. 

2.4 MATERIAL STRESS-STRAIN MODELS 

The selection of appropriate material models and corresponding parameters is a key 
decision in nonlinear modelling of RC structures, in particular for cyclic or dynamic 
analyses. The uniaxial stress-strain relations adopted for both concrete and steel affect the 
cross-sectional response at each integration point of the element and correspond to the 
primary source of structural material nonlinearity. 

Amongst the available uniaxial material laws, and despite the numerous models available 
in literature, Mander’s concrete model [Mander et al., 1988] and Menegotto-Pinto steel 
model [Menegotto and Pinto, 1973] prevail as two of the most commonly adopted in 
nonlinear analyses of RC structures. Previous studies addressing the effect of the selected 
material models on the computed response of RC structures (e.g., the works by Yazgan 
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and Dazio [2011b] and Blandon [2012]) have shown that the choice of different material 
models, in particular those for steel, may have a significant impact on the computed 
maximum and residual displacements. 

In the following sections, a brief description of some reference models is introduced, 
highlighting the main features for each case. 

2.4.1 Concrete and Confinement 

The parameter that most affects the maximum concrete strength and corresponding 
strain is the confining reinforcement. In the parametric study carried out in the following 
sections, three concrete constitutive relations featuring different confinement models 
were considered: (i) Mander et al. [1988]), (ii) Madas and Elnashai [1992], and (iii) Kappos 
and Konstantinidis [1999]. Moreover, the analyses employing Mander’s model will 
consider two options for the tensile strength: one neglects it, while the other considers a 
tensile strength of 0.75 𝑓! [MPa], as proposed by Priestley et al. [1996] for members 
subjected to flexure. In the latter case, the tensile stress is assumed to increase linearly 
with strain up to the tensile strength, followed by a subsequent abrupt loss of tensile 
resistance. 

The first model considered - defined as the reference case - is the uniaxial nonlinear 
model proposed by Mander et al. [1988] with the cyclic rules suggested by Martinez-
Rueda and Elnashai [1997]. The confinement effects provided by the transverse 
reinforcement are incorporated through the rules advanced by Mander et al. [1988], 
whereby constant confining pressure is assumed throughout the entire stress-strain range. 

Following the same constitutive relation assumed by Mander et al. [1988], the model 
proposed by Madas and Elnashai [1992] considers a confinement factor that varies during 
the analysis. This coefficient depends on the cross-sectional properties of the elements 
(dimensions of the cross-section, mechanical characteristics and detailing of the 
transversal reinforcement) and on the sectional axial load at each step of the analysis. 

Kappos and Konstantinidis [1999] observed that, despite the maximum strength of 
confined concrete being well predicted by most of the confinement models, higher 
dispersion between the different stress-strain relations was observed beyond the peak 
stress. Accordingly, they proposed an alternative constitutive model, calibrated for high-
strength concrete, following the relation proposed by Nagashima et al. [1992] and 
incorporating the confinement effects through the modified Sheikh and Uzumeri [1982] 
factor (i.e., the so-called confinement effectiveness coefficient). Contrarily to the Madas 
and Elnashai [1992] model, the one proposed by Kappos and Konstantinidis [1999] 
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assumes a constant confinement throughout the entire stress-strain range, which is 
identical to the one defined in the Mander’s model. 

Figure 2.11 illustrates the response under compression of the same fibre using the above 
mentioned alternative concrete constitutive models, at the base section of Structure 1 
(presented later in Section 3.1) when subjected to a cyclic history of lateral displacements.  

 

Figure 2.11. Cyclic response of the same concrete fibre in the base section of Structure 1 using 
distinct uniaxial models, for the same cyclic history of imposed lateral displacements 

It can be observed that distinct confinement models modify significantly the stress-strain 
response. It is clear that Mander’s model follows the less steep softening branch when 
compared to the other confined concrete models. Consequently, it is expected that 
member response wherein Mander’s model is employed will in general show less 
pronounced localization effects (see Section 2.2.2). 

2.4.2 Reinforcement 

In the current study, the well-known stress-strain relation proposed by Menegotto and 
Pinto [1973] is adopted as the reference uniaxial steel model. This model has been shown 
to be numerically stable and is able to capture the main behavioural features of complex 
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cyclic loading histories. The Bauschinger effect is accounted for through the definition of 
a pair of parameters (A1 and A2) that adjust the shape of the transition curves. 
Considering that the fundamental properties of the rebars, such as yield strength, 
modulus of elasticity, or strain-hardening related properties, are defined according to the 
actual properties of the materials, the current parametric study comprises only the 
evaluation of the different unloading/reloading transition curves. Namely, two values for 
A2 were assumed: 0.15, in the reference model, and A2 = 0.075 that results in smoother 
transition curves. The latter facilitate the numerical convergence of nonlinear analysis, but 
excessively low values of A2 can result in underestimation of the hysteretic energy 
dissipation. 

The simple bilinear uniaxial rebar model, which neglects the Bauschinger effect and hence 
overestimates the energy dissipation, was also considered in this study. Its abrupt pre-to-
post yield stiffness change proved to be numerically more challenging for the analyses 
than when the Menegotto-Pinto model was employed. 

Finally, the Monti-Nuti steel model was also considered. This model uses the Menegotto-
Pinto stress-strain relation together with the buckling rules proposed by Monti and Nuti 
[1992]. It accounts for the reinforcing bar slenderness ratio (s/db) in the response of 
longitudinal rebars undergoing large inelastic deformations, where s is the specified tie 
spacing and db is the longitudinal rebar diameter. In order to overcome stability issues 
associated with small strain reversals, the considered model incorporates the 
improvements introduced by Fragiadakis et al. [2008]. 

Previous studies (e.g., Bae et al. [2005], Cosenza and Prota [2006] and Fragiadakis et al. 
[2008]) indicate that buckling in longitudinal rebars is mainly dependent on the 
slenderness of the rebar, the stiffness and the rigidity of the hoops and the strain 
hardening of steel, and is favoured for slenderness ratios greater than around 5. For the 
structures considered in this work this ratio is 4.2, 15 and 5 for Structure 1, 2 and 3, 
respectively. Accordingly, it is expected that the use of Monti-Nuti steel model introduces 
improvements in the numerical results, in particular for the cases in which buckling is 
prone to occur. 

As for the concrete models, Figure 2.12 illustrates the static cyclic response of the 
alternative reinforcement constitutive models described before. 
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Figure 2.12. Cyclic response of the same reinforcement fibre in the base section of Structure 1 using 
distinct uniaxial models, for the same cyclic history of imposed lateral displacements 

The observation of the hysteretic curves presented in Figure 2.12 shows that, as expected, 
the bilinear model exhibits a much larger loop area. More interestingly, and contrarily to 
what can be seen for the concrete fibre responses, the rebar strain levels attained at the 
end of each imposed displacement cycle may diverge considerably, in particular for larger 
displacement demands. In fact, as the element response enters the nonlinear range, the 
neutral axis moves towards the compressed zone of the cross-section and consequently 
the strains in the tensile zone become more sensitive to small variations in the cross-
sectional curvature. 

2.5 NUMERICAL INTEGRATION AND TIME-STEP 

The integration of the equation of motion in seismic analysis requires the application of 
advanced numerical algorithms. Among the different options currently available, 
Newmark’s method [Newmark, 1959] appears as one of the most popular because of its 
superior accuracy. Among the family of Newmark’s methods, the constant average 
acceleration option (resulting from the combination of γ = 0.5 and β = 0.25) became 
widely used since it is an unconditionally stable method, i.e., the stability is verified 
independently of the time-step of the analysis [Chopra, 1995]. Nonetheless, despite 
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providing bounded solution regardless of the time-step adopted, there are always 
computational errors inherent to any numerical solution. 

The error attributed to a given numerical method is usually measured in terms of 
amplitude decay and period elongation/shortening of the response motion, and is 
associated with the ratio between the time-step of the analysis and the periods of 
vibration of the structure. Figure 2.13 shows how the period elongation and the 
amplitude decay of the numerical solution vary with four alternative integration 
algorithms, reflecting the amount of numerical damping artificially considered in the 
analysis. It is noted that the “New algorithm” indicated in the figure on the right hand 
side identifies the well-known Hilber-Hughes-Taylor (HHT) algorithm [Hilber et al., 
1977]. 

 	

Figure 2.13. Variation of amplitude decay and period elongation with respect to Δt/T , for different 
numerical integration methods (adapted from Hilber e t  a l .  [1977]) 

Both methods described before are available in most common structural analysis software 
packages and have been extensively used to perform dynamic analysis. The main 
difference between them is thus associated with the manner in which the HHT method 
intentionally filters out the contribution of higher modes (illustrated in the previous 
figure), reducing, in this way, potential structural spurious responses. 

In addition to the selection of the numerical algorithm, the ratio between the analysis 
time-step and the relevant period of vibration of the structure is a key option regarding 
the numerical accuracy. A traditional rule of thumb suggests that a time-step equal or 
lower than 0.1 T, and smaller than 0.02 seconds, is generally sufficient to produce 
reasonably accurate results, at the same time it ensures a smooth transition between the 
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steps of the analysis [Chopra, 1995]. Nevertheless, for large structures, the consideration 
of a reduced time-step can make the analysis time unreasonable, without visible 
improvements in terms of accuracy.  

2.6 SIMPLIFIED WIDE-COLUMN MODELS FOR U-SHAPED WALL BUILDINGS 

Reinforced concrete (RC) structures with tri-dimensional asymmetries tend to exhibit 
torsional effects that are of great concern in the field of earthquake engineering, in 
particular at large ductility levels where they become more relevant [Mansuri, 2009]. 
Within the previous idea, the research project SMART 2013 (‘Seismic design and best-
estimate Methods Assessment for Reinforced concrete buildings subjected to Torsion 
and non-linear effects’) was conducted in order to improve the knowledge on the seismic 
response of irregular RC structures (experimental test) and to provide reference data for 
modelling developments and validation (benchmark contest). In addition, the structure 
analysed in the present project brings an additional challenge in what respects the 
simulation of RC wall structures with beam-column (line) elements. 

After a short description of the SMART 2013 mock-up and corresponding loading 
protocol, the following sections describes the properties of the numerical model used 
considered in the blind challenge and compares the numerical results with those obtained 
from the experiments. The analysis of the results provides indications on the validity of 
simplified wide-columns to simulate the behaviour RC wall structures, in line with 
previous studies conducted by Luu et al. [2013] and Almeida et al. [2014]. 

2.6.1 Description of the Test Unit and Loading Protocol 

In order to assess the capacity of buildings to withstand earthquake loading and evaluate 
the level of accelerations that can be transferred to the non-structural components at a 
given floor, a reduced scale model (¼ scale) representing, in a simplified way, half part of 
an electrical nuclear building (Figure 2.14) was subjected to a large set of dynamic 
experimental tests. The model was tested at the AZALEE shaking table (Saclay, France) 
as part of the SMART 2013 project. This project was supported by the Commissariat à 
l’Énergie Atomique et aux Énergies Alternatives (CEA) and by Electricité de France 
(EDF). 



Romain Sousa 

 

34 

 

Figure 2.14. SMART 2013 mock-up 

The SMART 2013 mock-up was designed according to the French nuclear regulations 
and current guidelines for a design spectrum anchored to a peak ground acceleration 
(PGA) of 0.2 g and a damping ratio of 5 % [Richard and Chaudat, 2014]. 

The experimental mock-up exhibits a trapezoidal shape in plan (Figure 2.15) and features 
structural RC walls with openings of variable dimensions, which favour the development 
of important torsional components. Table 2.1 summarises the main dimensions of the 
different walls of the mock-up. 

For what concerns the material properties, the concrete compressive strength ranges 
from 35.5 MPa to 46.6 MPa, whilst the yielding strength of the reinforcing bars varies 
from 500 MPa to 665 MPa, for the different structural elements.  

Assuming that most of the mass is concentrated at the floors, additional mass blocks 
were fixed to the slabs, totalling about 11 tons per floor in addition to the self-weight of 
the mock-up (approximately 12 tons). The design drawings can be downloaded from the 
SMART 2013 website: http://www.smart2013.eu. 
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Table 2.1. Dimensions of mock-up structural elements 

 

Structural component Length (m) Thickness (m) Height (m) 

 

 

Wall #V01 and  #V02 3.1 0.1 3.65 

 

 

Wall #V03 2.55 0.1 3.65 

 

 

Wall #V04 1.05 0.1 3.65 

 

 

Beams 1.45 0.15 0.325 

 

 

Column 0.2 0.2 3.9 

  

 

Figure 2.15. Plan view and dimensions of the mock-up (in mm) 

The structure was subjected to a series of seismic excitations that can be subdivided into 
three groups: synthetic (white noise), natural earthquakes and natural aftershocks. While 
the first group, featuring very low acceleration amplitudes, aims at identifying the 
dynamic properties of the system, the second one was defined to impose a progressively 
larger seismic demand up to the desired design level. Finally the third group considers 
two ground motions representative of actual aftershock motions. Table 2.2 shows the 
input sequence considered for the models discussed below, together with the peak 
ground acceleration associated to each run. 
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Table 2.2: Ground motions’ sequence considered in the blind prediction contest 

Run Label 
Targeted 
PGA - X 

(g) 

Targeted 
PGA - Y 

(g) 

Percentage   
nominal 

signal (%) 

Realized 
PGA - X 

(g) 

Realized 
PGA - Y 

(g) 
Type 

6 0.1 0.1 100 0.1 0.1 Synthetic white noise 

7 0.1 0.1 50 0.13 0.14 Design signal 

9 0.2 0.2 100 0.22 0.23 Design signal 

11 0.2 0.11 11 0.21 0.16 Northridge earthquake 

13 0.4 0.21 22 0.4 0.21 Northridge earthquake 

17 0.8 0.42 44 0.6 0.4 Northridge earthquake 

19 1.78 0.99 100 1.1 1 Northridge earthquake 

21 0.12 0.07 33 0.14 0.14 Northridge (aftershock) 

23 0.37 0.31 100 0.7 0.4 Northridge (aftershock) 

 

In addition, the SMART 2013 international benchmark was composed of four main 
stages. While the firsts two stages (RUN 6 and RUN 7) were essentially dedicated to 
perform a dynamic characterization of the mock-up and to calibrate the numerical model 
based on the linear elastic properties of the mock-up, for the third stage of the 
benchmark the participants were asked to predict the nonlinear response of the structure 
when subjected to high intensity seismic motions (RUN 9 to RUN 23, as indicated in 
Table 2.2). The accuracy of the predictions is assessed in terms of displacements and 
accelerations measured at five different locations at each floor (points A to E in Figure 
2.15) along the three coordinate axes.  

Additional details regarding the experimental protocol and benchmark stages can be 
found in Richard and Chaudat [2014]. 

2.6.2 Properties of the Numerical Model 

Beam-column elements (with concentrated or distributed plasticity) are widely used by 
structural engineers to simulate the nonlinear response of structures. The application of 
such formulation has proved to be very suitable for framed structures, combining the 
accuracy of global response parameters with appreciable computational efficiency, e.g., 
Bianchi et al. [2011], Yazgan and Dazio [2011a] and Blandon [2012]. 
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Whilst slender frame elements tend to exhibit a response dominated by their flexural 
component, the response of wall structures combines other deformation mechanisms 
that are difficult, if not impossible, to be explicitly modelled with beam-column elements 
implemented in current state-of-the-practice structural analysis programs. In particular, it 
is difficult to capture the important shear contribution through the development of 
inclined cracks in the wall panels, the localized response at the wall-foundation interface, 
or the interaction with adjacent walls, among other effects.  

Despite the above mentioned limitations, the model considered in this study follows a 
wide-column analogy because it combines the merits of representing a three-dimensional 
wall structure with inelastic properties while being computationally more efficient, simple 
and easy to set up when compared to shell or solid finite element models. Furthermore, it 
is of particular interest to verify the applicability limits of frame models for simulating the 
behaviour of walls wherein shear deformations should be non-negligible. The numerical 
model considered was built in the SeismoStruct platform [Seismosoft, 2013], using a 
number of modelling assumptions that are briefly described hereafter.  

The cross-sectional properties of the walls were defined considering the (confined) 
concrete uniaxial nonlinear model proposed by Mander et al. [1988] and the well-known 
steel stress-strain relation proposed by Menegotto and Pinto [1973]. These models are 
numerically stable and able to capture the behaviour of complex cyclic loading histories.  

Given that in a wide-column analogy the vertical elements (walls) are reproduced with 
line elements, it is not possible to connect directly adjacent elements or define a 
continuous slab to simulate the floors. Hence, special care should be taken with the 
definition of the connection between the elements. The connection between adjacent 
walls was guaranteed through the definition of rigid elastic elements that link the centre 
of the wall (where the frame element is placed) to the corner where the adjacent wall is 
connected. It is important to note that the torsional stiffness of these elements should be 
very low in order to avoid the (unrealistic) transfer of the corresponding sectional forces 
to the adjoining wall. Moreover, considering the restraining effect of the slab, it was 
assumed that the relative deformation between the walls, in particular in the out-of-plan 
direction, was negligible. For that purpose, regarding the modelling of the slabs, a grid of 
elastic elements approximately reproducing the estimated elastic stiffness of the RC slab 
was defined, connecting the main structural nodes. Despite requiring a larger number of 
elements, this solution proved to be numerically more stable, for this particular structure, 
than the simpler alternative of defining a rigid diaphragm. 
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In view of the absence of a continuous slab in the numerical model, the additional mass 
blocks distributed along the slab of the mock-up were lumped at the main structural 
nodes according to the associated tributary areas. The self-weight of the mock up was 
implicitly modelled through the specific weight of the materials.  

An important decision when modelling a frame structure for seismic analysis is related to 
the choice of the element model. Lumped plasticity approaches are simpler and 
computationally lighter, but they do not capture the spread of inelasticity throughout the 
member as the alternative distributed plasticity models do. Within the later group, force-
based (FB) and displacement-based (DB) formulations are usually available, which verify 
equilibrium along the element length in an exact and average way, respectively. Despite 
this clear advantage of the FB approach, the analyses performed with FB elements 
exhibited important convergence difficulties when subjected to large ductility demands. 
For this reason, the model adopted considers four DB elements for each RC wall. 

As previously mentioned, the majority of beam-column formulations available in current 
software packages do not account for shear deformations. Hence, in order to consider 
such additional flexibility of the wall elements, zero-length shear springs were introduced 
at mid-height of each wall. The stiffness of these springs were determined according to 
the recommendations proposed by Beyer et al. [2008]: 

 𝑘! =
𝐺𝐴!
ℎ!"

 (2.13) 

where G is the shear modulus, hsp is the vertical spacing between shear springs and As is 
the shear area, which was taken as 80 % of the gross area of the cross-section. The 
stiffness computed for each wall was then assigned to the corresponding spring in the in-
plane direction, while all other degrees of freedom were rigidly connected (the 
contribution of shear flexibility in the out-of-plan direction being neglected).  

Although the modelling choices of this wide-column model had the purpose of providing 
an improved response at larger ductility levels, it is also important to evaluate its dynamic 
properties at initial elastic conditions. Hence, a complementary model with elastic shell 
elements was built in SAP2000 [CSI, 2009], additionally incorporating the contribution of 
the mass and flexibility properties of the shake table subsystem (Figure 2.16, left). 
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Figure 2.16. Numerical model with shell elements (left) and wide-column analogy (centre and right) 

Given that the experimental measurements provided are associated with the complete 
system, i.e., RC structure and shake table, a first comparison was made with respect to the 
complete numerical model constructed with shell elements. Once this model has been 
calibrated, in terms of matching its modal frequencies to the experimental ones, a new 
shell model was considered without the contribution of the shake table subsystem, i.e., 
assuming that all nodes at the base of the structure were fixed. This third model was 
defined in order to allow the direct comparisons of the model with shell elements with 
the one assuming the wide-column analogy with a fixed base (Figure 2.16, centre and 
right). Since the seismic input used in the numerical model was the one measured on top 
of the shake table, and ignoring the local deformations of the shake table, the dynamic 
interaction effects between the mock-up and the shake table subsystem are directly 
accounted for in the input motion. The authors are aware that this claim is correct only 
while the mock-up responds in the elastic range and if the numerical model exactly 
reproduces its elastic dynamic characteristics. Otherwise, a complete simulation should be 
performed that includes such dynamic interaction. Time constraints and lack of 
information prevented the pursuit of such ambitious task. 

The dynamic properties obtained with the shell model including the shake table reveal a 
slight difference with respect to the experimental values for the three first periods of 
vibration (Table 2.3, 2nd and 3rd columns). Similar differences were again observed 
between the shell elements model without the shake table and the one using the wide-
column approach (Table 2.3, 4th and 5th columns). Considering the potential variability 
associated with the measurements, material properties, geometry, mock-up 
transportation, etc., it was considered that the differences in the computed values were 
within a reasonable tolerance.  
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Table 2.3. Comparison between the periods of vibration measured in the experimental test and 
computed with different numerical models 

 

Period (s) 

Mock-up + Table Mock-up 

Measured SAP2000 SAP2000 SeismoStruct 

Mode 1 (x-dir.) 0.159 0.184 0.111 0.109 

Mode 2 (y-dir.) 0.127 0.120 0.061 0.068 

Mode 3 (torsion) 0.060 0.053 0.034 0.040 

 

For what respects the nonlinear dynamic analyses (which, as noted above, were run using 
the equivalent wide-column frame elements), it is relevant to mention that the Hilber-
Hughes-Taylor integration scheme [Hilber et al., 1977] was deliberately adopted, as its 
numerical damping filters out the contribution of higher modes, thus avoiding potential 
spurious response. The time-step of the analysis was kept constant with respect to the 
input ground motions provided by the organizing commission, i.e., about 0.001 s. 

In addition to the energy dissipated through material hysteresis, an additional source of 
energy dissipation was defined through equivalent viscous damping (EVD) defined with a 
Rayleigh damping model with 2.5 % of critical damping assigned to the first and second 
fundamental modes of vibration. This relatively large damping value, in comparison to 
what was observed in other validation analyses (presented in Chapter 3), intends to 
account for hysteretic shear response, not accounted for in the wide-column modelling 
adopted herein. 

During the experimental campaign, the specimen was subjected to several consecutive 
ground motion of varying intensity as indicated in Table 2.2. Figure 2.17 illustrates the set 
of records considered for the numerical model. The analyses comprise RUN 9 to 
RUN 23 in order to account for the cumulative damage induced to the structure by each 
individual earthquake. The first two records (RUN 6 and RUN 7) where not considered 
given their low amplitude. A 10 s gap between each record was defined in order to allow 
the structure to return to rest after each seismic excitation. 
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Figure 2.17. Ground motion considered in the numerical analyses: X (left) and Y (right) direction 

2.6.3 Results 

The present section shows a summary of the results obtained in terms of relative 
displacements measured with respect to the shake table and absolute accelerations of 
point B and D (see Figure 2.15) at the third storey of the mock-up.  

While the identification of maximum values measured during strong ground motions is of 
primary importance, the response during lower intensity and aftershocks allows for an 
assessment regarding the response under essentially elastic behaviour as well as the 
damage accumulation along the large set of ground motions. The time-histories of 
accelerations and displacements illustrated in Figure 2.18 and Figure 2.19 show the 
comparison between the experimental and numerical response of the structure during the 
strongest motion of the set, RUN 19. The title of each plot indicates (separated by a dash) 
the Run, point, storey and directions, respectively. It is important to note that the initial 
value of each plot was set to zero in order to avoid possible incongruences in the residual 
deformation resulting from intermediate experimental tests. 

0 20 40 60 80 100 120 140 160
−10

−5

0

5

10

15
TH X w/out 6 and #7

Time (s)

Ac
ce

le
ra

tio
n 

(m
/s

2 )

!
0 20 40 60 80 100 120 140 160

−8

−6

−4

−2

0

2

4

6

8

10
TH Y w/out 6 and #7

Time (s)
Ac

ce
le

ra
tio

n 
(m

/s
2 )

!



Romain Sousa 

 

42 

  

Figure 2.18. History of accelerations and displacements – RUN 19, X-direction, point B 

  

Figure 2.19. History of accelerations and displacements – RUN 19, Y-direction, point B 

The results presented above show that the numerical accelerations seem to be relatively 
well predicted, while displacements measured during RUN 19 tend to be underestimated 
by the numerical model. An important contribution to the differences observed could be 
attributed to the rupture of the connection between the RC walls and the foundation 
observed during the experimental test, which seems to be associated with the slippage of 
the longitudinal reinforcement linking these two elements. Moreover, it is important to 
note that the numerical model does not take into account the additional flexibility 
resulting from strain penetration effects. 
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Figure 2.20. History of accelerations and displacements – RUN 9, Y-direction, point B 

The results presented in Figure 2.20 show that under lower seismic input (RUN 9), the 
differences are also relevant, but now the accelerations and displacements are 
overestimated. At this stage, the structure is undamaged and the response is essentially 
governed by its modal properties. This difficulty in reproducing the (essentially) elastic 
behaviour can be attributed to possible incongruences associated with the material 
properties, namely tension stiffening effects, variability in the tensile strength and 
modulus of elasticity of the concrete. Moreover, it is important to recognize potential 
limitations associated with the wide-column model regarding the definition of the slab, 
connections between adjacent walls and the contribution of shear deformations. 

The results presented in Figure 2.21 illustrate the comparison of accelerations and 
displacements during the last ground motion (RUN 23). Similarly to what was observed 
during RUN 19, the numerical displacements are underestimated with respect to the 
experimental ones. Moreover, as it is possible to observe in the same figure, the modelled 
structure oscillates with a higher frequency than the model tested in the shake table. 
Hence, and considering the lower displacement demand induced in the previous runs 
(and consequently lower structural damage), the structure presents a larger stiffness, 
which results in potentially lower structural deformations. 
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Figure 2.21. History of accelerations and displacements – RUN 23, Y-direction, point D 

Finally, Table 2.4 shows the relative error associated with the maximum accelerations and 
displacements obtained during RUN 9, 19 and 23, determined with the following 
expression: 

 𝐸𝑟𝑟𝑜𝑟!"#. =
𝑚𝑎𝑥 𝐸𝐷𝑃𝑐𝑜𝑚𝑝𝑢𝑡𝑒𝑑 −𝑚𝑎𝑥 𝐸𝐷𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑

𝑚𝑎𝑥 𝐸𝐷𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
 (2.14) 

where EDP represents the structural accelerations or displacements. 

Table 2.4: Relative error associated with the accelerations and displacements measured along X and 
Y directions during RUN 19 

 

Acceleration Displacement 

X Y X Y 

RUN 9 
Point B 1.73 1.05 0.83 1.25 

Point D 1.02 2.14 0.16 0.60 

RUN 19 
Point B 0.42 0.36 -0.19 -0.49 

Point D 0.23 0.05 -0.43 -0.33 

RUN 23 
Point B 0.27 0.54 -0.40 -0.49 

Point D 0.00 0.31 -0.05 -0.42 
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Based on the results presented in the previous table, it is clear that the accuracy of the 
response evaluated at point B and D varies along the different runs and directions. These 
observations suggest that, the dynamic properties of the numerical model (namely its 
torsional component), may present some deviations with respect to the structure tested 
on the shake table. 

2.6.4 Discussion on the use of simplified wide-column models 

The displacements and accelerations computed by the model under low seismic intensity 
present non-negligible deviations when compared with the experimental results. These 
differences may be associated to an eventual dispersion of material properties and to the 
simplifications related with the use of a wide-column model, namely regarding the 
definition of the slab, connections between adjacent walls and the contribution of shear 
deformations.  

Furthermore, it was verified that under strong seismic motions, the structural 
displacements were consistently underestimated. It is believed that the additional 
flexibility (base rotation) resulting from the separation between the RC wall and the 
foundation during the experimental test contributed greatly to the difference observed. In 
addition, it is important to note that important numerical convergence difficulties 
precluded the consideration of alternative modelling solutions that, in the authors’ 
opinion, would render more accurate response parameters. It is recalled that the 
numerical model does not account for strain penetration effects, while the shear 
mechanism associated with the response of structural RC walls was modelled with linear 
shear springs, which represents an extremely simplified approach. Moreover, the use of 
FB elements, possibly including the nonlinear shear behaviour [Correia et al., 2015], 
together with better estimates of the material properties, tension stiffening effects, etc., 
could also contribute to improve the numerical simulation of the experimental test.  

2.7 SUMMARY  

This chapter presented a summary of some relevant modelling options for nonlinear 
seismic analysis of RC structures with distributed plasticity frame elements. Supported on 
a detailed literature review of the underlying theoretical principles, each option is 
discussed in detail. From such review it became apparent that the level of sophistication 
shown by the distinct material constitutive models and time-domain integration 
algorithms reflect highly consolidated stages of development.  

On the other hand, it also became clear that conventional strategies considered to model 
structural damping have a limited relation with the actual energy dissipation mechanisms. 
In view of the popularity of EVD models among structural engineers, the different 
variants of this approach (namely stiffness and mass proportional) are explored in some 
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detail in the following chapter, highlighting the main benefits and limitations of each 
approach.  

For what respects the simulation of the local response of RC members, several 
researchers along the last years have proposed different solution to deal with localization 
issues and strain penetration effects. Despite some encouraging results in these fronts, it 
is apparent that additional modelling efforts are still required. The development of 
accurate, yet not too computationally demanding, models for engineering applications is 
needed.  

A final conclusion of the present chapter is that despite the limitations associated to the 
use of beam-column elements to simulate the response of RC walls, the application of 
wide-column models can be a reliable and acceptably accurate option. Naturally, the 
consideration of more advanced models featuring detailed meshes are expected to render 
more accurate simulations for these type of structures. 

 



 

 

3. SENSITIVITY ANALYSIS CONSIDERING PAST BLIND 
PREDICTION CONTESTS 

In this chapter, three different structures tested in two international blind prediction 
challenges were selected to perform a sensitivity study. The goodness-of-fit for each 
approach is assessed in terms of lateral displacements, as well as accelerations when 
available, following two post-processing strategies: a more conventional one based on the 
error associated to the peak values measured during each record, and another using the 
frequency content characteristics of the entire response history. Sensitivity parameters 
included equivalent viscous damping, element formulation and discretization scheme, 
strain penetration effects, material models, numerical time-domain integration and time-
step. The conclusions, which are interpreted in the light of state-of-the-practice 
recommendations and established theoretical framework, address fundamental modelling 
decisions for engineers and researchers. 

3.1 CASE STUDIES 

3.1.1 Structure 1 

The first structure to be analysed is a full-scale RC bridge column used in the ‘Concrete 
Column Blind Prediction Contest 2010’, sponsored by the Pacific Earthquake Engineering 
Research Center (PEER) and the Network for Earthquake Engineering Simulation (NEES). The 
specimen was tested on the NEES Large High-Performance Outdoor Shake Table located at 
UCSD’s Englekirk Structural Engineering Center. Detailed description of the experimental 
test can be found in Terzic et al. [2015] and Schoettler et al. [2015].  

The structure is a cantilevered column with a height of about 7.3 m from the face of the 
foundation up to the centre of gravity of the top RC block with 230 tons representing the 
superstructure mass, as shown in Figure 3.1. The circular cross-section has a diameter of 
approximately 1.2 m. 
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Figure 3.1. Structure 1: Elevation view (left) and cross-section details (right) 

The modal properties of the bridge column identified through eigenvalue analysis 
evidence that the response is essentially governed by the 1st translational mode (X-
direction in this case). Table 3.1 and Figure 3.2 presents a summary of the modal 
properties together with the modal shapes associated with the first and second modes of 
vibration. 

Table 3.1. Modal properties of Structure 1 

Mode Period (s) 
Effective modal mass (%) 

X Y Y R-X R-Y R-Z 

1 0.78 84.8 0.0 0.0 0.0 15.0 0.0 

2 0.14 11.8 0.0 0.0 0.0 54.5 0.0 

3 0.04 0.0 0.0 96.5 0.0 0.0 0.0 
 

Nevertheless, the concrete block on the top of the column introduces additionally a 
significant rotational inertia that governs the second mode of vibration (T2 = 0.14 s) and 
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partially affects the fundamental mode (the effective modal masses for the 1st mode equal 
85% and 15% for the transversal and rotational component respectively). Finally, the 
third mode reflects the axial movement and occurs for a very low period of vibration. 

  

Figure 3.2. 1st (left) and 2nd (right) modal shapes of Structure 1 

Numerical simulation results indicate that, despite the post-yield hardening behaviour of 
the sectional response, the global force-displacement curve shows a noteworthy softening 
behaviour that reflects the important influence of second-order effects (Figure 3.3). 

  

Figure 3.3. Lateral load-displacement (left) and moment-curvature (right) response of Structure 1 

The experimental campaign consisted of six consecutive ground motions of varying 
intensity. The test protocol included historical ground motions such as those of Loma 
Prieta (1989) and Kobe (1995) earthquakes. Figure 3.4 illustrates the set of records 
considered in the experimental test. 
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Figure 3.4. Series of applied acceleration records to Structure 1 

3.1.2 Structure 2 and Structure 3 

The second group of structures considered in this study are two 3D RC frames with 
identical geometrical dimensions (Figure 3.5), but different reinforcement detailing. Both 
structures were tested at Lisbon’s LNEC (National Laboratory for Civil Engineering) 3D 
shake table, which can impose simultaneously movements in the three translational 
directions whilst passively restraining the three rotations [Campos Costa et al., 1996]. The 
experiments were carried out under the initiative ‘Blind Test Challenge’ included in the 
15th World Conference on Earthquake Engineering. 

 

Figure 3.5. Structures 2 and 3: General dimensions of the mock-up 
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Figure 2 – General dimensions of the physical models
 
The frames have one bay in each horizontal direction and one story. The slab, with a 
thickness of 0.10m, does not cover the entire span in one direction. A set of nine additional 
masses of around 1200 kg each will be placed on top of the slab as shown on Figure
dimensions of each mass are also shown in 
 

Figure 3 – Position of the masses on the slab
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As stated before, the two structures differ only with regards to reinforcement details, see 
Table 3.2. Structure 2 was designed without capacity design considerations, while 
Structure 3 was detailed in order to develop an appropriate seismic behaviour with a 
ductile response (Figure 3.6). In addition to the self-weight of the mock-up, a set of nine 
additional masses of around 1200 kg each were placed eccentrically on top of the slab 
[Costa et al., 2012]. 

  

Figure 3.6. Beam/column joint reinforcement details of Structure 2 (left) and Structure 3 (right) 

Table 3.2. Structures 2 and 3: Section and material details 

  Columns  Beams 

  
Long. Rebars 

 (ρl) 
Transv. Rebars  

(ρv) 
Long. Rebars  

(ρl) 
Transv. Rebars  

(ρv) 

Structure 2 
8Ø10  

(1.57%) 

Ø8@0.15m  
(0.57%) 

2Ø10 + 3Ø12 
(0.62%) 

Ø8@0.1m 
 (0.63%) 

Structure 3 Ø8@0.05m  
(1.71%) 

4Ø10  
(0.39%) 

Ø8@0.05m    
(1.26%) 

ρl - Longitudinal reinforcement ratio 
  ρv - Volumetric ratio of transverse reinforcement 

       f'y (MPa) fu (MPa) f'c, columns (MPa) f'c, beams (MPa) 

Ø 8 560 653 

30 35.6 Ø 10 559 632 

Ø 12 566 631 
f'c - Concrete compressive strength 
f'y - Yield strength of steel 

   fu - Steel ultimate stress 
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Considering that the geometric properties of both structures are identical, it is not 
surprising that the modal (elastic) properties of Structure 3 are similar to those of 
Structure 2. The behaviour of the two structures is essentially governed by the two first 
modes of vibration along the orthogonal horizontal reference axes (T1 = 0.31 s along X 
and T2 = 0.28 s along Y); the third mode (T3 = 0.17 s) represents the vertical flexibility of 
the slab. A fourth mode of vibration (T4 = 0.15 s), reflecting a rotation around the 
vertical axis, contributes significantly to the torsional response of the structure. The 
corresponding modal shapes associated with the main modes are depicted in Figure 3.7. 

Table 3.3. Modal properties of Structure 2 

Mode Period (s) 
Effective modal mass (%) 

X Y Z R-X R-Y R-Z 

1 0.31 97.0 0.0 0.0 0.0 0.6 3.5 

2 0.28 0.0 99.9 0.0 0.8 0.0 0.0 

3 0.17 0.0 0.1 40.5 3.1 0.0 0.0 

4 0.15 2.6 0.0 0.0 0.0 0.0 95.8 
 

   

Figure 3.7. 1st (left), 2nd (centre) and 4th (right) modal shapes of Structure 2 

Pushover analyses along the X and Y directions show that the two structures exhibit a 
softening response at the global level that is a combination of second-order effects and 
material softening at the column’s cross-sections (Figure 3.8 and Figure 3.9). 
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Figure 3.8. Lateral load-displacement (left) and moment-curvature (right) response of Structure 2 
along Y direction 

  

Figure 3.9. Lateral load-displacement (left) and moment-curvature (right) response of Structure 3 
along Y direction 

Both structures were subjected to four ground motions of increasing intensity applied 
simultaneously in the two horizontal directions. The input signals were synthetically 
generated based on a time segment of two horizontal orthogonal components of a real 
strong motion accelerogram registered during the 2011 March 11 Great East Japan 
(Tohoku) earthquake. Figure 3.10 represents the input time-history of Structure 2 in the 
longitudinal (Y) direction. 
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Figure 3.10. Series of applied acceleration records on Structure 2 in the longitudinal direction 

3.2 SENSITIVITY PARAMETERS 

Taking into account the considerations of Chapter 2, the present study analyses the 
following sensitivity parameters: 

• Equivalent Viscous Damping 

Four different models are considered: no damping, initial stiffness-proportional damping 
(ISPD), tangent stiffness-proportional damping (TSPD), and mass-proportional damping 
(MPD). Additionally, varying percentages of critical damping, ranging from 0% to 5%, 
were assigned to the fundamental period of vibration. 

• Element Discretization  

The FB approach was used to simulate the column response, to the detriment of the DB 
counterpart, since it verifies equilibrium along the element length in an exact way. The 
number of IPs was defined such that the weighted length of the IPs at the extremities of 
the members corresponds to either the total equivalent plastic hinge length (LP) or to one-
half of that value, as determined using the expression proposed by [Priestley et al. 2007]: 

 𝐿! = 𝑘𝐿! + 𝐿!" ≥ 2𝐿!" (3.1) 

where 

 𝑘 = 0.2
𝑓!
𝑓!
− 1 ≤ 0.08 (3.2) 

accounts for the strain-hardening steel properties, LC is the shear span of the element, fy 
and fu are the yielding and ultimate strength of the longitudinal rebars, and LSP is the 
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strain penetration length determined by Equation (2.10). In addition, a model featuring 10 
IPs, representative of a highly refined integration scheme, is also considered. 

It is important to recall that the equivalent plastic hinge length is a fictitious quantity from 
which inelastic member deformations can be computed based on the assumption of a 
constant (or nearly constant) inelastic curvature profile. It is distinct from (and smaller 
than) the real plastic hinge, taken as a physical length wherein damage concentrates 
[Almeida et al., 2014]. Some recent expressions are available in the literature to estimate 
the real plastic hinge length, such as those of [Bae and Bayrak, 2008; Pam and Ho, 2009; 
Mortezaei and Ronagh, 2011]. Unfortunately, such proposals output a wide range of 
results, presented in Table 3.4, which further expose the current difficulty in 
distinguishing estimates for the equivalent and real plastic hinge lengths. Note that in the 
following table the estimations according to the expressions proposed by [Bae and Bayrak 
2008] and [Pam and Ho 2009] does not account for the strain penetration contribution. 

Table 3.4. Estimations of plastic hinge length for the different structures  

 

equivalent plastic 
hinge length (m)  

real plastic hinge length(m) 

Priestley et al.  
[2007] 

Bae and Bayrak  
[2008] 

Pam and Ho  
[2009] 

Mortezaei and 
Ronagh [2011] 

Structure 1 0.53+0.41=0.94 0.3 (LP only) 1.2 (LP only) 0.72 (far fault) 
Structures 2 & 3 0.04+0.12=0.16 0.05 (LP only) 0.21 (LP only) 0.12 (far fault) 

 

While additional research is not available to resolve this apparent conflict, the equivalent 
plastic hinge length of Equation (3.1) - which appears to be a somewhat average value in 
between those presented in Table 3.4 - was assumed as equal to the real plastic hinge 
length and hence was used to define the various element discretization schemes. 
Following the theoretical considerations presented in Section 2.2.3, the models with a 
number of IPs such that the weighted length of each IP at the extremities corresponds to 
this assumed plastic hinge length are herein taken as reference.  

Table 3.5 summarises the mesh and number of IPs considered for the modelling of the 
columns in each structure. The number of elements used to model the beams of 
Structure 2 and Structure 3 vary depending on the reinforcement details along the 
member. Due to space limitations and the fact that beam discretization did not greatly 
affect the results, no further details are herein provided on that regard. However, each FB 
sub-element comprised a minimum of 3 IPs as discussed in Section 2.2.1. 
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Table 3.5. Element discretization scheme adopted for the different structures 

 

End IP ≈ LP End IP ≈ 0.5 LP 10 IPs 

No 
elem. 

No   
IPs 

Wgt. 
lgt. (m) 

No 
elem. 

No   
IPs 

Wgt. 
lgt. (m) 

No 
elem. 

No   
IPs 

Wgt. 
lgt. (m) 

Structure 1 2 3 + 3 1 2 4 + 3 0.5 1 10 0.08 
Structures 2 & 3 1 4 0.23 1 6 0.09 1 10 0.03 

 

• Strain Penetration  

Three alternative SP modelling approaches were studied: (i) base spring with constant 
rotational stiffness, (ii) element elongated by the strain penetration length, and (iii) strain 
penetration effects neglected. For the first approach, the column rotational stiffnesses 
were determined with Equation (2.12), resulting in the following values: 
Kθ = 2610x103 kNm/rad, Kθ = 7000 kNm/rad and Kθ = 7450 kNm/rad for Structure 1, 
2, and 3 respectively. For the elongated element approach, the strain penetration length 
was determined based on Equation (2.10), which yielded the following values: 
Lsp = 0.41 m for Structure 1 and Lsp = 0.12 m for Structures 2 and 3. Despite the 
approximate double bending response of columns in Structures 2 and 3 under lateral 
loads, the members were elongated of only Lsp (and not of 2× Lsp), corresponding to the 
deformations taking place at the base of the columns. It was hence considered that the 
strain penetration effects at the beam-column joints are somehow accounted for in the 
numerical model by connecting the columns with the beams at the geometric centre of 
the joint, i.e., by disregarding the so-called rigid offsets. 

• Material model  

The numerical analyses feature eight different uniaxial stress-strain relations, as discussed 
in Section 2.4. The concrete models adopted are the ones proposed by Mander et al. 
[1988] (with and without tensile strength), Madas and Elnashai [1992], and Kappos and 
Konstantinidis [1999]. 

Regarding the reinforcement rebars, the model proposed by Menegotto and Pinto [1973] 
is adopted considering two values for A2 = 0.15, in the reference model and A2 = 0.075, 
that results in smoother transition curves. In addition, the model from Monti and Nuti 
[1992] together with the simple bi-linear approach are also considered. 
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• Integration algorithm and time-step  

The well-known Newmark and Hilber-Hughes-Taylor integration algorithms were 
adopted in the sensitivity study. In addition the analyses comprised the use of three 
different time-step: (i) the original time-step of the records (∆t,Structure1 = 0.0042 s and 
∆t,Structure2,3 = 0.005 s), (ii) one tenth of the fundamental period of vibration of the 
structures (∆t,Structure1 = 0.078 s and ∆t,Structure2,3 = 0.03 s) and (iii) a time-step of 0.02 s. The 
two latter values represent customary boundaries consider to ensure numerical accuracy, 
ensuring, at the same time, a smooth transition along the earthquakes records, as 
described in Section 2.5.  

Table 3.6 sums up the sensitivity parameters and associated properties considered in the 
present analysis. The properties highlighted in bold correspond to state-of-the-practice 
options which were taken as reference (i.e., model properties that were kept constant 
while varying those associated to the sensitivity parameter under analysis). The EVD 
properties to be used as reference were not evident a priori, and hence those producing 
the best results in the initial evaluation of Section 3.4.1 were selected. All the analyses 
were carried out with the structural analysis software SeismoStruct [Seismosoft, 2013]. 

Simple initial estimations of the shear span ratios for all the analysed structural columns 
vary between 6 (Structure 1) and 7.5 (Structures 2 and 3), indicating that shear 
deformations are negligible [Almeida et al., 2014]. Unsurprisingly, the shear capacity as 
computed by Priestley et al. [2007] is roughly between five (Structures 2 and 3) and seven 
(Structure 1) times larger than the member shear that is in equilibrium with the bending 
capacities at the member extremities (assuming a cantilever response for Structure 1 and 
double fixed bending for columns in Structures 2 and 3). 
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Table 3.6. Sensitivity parameters considered in the parametric study 

Sensitivity Parameters Properties 

Damping model 

TSPD                                             

ISPD                                              

MPD 

0% 

0.5% 

1% 

1.5% 

2% 

5% 

Element discretization 
scheme 

10 IPs 

End IPs ≈ 0.5 LP 

End IPs ≈ LP 

Strain penetration 

No strain penetration 

Longer element 

Base Spring 

Material model 

Concrete 

Mander et al. 

No tensile strength 

Madas and Elnashai 

Kappos and Konstantinidis 

Steel 

Menegotto-Pinto (A2=0.15) 

Menegotto-Pinto (A2=0.075) 

Monti-Nuti 

Bilinear 

Integration algorithm 
Hilber-Hughes-Taylor  

Newmark 

Δt=Δt , eqk 

Δt=0.1T 

Δt=0.02 

In bold: options corresponding to the reference model  
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3.3 GOODNESS-OF-FIT EVALUATION 

The goodness-of-fit resulting from sensitivity analyses is expressed for EDPs that are 
judged representative of the structural response, and it should be computed with 
methodologies that compare experimental and numerical results in an efficient and 
unbiased way. 

3.3.1 Response Engineering Demand Parameters 

Lateral displacements and accelerations were chosen as the EDPs to be assessed in this 
study since they are internationally accepted indicators of structural response [Krawinkler, 
2006] and are also part of typically available data from experimental campaigns. 
Accelerations were only experimentally measured for Structure 1 and hence the 
goodness-of-fit evaluation of Structures 2 and 3 comprises only the comparisons with 
respect to structural displacements.  

Although local response EDPs such as concrete and rebar strains can better and more 
directly relate to structural damage [Berry et al., 2008], their experimental monitoring 
during the blind prediction tests was not carried out and thus they are not herein 
considered. It is noted that most recent experimental campaigns place a very significant 
emphasis on the use of advanced instrumentation allowing for the monitoring of local-
level EDPs, followed by corresponding efforts of numerical simulation [Goodnight et al., 
2012; Almeida et al., 2015]. 

3.3.2 Response error 

In order to assess the accuracy of each model with respect to the experimental results, 
two distinct relative error measures were used: Cumulative Error and Peak Error. The 
former compares the specific EDP over the entire range of the dynamic response, 
considering both phase and amplitude changes. On the other hand, the latter error 
measure compares absolute maximum values at discrete instants, which represents a more 
commonly used approach. 

3.3.2.1 Cumulat iv e  Error  

The Cumulative Error evaluates the variations in magnitude of a specific quantity and is 
defined as an ’averaged‘ error (herein taken as the Root Mean Square Error, RMSE) 
normalized by the Root Mean Square (RMSM) of the magnitudes of the measured (subscript 
index M) signal. This error measure can be computed in the time (t) and frequency (f) 
domains: 
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 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =
𝑅𝑀𝑆𝐸
𝑅𝑀𝑆!

=

1
𝑛 𝑥!,! 𝑡 − 𝑥!,!(𝑡)

!
!

1
𝑛 𝑥!,!(𝑡)

!
!

=  

 =

1
𝑛! 𝑋!,! 𝑓 − 𝑋!,!(𝑓)

!
!

1
𝑛! 𝑋!,!(𝑓)

!
!

 (3.3) 

where xM,i (t) and xc,i (t) are the measured (subscript index M) and calculated (subscript 
index C) time series with n discrete time (t) samples and XM,i (f) and Xc,i (f) are the Fourier 
transform of the corresponding time series, as a function of the frequency (f). The 
advantage of using Equation (10) in the frequency domain is that it allows for the 
determination of the error associated with the amplitude and phase independently. In this 
context, the signals are separated into their real and imaginary components, where the 
amplitudes are the lengths of the vectors in the Argand diagram and the phases are the 
angles between those vectors and the real axis at a specific frequency i (Figure 3.11). The 
previous equation can thus be rewritten as: 

 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝐸𝑟𝑟𝑜𝑟 =

1
𝑛! 𝑋!,! 𝑓 − 𝑋!,! 𝑓

!
!

1
𝑛! 𝑋!,! 𝑓

!
!

=  

 =

1
𝑛! 𝑅!,! − 𝑅!,!

! + 𝐼!,! − 𝐼!,!
!

!

1
𝑛! 𝑅!,!! + 𝐼!,!!!

 (3.4) 

where RMi, IMi and RCi, ICi are the real and the imaginary components of the measured and 
calculated responses at frequency i, while n is the number of frequency samples of the 
Fourier transform. 
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Figure 3.11. Graphical representation of the real and imaginary components of the calculated and 
measured quantities in the frequency domain 

Noting that the frequency resolution (Δf) of the Fourier transform is given by 1/(n×Δt), 
(Δt defines the sampling interval), the interval defined by f1 and f2 should encompass the 
most relevant frequency content of the analysed signals. Thus, in order to account for the 
higher-mode effects and period elongation under nonlinear response, f1 and f2 are defined 
as function of the fundamental period of the structures: 1/(4T1) and 1/(0.1T1), 
respectively [Lepage et al., 2008]. Possible spurious amplitudes at irrelevant frequencies 
(from the structural viewpoint) are therefore somehow filtered out from the computed 
error. 

The amplitude component of the Cumulative Error can be determined as: 

 𝐶𝑢𝑚𝑢𝑙𝑎𝑡𝑖𝑣𝑒 𝐴𝑚𝑝.𝐸𝑟𝑟𝑜𝑟 =

1
𝑛! 𝑅!,! + 𝐼!,!

! − 𝑅!,! + 𝐼!"
!!!

!!!!

1
𝑛! 𝑅!,!! + 𝐼!,!!

!!
!!!!

 (3.5) 

while the Cumulative Phase Error can then be determined by subtracting the amplitude 
component (Equation (3.5)) from the total Cumulative Error (Equation (3.4)). 

It is underlined that this error measure determined with from Equation (3.4) and (3.5) 
produces values that vary between 0 and infinite: 0 indicates a perfect match; if the two 
signals are 180° out-of-phase, an error of 2 is obtained. Increasing values of the Cumulative 
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Error reflect larger differences between the signals in terms of amplitude and/or phase 
and hence a poorer match. Alternative normalization methods, such as the Theil’s 
inequality coefficient [Theil, 1961], have been used in other recent studies as goodness-of-
fit measures [Babazadeh et al., 2015]. 

3.3.2.2 Peak Error  

The second error measure represents a more commonly used approach, which 
determines the maximum relative error of the considered EDP (displacement or 
acceleration), for each record separately. The main disadvantage of this error measure is 
that it is sensitive to the magnitude of the experimental data, and in particular when the 
latter tends to zero it is of little use. The error is computed for both positive “+” and 
negative “-” values in each direction, as described by Equation (3.6). 

 𝑃𝑒𝑎𝑘  𝐸𝑟𝑟𝑜𝑟,!
! =

𝑚𝑎𝑥 𝐸𝐷𝑃!"#$%&'(,! −𝑚𝑎𝑥 𝐸𝐷𝑃!"#$%&"',!
𝑚𝑎𝑥 𝐸𝐷𝑃!"#$%&"',!

 

(3.6) 

 𝑃𝑒𝑎𝑘  𝐸𝑟𝑟𝑜𝑟,!
! =

𝑚𝑖𝑛 𝐸𝐷𝑃!"#$%&'(,! −𝑚𝑖𝑛 𝐸𝐷𝑃!"#$%&"',!
𝑚𝑖𝑛 𝐸𝐷𝑃!"#$%&"',!

 

In the previous equation, the index j indicates each individual record within the full set. It 
should be noted that the time instant where the maximum (or minimum) of the measured 
signal occurs does not necessarily coincide with the time instant corresponding to the 
maximum (or minimum) of the computed response. 

3.4 APPLICATIONS 

The present section presents the results of the sensitivity study carried out using 
nonlinear dynamic analyses, an outline of which is depicted in Figure 3.12. 

In the plots of the following sub-sections the Peak Error computed for each individual 
record is illustrated with filled and empty markers for the positive and negative loading 
directions respectively. In addition, the black circles with the associated error bars 
represent the mean value plus/minus the standard deviation computed for the records in 
each set. Due to space limitations, and given that the plots follow essentially the same 
format, the legend is presented only for the first figure. For the Cumulative Error the 
distinction between negative and positive directions is not applicable and an empty 
marker is hence used to identify each record. Regarding this latter error measure, 
prevalence is given to the amplitude component (which will henceforth be simply 
referred as Cumulative Error), as it appears more representative of the EDP variations. At 
the right-hand side of each plot, is presented the denominator of the associated error. 
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This secondary plot, representing the measured component of the error, allows getting a 
perspective of the relative importance of the error values presented in the main plots. 

 

Figure 3.12. Outline of the parametric study 

3.4.1 Equivalent Viscous Damping  

The following paragraphs present the results of the sensitivity analyses for the Equivalent 
Viscous Damping. 

Figure 3.13 and Figure 3.14 evidence that the numerical models simulate more accurately 
the experimental results for EVD models with low percentages of critical damping 
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(roughly between 0.5% and 2%, depending on the structure). For such range of values 
the damping forces developed are small and therefore it is not straightforward to assess 
the differences between MPD or SPD models by looking at this response parameters. 
Yet, it is clear that as the percentage of critical damping increases the error associated 
with the ISPD augment with respect to the TSPD and MPD counterparts. On the other 
hand, the use of 0% damping produces an increase of the error, noticeable even in 
comparison with the case of 0.5% of critical damping, which is associated with an 
overestimation of the simulated displacements. 

  

 
Figure 3.13. Peak displacement (left) and acceleration (right) error for Structure 1 considering 

different EVD models 

  

Figure 3.14. Peak displacement error for Structures 2 (left) and 3 (right) considering different EVD 
models 
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The right-side plot of Figure 3.13 shows the relative error associated with the measured 
accelerations of Structure 1. It is interesting to observe that the averaged maximum 
accelerations are generally better estimated with MPD models independently of the 
percentage of critical damping, although the corresponding variance in the results is also 
larger. In order to clarify the reasons of such peculiar behaviour, the left and right plots in 
Figure 3.15 depict the variation of the transverse and rotational accelerations at the top of 
the pier considering both MPD and TSPD with 0.5% of critical damping. 

  

Figure 3.15. Transverse (left) and rotational (right) history of accelerations measured in Structure 1 
during Eqk 4 considering 0.5% MPD and 0.5% TSPD  

The left plot shows a significant difference in the transverse accelerations computed with 
both damping models around the time instant t = 200 s. After this point, both models 
produce similar values, close to the experimental ones. This localized effect appears to be 
connected with the way in which SPD and MPD models deal with the contribution of 
higher-mode effects (second mode, in this case). In the right side plot, the high-frequency 
rotational accelerations - response parameter associated with the second mode of 
vibration - exhibit also larger differences at around t = 200 s. In this case the values 
computed with MPD are about four times larger than the ones obtained with the TSPD 
model (even considering only 0.5 % of critical damping). This is due to the fact that while 
damping forces increase for the higher modes using SPD models, in the MPD case the 
higher modes tend to become more important as they are always less damped than the 
fundamental mode of vibration.  

Considering the similarities obtained in terms of displacements by TSPD and MPD for 
the same percentage of critical damping, it is difficult to select the most accurate one. 
However, the accelerations computed with MPD are more prone to present amplified 
response accelerations, and thus inertial and member forces, associated with higher 
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modes. On the other hand, as shown in Correia et al., [2013], SPD models tend to 
produce more significant damping forces that strongly influence member and joint 
equilibrium. In the following sections, only the damping models showing the best 
approximation to the experimental results are considered. Hence, critical damping values 
of 0.5 % (for Structures 1 and 2) and 1 % (Structures 1 and 3) were considered for MPD 
and TSPD. 

3.4.2 Element Discretization 

In the following, the results of the parametric tests related to the discretization options 
indicated in Table 3.5 are evaluated for the most accurate damping models identified in 
the previous section. The moment-curvature curve of Structure 1 (Figure 3.3) shows a 
fully hardening post-yield behaviour. Such observation implies that localization issues, as 
described in Section 2.2.2, are not expected and hence, the most refined approach 
(corresponding to the use of 10 IPs) should minimize the error, see also Section 2.2.1. 
However, Figure 3.16 shows a large variability for both the displacements and 
accelerations errors computed for this bridge pier, making it difficult to identify one 
discretization scheme that clearly stands with respect to another. 

  

Figure 3.16. Cumulative displacement (left) and acceleration (right) error for Structure 1 considering 
different discretization schemes 

10

20

30

40

50

60

70

80

90

100
0.5% MPD 0.5% TSPD 1% MPD 1% TSPD

Number IPs

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

Eq
ks

 

C
um

ul
at

iv
e 

D
is

p.
 E

rro
r (

%
)

0

0.03

0.06

0.09

0.12

0.15

0.18

C
um

ul
at

iv
e 

Ex
p.

 D
is

p.
 (m

)

Structure 1: Lateral displacement at column top

30

40

50

60

70

80

90

0.5% MPD 0.5% TSPD 1% MPD 1% TSPD

Number IPs

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

6 
IP

s 

7 
IP

s 

10
 IP

s 

Eq
ks

 

C
um

ul
at

iv
e 

Ac
c.

 E
rro

r (
%

)

0.5

0.6

0.7

0.8

0.9

1

C
um

ul
at

iv
e 

Ex
p.

 A
cc

. (
m

/s2 )

Structure 1: Lateral acceleration at column top



Development and Verification of Modelling Approaches for Framed Structures Subjected to Earthquake Action 

 

67 

  

Figure 3.17. Cumulative displacement error for Structures 2 (left) and 3 (Right), considering different 
discretization schemes 

Regarding Structures 2 and 3, the columns’ moment-curvature curves exhibit a very slight 
softening branch after the peak (Figure 3.8 and Figure 3.9, respectively), which is attained 
at a curvature of around 0.1 m-1. However, as depicted in Figure 3.18, this value is barely 
reached during the nonlinear dynamic time history. Once again, the most refined 
approach should thus minimize the error. 

 

Figure 3.18. History of curvatures measured at the column base below Point B of Structure 2 
considering 0.5% TSPD and 4 IPs per column 
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which this distribution intersects the elastic curvature profile increases for higher imposed 
ductility levels) due to tension-shift effects. This is unlike what an exact (or refined) 
solution of an Euler-Bernoulli beam element predicts, since the latter is not able to 
simulate the aforementioned physical phenomena. The use of a reduced number of 
integration points in a FB element, for which the bottom IP integration weight somehow 
simulates this length along which the plastic curvatures are linear, hence seems to serve as 
a workaround that allows for a better match against experimental results. In other words, 
the need to ‘regularize’ the response in the pre-peak branch and not just for the post-peak 
phase of behaviour appears to be required. Some recent modelling efforts have proposed 
methods to incorporate such observations in the context of Euler-Bernoulli FB 
approaches [Feng et al., 2014]. 

Related to the above, and despite the absence of base curvature detailed measurements 
during the experimental tests herein analysed, the present case studies confirm that the 
numerical estimation of this local-level EDP is very sensitive to the adopted 
discretization. Figure 3.19 shows the variation of the base curvatures in Structure 1 during 
Eqk 1 (on the left) and 3 (on the right). As expected, while the pier responded essentially 
in the linear range (Eqk 1), the base curvatures simulated by two different models (taken 
as ‘10 IPs’ and ‘6 IPs’) are very similar; however, during large nonlinear excursions 
(Eqk 3), the base curvatures predicted with 10 IPs reach values that are more than two 
times larger than those obtained with 6 IPs. 

 
 

Figure 3.19. Predicted curvatures at base IP for Structure 1 during Eqk 1 and Eqk 3 
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Eqk 3, is presented in Figure 3.20; the reader can thus visually observe that extremely 
good matches between the experimental and the numerically simulated signals can still 
produce relatively large values of the Cumulative Error. 

 

Figure 3.20. Comparison between measured and simulated displacement time-histories in 
Structure 1, considering 0.5 % MPD with 6 IPs during Eqk 3 

3.4.3 Strain penetration 

The results illustrated in Figure 3.21, Figure 3.22 and Figure 3.23 indicate that, in general, 
the consideration of a rotational spring or an artificially elongated element to model strain 
penetration effects improve the estimations with respect to the case where the additional 
SP flexibility is neglected. Furthermore, the use of elongated elements appears to provide 
more accurate EDPs than the use of a rotational spring at the base of the columns. 

  

Figure 3.21. Peak (left) and cumulative (right) displacement error for Structure 1, considering 
different SP models 
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Figure 3.22. Peak (left) and cumulative (right) displacement error for Structure 2, considering 
different SP models 

  

Figure 3.23. Peak (left) and cumulative (right) displacement error for Structure 3, considering 
different SP models  

It is noted that the simulation improvements observed for larger seismic intensity 
demands bring about significant differences in the structural response at lower intensity 
excitations. In fact, each simplified SP modelling option affects the elastic dynamic 
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table accounts also for the shake table DOF and hence, the system becomes more flexible 
than when the test specimen is analysed isolated.  

Table 3.7. Elastic vibration periods of Structure 2 for different SP modelling options 

 
Experimental Numerical 

Modes 
Specimen 

Specimen + 
shake table 

No SP Elong. elem. Base spring 

T1_X (s) 0.277 0.333 0.311 0.326 0.365 
T2_Y (s) 0.256 0.303 0.285 0.300 0.337 

T3_RZ (s) 0.129 0.154 0.146 0.154 0.170 

 

To further illustrate the abovementioned differences, Figure 3.24 compares the history of 
simulated and experimental displacements in Structure 2 at point A along direction X, for 
Eqk 1 and Eqk 3. Particular attention is given to the elastic response during the first 
record, between t = 5 s and t = 10 s. 

  

  

Figure 3.24. Time-history of measured displacements in Structure 2 (point A, direction X) vs  
displacements computed with different SP models, during Eqk 1 and Eqk 3 
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A visual assessment of this series of plots reinforces the conclusion that the use of longer 
vertical elements produces better estimations when compared with the use of a rotational 
spring. Moreover, as it only requires the calculation of a strain penetration length 
estimate, it is simpler to implement than an equivalent spring stiffness and further it 
seems to more adequately reproduce the elastic modal properties (see Table 3.7). On the 
other hand, for framed structures with multiple storeys and/or bays, geometrical 
incompatibilities will arise due to likely different strain penetration lengths for parallel 
members and lastly the shear demands will be slightly underestimated given the increased 
shear span of the elements. 

3.4.4 Material Stress-Strain Models 

3.4.4.1 Concre t e  

The concrete models considered in this study differ primarily with respect to the 
approaches used to simulate the confinement effects on the cross-section core: in 
particular, the definition of the post-peak response may differ significantly as illustrated in 
Figure 2.11. Figure 3.25 and Figure 3.26 show that for the analysed cases only marginal 
deviations in the global structural response were observed. This can be partially attributed 
to the relatively small concrete compressive strain demands, as discussed below in more 
detail. The model proposed by Kappos and Konstantinidis [1999], which was calibrated 
for concrete strengths larger than 50 MPa (hence larger than those of the analysed 
structures), offered results in terms of displacement and acceleration predictions which 
are in line with those of the reference model [Mander et al., 1988]. On the other hand, 
despite the encouraging results for Structure 1, the model proposed by Madas and 
Elnashai [1992] showed numerical instability issues for Structures 2 and 3 which 
prevented the completion of the analyses for the full set of records. 

  

Figure 3.25. Peak displacement error (left) and acceleration (right) error for Structure 1 considering 
different concrete models 
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Figure 3.26. Peak displacement error for Structure 2 (left) and 3 (right) considering different concrete 
models 

In addition, while Figure 3.25 shows that neglecting the concrete tensile strength for 
Structure 1 does not seem to adversely affect the match, for Structures 2 and 3 this 
parameter plays an important role in the response. Considering the low intensity of 
Eqk 1, both Structures 2 and 3 respond essentially in the elastic regime during this ground 
motion. Hence, it is not surprising that the displacements obtained neglecting the tensile 
response are overestimated since the stiffness of the structure is significantly 
underestimated (Figure 3.26). For larger intensities, however, the numerically simulated 
displacements are essentially similar with or without consideration of the concrete tensile 
strength. This effect can be appreciated in more detail in Figure 3.27, which depicts the 
history of displacements of Structure 3 under elastic (left) and inelastic (right) response. 

  

Figure 3.27. Time-history of simulated displacements in Structure 3 (point A, direction X) 
considering Mander’s concrete model with and without tensile strength 
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As mentioned above, the structural response was not significantly affected by the 
alternative constitutive relation considered, notwithstanding the significant number of 
nonlinear cycles imposed by successive records. It could be expected a priori that the 
highly distinct post-peak branches would influence the results. However, that did not turn 
up to be the case, which can be essentially attributed to the concrete compressive strains 
seldom exceeding the strain at peak stress, as illustrated in Figure 3.28. It shows the strain 
history at diametrically opposed fibres in the base cross-section of Structure 1, 
corresponding to the most strained fibres of the confined concrete (the dashed line 
indicates the strain at peak compressive stress). 

 

 

Figure 3.28. History of simulated strains in Structure 1 at diametrically opposed fibres of the base 
section compressed core, for the entire set of records and considering alternative concrete 
models 
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Moreover, based on the previous figure and the stress-strain response presented in Figure 
3.29, it is possible to verify that the maximum strains at the base of the element are not 
sensitive to the adopted concrete constitutive relation. 

  

Figure 3.29. Simulated stress-strain response in Structure 1 at diametrically opposed fibres of the 
base section, for the entire set of records and considering alternative concrete models 

3.4.4.2 Rein for c ing  s t e e l  

The present section examines the effect of four different reinforcing steel constitutive 
models: the well-known Menegotto-Pinto [Menegotto and Pinto, 1973] (using two 
different transition curves), the model proposed by Monti-Nuti [Monti and Nuti, 1992] to 
account for buckling of the longitudinal rebars, and the simple bilinear approximation. 
Figure 3.30 and Figure 3.31 confirm that, as expected and noted by others [Blandon, 
2012], the computed error measures are significantly more sensitive to the adopted 
constitutive steel model than to concrete’s. 
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Figure 3.30. Cumulative displacement (left) and acceleration (right) error for Structure 1 considering 
different steel models 

  

Figure 3.31. Cumulative displacement error for Structure 2 (left) and 3 (right) considering different 
steel models 

Regarding the simple bilinear model, one can confirm the expected increase in the 
computed mean error values and standard deviation. Bearing in mind that all steel models 
assume the same loading and unloading stiffness, it becomes evident that the hysteresis 
loop shape, i.e., unloading and reloading curves, impact significantly the overall response 
simulation. The results presented in the top plots of Figure 3.32 demonstrate that the 
strain demands when the bilinear model is employed may differ significantly from both 
approaches featuring the Menegotto-Pinto model. Moreover, the history of curvatures 
presented in the bottom part of the same figure shows important deviations during 
Eqks 3, 4 and 6. 
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Figure 3.32. Stress-strain response at diametrically opposed fibres of the base section (top) and 
history of simulated curvatures (bottom) in Structure 1 for the entire set of records 
considering alternative steel models 

The previous observations emphasize the importance of the Bauschinger’s effect in 
obtaining an accurate representation of the reinforcement behaviour and therefore a 
better estimation of the structural response. Based on the overall set of computed errors 
and the stability of the analyses, one may conclude that the Menegotto-Pinto’s steel 
model exhibits the better performance. The use of different transition curve parameters 
(A2 = 0.15 versus A2 = 0.075), on the other hand, is seen to have a limited influence. 

3.4.5 Numerical Integration and Time-Step 

3.4.5.1 Integra t ion  Algor i thms  

This section addresses the effect of considering two well-known integration algorithms: 
Newmark (in the constant average acceleration variant) and Hilber-Hughes-Taylor. Figure 
3.33 presents the error measures associated with the lateral displacements computed for 
Structure 1. The results reveal that, for the original time-step (∆t = 0.0042 s), the response 
computed with the two algorithms converge to an identical numerical solution. This 
observation is valid both in terms of Peak Error and Cumulative Error. 
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Figure 3.33. Peak (left) and cumulative (right) displacement error for Structure 1 considering 
different integration algorithms 

Similar results were obtained for Structure 2 and Structure 3, whose results are presented 
in Figure 3.36 and Figure 3.35, respectively. In the latter case, the results corresponding 
to the use of Newmark method with 0.5 % MPD are not presented due to convergence 
difficulties to complete the analysis.  

  

Figure 3.34. Peak (left) and cumulative (right) displacement error for Structure 2 considering 
different integration algorithms 
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Figure 3.35. Peak (left) and cumulative (right) displacement error for Structure 3 considering 
different integration algorithms 

However, when analysing the computed accelerations at Structure 1, it is possible to 
observe that the response determined with both methods is not identical. For the models 
considering the Newmark method together with mass proportional damping, the error 
increases substantially, in particular for Eqk 4, where the structural accelerations are 
minimal (Figure 3.36).  

  

Figure 3.36. Peak (left) and cumulative (right) acceleration error for Structure 1 considering different 
integration algorithms 

The results presented before indicate that the analysis performed with the Hilber-
Hughes-Taylor and Newmark’s integration algorithm produce identical results in terms of 
displacements. Nevertheless, the accelerations computed with Newmark’s method tend 
to exhibit larger errors when used with mass proportional damping models. This effect 
seems to be associated with the spurious contribution of higher dynamic modes. As 
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described in Section 2.5, the main advantage of the HHT approach lies on the 
incorporation of numerical damping for higher frequencies, filtering the dynamic 
response and limiting potential spurious responses. At the same time it should be recalled 
that, contrarily to what occurs with stiffness proportional damping (SPD), the use of 
mass proportional damping (MPD) implies that the fundamental mode is always more 
damped than the higher modes (see Figure 2.8).  

It is thus apparent that the employment of the Newmark method together with MPD 
may produces less accurate analyses, which are more prone to exhibit spurious responses 
and potential numerical instability. In light of these problems, the following section 
assesses the influence of varying the time-step on the computed response.  

3.4.5.2 Time-s t ep  

The performance of nonlinear dynamic analysis on large structures is often conditioned 
by time constraints. In order to reduce the computational time it is common to increase 
the time-step. Hence, it seems important to appraise the limits beyond which the accuracy 
of the analysis may become compromised. Thus, in addition to the original time-step of 
the original record, time-steps of ∆t = 0.02 s and ∆t = 0.1T1 are considered. 

The results presented in Figure 3.37, representing the Peak Displacement Error for both 
HHT and Newmark method, reveal that the computed displacements are not relevantly 
affected as far as the time-step is lower than 0.02 s. For larger values, such as ∆t = 0.078 s 
for the present case, the error increases, in particularly for the models featuring MPD. 

  

Figure 3.37. Peak displacements error for Structure 1 considering different time-steps with HHT 
(left) and Newmark (right) integration algorithms 
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Similarly to what was observed in the previous section, the results illustrated in Figure 
3.38 indicate that the accelerations are more sensitive to variations of the time-step. Once 
again, it is possible to observe that the models featuring Newmark algorithm together 
with MPD model are more sensitive to the increase in time-step. 

  

Figure 3.38. Peak acceleration error for Structure 1 considering different time-steps, with HHT (left) 
and Newmark (right) integration algorithms 

The previous conclusions can be analysed in more detail in Figure 3.39, which shows the 
time-history of accelerations at the top of Structure 1 determined with both integration 
algorithms and increasing time-step.  
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Figure 3.39. Time-history of transversal accelerations measured in Structure 1 vs  transversal 
accelerations computed with HHT (left) and Newmark (right) integration algorithm and 
increasing time-step (top to bottom), during Eqk 3 

From the figure above, it is clear that for the case of Newmark method, as the time-step 
increases, the accelerations oscillates at very high frequencies, reaching, in some cases, 
important amplitude variations.  

The error associated with the displacements of Structure 2 and Structure 3 is presented in 
Figure 3.40 and Figure 3.41, respectively.  
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Figure 3.40. Peak acceleration error for Structure 2 considering different time-steps, with HHT (left) 
and Newmark (right) integration algorithms 

  

Figure 3.41. Peak acceleration error for Structure 3 considering different time-steps, with HHT (left) 
and Newmark (right) integration algorithms 

As for the previous case, the displacements are in general less sensitive to the use of 
increased time-step. Nonetheless, the models featuring Newmark’s approach with MPD 
exhibited relevant convergence difficulties making it difficult to complete some of the 
analysis. For this reason, the corresponding results are not illustrated in the previous 
figures. 

3.5 SUMMARY 

Motivated by the successful participation in recent blind prediction challenges, it was 
decided to undertake a critical review on the simulation options available to engineers and 
researchers that use fibre-based beam models to numerically estimate the nonlinear 
dynamic behaviour of RC framed structures. Based on a review of past studies, five 
modelling options were selected to be analysed in detail: equivalent viscous damping, 
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element discretization, simulation of strain penetration effects, material constitutive 
models (concrete and steel) and integration algorithm and time-step. The three structures 
tested in the abovementioned challenges were used as case-studies. The goodness-of-fit 
was evaluated with a newly developed proposal for a Cumulative Error measure and a more 
traditional Peak Error measure. They were applied to the engineering demand parameters 
that were measured experimentally, namely displacements and accelerations. Together 
with a qualitative comparison of the time-history responses, the following main 
conclusions were obtained from this study: 

• In nonlinear dynamic analysis of bare RC structures with distributed plasticity 
elements, most of the energy dissipation mechanisms are explicitly modelled and 
hence equivalent damping models should be carefully employed. Based on the 
analyses carried out, enhanced performance was obtained with values of critical 
damping ranging from 0.5 % to 2 %. Numerical analyses with larger levels of EVD 
tend to underestimate the structural response, whilst considering no damping results 
in a small overestimation of the response parameters. The study also reviewed and 
analysed the specific limitations of both mass proportional damping and tangent 
stiffness proportional damping, highlighting the difficulty to advocate one model 
with respect to the other. However, for the recommended small values of critical 
damping such differences become limited. 

• The definition of a number of integration points per element such that the weighted 
length associated with the extremity IP matches the expected plastic hinge length 
seems to produce somewhat more accurate results. This was not an anticipated result 
from theoretical considerations since for all the analysed structures no localization 
issues took place and hence the most refined solution should have produced the 
most accurate results. This discrepancy can be attributed to the presence of tension-
shift effects – as demonstrated by other recent experimental findings, which cannot 
be simulated by Euler-Bernoulli beam theory. The need to develop, calibrate and 
apply appropriate ‘regularization’ techniques for fully hardening post-yield moment-
curvature relations is hence confirmed from the present study. 

• Two simple modelling approaches were considered to account for strain penetration 
effects, and both contributed to reduce the estimated response errors, particularly for 
larger inelastic demands. The elongation of the member length by a strain penetration 
length tends to produce better results than the use of a linear rotational spring. 
Nonetheless, it should be acknowledged that both approaches have drawbacks, 
namely: (i) the modification of the elastic dynamic properties of the initially 
undamaged structure, which can be particularly relevant when a base spring is 
considered; (ii) the slight underestimation of the member shear demand associated to 
the use of an artificially elongated element. The development of more accurate (while 
computationally light) strain penetration models should deserve particular attention 
from researchers. This issue is addressed in more detail in the following chapters of 
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this thesis. 

• Amongst the limited sample of concrete models analysed, those proposed by Mander 
et al., [1988] and Kappos and Konstantinidis [1999] provided similar estimations of 
the global-level structural response. Moreover, it was shown that neglecting the 
tensile strength of the concrete does not impact the structural response during its 
nonlinear phase. However, if one is interested in the linear phase of behaviour, the 
consideration of the tensile strength is advised despite the increased potential for 
numerical convergence issues. 

• Regarding the steel models, the present study indicates that the well-known 
Menegotto and Pinto [1973] model combines both accuracy and stability. 
Furthermore, it was verified that the definition of different transition curves in the 
unloading and reloading branches, through parameters A2 = 0.15 and A2 = 0.075, 
produced negligible differences in global response error measures. On the other 
hand, the more theoretically advanced model proposed by Monti and Nuti [1992] did 
not translate in improved results, essentially due to overshooting problems. As for 
the bilinear elastoplastic model, disregarding the Bauschinger effect appears to 
influence substantially the global structural response as the errors computed with this 
model are consistently larger than the ones obtained with both variants of the 
Menegotto-Pinto steel model. 

• The results obtained in the current parametric study demonstrate that the Hilber-
Hughes-Taylor (HHT) integration algorithm is in general more accurate and 
numerically more stable than the more conventional Newmark’s method. Despite the 
considered structures being relatively simple, and hence with relatively well “defined” 
modes of vibration, the analysis featuring Newmark integration algorithm are very 
sensitive to the contribution of higher modes, and often result in spurious response. 
This observation tends to be amplified when considering increasing time-step and 
when MPD model are employed. Despite the displacements computed with HHT 
being relatively insensitive to the EVD and time-step, the error associated with the 
computed accelerations (and consequently the members forces) tend to increase with 
higher time-step.  

 
 





 

 

 

4.STRAIN PENETRATION IN RC MEMBERS 

The results presented in the previous chapter exposed the limitations associated with the 
use of simplified numerical models to account for strain penetration (SP) effects in the 
seismic modelling of RC structures.  

After a through literature review, the present chapter introduces a detailed overview of 
the different mechanisms associated with the strain penetration effects in RC structures, 
together with an assessment of the main features of alternative numerical models. 

The analysis of the most relevant parameters impacting the SP behaviour, together with 
the main limitations identified in current numerical models, are described in the following 
sections and represent, thus, the basis for the new bond-slip model presented in Chapter 
5. 

4.1 IMPORTANCE AND EFFECTS IN THE SEISMIC RESPONSE OF RC STRUCTURES 

Since the incorporation of reinforcement in concrete, back from the mid-19th century, 
bond between steel and concrete has been the subject of numerous studies. One of the 
major breakthroughs occurred in the early years of the 20th century with the introduction 
of deformed surface rebars in substitution of, at that time, conventional plain rebars. This 
innovation improved the adhesion between the two materials and, consequently, reduced 
the embedment length (Le) required to anchor the axial load developed at a given rebar. 

Despite the substantial increase in bond resistance provided by deformed rebars, the 
design of reinforced concrete structures still requires the consideration of a sufficiently 
long embedment length, along which, the axial load at the rebar can be transferred to the 
surrounding concrete. The length required to anchor a given force is usually referred to as 
development length (Ld), i.e., the length along which the rebar force gradually reduces to 
zero. Ideally, the embedment length provided should be sufficiently large to guarantee 
that, under the maximum load supported by the rebar, the contact surface around the 
reinforcement is able to transfer the axial load to the surrounding concrete. This is the 
underlying idea present in the expressions prescribed by RC codes. Whenever the 
embedment length is insufficient, the rebar experiences an important increase of slip, 
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leading to a large increase of the element’s base rotation or even failure of the anchorage 
system (Figure 4.1).  

  

Figure 4.1. Behaviour of anchorage region with adequate (left) and limited (right) embedment 
length (adapted from Sritharan e t  a l . [2000]) 

Considering that the rebar forces are gradually transmitted to the surrounding concrete, 
the reinforcement experiences strain variations along the development length. The 
‘penetration’ of steel stresses and strains along the anchorage zone is generally referred to 
as Strain Penetration (SP) Effects. 

From a structural engineering viewpoint, these effects are particularly relevant as they can 
result in significant fixed-end displacements and rotations if a given RC member 
undergoes important seismic loads. When subjected to tensile forces, the embedment 
region of the rebar elongates, which is reflected in an increase of the members’ end 
flexibility. Under the assumption that the concrete in the anchorage zone remains 
essentially undeformed, i.e., neglecting the deformations in concrete, the slip of each 
rebar represents the relative displacement between the steel and the surrounding 
concrete. In other words, for a rebar with sufficient embedment length, Le, the slip at the 
members’ end represents the integral of steel strains ranging from the loaded-end to the 
point where the force is zero. However, the location at which the rebar force drops to 
zero does not necessarily correspond to having zero slip of the rebar of the embedment 
length is insufficient. In these cases, it is important to note that if Ld = Le the slip 
measured at the loaded-end is no longer equal to the integral of the strains, but also 
includes a component corresponding to a global sliding of the rebar.  

Despite the previous considerations, in most engineering applications it is common 
practice to consider that the reinforcing bars are perfectly bonded to the surrounding 
concrete, i.e., the relative slip deformations, occurring essentially at the connection to 
foundations systems and at beam-column joints, are neglected. This option reflects an 
erroneous perception that most of the deformations (being within the linear or nonlinear 

Fig. 1. Bond slip of reinforcement in bridge beam-to-column connections.

structures is being upgraded in compliance with capacity design philosophy. Accordingly,
a strength hierarchy is established for the structure and inelastic actions are permitted in preselec-
ted and carefully detailed regions, which are typically at the ends of columns or bridge piers. The
nonlinear action occurring in the preselected column plastic regions is largely responsible for
dissipating the seismic energy imparted to the structure.

Inelastic strains in column plastic hinges are permitted in the longitudinal reinforcement while
the transverse reinforcement is prevented from developing signi"cant inelastic action so that
su$cient con"nement to the concrete and adequate resistance against buckling of the longitudinal
reinforcement can be provided. Inelastic strains in the longitudinal reinforcement of hinges reach
peak values at the column ends, and penetrate into the connecting elements, such as joints and
footings. This causes strain incompatibility between the reinforcement and surrounding concrete in
the connecting element adjacent to the column interface, resulting in localized bond slip of the
column reinforcement. If the column reinforcement is provided with adequate anchorage length
into the connecting member, the bond slip occurs along most part of the anchorage length while
being held "xed at the top of the reinforcing bar. This is illustrated in Fig. 1a for a bridge tee joint.
Also shown in this "gure are expected bond and tensile stresses along the embedded portion of
column main reinforcement into the joint. When column bars are inadequately anchored into the
joint, the entire bar slips as shown in Fig. 1b, which is considered unsatisfactory for seismic design
because this action does not provide an e!ective energy dissipating mechanism. A detailed study of
the latter is beyond the scope of this paper.
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range) in RC members are essentially dictated by the deformation occurring along the 
members’ clear span. 

However, experimental campaigns conducted on RC columns have shown a significant 
contribution of strain penetration deformations to the overall lateral deformation of RC 
members. For instance Sezen and Moehle [2004] concluded that up to 40 % of the total 
lateral displacement can be due to longitudinal rebar slip. This order of magnitude is in 
line with the results obtained by Goodnight et al. [2015b], considering several circular 
bridge RC columns. Based on the results presented in Figure 4.2 it is possible to verify 
that the displacement component attributed to strain penetration effects (blue bars) 
represents about 30 % - 40 % of the overall member deformation. Moreover, for 
increasing levels of ductility, it is apparent that this component increases in an identical 
proportion with respect to the deformations along the length of plastic hinge region (red 
bars). Finally, it is important to highlight the notorious relevancy of the SP deformations 
with respect to the ones resulting from all other elastic mechanisms, including shear 
deformations. 

 

Figure 4.2. Lateral displacement components measured in a circular RC column (Test 9) 
[Goodnight e t  a l ., 2015a] 

Identical values were also reported by Saatcioglu et al. [1992]. However, according to this 
study the SP deformations tend to be more relevant before yielding of the rebars. The 
authors found that at yielding, the member-end rotations accounted for about 50 % of 
the top displacement – for larger ductility range, the relative importance seems to 
decrease to values in the order of the ones reported by Sezen and Moehle [2004]. Similar 
results were also reported by Popov [1984] and Filippou et al. [1983] in experimental tests 
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conducted on beam-joints connections. The latter argued that these effects are the 
cornerstone of any hysteretic behaviour of RC joints. 

In this context, particular attention to this phenomenon should be paid in the assessment 
of RC structures built essentially in the first half of the 20th century, given that most of 
these structures were built with plain rebars. In such cases, the consideration of SP effects 
becomes even more critical - experimental tests conducted on both RC columns 
[Verderame et al., 2008] and beam-column joints [Melo et al., 2011], reveal that this 
mechanism may contribute to nearly 90 % of the overall member deformation at failure. 

4.2 BOND MECHANICS AND FAILURE MODES 

Data resulting from previous research programs, conducted over the last decades, allows 
the scientific community to have, in the present days, a though understanding of the 
bond-slip behaviour at anchorage regions. In what regards the transference of rebar 
forces to the surrounding concrete, it is now evident that it occurs essentially through 
three main mechanisms, which vary according to the anchorage properties and loading 
demand: 

1.    Chemical adhesion between steel and concrete 
2.    Frictional forces at the interface between both materials 

3.    Bearing force of the ribs against the surrounding concrete 

In addition to the different forces involved in the resisting mechanism, Figure 4.3 shows 
also the damage induced in the concrete through crack opening and concrete crushing in 
the vicinity of the ribs. 

 

Figure 4.3. Bond mechanisms at the anchorage region of a RC member 
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According to fib [2000], the transfer mechanism between the rebars and the surrounding 
concrete can be divided in 4 main stages: 

1.   At low loading demand, the concrete remains essentially uncracked and bond is 
mostly ensured by chemical adhesion.  

2.    As the load increases, the chemical adhesion breaks and the lugs induce large bearing 
stresses in the concrete and transverse micro cracks at the tips of the lugs allowing 
the rebar to slip. The wedging action of the lugs remains limited and there is no 
concrete splitting. After cracking and loss of adhesion, the stiffness suffers an 
important reduction. 

3.    As the bond stresses increase, the bond strength is ensured by bearing action in front 
of the lugs, while longitudinal (splitting) cracks start to spread radially. This 
restraining action is naturally dependent on the confinement level of the surrounding 
concrete. Hence, in case of light transverse reinforcement this stage ends as soon as 
the concrete splitting reaches the outer surface of the member. In relatively short 
anchorages with moderate confinement a pullout failure is more prone to occur, 
despite the possibility of developing moderate splitting cracks along the bond length. 
In cases of large confinement through transverse reinforcement or thick concrete 
cover, splitting is prevented and the failure mode corresponds to pullout. At this 
stage, all possible contributions to confinement are mobilized. The magnitude of the 
different forces are dependent on the existing concrete cover thickness, spacing 
between rebars, amount of transverse reinforcement and its layout, transverse 
pressure and cracking cohesion. 

4.   With larger load levels, the development of longitudinal splitting cracks leads to a 
softening of the bond strength. After a peak value, the response is essentially 
dependent on the amount of confinement provided. For light-to-medium transverse 
reinforcement quantities, the longitudinal cracks spread out through the entire 
concrete cover thickness or rebar spacing and bond strength can reduce abruptly. On 
the other hand, the presence of an adequate amount of transverse reinforcement can 
ensure the development of large slip values (in the order of 5 % of the rebar 
diameter) with a smooth softening transition. 

The variation in bond strength with the anchorage properties described above can be 
interpreted in a graphical manner in the bond stress-slip plot presented in Figure 4.4. 
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Figure 4.4. Influence of different transfer mechanisms in the bond-slip relations (adapted from fib 
[2000] 

As previously mentioned and illustrated in the figure above, the type of failure is 
essentially dependent on the level of (passive or active) confinement provided to the 
system. If the concrete cover, rebar spacing, or transverse reinforcement are sufficient to 
prevent or delay a splitting failure (Figure 4.5, left), the system can develop larger bond 
stresses and will potentially fail by shearing (pullout) along the surface of the rebars 
(Figure 4.5, right). Moreover, if the anchorage within the concrete is adequate, the stress 
in the reinforcement may become large enough to reach yield and possibly even strain 
harden the rebar.  

On the other hand, in bond splitting failures the peak bond stress is essentially dependent 
on the tensile strength and fracture energy of the concrete. As described with more detail 
in Section 4.3.3, concrete specimens exhibiting larger fracture energies result in improved 
bond capacities, even if the tensile strengths are similar. 

 

Figure 4.5. Different typologies of anchorage failure: splitting (left) and pullout (shearing) failure of 
anchorage systems [ACI, 2003] 
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Taking into account the large strength and ductility capacity of a pullout type of failure 
with respect to a splitting failure, current design expressions attempt to guarantee that the 
anchorage zones are detailed with appropriate confinement or, under limited confinement 
conditions, the anchorage length is sufficiently large to avoid potentially more brittle 
splitting failures. For instance, Eurocode 2 [CEN, 2004b] defines a minimum embedment 
length of 10 rebar diameters (db). However, in most common applications, code 
requirements can easily reach 15 db or more, depending on the anchorage properties, 
namely the level of (active or passive) confinement. Conventional “rule of thumb” 
suggests the use of more conservative values, in the order of 30 db. Values of this order of 
magnitude can be easily found from simple equilibrium considerations at the anchorage 
region (Equation (4.1)), under the assumption of an average bond stress at the interface 
between the concrete and the reinforcement in the order of 𝜏 ≈ 𝑓! [MPa]. The 
following equation can be easily interpreted through the illustrative example presented in 
Figure 4.28. 

 𝐹!"#$ = 𝐹!"#  

 𝑓!×𝑃!×𝐿! = 𝑓!×𝐴! (4.1) 

In the previous equation Pb, Ab and Fy are the perimeter, area and yield stress of the 
reinforcing bar, respectively. 

Notwithstanding the adequate level of confinement, for systems with insufficient 
anchorage length or subjected to severe cyclic loading, the demand may exceed the bond 
capacity, resulting in localized damage and significant sliding between the reinforcing steel 
and the surrounding concrete. 

4.3 ANCHORAGE PROPERTIES AFFECTING STRAIN PENETRATION 

The previous section reported the main bond mechanisms and the different types of 
failures. It was observed that the type of failure is essentially dictated by the level of 
confinement present around the anchorage region of the rebars. However, even (and 
especially) under pullout failure conditions, the level of bond stress developed along the 
rebar can be significantly influenced by geometric, material and loading properties.  

These properties are usually determined from experimental tests performed with rebars 
anchored in concrete blocks with relatively short embedment length (≈5db). Short 
embedment lengths are generally adopted so that the bond stresses developed can be 
considered constant along the length of the rebar, in order to produce general bond-slip 
laws. In addition, it is customary to adopt an unbonded length close to the loaded-end of 
the rebar in order to achieve the desired stress state, without unrealistic compressive 
(confinement) forces around the rebar due to the force application apparatus (Figure 4.6).  
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Figure 4.6. Example of a pullout test setup [Casanova e t  a l . , 2013] 

Under these conditions, the anchorage force is generally lower than the rebar capacity. 
Hence, the importance of rebar yielding, as well as the evaluation of the different 
response parameters along more realistic anchorage lengths, requires the use of larger 
embedment lengths. 

The present section presents a review of past experimental tests conducted in order to 
identify and quantify the parameters that have a larger influence on the bond-slip 
response. The comprehension of this constitutive relation is of primary importance as it 
represents the basis of most numerical tools developed for modelling anchorage regions. 
For convenience, the parameters presented hereafter are divided into 4 main groups: 
confinement, reinforcement, concrete and loading properties. 

4.3.1 Passive and Active Confinement 

Confinement in reinforced concrete members may be provided passively or actively. The 
first one reflects the confining radial forces provided by sufficiently large rebar cover or 
transverse reinforcement hoops surrounding a given concrete anchorage block. Similarly, 
the active confinement produces an identical benefit but, in this case, the restraining 
action is achieved through the application of a compressive pressure.  

Results form previous experimental tests indicate that once the concrete cover thickness 
is sufficient to avoid a splitting failure, the rate of bond stress increase with increasing 
concrete cover is progressively reduced. This effect is evident in a recent study from 
Casanova et al. [2013] and presented in Figure 4.7, depicting the evolution of the ratio 
between the maximum bond stress and the concrete tensile strength against the ratio 
between the cover thickness and the rebar diameter, for different transverse pressures. 

steel–concrete slip, the tensile force F, applied on the reinforcement, is measured. The bond stress, supposed uniform along
the reinforcement [2], is then obtained using the following relation:

s ¼ F
pdl ð1Þ

Fig. 1. Pull-out set up.

Table 2
Mechanical properties of concrete.

Compressive strength fc (MPa) Tensile strength fct (MPa) Young Modulus (GPa) Maximum size of aggregate (mm) w/c ratio Admixtures

36.6 3.12 28 16 0.53 None

Fig. 2. Confinement frame.

Fig. 3. Example of a bond-stress slip law (global curve and zoom on the prepeak behavior).

94 A. Torre-Casanova et al. / Engineering Fracture Mechanics 97 (2013) 92–104
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Figure 4.7. Evolution of bond strength with the concrete cover for different transverse pressure 
[Casanova e t  a l ., 2013] 

Similarly to an adequate concrete cover thickness, the employment of transverse 
reinforcement hoops for confinement helps to limit the progression of splitting cracks, 
thus increasing the bond efficiency both for conventional anchorage systems and for lap 
splices. However, as illustrated in Figure 4.8, additional transverse reinforcement beyond 
the amount needed to cause the transition from a splitting to a pullout failure becomes 
progressively less effective, providing only a marginal increase in bond strength [Orangun 
et al., 1977; Eligehausen et al., 1983]. The following figure shows the variation in bond 
stress for different ratios of the area of transverse reinforcement with respect to the area 
of the longitudinal rebar. 

 

Figure 4.8. Bond stress-slip relation under different passive confinement conditions [Eligehausen e t  
a l ., 1983] 
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Regarding the active confinement effects, Malvar [1991] analysed the influence of 
increasing transverse loading during different loading stages. He concluded that the 
transverse pressure is particularly important when the adhesion is lost. After this stage, 
the presence of transverse loading increases the bearing and friction forces while prevents 
the increase/development of splitting cracks. This is evident in the results of an identical 
specimen subjected to increasing transverse pressure, present in Figure 4.9. Naturally, if 
the transverse load is a tensile one, favoring the opening of concrete cracks, it is expected 
a reduction of the bond strength, and the anchored rebar become more prone to exhibit a 
splitting failure. 

 

Figure 4.9. Bond stress-slip response under different transverse pressure [Malvar, 1991] 

For low values of  pressure, the bond stress seems to increases almost linearly with the 
confining pressure. However, once the bond stress reaches its peak, the decay is relatively 
steep. This is attributed to the faster degradation resulting from the large confinement 
and strain energy density. This seems to indicate the existence of a limiting value of the 
confining stress beyond which bond behaviour is not improved [Malvar, 1991]. This 
observation is in line with the bond factors derived by Eligehausen et al. [1983] for 
different levels of transverse reinforcement (Figure 4.10). Regarding the figure below, it is 
also important to verify that the factors derived by different authors evidence important 
deviations between them. 

SLIP (in)

0.2 0.4 0.6
3.0

TEST 1 500 PSI "20
TEST 2 1500 PSI

2.5- TEST 3 2500 PSI
TEST 4 3500 PSI
TEST 5 4500 PST -15

~2.0
z

10 -

~1.0
3 z

0.5 23ru

0 4 8 12 16
SLIP (mm)

Figure 13.
Tests 1 through 5: Complete bond-slip relationships.

28



Development and Verification of Modelling Approaches for Framed Structures Subjected to Earthquake Action 

 

97 

  
 
          1 – Eligehausen et al. [1983] 
          2 – Tassios [1979] 
          3 – Dorr [1978] 
          4 – Untrauer and Henry [1965] 
          5 – Viwathanatepa et al. [1979] 
          6 – Cowel et al. [1982] 
 

 
               1 – Eligehausen et al. [1983] 
               2 – Tassios [1979] 
               3 – Viwathanatepa et al. [1979] 
               4 – Cowel et al. [1982] 

Figure 4.10. Evolution of maximum (left) and frictional (right) bond stress components with 
transverse pressure from different studies presented by Eligehausen e t  a l . [1983] 

4.3.2 Reinforcement Properties 

The present section provides a review on some reinforcement properties that were object 
of analysis considering their potential effect on the bond strength. 

With the development and production of deformed rebars, it became clear that these 
rebars were able to attain higher bond resistance than plain (smooth) rebars [Abrams, 
1913]. Since then, different studies suggest that the surface deformation pattern may have 
a significant effect on bond response. The outcome from the study of different surface 
parameters (e.g., rib height, spacing or depth) was, nevertheless, inconclusive, as it 
becomes difficult to establish bond factors for the different properties. Over time, 
however, these effects became progressively clearer. And it was demonstrated that the 
bond-slip response is essentially independent of any specific combination of rib height 
and spacing but, instead, can be related through a general index. The so-called bond index 
(fr) or relative rib area (Rr), reflect a combination of the rib height, rib spacing (SR) and 
rebar diameter (db), and is generally used to evaluate the importance of the surface 
deformation pattern in rebars: 
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𝑓! = 𝑅! =

𝐴!
𝜋𝑑!𝑆!

 (4.2) 

where AR is the area of the projection of a single rib (consisting often of 2 lugs) on the 
cross-section of a rebar. 

Darwin and Graham [1993] studied the effect of the surface deformation pattern on 
bond strength using beam-end specimens. The results indicate that increased relative rib 
area results in increased bond stiffness and strength for specimens that do not exhibit a 
splitting bond failure. If the rebar is tested under relatively low confinement the bond 
strength is governed by a splitting failure in the concrete. The plots presented in Figure 
4.11 show a consistent increase in bond strength for increasing relative rib area, as long as 
appropriate confinement is provided. It should be noted, however, that after a certain 
point, the increase in Rr has only marginal effect in the bond properties. 

Based on the analysis of different studies, Lowes [1999] concluded that the increase in the 
rib bearing area may increase the bond capacity by as much as 70 percent.  

  

Figure 4.11. Evolution of bond stress with relative rib area with and without transverse reinforcement 
(left) and with different spacing (h) of transverse reinforcement (right) [Darwin and 
Graham, 1993] (1 kips = 4448.2 N / 1 in = 0.0254 m) 

In what respects the establishment of reference values of relative rib area, [Clark, 1946] 
recommended a minimum value of Rr equal to 0.1, which, interestingly, is not much 
different from Abrams' [1913] recommendations. Nonetheless, these later 
recommendations are not subscribed by US standards [ACI 2003], where typical values of 
relative rib area for rebars currently used range between 0.057 and 0.087 [Choi et al., 
1990]. In Europe, at the turn-of-the-past-century these values were about 0.06 [Fardis, 
2009]. In a recent study conducted by Louro [2014], it was found that the values in 
current practice are identical to the ones observed in US, varying between 0.06 and 0.08, 
were the rebars with larger diameter typically present increased values of Rr. According to 
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fib [2000], values between 0.05 and 0.1 are generally good indicators and cover the range 
of values commonly provided by manufactures. 

For the same embedment length, a rebar with larger diameter has larger splitting or 
pullout failure strength, due to its increased area of contact surface. However, the rebar 
perimeter increases slower than the rebar area, which means that, under identical 
anchorage conditions, longer embedment length is generally needed for larger rebars.  

The results obtained by Eligehausen et al. [1983] identify a reduction in bond stress with 
an increase in rebar diameter (Figure 4.12). 

 

Figure 4.12. Variation in the bond-slip response for different rebar diameter [Eligehausen et al. 1983] 

Care should be taken while analyzing these results, since different rebars have different 
relative rib areas. Therefore, the analysis of the results is biased: while the rebars 
identified with “1” and “2” have similar Rr values (0.1 and 0.11, respectively), the rebars 
“3” and “4” have Rr values of 0.066 and 0.16, respectively. While for cases “1” and “2” 
the bond reduction is relatively modest, the results for case “4” present an important 
reduction, especially taking into account that the relative rib area is significantly higher.  

In a different experimental campaign, Bigaj [1995] also analysed the importance of the 
rebar diameter (db = 16 mm and 20 mm) concluding, however, that the effect is not 
significant. Identical results were obtained by Viwathanatepa et al. [1979], for db = 19 mm 
to 31 mm. 
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The conclusions of the different studies may indicate that the larger forces supported by 
larger rebars may induce a more severe degradation in the surrounding concrete. In these 
cases, longer embedment lengths and eventually additional confinement measures should 
be adopted in order to prevent an important reduction in bond strength. On the other 
hand, under low slip demand, the stiffness appears to be independent of the rebar 
diameter and governed by the value of Rr. 

Finally, regarding the reinforcing bar surface conditions, it is not surprising that the 
presence of corrosion, mud, oil, and other nonmetallic coatings potentially reduce friction 
forces developed between the reinforcing steel and concrete as shown by Yalciner et al. 
[2012]. The interest reader can find additional information in ACI [2003]. 

4.3.3 Concrete Properties 

A number of concrete properties affect bond strength, such as: compressive strength, 
fracture energy, aggregate type and quantity, the use of admixtures, concrete slump or the 
use of fibre reinforcement. Given their relative importance, this section presents a brief 
summary on the influence of concrete strength, fracture energy, aggregate type and 
casting position. Additional details on the influence of other concrete properties can be 
found in ACI [2003]. 

It is a well-known fact that bond strength increases with the increase in concrete 
compressive strength. The way these two parameters are related is, however, less clear 
and has been the subject of different studies over the years. In this respect, the ACI 
[2003] report provides a summary of the main findings. 

Among the different proposals, it is relatively consensual that the bond stress (τ) follows 
a power law of this sort: 

 𝜏 = 𝑓!
! (4.3) 

where the value of p varies with the proposal. 

Using a large number of tests, Darwin et al. [1996] observed that a best fit with existing 
data was obtained considering p = ¼ for both development (pullout) and splice strength. 
The uncertainty in this correlation is depicted in Figure 4.13, comparing the results of 171 
test specimens not confined by transverse reinforcement. The two best-fit lines show the 
test-prediction ratios versus fc, considering p = ½ and p = ¼. Despite the use of p = ¼ 
produces a ratio close to one for a wide range of concrete strengths, the results present a 
large dispersion making the identification of the exponent parameter extremely difficult. 
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Figure 4.13. Best-fit correlation of parameter p  to describe the bond stress as a function of the 
concrete strength for unconfined rebars [ACI, 2003] (1 psi = 0.00689 MPa) 

However, for rebars properly confined with transverse reinforcement, Zuo and Darwin 
[2000] found that p = ¼ significantly underestimates the effect of concrete strength. 
Instead, the results presented in Figure 4.14 shows that that p = ¾ provides a better 
representation of the influence of compressive strength on bond strength, when such 
confinement is considered.  

 

Figure 4.14. Best-fit correlation of parameter p  to describe the bond stress as a function of the 
concrete strength for properly confined rebars [Zuo and Darwin, 2000]. 
(1 psi = 0.00689 MPa) 

This value has proven to be adequate as long as concrete strengths do not exceed 
55 MPa. For higher-strength concrete, the average bond strength at failure, normalized 
with respect to the concrete strength , decreases with an increase in compressive strength 

BOND AND DEVELOPMENT OF STRAIGHT REINFORCING BARS IN TENSION 408R-19

decreasing as fc!  increases, while the best-fit line based on
fc!

1/4 has nearly a horizontal slope, indicating that the 1/4
power provides an unbiased representation of the effect of
concrete strength on bond strength. As will be demonstrated
in Section 3.6, the advantage of the 1/4 power over the 1/2
power does not depend on the specific expressions used for
this comparison.

For bars confined by transverse reinforcement, Zuo and
Darwin (1998, 2000) found that fc!

1/4 significantly under-
estimates the effect of concrete strength on the additional
bond strength provided by transverse reinforcement Ts. They
observed that fc!

3/4 provides a good representation of the
influence of compressive strength on bond strength. Figure
2.11 shows best-fit lines of test-prediction ratios based on fc!

p,
with p = 1/4, 1/2, 3/4, and 1, versus fc! . Of the four values,
fc!

3/4 provides a nearly horizontal best-fit line. Using fc! (p =
1) overestimates the effect of concrete strength on Ts , while
using fc!

1/2 underpredicts the effect of concrete strength on
Ts. The small positive slope for the fc!

3/4 line indicates that a
power slightly greater than 3/4 would provide a slightly
better match with the data.

The observation that fc!
1/2 does not accurately represent

the effect of concrete strength on bond means that many
earlier interpretations of the effects of parameters other than
compressive strength on bond strength need to be re-examined.
This reexamination is necessary because test results have
often been normalized with respect to fc!

1/2 to compare
results for different concrete strengths. For example,
changes in concrete properties, such as caused by the addi-
tion of a high-range water-reducing admixture or the use of
silica fume as a cement replacement, often result in changes
in compressive strength. When bond strengths are normalized
with respect to fc!

1/2, the effect of concrete strength is exagger-
ated, resulting in an overestimation of bond strength for higher
strength concretes. A reexamination of earlier test results often
indicates much less of an effect and, in some cases, no effect
on bond strength due to changes in mixture proportions.

2.3.2 Aggregate type and quantity—For bars not confined
by transverse reinforcement, Zuo and Darwin (1998, 2000)
observed that a higher-strength coarse aggregate (basalt)
increased Tc by up to 13% compared with a weaker coarse
aggregate (limestone). This observation was explained based
on studies using the same materials (Kozul and Darwin
1997; Barham and Darwin 1999) that showed that concrete
containing the basalt had only slightly higher flexural
strengths, but significantly higher fracture energies (more
than two times higher) than concrete of similar compressive
strength containing limestone for compressive strengths
between 2900 and 14,000 psi (20 and 96 MPa). The higher
fracture energy provided by the basalt resulted in increased
resistance to crack propagation, which delays splitting
failure and increases bond strength. Zuo and Darwin
observed no effect of coarse aggregate quantity on Tc.

For bars confined by transverse reinforcement, increases
in both the strength and the quantity of coarse aggregate have
been observed to increase the contribution of transverse
reinforcement to bond strength (Darwin et al. 1996b; Zuo
and Darwin 1998), with differences in Ts as high as 45%.

The effects of aggregate strength and quantity on Ts explain
some of the wide scatter observed for test results obtained in
different studies, where the scatter in values of Ts far exceeds
the scatter observed for Tc.

2.3.3 Tensile strength and fracture energy—The observed
effects of aggregate strength and quantity and of concrete
compressive strength on bond strength strongly indicate that
the tensile properties of concrete play a significant role in
determining bond strength. The concrete contribution Tc
increases approximately with fc!

1/4. This contrasts with the
relationship between compressive strength and tensile
strength, where it is generally agreed that tensile strength
increases approximately with fc!

1/2. [In some studies dealing
with high-strength concrete, a power higher than 1/2 has
been observed to relate fc!  to tensile strength (Ahmad and
Shah 1985; Kozul and Darwin 1997)].

If tensile strength alone were the key governing factor in
bond strength, fc!

1/2 should provide a good representation of
the relationship between compressive strength and bond
strength, and aggregate strength should have little effect on

Fig. 2.10—Variation of test-prediction ratio versus com-
pressive strength for developed/spliced bars not confined by
transverse reinforcement. The contribution of concrete to
bond strength is characterized as fc!

p, with p = 1/4 and 1/2.
(Note: 1 psi = 0.00689 MPa)

Fig. 2.11—Best-fit lines for test-prediction ratios versus
compressive strength for developed/spliced bars confined by
transverse reinforcement. fc!

p is used to represent the influ-
ence of compressive strength on the additional bond strength
provided by transverse reinforcement Ts. (Note: 1 psi =
0.00689 MPa)
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ratios is 1.0 for all four values of p. The least scatter in the re-
sults, as indicated by the COV, is obtained for p = 1/2, for which
the COV = 0.116. p = 3/4 and p = 1/4 provide COVs of 0.120
and 0.122, respectively; while p = 1.0 has the highest COV
(0.132). The values of COV reflect the accuracy of the predic-
tions for the overall database, while the values of r2 reflect the
goodness of fit between each expression and the data. 

The best value of p for characterizing the effect of concrete
strength on Ts should provide not only a low COV and a high
r2, but unbiased predictions for both normal and
high-strength concrete. This means that, for the appropriate
value of p, the best-fit line of the test-prediction ratio versus
f ′c  should be horizontal. The best-fit lines for the four values
of p are plotted in Fig. 6(a). The figure shows that the slope
of the lines decreases with an increase in the value of the
power of p. p = 3/4 gives the smallest positive slope and a
line that is nearly horizontal, while p = 1.0 gives a negative
slope. Thus, of the four values of p, p = 3/4 gives the least bi-
ased predictions of bond strength based on concrete strength.
p = 1.0 overestimates bond strength for bars in high-strength
concrete. The results in Fig. 6(a) suggest that the best value of
p may be slightly higher than 0.75. 

As another check on the value of p and the accuracy of Eq. (1)
and (2), an independent set of 33 splice specimens tested by Ka-
doriku (1994) was analyzed. For this series, f ′c ranged from
3070 to 10,980 psi (21.2 to 75.7 MPa), and a single bar diameter
of 19 mm was used. Because Rr was not reported, a value of Rr
= 0.748 (the mean value for No. 6 [19 mm] conventional bars
[Darwin 1996b]) is used. The analysis (summarized in Table
A.7 of Appendix A*) indicates that p = 3/4 provides the lowest
COV (0.085) for the 33 specimens. The best-fit lines for test-
prediction ratios using the four values of p are plotted versus f ′c
in Fig. 6(b), and show the same characteristics as in Fig. 6(a): p
= 3/4 provides a nearly horizontal line, with the smallest posi-
tive slope, while p = 1.0 gives a negative slope. Thus, among the
values of p evaluated, p = 3/4 is the most appropriate for use in
characterizing the effect of concrete strength on Ts. For simplic-
ity and convenience, p = 3/4, (rather than a possibly more pre-
cise, slightly higher value) is selected for the next step.

DESIGN EXPRESSIONS
To take full advantage of the data available, the 33 tests by

Kadoriku (1994) are combined with the initial 163 tests to
obtain a best-fit expression for the contribution of transverse
reinforcement to splice strength

(3)

with r2 = 0.856.
Combining Eq. (1) with (3) gives an expression for total

bond force
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A comparison of the test and predicted strengths for the
beams in the database in which the bars are confined by
transverse reinforcement is presented in Table A.8 of Ap-
pendix A* and Fig. 7. The mean is 1.00, and the COV is
0.115. (By way of comparison, Darwin et al. [1996b] ob-
tained values of 1.01 and 0.125.)

Dropping the intercept 3.99 in Eq. (4), substituting ld/s for
N, where s = stirrup or tie spacing, and solving for develop-
ment/splice length ld in terms of Ab and db, respectively, gives

(5)
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Fig. 6—Best-fit lines for test-prediction ratios correspond-
ing to powers of f ′c  (p = 1/4, 1/2, 3/4, and 1.0), versus com-
pressive strength f ′c : (a) initial comparison; and (b)
independent comparison for specimens tested by Kadoriku
(1994) (1 psi = 6.89 kPa).

*The Appendix is available in xerographic or similar form from ACI headquarters,
where it will be kept permanantly on file, at a charge equal to the cost of reproduction
plus handling at the time of request.
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ACI [2003]. Identical conclusions were reported by Bigaj [1995], who has shown that 
larger bond strength and stiffness are observed for high-strength concrete than for 
normal-strength concrete. However, when the bond strength is normalized with respect 
to the square root of the concrete strength, about 25 % lower values are obtained for 
high-strength concrete. 

The recent Model Code 2010 [fib, 2011], adopted the use of the traditional square root 
relation when pullout failures are expected, while p = ¼ is used to represent the response 
of splitting failures, which are associated with the absence of appropriate confinement. 

Moreover, the addition of reinforcement fibres or different aggregates (e.g., containing 
basalt) can increase more the fracture energy in proportion to the compressive strength. 
The resulting higher fracture energy increases the resistance to crack propagation, which 
delays splitting failure and increases bond strength [Zuo and Darwin, 2000; Chao et al., 
2009]. Overall, as the concrete compressive strength increases, bond strength increases at 
a progressively lower rate, while the failure mode becomes more brittle. This effect can be 
somehow controlled providing high-strength fibres, increasing the fracture energy, and 
consequently the bond strength of the reinforcement. On the other hand, the use of 
lightweight concrete may reduce the bond strength to about 65 % of the values obtained 
with normal-weight concrete [ACI, 2003]. 

Finally, the rebar position during concrete casting may also influence the bond strength 
between concrete and reinforcing steel. Rebars placed near the upper surface of casting 
tend to have lower bond strengths than rebars placed lower in a member [Orangun et al., 
1977]. This is essentially because the greater the depth of concrete below a given rebar, 
the greater will be the settlement and the accumulation of bleed water near the rebar. 

4.3.4 Loading 

The previous sections addressed the influence of different material and mechanical 
parameters in the response of an anchorage region subjected to monotonic loading. 
Under seismic action, the anchored rebar is subjected to repeated cyclic loading with 
several excursions of variable amplitude. Considering the oscillatory nature of seismic 
loading, it is critical to understand how the bond-slip behaviour degrades with the 
number and magnitude of the different cycles.  

In addition, modern seismic design philosophies, namely the ones using performance-
based and capacity design principles, rely on the capacity of some of the seismic resisting 
elements in the structure to experience important nonlinear response without significant 
strength degradation. Therefore, it is also important to understand how the yielding of 
the longitudinal rebars impacts on the bond strength of the anchorage region. 
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Until now, bond properties were discussed under the assumption of elastic behaviour of 
the reinforcement. However, under severe seismic loading, it is expected to observe 
yielding in the rebars of some RC members. It is thus critical to understand how the 
yielding of the rebars affects the bond strength of an anchorage region.  

Some experimental studies on RC members, e.g., [Shima et al., 1987a; Bigaj, 1995; 
Ashtiani et al., 2013], indicate that local bond strength is reduced upon yielding of the 
reinforcement in tension and increased for reinforcement yielding in compression. This 
behaviour is partly explained on the basis of the familiar Poisson’s effect, which causes 
the diameter of the reinforcing bar to shrink once tensile yielding occurs (Figure 4.15). 
On the other hand, once compressive yielding occurs the reinforcing bar expands, 
improving the wedging effect of the ribs (Hoyer’s effect) and, therefore, the bond 
strength [Fernandes Ruiz et al., 2007]. 

 
Figure 4.15. Local bond-slip behaviour for yielded rebars [Ashtiani e t  a l ., 2013] 

The influence of rebar yielding in the bond stress was firstly addressed by Viwathanatepa 
et al. [1979] and analysed in more detail by Shima et al. [1987a]. These tests were 
performed on specimens with larger embedment length (usually in the order of 50 db) in 
order to guaranty that the anchorage strength is higher than the rebar one.  

the surface of the ribs. The initial slip in the elastic region is mainly
due to the crushing of theweak concrete around the ribswhich con-
tinues up to the yield plateau. As mentioned before the effect of
diameter reduction is minimal in the elastic region; however, along
with the initiation of the yield plateau (elastoplastic region), part of
deformations (both axial and transverse) tend to become perma-
nent. At this stage (yield plateau) although the force tends to re-
main constant, the effect of diameter reduction increases on the
first few ribs (closer to the concrete face at the loading side) which
intensifies the stress concentration on the surrounding weak area.
As a result, slip continues even when the force is constant which
creates the bond-stress vs. slip yield plateau.

As mentioned earlier, during the pull-out tests elongation of the
bars outside the concrete was measured by means of a linear
potentiometer attached to the face of the loading device (see
Fig. 1). The spacing between the two faces (namely the stationary
and moving heads) was kept the same for all tests; therefore, initial
length of the bars was taken as the length between the loading
plate and the beginning of the bonded zone. It should be men-
tioned that the measured elongation was a relative entity and
absolute elongation of the bars was calculated by deducting the
slip at the free end from the measured elongation. Knowing the
absolute elongation and original length, average strain of the bars
(outside the concrete) was calculated during the pull out test. For
better understanding of the discussions in the following sections,
the average strain in steel (outside the concrete) vs. end-slip is
shown in Fig. 6.

The correlation between slip and strain was previously studied
by Maekawa et al. [21] in the form of bond-stress vs. slip vs. strain
relationships. In order to investigate the post-yield bond perfor-
mance, they designed pull-out specimens with very long bond-
lengths (50 times bar diameter) and different steel grades (300,
500 and 700 MPa); so that, even in the post yield range there
was no free-end slip. Strain gauges of 5 mm gauge-length were in-
stalled at different locations on the steel bar (inside the concrete)
and slip was measured in the load-end. In addition, the measured
local strain profile between a point and the zero strain/slip point

was integrated to obtain the local-slip of the bar at that point rel-
ative to the concrete. Maekawa et al. discussed that there exists a
unique relationship between bond-stress, slip and strain which is
independent of bar diameter and concrete strength; given as:

s ¼ S
D
" Kfc ð1Þ

Kfc ¼
f 0c
20

! "2=3

ð2Þ

s ¼ es " ð2þ 3500" esÞ es 6 ey ð3Þ

s ¼ sy ey < es 6 esh ð4Þ

s ¼ sy þ 0:047" ðfu & fyÞ " ðes & eshÞ es > esh ð5Þ

where ‘s’ is the non-dimensional local-slip normalised with respect
to the bar diameter and multiplied by a factor (Kfc) to account for
the variations in concrete strength, ‘S’ is the local-slip in concrete
(mm), ‘D’ is the bar diameter (mm), ‘f 0c ’ is the compressive strength
of concrete (MPa), ‘es’ is the local-strain in the bar, ‘sy’ is the local-
slip at yield (mm) obtained by using ‘ey’ in Eq. (3), ‘fu’ is the ultimate
strength of the bar (MPa), ‘fy’ is the yield strength of the bar (MPa),
and ‘esh’ is the local-strain in the bar at the onset of hardening.
Maekawa et al. [21] also developed an equation to calculate the
bond-stress from the local strains at each point inside the bond
length (discussion of which is not in the scope of this study).
Fig. 7 shows typical experimental and analytical results for slip-
strain relationships in both elastic and post-yield range as pre-
sented by Maekawa et al. [21].

Similar pattern is recognisable by comparing Fig. 6 (graphs 1–3
and 5) and 7. Note that in graphs 4 and 4A of Fig. 6 the bars expe-
rienced pull-out in the elastic range (except for S2). Therefore, the
elastic response in Fig. 7 (LHS graph) provides a proper match for
the specimens of this series. The mentioned yield plateau in
Fig. 3 is clearly visible in the slip-strain behaviour of all specimens
in which steel bar passed its yield point (Fig. 6). It is worthwhile

Fig. 5. A schematic view of bar elongation and loss of grip.

M. Soleymani Ashtiani et al. / Construction and Building Materials 44 (2013) 236–248 243
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The evolution of the strains at the different strain gauges attached along the embedment 
length of the rebar, allows the determination of the slip (through integration of strains) as 
well as rebar stresses/forces (from steel constitutive relation). The bond stress profile 
along the rebar can then be determined based on the force difference between adjacent 
strain gauges. The experimental results obtained by Shima et al. [1987a] reveal that, in the 
region were the rebars have yielded, the slip increases greatly at the same time that the 
bond stress is drastically reduced (up to 20 % of the elastic one). Identical conclusions 
were observed later by Bigaj [1995] – see Figure 4.16. The authors noticed that, along the 
portion of the rebar reaching plastic strains just beyond the yield strain a sudden drop in 
the bond stress takes place. Identical response was observed for the different tests 
performed during the experimental campaign. However, for models with high-strength 
concrete it was observed a more pronounced drop after the yielding point. Notice that 
the results reported in Figure 4.16 refers to normal strength concrete. 

  

 

Figure 4.16. Strain, Slip and bond distribution along the embedment length of the rebar reported by 
Bigaj [1995]  

of the unique strain distribution curves, if the length scale (location along the bar) is scaled wi 
respect to D. 

with 

Unique steel strain distribution curves, derived by parallel translation of specific (measured) steel 
strain distribution curves are given in Appendix 4 for three characteristic load levels: 

- the load corresponding to 1% steel strain at the loaded-end of the bar 
- the load corresponding to 5% steel strain at the loaded-end of the bar 
- the maximum strain at the loaded-end of the bar reached 
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4.2 Analyses of test results 

The slip and the bond stress distribution along the bar can be calculated from the unique steel 
strain distribution curves. In this analysis the slip is defined as the relative displacement from 
a fixed point in the concrete. The local slip at each location along the bar is therefore computed 
by integration of the steel strains from the free-end of the bar to the point considered. The values 
obtained in this way are verified by comparison with the measured experimental loaded-end 
displacements. 
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The bond stress distribution is calculated in an iterative procedure (see Appendix 5 for graphical 
representation of iterative procedure for the calculation of bond stress distribution along the 
embedded bar). In the first step the local bond stress values, averaged over a distance between 
two data points neighbouring on the unique steel strain distribution curve, are calculated. For this 
purpose the experimentally determined accurate stress - strain relationship of the steel bars is 
used. In the next iteration steps an average local bond stress values are calculated (the average 
over two halves of two adjacent data point distances are taken). This procedure continues until 
a smooth bond stress distribution curve is obtained. An example of slip and bond stress 
distribution curves is given in Figure 4.3. 

It has to be noticed that the slope of the slip distribution curve changes at the location where bar 
yields and that the slip increases greatly in the range where steel strains are beyond the yield 
strain. The form of the bond stress distribution curve in the range where steel strains are beyond 
the yield strain is also significantly different from that which holds in the elastic steel strain 
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In order to account for such effect, Eurocode 8 (EC8) - Part 1 [CEN, 2004a] specifies 
that for structures designed for high ductility (DCH in EC8), the anchorage length of 
beams or column rebars anchored in beam-column joints shall be measured from a point 
on the rebar at a distance 5 db inside the face of the joint, in order to take into account the 
yield penetration due to cyclic post-elastic deformations. 

Based on the limited experimental data available, in particular in what regards the 
behaviour in compression, Lowes [1999] proposed a parameter that reduces the (elastic) 
bond stress based on the local strains experienced by the rebar. The evolution of the 
reduction factor with the reinforcement strains is illustrated in Figure 4.17. A similar 
relation is proposed by Model Code 2010 [fib, 2011] for yielding in tension. However, no 
reference is made for yielding in compression. 

 
Figure 4.17 Influence of rebar yielding on bond strength [Lowes, 1999]. 

Another relevant issue on the bond response of reinforcing bars regards the cyclic 
degradation under earthquake loading. Being a reference in this subject, the study 
conducted by Eligehausen et al. [1983] considered an extensive number of cyclic tests 
conducted under different conditions. It is well known that the bond strength degrades 
under cyclic loading, nonetheless, it is essential to understand which are the most relevant 
parameters, and how do they contribute for the overall degradation.  

A first important aspect regards the observation of an identical bond-slip response under 
tensile and compressive load, as illustrate in Figure 4.18. 

225

4.4.4.3   Defining Peak Bond Strength as a Function of the Steel Material State

Critical evaluation of material behavior in the vicinity of the concrete-steel interface

suggests that yielding of reinforcing steel affects bond response. Yielding of the reinforce-

ment in tension produces Poisson contraction of the bar that likely reduces bond strength

while Poisson dilation of the reinforcement in the compressive post-yield regime likely

increases bond strength. This response is observed in several experimental tests programs

[Viwathanatepa, 1979a, 1979c]; however, only the data presented by Shima et al. [1987b]

isolate the influence of tensile yielding on bond capacity. The bond stress versus slip from

this test program (Figure 4.30) indicate that bond strength deteriorates by about 75 percent

with tensile yielding of the reinforcement. With so few data, the following relationship is

proposed as a reasonable method for incorporating the effect of steel yield on behavior.
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Figure 4.18. Bond stress-slip relation under tensile and compression loading [Eligehausen e t  a l ., 
1983] 

In addition to the direction of loading, past tests also investigate the behaviour under 
different loading rates. Figure 4.19 presents the variation of maximum bond stress with 
the loading rate obtained by different authors. The results indicate that the bond stress 
tends to increase with an increase in loading rate. Nonetheless, according to the presented 
results, an increase in loading rate by a factor of 100 results in a bond strength increase 
only of about 15 %. 

 

Figure 4.19. Influence of load relative rate in maximum bond stress according to different authors 
[Eligehausen e t  a l ., 1983] 
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When subjected to cyclic loads, the concrete between the lugs of the rebar is 
progressively damaged on both sides of the ribs. This effect is described in Figure 4.20, 
reflecting the progressive damage due to concrete crushing and crack opening in both 
directions. 

 

 

Figure 4.20. Bond mechanisms under cyclic loading: loading (top) and reloading (bottom). (adapted 
from Eligehausen e t  a l . [1983]) 

As illustrated in Figure 4.21, the bond capacities achieved during unloading and reloading 
directions are highly dependent on the amplitude of the previous cycles. Under the same 
number of loading cycles, the bond degradation becomes more pronounced as the 
amplitude of the cycles increase. If the reinforcement was subjected to large slip demand 
in previous cycles, the bond stress is highly reduced with respect to the monotonic case. 
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Figure 4.21. Bond-slip cyclic response under the same number of cycles for low (left) and large 

(right) slip amplitude demand (adapted from Eligehausen e t  a l . [1983]) 

Based on the previous results, the author concluded that if the bond stress does not 
exceed 70 - 80 % of the maximum bond under monotonic loading, the bond strength is 
not significantly affected. On the other hand, if the loading exceeds the slip related to the 
maximum bond stress, then the degradation is more pronounced, even for a reduced 
number of cycles. This observation is also valid for the bond stresses in the reverse 
direction as observed in the right plot of Figure 4.21. On the other hand, it is interesting 
to note that after being loaded up to an arbitrary load and then unloaded to a force close 
to zero, the bond strength is essentially recovered, independently of the amplitude of the 
different cycles (Figure 4.22). 

 

Figure 4.22. Bond-slip response under unload and reload, without slip reversal [Eligehausen e t  a l ., 
1983] 
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It is, thus, apparent that the loading excursion in one direction affects essentially the bond 
strength in the opposite direction. When the rebar is unloaded down to zero force, only a 
small portion of the slip is reversed and, hence, there is essentially no degradation of the 
bond resistance during the unloading stage. If the slip reversal is insufficient to transfer 
the bond forces to the undamaged concrete then the bond strength remains essentially at 
its monotonic characteristic value. 

In addition to the slip amplitudes, the number of load reversals impacts also in the bond 
degradation. Figure 4.23 shows that with an increase in the number of slip reversals the 
bond stress is progressively reduced, but in an asymptotic manner. After a significant 
reduction at the firsts load reversals, the bond degradation factor shows a smoother 
evolution for increased number of cycles. 

 

Figure 4.23. Bond degradation ratio with number of cycles and slip amplitude [Eligehausen e t  a l ., 
1983] 

The study conducted by Eligehausen et al. [1983] also reveals that the abovementioned 
bond stress reduction is highly dependent on the amplitude of the slip reversal. For the 
same number of cycles, the specimens subjected to full slip reversal present bond 
strengths that are about half the ones obtained when the slip reverses to zero only (Figure 
4.24). 
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Figure 4.24. Comparison of bond degradation ratio considering full and half slip cyclic reversals 
[Eligehausen e t  a l . , 1983] 

Finally, the work addressed also the variation of the unloading stiffness. Based on the 
results presented in Figure 4.25, it is apparent that, after an initial reduction, the 
unloading/reloading stiffness remains essentially unchanged and is essentially dependent 
on the concrete strength. Nonetheless, the results also show an important dispersion in 
the obtained results. 

 

Figure 4.25. Variation of unloading stiffness with concrete strength and number of unloadings 
[Eligehausen e t  a l ., 1983] 
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After this analysis of the existing experimental results associated with the cyclic bond-slip 
behaviour, it becomes clear that the establishment of a constitutive model that attempts 
to capture all the characteristic behaviours presented above would become cumbersome. 
However, one of the most interesting findings of Eligehausen et al. [1983] is that the bond 
degradation can be described as a function of the combined effect of the number and 
amplitude of the cycles, namely through a dimensionless cumulative energy dissipation 
factor. Briefly, this factor is determined by the ratio of the cumulative energy dissipated 
during the cyclic response with respect to the amount of work associated with the 
monotonic envelope (Figure 4.26).  

 

Figure 4.26. Damage factor for reduced bond envelope based on hysteretic energy dissipation 
[Eligehausen e t  a l ., 1983] 

Based on the main findings from the experimental campaign, Ciampi et al. [1981] and 
Eligehausen et al. [1983] proposed an analytical model for bond stress-slip that accounts 
also for cyclic degradation. Despite being developed over 30 years ago, this model is still a 
reference for more recent and general models. A thorough description of this model is 
presented in Section 5.2. 

4.4 CURRENT NUMERICAL TOOLS TO MODEL SP EFFECTS 

Despite the recognised importance of strain penetration effects on the response of RC 
structures (see Section 4.1), the consideration of such effects in numerical models is still 
limited or through very simplified models. The main reason behind this observation lies 
on the lack of suitable models in most conventional numerical packages. In the following, 
the most relevant of the existing numerical models are presented, pointing out their main 
features and limitations. 
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The use of advanced bond-slip models within detailed FE, capable of simulating 
continuous domains with highly discretized meshes, has witnessed great advances over 
recent years, evidencing encouraging results (e.g., [Lowes, 1999; Salem and Maekawa, 
2004; Jendele and Cervenka, 2006; Casanova et al., 2012; Mendes and Castro, 2013]). 

This type of models allow the adoption of either a perfect adhesion between the 
reinforcement and surrounding concrete or by assigning different bond-slip constitutive 
laws for the relation between the bond stress and the slip occurring at the concrete/rebar 
interface (Figure 4.27). Although the promising results achieved with these models, this 
type of modelling approach is computationally very demanding, turning the seismic 
(nonlinear) analysis of structures with these models unfeasible for most practical 
applications.  

  

Figure 4.27. Illustration of generic bond-slip model in detailed FE packages (adapted from Mendes 
and Castro [2013]) 

Alternatively, the use of beam-column elements, featuring lumped or distributed 
plasticity, represents a more efficient option, producing equally accurate results for 
conventional RC framed structures. However, for this latter case, it is not possible to 
explicitly describe the interface between the reinforcement and the surrounding concrete 
along the embedment length of the rebar. Therefore, the solution for the problem in 
hands has traditionally been solved through simplified formulations based on (essentially) 
empirical relations.  

One of the simplest approaches to the problem involves the consideration of a constant 
(or sets of constant) averaged bond stress along the development length of the 
reinforcing bar [Otani and Sozen, 1972; Alsiwat and Saatcioglu, 1992; Sezen and Setzler, 
2008]. In these cases, for a given imposed force, it is possible to determine the 
development length required to satisfy the equilibrium at the anchorage region.  
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where g0 is the value of the function in the absence of radial stress,
g% and g+ are the values for !rrad ¼ %fc and for !rrad ¼ 0:1f c , respec-
tively, and ng% and ng+ are exponents used to define the shape of the

function for negative and positive values of the radial stress. The
reference value of 0.1fc was adopted to avoid the explicit definition
of another parameter.

One possible way to introduce this effect into the bond model is
to scale the reference slips spb and s0, using the following
expressions:

spbðgÞ ¼ spbðg0Þg; ð22Þ
s0ðgÞ ¼ s0ðg0Þg: ð23Þ

This would result in the desired uniform change of the peak stresses
and of the corresponding slip values. However, it does not change
the slopes of most branches, even when the radial stress changes
throughout the analysis, as exemplified in Fig. 14a for constant ra-
dial stress. Furthermore, the beginning slip for the residual friction
stress level sres is considered to be unchanged by the radial stress.
These assumptions are supported by observations made on experi-
mental results [3,10–12]. Fig. 14b presents an example of the con-
stitutive relation with constant and without the radial stress
effect for reversed cyclic loading.

5. Mathematical formulation

5.1. State determination algorithm

Thebondmodel is definedby theparameterspresented in Table1
and the constitutive relation adopts the following expression:

Fig. 11. Comparison of the results obtained with the proposed bond model with experimental data.

Fig. 12. Radial stress effect – Computing the stress acting on the interface.

Fig. 13. Radial stress effect: Influence of the parameters on the shape of the
function g.

54 L.A.M. Mendes, L.M.S.S. Castro / Computers and Structures 120 (2013) 47–64

Fig. 26. Example 2 – Geometric and mechanical characteristics and mesh used in the analyses.

Table 4
Example 2 – Model parameters.

Model Type Parameters

#1 Elastic E = 15.5 GPa, m = 0.17
#2 Elastic E = 200.0 GPa, m = 0.30, As = 0.5026 cm2

#3 CSI kpb = 14.40 GPa/m, k0 = 9.72 GPa/m, kul = 90.0 GPa/m, ko2 = ko3 = 1000 GPa/m, spb = 0.68 mm, s0 = 1.15 mm, sres = 25.00 mm, cs = 2.8, f1 = 0.09, f2 = 0.00,
cres = 1.0, cn = 1.0, npk ¼ 1:00; s0rld ¼ 0:00 mm; s1rld ¼ 0:00 mm; nrld ¼ 1:00; lg ¼ 15 cm, fc = 14.5 MPa, g0 = 1.0, g" = 1.418, g+ = 1.0, ng" = 1.562,
ng+ = 1.0

Fig. 27. Example 2 – Analysis without external radial stress (rrad = 0.0 MPa, qimp = 1.20 mm).

62 L.A.M. Mendes, L.M.S.S. Castro / Computers and Structures 120 (2013) 47–64
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Given that the force (and therefore, the strain) distribution corresponds to the integral of 
the bond stress, the slip at the loaded-end can easily be determined as the integral of the 
strains, corresponding to the rebar force, along the development length. The slip at the 
loaded-end is thus obtained by integrating the bond stresses twice (Figure 4.28). 

 

Figure 4.28. Schematic representation of the reinforcement slip model proposed by Sezen and Setzler 
[2008] 

Despite being an extremely efficient procedure, this approach is based on the simplifying, 
yet erroneous, assumption that the bond stress is constant along the embedment region. 
As noted in Section 4.3, the bond properties along the rebar may vary significantly 
depending of the anchorage properties and loading demand. As such, it becomes 
extremely difficult to establish a constant averaged bond stress a priori. 

A completely different approach was proposed by Zhao and Sritharan [2007]. In this 
case, the authors introduced a rebar stress-slip hysteretic model, show in Figure 4.29, that 
can be integrated into fibre-based analysis of concrete structures using a zero-length 
element. 
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Figure 4.29. Reinforcing bar stress-slip hysteretic relation proposed by Zhao and Sritharan [2007] 

The relation, presented in the previous figure, was derived based on a compilation of 16 
experimental tests featuring a minimum pre-established anchorage length. After an initial 
linear slope, the response becomes softer once the slip at yielding is reached. This latter 
value is determined through an expression also derived from a linear regression of the 
experimental tests results. The hysteretic rules of this model are very convenient as they 
allow a direct determination of the rebar slip uniquely based on the stress at the loaded-
end of the rebar.  

The model, implemented in OpenSEES [McKenna et al., 2000], makes use of fibre-based 
elements were the axial response of each reinforcement fibre is determined with the rules 
of the bond-slip model. The contribution of all sectional fibres (concrete and 
reinforcement) is then integrated within a zero-length element in order to determine the 
member-end generalized displacements associated with the strain penetration effects.  

An interesting feature of this approach is that it manages manage to directly translate the 
rebar’s stress into rebar slip, and not strain as it generally occurs in fibre-based models. 
However, considering that the adopted hysteretic relation is purely empirical, a significant 
calibration effort may be required for adjusting the different parameters in order to 
accommodate alternative anchorage conditions, namely the consideration of a reduced 
embedment length or the presence of plain rebars, as noted by Melo et al. [2011]. 

Finally, Monti and Spacone [2000] proposed a RC beam finite element that explicitly 
accounts for the slip between the reinforcing bars and the surrounding concrete, merging 
the bond-slip formulation proposed by Monti et al. [1997] into a force-based fibre 
element (Figure 4.30). 
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Given the different values for variables db, fy, and fc′ in the
tests summarized in Table 1 and the dependency of the yield
slip on these variables, Eq. (3) was established from a linear
regression analysis as represented in Fig. 5 to determine the
suitable value for sy

(3)

where α is the parameter used in the local bond-slip relation,
as illustrated in Fig. 2, and was taken as 0.4 in this study in
accordance with CEB-FIP Model Code 90.34

As observed for the yield slip, it is conceivable that the
loaded-end slip at the bar ultimate strength su and the stiffness
reduction factor b are also functions of steel and concrete
properties as well as the bar diameter. Sufficient experimental
data, however, were not available to establish these functions
from regression analyses; most of the tests summarized in
Table 1 were terminated soon after reaching the yield slip.
The limited test information available in the literature indicated
that su = 30 ~ 40sy and b = 0.3 ~ 0.5 would be appropriate.
Furthermore, in the absence of sufficient experimental data,
it is suggested that Eq. (1) and (3) be used for sufficiently
anchored bars with both straight and hooked ends under
tension and compression loads. It is believed that this sugges-
tion should not introduce any significant error in the simulation
of flexural members subjected to low axial loads (for example,
bridge columns and concrete walls in low- and mid-rise build-
ings). As more data become available, appropriate empirical
equations suitable for defining su and b can be developed.

The applicability of Eq. (1) to describe the bar stress
versus loaded-end slip response under monotonic loading is
demonstrated in Fig. 6 by comparing experimental data from
two bar pull-out tests with the corresponding theoretical
curves. The parameters used to define the theoretical curves
are included in the figure, where the yield slips sy were
obtained using Eq. (3). The ultimate slip su reported in
Fig. 6(a) was a measured value while su included in Fig. 6(b)
was an estimated value based on the aforementioned
recommendation. The b values were chosen in recognition
of the observed initial slope of the hardening portion of the
curves. A good agreement is seen between the theoretical
curves and experimental data, indicating that Eq. (1) is
capable of capturing the strain penetration effects in the
analytical simulation of concrete flexural members.

Hysteretic rules—To employ the proposed model for
capturing the strain penetration effects in flexural members
subjected to reversed cyclic loading, suitable hysteretic rules
must be established for the bar stress versus slip relationship.
Using the experimental data reported by Lin3 on cyclic response
of a few well-anchored bars and observed cyclic response of
columns reported in the next section, the following rules were
established (refer to Fig. 7 for a graphical description): 
• Prior to unloading, the maximum and minimum bar

stresses and the corresponding slips are compared with the
history values, and the variables (maxrs, maxrl) and (minrs,
minrl), as indicated in Fig. 7, are updated if necessary. 

• Unloading and reloading in any direction follows the
linear elastic portion of the monotonic curve if the bar
slip prior to unloading has never exceeded +sy or –sy.

• When the bar slip has exceeded +sy or –sy, the unloading
in any direction follows a straight line with the elastic slope
K until the bar stress reaches zero. The intersection
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between the straight unloading line and the s-axis is
located as (rsvg, 0).

• A reloading path as defined by Eq. (4) is followed from
the intersection point (rsvg, 0). 
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Fig. 5—Determination of bar slip at yield strength.

Fig. 6—Experimental and analytical response of bar stress
versus loaded-end slip for: (a) Specimen No. 3 in
Viwathanatepa et al.;32 and (b) Specimen S64 in Ueda et al.31

Fig. 7—Hysteretic model for bar stress versus loaded-end
slip relationship.
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Figure 4.30. Model of beam element with rebar slip proposed by Monti and Spacone [2000] 

The model uses essentially the same principles of the flexibility method of analysis (see 
discussion in Section 2.2) to determine the moment-rotation relation at the zero-length 
strain penetration element. The member end-section retains the plane section 
assumption, but the steel fibre strains are computed as the sum of two contributions: the 
rebar deformation and the anchorage slip. The latter is modelled through a series of 
additional FB elements representing the embedment length of the rebars. The definition 
of several elements with different IPs along the embedment length is a very interesting 
strategy, bypassing the limitations of simpler models as the ones described before.  

Despite making use of a powerful framework, the employment of a FB formulation to 
model the bond-slip behaviour does not render the exact solution as obtained for 
traditional FB beam-column elements. The reason for this is because the assumed linear 
interpolation function of bond stress between adjacent IPs is not exact, and the actual 
bond distribution can only be achieved at the expense of considering a substantial 
number of elements. This observation is particularly relevant considering that the 
development length at each load step is not fixed, i.e., the active length of the elements 
depends on the history and amplitude of the loading demand. Moreover, as observed in 
Section 4.3.4, the distribution of bond stresses may vary significantly under cyclic loading 
or when considering the (localized) bond stress reduction in the yielded regions of the 
rebars. 
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FIG. 3. Steel Bar State Determination Including Anchorage
Slip

FIG. 2. Slice Response to Axial Deformation Only: Perfect
Bond versus Partial Bond

With this notation, the compatibility condition of (2) can be
expressed in terms of concrete and steel displacements. The
elongation of a fiber at distance y from the reference axis can
be written

¯u(y) = u = u = d ! !y (5)c s

From (1) and (4) the strain distribution ε(y) across the moni-
tored section can be written

1 1 ¯ε(y) = u(y) = (d ! !y) (6)
L LIP IP

Based on these definitions, it is now possible to enhance the
representation of the slice deformation by relaxing the as-
sumption of perfect bond between steel and concrete. This can
be done by assuming that the deformation of the steel com-
ponent is due partly to the bar elongation and partly to the slip
between the bar and the concrete. This is expressed in the
following form:

¯ ¯ ¯ ¯ ¯d = d = d = d ! d ; ! = ! = ! = ! ! ! (7)c s!a s a c s!a s a

in which the slice axial deformation and the slice rotation !d̄
are expressed as a sum of two contributions, one due to the
rebar deformation (subscript s), the other to the anchorage slip
(subscript a).

From (7), the concrete strain is the same as in (6)

1 ¯ ¯ε(y ) = (d ! ! y ) = ε ! "y (8)c c c c cLIP

whereas the steel strain becomes

1 1¯ ¯ε = (d ! ! y ) ! (d ! ! y ) (9)s!a s s s a a sL LIP IP

in which the first term represents the strain of the steel bar in
the slice and the second is the contribution of the bond-slip.
Therefore

1
ε = ε ! u = ε ! ε (10)s!a s a s aLIP

in which εa should be regarded as a strain-equivalent contri-
bution of the anchorage pullout, condensed at the fiber level
through the length LIP of the integration point. In other words,
the total steel fiber elongation is given by the sum of the rebar

deformation and anchorage pullout. Compatibility is main-
tained between the concrete strain and the total steel fiber elon-
gation (εc = εs!a), and concrete and steel strains are different
(εc ≠ εs). This procedure is illustrated in Fig. 2 for the case of
a slice with axial deformation only and no curvature.

It is important to point out that the proposed formulation
provides a solution to the bond-slip problem within a single
beam FE. The element can capture the base rotation in RC
columns due to bar slips and can also describe slip and bond
failure of the rebar splices. On the other hand, the bond-slip
effects of bars that connect two beam elements through a
beam-column joint cannot be captured by this formulation.
The development of a beam-column joint element (currently
missing) would be of significant help in modeling this type of
interaction.

Fiber-Section State Determination
The fiber-section state determination is identical to that pre-

sented in Spacone et al. (1996a). Given the section deforma-
tions and ", find the corresponding section forces and stiff-ε̄
ness. The fiber strains ε(y) = ! "y are computed first. Basedε̄
on the new strain field, the fiber stresses and tangent moduli
are computed. They are then integrated over the cross section
to yield the section forces and stiffness. The main difference
introduced by the new approach concerns the fiber response.
Although the concrete strain is directly computed from (8), the
steel strain determination is more involved because (9) yields
the total steel response εs!a. A specific procedure has been
developed to compute the rebar deformation εs and average
anchorage slip εa corresponding to εs!a.

Steel Fiber State Determination
The steel fiber state determination computes the rebar stress

and stiffness corresponding to the total strain εs!a = εs ! ua /
LIP. The slip ua is obtained by solving the FE problem of a
bar along an embedment length La. This embedment length
varies according to the position of the bar. For continuous bars
along the beam length, La = LIP. For spliced bars along the
beam length, La equals the splice length. For bars anchored
outside the beam element, La represents the slice length LIP

plus the anchorage length. This case is illustrated in Fig. 3,
which shows the state determination of the top steel rebar at
the beam’s first integration point. The embedded bar is mod-

J. Struct. Eng. 2000.126:654-661.
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4.5 EQUATIONS GOVERNING BOND-SLIP BEHAVIOUR 

Considering the limitations identified in current bond-slip models, and before entering 
into the description of the formulation of the new model proposed in this thesis, it is 
essential to understand with some detail the mechanics of the problem. 

When subjected to an external axial load, the force in an anchored rebar is progressively 
transferred to the surrounding concrete until the force in the rebar is reduced to zero. 
The rate of this decrease is essentially dependent on the bond strength between the two 
materials, which, in turn, is depending on its anchorage conditions.  

Hence, for a generic rebar embedded in a concrete block subjected to a given applied 
load (𝐹!), the equilibrium equation that governs the bond-slip response is given by: 

 𝐹! = 𝜏 𝑑𝐿

!!

!

𝑃! (4.4) 

where 𝑃! is the perimeter of the rebar, τ is the bond stress and 𝐿! is the development 
length, i.e., the length required for the rebar force at the rebar to reduce to zero. 

At the same time, the slip at the loaded-end of the rebar (𝑆!) reflects the sum of the 
strains (𝜀!) developed at the rebar along the development length. In addition, whenever 
the strains penetrate through the entire embedded length (Le), a rigid-body displacement 
of the entire rebar occurs, as illustrated in Figure 4.1.  

In this case, the displacement at the free-end of the rebar (𝑆!"), is different from zero 
while the strain, and hence the force, will necessarily drop to zero at that location. The 
compatibility equation that represents a generic anchorage region is given by: 

 𝑆! =

𝜀! 𝑑𝐿

!!

!

                    , 𝐿! < 𝐿!

𝜀! 𝑑𝐿 + 𝑆!"           , 𝐿! = 𝐿!

!!

!

 (4.5) 

Past experimental studies [Shima et al., 1987b; Bigaj ,1995] made reference to the so-called 
“unique strain distribution” along the embedment length (Figure 4.31). In other words, it 
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was observed that the shape of the strain distribution remains essentially unchanged for a 
monotonically increasing load demand and can be determined from a simple parallel 
translation: 

 

Figure 4.31. Experimental strain distribution for one specimen and the corresponding unique strain 
distribution derived by parallel translation [Shima e t  a l ., 1987b] 

Based on the observed strain distributions it is possible to derive equations relating the 
anchorage force with the slip at the loaded-end of the rebar, for a particular anchorage 
system. Nonetheless, as described in Section 4.3, recent studies showed that the bond 
stress can vary significantly with the anchorage conditions and the level of load demand. 
Hence, the identification of a generic expression should, somehow, be able to account for 
the variation in bond stress observed under different conditions. 

A possible strategy for determining a closed-form solution must include the 
determination of the values of the integrals in Equation (4.4) and Equation (4.5). To this 
end, it is essential to establish predefined profiles of both strain and bond stress 
distributions along the embedment length.  

The results presented in Figure 4.31 indicate that strain distributions follow 
approximately a parabolic shape. Under these observations, one can assume that the 
bond stress distribution along the rebar follows a generic quadratic function of order “x” 
on the depth z (Equation (4.6)). Given that the force (and hence the stress and strain) 
distributions corresponds to the integral of the bond stress, one can state that the stress 
and strain distribution along the rebar will follow a distribution of order “x+1” (Equation 
(4.7)). In addition, given that the slip along the rebar is nothing more than the integral of 
the rebar stains, the slip distribution will follow a power function of order “x+2” 
(Equation (4.8)). A schematic representation of the different curves is presented in Figure 
4.32. 
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 𝜏 𝑧 = 𝑓𝜏 𝑧!  (4.6) 

 𝜀! 𝑧 ∝ 𝜎 𝑧 ∝ 𝐹 𝑧 = 𝜏 𝑧 = 𝑓𝜀! 𝑧!!!  (4.7) 

 𝑆 𝑧 = 𝜀! 𝑧 = 𝑓𝑆 𝑧!!!  (4.8) 

By inverting Equation (4.8), one verifies that z follows a power function of S with 
exponent 1 (𝑥 + 2). Combining Equation (4.6) with Equation (4.8), and solving for 𝜏, it 
is thus possible to determine the equation that defines the bond as a function of slip: 

 𝜏 𝑆 = 𝑓 𝑆! !!!
!
= 𝑓 𝑆! !!!  (4.9) 

This expression is particularly relevant as it mimics the format of common bond stress-
slip constitutive relations, i.e., the bond stress (𝜏) as a function of slip (S). The underlying 
idea is to develop a closed-form expression that provides the fundamental anchorage 
response parameters (slip and anchorage force) simply as a function of the bond stress-
slip constitutive relation considered and the load applied to the rebar. 

 

Figure 4.32. Schematic representation of bond stress, slip and strain distributions along the 
development length  
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Once the order of the power laws that define the distribution of the different response 
parameters along the rebar is defined, and taking into account the scale invariance 
property of the power laws, these integrals can be easily computed based on the area 
enclosed by the different power distributions (Equation (4.10) and Equation (4.11)).  

 𝐹! = 𝜏 𝑧 𝑑𝑧 𝑃!
!!

!
=
𝜏(𝑆!)×𝐿!
𝑥 + 1

×𝑃! (4.10) 

 𝑆! = 𝜀! 𝑧 𝑑𝑧
!!

!
=
𝜀!!×𝐿!
𝑥 + 2

 (4.11) 

Let us now consider the constitutive model proposed in Model Code 2010 [fib, 2011], 
and presented in detail in Section 5.2. According to this constitutive law, the bond stress-
slip backbone curve can be divided into four regions limited by different slip (S) limits: 

• 0 ≤ S ≤ S1 :   

 𝜏 𝑆 = 𝜏!"#
𝑆
𝑆!

!
 (4.12) 

   

• S1 ≤ S ≤ S2 :   

 𝜏 𝑆 = 𝜏!"# (4.13) 

• S2 ≤ S ≤ S3 :   

 𝜏 𝑆 = 𝜏!"# − 𝜏!"# − 𝜏! ×
𝑆 − 𝑆!
𝑆! − 𝑆!

 (4.14) 

• S > S3 :   

 𝜏(𝑆) = 𝜏! (4.15) 

A qualitative description of the evolution of the bond stresses with the slip values along 
the different branches is presented in Figure 4.33. 
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Figure 4.33. Generic bond stress-slip constitutive model 

For demonstration purposes, let us consider the equation represents the bond stress - slip 
response at the initial branch, i.e., for S ≤ S1. In addition, it is assumed that: (i) the steel 
strain remains always under elastic conditions, and (ii) the embedment length of the rebar 
is sufficiently long in order to guarantee that no slip occurs at the free-end.  

If the constants (𝜏!"# and S1) in the Equation (4.12) are considered, both Equation (4.9) 
and Equation (4.12) are of the same form. Therefore, for a given α value prescribed by a 
bond stress-slip constitutive relation, one can determine the value of x: 

 
𝑥

𝑥 + 2
= 𝛼  →   𝑥 =

−2𝛼
𝛼 − 1

 (4.16) 

For instance, for α = 0.4, as recommended by Model Code 2010 for deformed rebars 
under normal bond conditions, x = 4/3. Recovering both equilibrium and compatibility 
equations and considering the properties of the bond-slip law, it is possible to derive an 
equation that directly relates the slip at the loaded-end of the rebar based on the imposed 
load (in the form of the rebar force or strain, in this case). 

Based on the compatibility requirements (Equation (4.11)), the development length (Ld) 
can be expressed as: 
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 𝐿! =
𝑆!× 𝑥 + 2

𝜀!!
 (4.17) 

Substituting the previous equation in the equilibrium equation (Equation (4.10)), one 
obtains: 

 𝐹! = 𝜀!!×𝐸!×𝐴! =
𝜏(𝑆!)×𝑃!
𝑥 + 1

×
𝑆!× 𝑥 + 2

𝜀!!
 (4.18) 

Substituting the bond stress (𝜏(𝑆0)) by the constitutive relation provided by the Model 
Code 2010 (Equation (4.12)): 

 𝐹! = 𝜀!!×𝐸!×𝐴! =
𝜏!"#×

𝑆!
𝑆!

!
×𝑃!×𝑆!

𝜀!!
×

𝑥 + 2
𝑥 + 1

 
(4.19) 

Solving now the equation for S0: 

 𝑆!!!! =
𝜀!!!×𝐸!×𝐴!
𝜏!"#×𝑃!
𝑆!!

×
𝑥 + 1
𝑥 + 2

 (4.20) 

Rearranging and simplifying the previous expression, one obtains the slip (S0) as a 
function of the strain (directly proportional to the force) at the loaded-end of the rebar: 

 𝑆! =
𝐸!×𝑑!×𝑆!!× 𝛼 + 1

8𝜏!"#
×𝜀!!!

!
!!!

 (4.21) 

where Es and εs0 are the modulus of elasticity and the rebar strain at the loaded-end, 𝜙 is 
the diameter of the rebar, τmax, 𝑆! and 𝛼 are parameters that can be obtained form a 
reliable bond stress-slip constitutive relation. It is important to note that the previous 
equation is simply a function of the material, bond properties and the imposed load (in 
this case in the form of 𝜀!!), and that it does not consider any generic calibration factor 
or parameter. Once the slip (S0) is determined from the previous expression, the 
development length (Ld) required to anchor the imposed load can be directly determined 
with Equation (4.17).  

For the sake of completeness, based on the computed boundary conditions, it is possible 
to determine the exact distribution of the different response parameters along the 
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development length of the rebars. To this end, let us consider a general equation 
describing a power function of order i: 

 𝐹 𝑧 = 𝑎 ℎ − 𝑧 ! + 𝑘 (4.22) 

where z represents the length along the embedded region of the rebar (z = 0 at the 
loaded-end), the pair (h,k) defines the inflection point of the function with h = Ld and 
k = 0 – which, in this case represents the location where the force is reduced to zero (Ld) 
– and the coefficient “a” can be determined based on the value of the desired response 
parameter at the loaded-end of the rebar.  

The value of i can be determined following the reasoning associated with the definition of 
the exponents in Equation (4.6), Equation (4.7) and Equation (4.8). For instance, 
considering i=4/3 for the bond distribution (see derivation of Equation (4.16)), the 
equations that describe the distribution of bond stress, rebar strain and slip are given by 
Equation (4.23), Equation (4.24) and Equation (4.25). Note that the force distribution is 
directly proportional to the strain one, since these variables can be related with each other 
by a factor equal to the rebar area times the modulus of elasticity of the rebar. 

 𝜏 𝑧 = 𝑎(𝐿! − 𝑧)
!
! (4.23) 

 𝜀! 𝑧 = 𝑎(𝐿! − 𝑧)
!
! (4.24) 

 𝑆 𝑧 = 𝑎(𝐿! − 𝑧)
!"

! (4.25) 

The coefficient “a” can, thus, be determined based on the boundary conditions 
previously determined with Equation (4.19) and Equation (4.21): 

 𝑎(𝜏) =
𝜏 𝑆!
𝐿!

!
!
 (4.26) 

 𝑎(𝜀!) =
𝜀!!
𝐿!

!
!
 (4.27) 

 𝑎(𝑆) =
𝑆!

𝐿!
!"

!
 

(4.28) 

Once the value of a is determined, the distribution of the different response parameters 
becomes: 
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 𝜏 𝑧 =
𝜏 𝑆!
𝐿!

!
!
(𝐿! − 𝑧)

!
! (4.29) 

 𝜀! 𝑧 =
𝜀!!
𝐿!

!
!
(𝐿! − 𝑧)

!
! (4.30) 

 𝑆 𝑧 =
𝑆!

𝐿!
!"

!
(𝐿! − 𝑧)

!"
! (4.31) 

The graphical illustration of the evolution of the abovementioned parameters along the 
embedment length of the rebars can be appraised in Section 6.2.1, where this analytical 
solution will be used to evaluate the accuracy of the results obtained with the new bond-
slip model proposed in this work. 

Assuming that the imposed load is sufficiently large to produce a rebar slippage larger 
than S1 (slip limit of the first branch of the Model Code 2010 bond constitutive model), 
then the previous expressions are no longer valid since the distributions of the different 
parameters in this region will follow a different trend. Hence, if one is interested in 
determining the behaviour for such slip demand, it is necessary to first compute the 
embedment length along the rebar which is associated with the different slip limits. For 
the illustrative case presented above, when S0=S1 the strains 𝜀!!,!!, embedment length 
𝐿!,!!and force 𝐹!,!! can be determined by replacing S0 by S1 in Equation (4.21), Equation 
(4.17) and Equation (4.19), respectively: 

 𝜀!!,!! =
𝑆! !!! ×8×𝜏!"#

𝐸!×𝑑!×𝑆!!× 𝛼 + 1
=

𝑆!×8×𝜏!"#
𝐸!×𝑑!× 𝛼 + 1

 (4.32) 

 𝐿!,!! =
𝑆!× 𝑥 + 2

𝜀!!,!!
 (4.33) 

 𝐹!,!! =
𝜀!!,!!×𝐸!×𝜋×𝑑!

!

4
 (4.34) 

Once these values are determined, the response for an increased loading demand (S > S1), 
can be computed by adding the values from the previous slip limit to the ones 
corresponding to the current loading condition. Naturally, the new expressions should 
reflect the changes in the bond constitutive model for the different slip limits. 
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On the other hand, despite the previous equations can be extended to account for 
different effects, namely increased values of slip, rebar yielding effects (both at the rebar 
strain and at the bond stress-slip relation), insufficient anchorage length or cyclic 
degradation, the consideration of the possible combinations at every location along the 
rebar turns out to be extremely complex and inefficient. Hence, and despite the benefits 
associated with the use of a closed-form solution, it seems more convenient to explore an 
alternative strategy built on a finite element approach. 

4.6 SUMMARY 

Past experimental studies revealed that the slip of reinforcing bars due to strain 
penetration effects can contribute to about 40 % of the total deformation of RC 
members. In older RC structures, featuring plain rebars, these effects are magnified, 
reaching values of the order of 80 % - 90 %. 

The relative importance of strain penetration effects is naturally dependent on the 
anchorage properties. After a detailed analysis of several experimental test results it was 
possible to identify the parameters that have a larger impact on the bond resistance. 
Among others, it is apparent that the concrete strength, the geometry of the rebar 
surface, the embedment length, the yielding of the rebars and the cyclic degradation 
assume a particular relevancy. 

Regarding the numerical simulation of the bond-slip behaviour, in the present there are 
numerical packages featuring detailed finite elements capable of accurately reproducing 
strain penetration effects. However, in software featuring fibre-based beam-column 
elements, the models available present important limitations as they are generally based 
on simplified empirical constitutive relations. 

Alternatively, a closed-form solution was proposed where the response at the loaded-end 
of an anchored rebar can be accurately determined. This procedure is extremely efficient 
under simplified loading action but becomes relatively complex as rebar yielding and 
cyclic degradation effects are incorporated into the formulation.  

Considering the importance of the strain penetration effects in RC structure together 
with the current limitations in accurately simulating these effects in numerical tools, a new 
fibre-based bond-slip model is proposed in the following chapter. 

 



 

 

5. A NEW BOND-SLIP MODEL FOR RC FIBRE-BASED 
NONLINEAR BEAM-COLUMN ELEMENTS 

5.1 GENERAL DESCRIPTION OF THE PROPOSED BOND-SLIP MODEL 

As demonstrated in Section 4.4, it is nowadays possible to explicitly describe strain 
penetration effects through bond-slip models implemented in finite element (FE) 
software. These effects are generally represented through contact elements located at the 
interface between the concrete and reinforcing bar along the anchorage region. The 
application of such strategy is, nonetheless, limited to software packages featuring FE 
implementations with highly discretized solid elements, such as the ones described in 
Lowes [1999] or Louro [2014].  

On the other hand, in numerical packages using simpler beam-column elements, which 
are significantly more efficient for framed RC structures, the strain penetration models 
currently available are still somewhat limited. In these cases, the solution usually lies on 
the use of empirical constitutive relations (e.g., Zhao and Sritharan [2007]), which are 
necessarily limited in their range of application. Alternatively, and despite the 
improvements observed in the simulated responses, the employment of simplified 
approaches such as the use of linear springs at the members’ ends, elongated elements or 
reduced reinforcement elastic modulus, exhibit important drawbacks as demonstrated in 
Section 2.3 and Section 3.4.3.  

As an attempt to overcome the foregoing limitations, a study was conducted in order to 
develop a comprehensible bond-slip model that can be used with fibre-based beam-
column elements. The model presented herein intends to quantify the additional 
flexibility resulting from strain penetration effects occurring at the connection between 
RC members. To this end, priority was given to developing a tool that can be as general 
as possible, being capable of accurately reproducing the physical phenomena associated 
with strain penetration effects for a wide variety of anchorage conditions.  

Based on the literature review carried out in Chapter 4, it was apparent that the numerical 
tool should be able to account for the following mechanical properties and physical 
phenomena: 
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• Type of failure (pullout or splitting) 
• Concrete strength 

• Embedment length 

• Cyclic degradation 
• Amplitude of steel strains (rebar yielding) 

• Rebar properties (plain or ribbed rebars) 

• Transverse pressure 
• Level of confinement 

• Bond conditions (reinforcement surface conditions, casting position) 

• General bond stress-slip constitutive relations  

Considering the number and diversity of the different properties and phenomena 
involved, it becomes clear that the simulation of the anchorage region of a given RC 
member cannot be based on simple pre-established empirical relations. However, as 
described in detail in the following section, most of these phenomena can be directly 
accounted for through appropriate bond-slip local constitutive relations, which describe 
the magnitude of bond stresses at the interface between the rebars and the surrounding 
concrete for a given history of slip values.  

In order to use these constitutive models to determine the bond-slip response of a 
reinforcing bar, it is essential to accurately describe how the different response 
parameters, namely the slip, vary along the embedment length of the rebar. Furthermore, 
in order to account for the bond degradation due to cyclic loading and rebar yielding, it is 
necessary to monitor both slip and strain histories at different locations along every rebar 
of the cross-section of interest. For the latter parameters, it is also essential to have a 
constitutive model that can be treated independently at the different points along the 
embedment length of a given rebar. 

As demonstrated in Section 4.5, under complex loading demand (as the seismic one) it 
becomes extremely difficult and inefficient to accurately anticipate how the different 
response parameters evolve along the embedment length of the rebars. Therefore, in 
order to satisfy the previous requirements for an adequate constitutive model, it is 
essential to define a series of monitoring points to keep track of all the response 
parameters along the rebar. Naturally, this implies developing a consistent and robust 
formulation to guarantee that both equilibrium and compatibility are respected within the 
model’s framework.  
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In this way, the resulting strain penetration deformations become directly dependent on 
the bond constitutive relation adopted, which, in turn, reflects the anchorage properties 
of the system under analysis. This represents a great advantage with respect to 
conventional empirical models, as the analyst can make use of state-of-the-art local 
constitutive models that realistically reflect the anchorage conditions. 

In addition to the previous guiding principles, it is important to guarantee the simplicity 
and efficiency of the model so that both researchers and practitioners can apply it in their 
applications with an acceptable computational effort. As such, the proposed model was 
developed as a zero-length element, to be located at the extremity of structural members, 
which simulates the behaviour of the rebars’ anchorage zone adjacent to a RC frame 
member. The end-section of the frame element of interest is thus replicated and a set of 
auxiliary integration points (IPs) is defined along the actual (yet, not explicitly modelled) 
embedment length of all rebars of the cross-section. A schematic representation of the 
model components is presented in Figure 5.1, where, for better comprehensibility, the 
number of rebars represented in the numerical model was reduced with respect to the 
actual RC member. 

 

Figure 5.1. Schematic representation of the different components of the proposed bond-slip model 

Zero length  
bond-slip  
element 

IPs 



Romain Sousa 

 

128 

The features of the proposed bond-slip element can be interpreted in light of the 
comparison between lumped versus distributed plasticity beam-column elements. 
Similarly to the latter case, the new bond-slip model only requires the definition of the 
geometric properties and appropriate constitutive relations for reinforcement and bond 
stress-slip response, as well as for the concrete fibres.  

In the proposed formulation, the reinforcement is modelled through a simple bilinear 
relation whilst the bond stress-slip curve adopted is the one prescribed in the recent 
Model Code 2010 [fib, 2010], whose main characteristics are presented in Section 5.2. 
Regarding the fibres assigned with concrete material, the response is determined 
following the concrete model adopted for the adjacent member or any other found 
appropriate. 

Briefly, in order to simulate the anchorage behaviour of a given RC member, the zero-
length element replicates the member’s cross-section and generates a series of IPs along 
the anchorage length of the rebars. Starting from an imposed pair of axial load and 
flexural moment (resulting from the analysis at the level of the structure), the slip at each 
rebar is computed assuming the hypothesis of plane sections remain plane adopted in the 
Euler-Bernoulli beam theory.  

The anchorage force at the loaded-end of each rebar is then determined through the 
integration of the different response parameters at each IP along the rebar. This process 
makes use of an iterative procedure in which both equilibrium and compatibility are 
enforced at every point along the rebar – with each IP featuring independent constitutive 
models. The contribution of the different fibres of the cross-section is thus summed up 
in order to compute the member-end forces (axial force and flexural moments in the two 
orthogonal directions). A simplified flowchart describing the main steps of the proposed 
bond-slip model is presented in Figure 5.2. 
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Figure 5.2. Simplified flowchart of the proposed bond-slip model 

For simplicity, the previous flowchart makes reference only to the contribution of the 
rebars given that they represent the source of strain penetration deformations. Naturally, 
the computed sectional response takes also into account the concrete fibres. A detailed 
description and the formulation behind the above procedure is presented in Section 5.3. 

The choice of adopting the plane section’s hypothesis requires some discussion. This 
choice implies that the slip at every rebar and the strain at every concrete fibre are related 
through kinematics to the sectional deformations. The latter, in turn, have to respect 
equilibrium with the nodal forces. With this assumption, the stresses in the rebars and 
concrete fibres within the zero-length element will, in general, be different from the ones 
computed at the adjacent beam-column cross-sections due to the allowance for rebar 
slippage. This should not be considered a downfall of the approach, since the stress-
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resultants at the beam-column cross-section represent the response of a given length 
along the beam-column associated to the integration point corresponding to the cross-
section, and thus, the corresponding material stresses in the fibres do not need to 
coincide with the stresses at the bond-slip zero-length element. Nevertheless, the stress-
resultants will coincide in both cross-sections.  

Alternatively, one could have chosen to not respect the plane sections’ hypothesis, with 
the sectional deformation resulting from averaging the slips and strains at the different 
fibres. In such case, one would have to impose the equality between the material stresses 
in the fibres of the cross-section of the zero-length element and the corresponding ones 
at the extremity cross-section of the beam-column element. Such interdependence would 
require another iterative level in order to have the same stresses in both cross-sections of 
both elements, thus implying additional computational time and convergence difficulties. 
For these reasons the first approach was adopted. 

The proposed model requires several input parameters that, in essence, can be divided 
into three groups: geometric, material and bond properties. The first group comprises the 
dimensions of the cross-section under analysis, the embedment length of the anchored 
rebars and an influence length. The latter represents the length along which the concrete 
compressive strains in the anchorage region are expected to develop – additional details 
on this parameter are given in Section 5.3.3. The second group represents conventional 
material properties that, in general, should coincide with the ones considered for the 
adjacent RC element (beam or column). Finally, the last group reflects the properties 
defining the bond stress-slip constitutive model and can be found in reference 
publications. 

In summary, the structure of the proposed element can be divided into four main groups: 
(i) detailed bond stress-slip constitutive relations (ii) response along the embedment 
length, (iii) rebar force-slip response at the loaded-end, and (iv) sectional response. A 
detailed description of the different procedures, together with the implementation 
strategy within a distributed plasticity beam element with FB formulation is presented in 
the following sections. 
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Table 5.1. List of input parameters for the proposed bond-slip numerical model 

Geometric properties 

RC cross-section  Shape and dimensions 

Embedment length Le 

Influence length Li 

Rebar diameter  db 

Material properties 

Concrete comp. stress fc 

Steel yield stress fy 

Ultimate steel stress fu 

Modulus of elasticity  Es 

Strain hardening parameter r 

Bond properties 

Characteristic slip limits  S1, S2, S3 

Maximum bond stress τmax 

Bond stress parameter α	

Friction bond stress τf 

 

5.2 BOND STRESS-SLIP CONSTITUTIVE RELATION 

Over the past three decades, several bond stress-slip constitutive relations have been 
proposed taking into account the influence of several material properties, geometric 
characteristics and loading conditions (e.g., [Ciampi et al., 1981; Eligehausen et al. 1983; 
Bigaj, 1995]). These models provide a comprehensive characterization of the bond-slip 
response and are able to emulate a number of different phenomena. 

The characteristics of the bond-slip model presented hereafter are usually defined on the 
basis of experimental tests devised to simulate a uniform distribution of the bond stresses 
along a single rebar, under the assumption that it represents a statistically acceptable 
average local bond-slip relation, for short anchorage lengths [fib, 2011]. Such tests are 
generally performed using specimens with very short embedment lengths, ld < 6 db 
[Louro, 2014]. This type of tests allows the extrapolation of the results obtained with 
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short anchorage lengths to more realistic ones where the embedment lengths are typically 
larger. 

The constitutive model adopted in the proposed bond-slip model follows essentially the 
one prescribed by Model Code 2010 [fib, 2011], which, in turn, represents the results of 
the most relevant research works, and is based on contributions from over 800 tests. The 
bond stress-slip parameters of the present model are statistically valid for mean concrete 
compressive strengths between 15 MPa and 110 MPa and for rebars with a relative rib 
area (fr according with Equation (4.2)) within the range 0.05 - 0.14. The rationale 
underpinning its rules are available in the technical report “Bond and Anchorage of 
Embedded Reinforcement: Background to the fib Model Code for Concrete Structures 
2010” [fib, 2014].  

As mentioned previously, an important feature of this model lies on its ability to 
represent the bond stress-slip response for several different anchorage conditions and 
properties. However, as noted by different researchers (e.g., [Eligehausen et al., 1983; 
Verderame et al., 2009]) it is important to keep in mind that this type of constitutive 
relations invariably exhibit large scatter, as shown in Figure 5.3, representing the 
comparison between alternative constitutive models proposed by different authors for 
deformed rebars [Eligehausen et al., 1983].  

 

Figure 5.3. Comparison between different bond stress-slip relations [Eligehausen e t  a l ., 1983] 

Past research efforts indicate that much of the scatter results from differences in concrete 
properties (such as fracture energy), reinforcing bar geometry (relative rib area, diameter) 
[ACI, 2003], different measuring techniques or different loading and deformation 
velocities [fib, 2011]. In addition, it is important to note that the simple pullout test (the 
most common experimental test adopted to derive these models) is the least realistic one. 
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Its main criticism is that the concrete surrounding the reinforcing bar is generally under 
compression due to the load application technics (with the development of compressive 
struts near the loading-end region), whilst in most of real cases the concrete in this 
location is under tension. For such reason, it is expected that bond stresses determined 
with this simple experimental setup may be overestimated. In order to avoid the previous 
condition, it is costmary to define an unbonded length near the loaded-end(s) of the 
rebar, as illustrated in Figure 4.6. Alternatively, more representative tests models, such as 
the ones described in ACI [2003], can be considered. 

According to Model Code 2010 [fib, 2011], the backbone of the generalized bond stress-
slip relation can be divided into four main braches, defined through characteristic slip (S) 
limits. The following equations were introduced in Section 4.5 and are repeated here for 
convenience: 

• 0 ≤ S ≤ S1 :   

 𝜏! 𝑆 = 𝜏!"#
𝑆
𝑆!

!
 (5.1) 

• S1 ≤ S ≤ S2 :   

 𝜏! 𝑆 = 𝜏!"# (5.2) 

• S2 ≤ S ≤ S3 :   

 𝜏! 𝑆 = 𝜏!"# − 𝜏!"# − 𝜏! ×
𝑆 − 𝑆!
𝑆! − 𝑆!

 (5.3) 

• S > S3 :   

 𝜏!(𝑆) = 𝜏! (5.4) 

The expressions presented above are standard relations that apply to general anchorage 
systems. However, the generic bond stress (τi) is a function of several parameters (τmax , 
S1, S2, S3, α and τf ) that can be used to define the shape and magnitude of a particular 
bond stress-slip model, according with the properties of a given anchorage system. 
Moreover, as described in more detail in Section 5.2.4, this generic bond stress can be 
modified by different parameters influencing the bond stress. 

As described in more detail hereafter, the specific values of the characteristic slip limits 
(S1, S2, S3), maximum bond stress (τmax), frictional bond stress (τf) and the exponent α, 
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depend on several factors, namely: type of failure, bond conditions, concrete strength, 
surface properties of the reinforcing steel, or level of confinement.  

5.2.1 Bond stress-slip parameters for pullout and splitting failure 

According to the rules proposed by Model Code 2010, a first distinction should be made 
based on the expected failure mode. For instance, for rebars with small cover thicknesses 
and low levels of confinement the anchorage system is more prone to exhibit a splitting 
failure. On the other hand, well confined regions can guarantee the integrity of the 
surrounding concrete under larger loading demand, allowing the development of higher 
bond stresses at the interface between the rebar and the surrounding concrete. According 
to the above mentioned document, the latter failure mode, the pullout failure, is expected 
to occur in anchorage regions with well confined concrete (concrete cover ≥ 5 Ø, clear 
spacing between rebars ≥ 10 Ø) and with ribbed reinforcement with a relative rib area 
(determined with Equation (4.2)) that satisfies the minimum defined in general 
international standards (usually in the order of 0.05 - 0.07). 

Typical values for the parameters associated with the pullout type of failure for different 
bond conditions are presented in Table 5.2. 

Table 5.2. Parameters defining the bond-slip relation for deformed 

 rebars under expected pullout failure (adapted from [fib, 2011]) 

	
Good bond cond. Other bond cond. 

τmax 2.5 𝑓!" 1.25 𝑓!" 

S1 0.001 0.0018 

S2 0.002 0.0036 

S3 Cclear Cclear 

α 0.4 0.4 

τf 0.4 τmax 0.4 τmax 

 

In the previous table, fcm is the mean value of concrete compressive strength in MPa, 
whilst Cclear represents the clear spacing between the reinforcement ribs - rib spacings 
higher than 5 mm are commonly found in conventional reinforcing bars. This value 
assumes a particular relevance as it defines the limit beyond which the bearing action is 
lost and the bond resistance mobilized results only from friction. 
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A generic bond stress-slip response corresponding to a pullout failure is presented in 
Figure 5.4. The presented monotonic envelope, corresponds to fcm = 25 MPa and 
Cclear = 0.005 m. 

 
Figure 5.4. Bond-slip relations for deformed rebars under expected pullout failure 

It is interesting to note that, although it may be sometimes difficult to be adequately 
defined, the bond conditions play an important role, especially in what concerns the 
maximum bond strength. According to Model Code 2010, good bond conditions are 
obtained whenever the rebars are positioned with an inclination of 45° to 90° with 
respect to the horizontal during concrete pouring and casting operations. For rebars with 
an inclination less than 45°, good bond conditions can also be considered if they are 
located at the bottom 250 mm or at a depth larger than 300 mm from the top of the 
concrete layer during pouring and casting. 

In what respects the behaviour under an expected splitting failure, the values presented in 
Table 5.3 reflect a significant reduction in the overall bond stresses, in comparison with 
the values presented above. In addition to the differences associated with the bond 
conditions, in this case, the bond strength also depends on the level of confinement. It 
should be noted that the envelope associated with the pullout failure does not depend on 
the level of confinement, given that this failure type is observed only in the presence of 
an adequate level of confinement.  
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Table 5.3. Parameters defining the bond-slip relation for deformed rebars under expected splitting 
failure (adapted from fib [2011]) 

	
Good bond cond. Other bond cond. 

	
Unconfined Stirrups Unconfined Stirrups 

τmax   7 !!"
!"

!.!"
  8 !!"

!"

!.!"
  5 !!"

!"

!.!"
  5.5 !!"

!"

!.!"
 

S1 S (τmax) S (τmax) S (τmax) S (τmax) 

S2 S1 S1 S1 S1 

S3 1.2 S1 0.5 Cclear 1.2 S1 0.5 Cclear 

α 0.4 0.4 0.4 0.4 

τf 0 0.4 τmax 0 0.4 τmax 

 

The parameters in the previous table were derived for Ø ≤ 20 mm, cmax/cmin = 2.0, cmin = Ø 
and Ktr = 2 % in case of stirrups. The values of cmax and cmin can be easily computed 
through the following equations: 

 

𝑐!"# = max
𝑐!
2
, 𝑐!  

𝑐!"# = min
𝑐!
2
, 𝑐!, 𝑐!  

(5.5) 

where cx, cy and cs can be determined based on the sketch presented in Figure 5.5: 

 

Figure 5.5. Rebar spacing and cover parameters 

 

 

Model Code 2010, Final draft 251 

assuming a uniform bond stress over this length and evaluating for u,split for 
Ø ≤ 25mm, cmax/cmin = 2.0, cmin = cmax and Ktr = 0.02 in the case where bars are 
confined by stirrups.  
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where: 

η2 = 1.0 for good bond conditions  

 = 0.7 for all other bond conditions (see subclause 6.1.3.2 for 
definition of bond conditions), 

fcm is the mean cylinder concrete compressive strength (N/mm²) 

Ø is diameter of the anchored bar considered (mm) 

cmin  = min{ cs/2, cx,cy} (see Figure 6.1-2). 

cmax  = max{ cs/2, cx} (see Figure 6.1-2). 

  

 
Figure 6.1-2: Notation for bar spacing and cover: straight bars 

  

km represents the efficiency of confinement from transverse reinforcement, 
and has a value of 12 where bars are confined inside a bend of links passing 
round the bar of at least 90o. 

  

Ktr= nt Ast/(nb Ø st)  0.05 (6.1-6)

where: 

nt is the number of legs of confining reinforcement crossing a potential 

  

This final draft of the fib MC2010 has not been published; it is intended only for the purpose of voting by the General Assembly.
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In addition, Ktr can be computed with the following equation: 

 𝐾!" =
𝑛! 𝐴!"
𝑛!  ∅ 𝑠!

 ≤ 0.05 (5.6) 

where nt is the number of stirrup legs crossing a potential splitting failure, Ast is the cross 
sectional area of one leg of a confining rebar, st is the longitudinal spacing of confining 
reinforcement and nb is the number of anchored rebars or pairs of lapped rebars in the 
potential splitting surface. 

Moreover, it is possible to observe that in this case, the value of S1 is not a fixed value. 
Instead, its value should be computed with Equation (5.1), replacing 𝜏!  by 𝜏!"# 
corresponding to a splitting failure, for the conditions under analysis: 

 𝑆!,!"#$% = 𝑆!,!"##!!"#
𝜏!"#,!"#$%

𝜏!"#,!"##!!"#

!
!

 (5.7) 

The differences in bond stresses and slip limits for splitting failure under varying bond 
and confinement conditions can be appraised in Figure 5.6. Under expected splitting 
failure, the bond stresses present a rising branch similar to the case of pullout failure, but 
exhibit a sudden drop after the maximum bond stress is reached. This response reflects 
the loss of bond strength when large cracks open in the concrete surrounding the rebars - 
this effect is naturally magnified whenever the anchorage region is unconfined. Similarly 
to the pullout case, the initial part of the response curve is less steep and reaches a lower 
bond strength if the bond conditions are not appropriate. 
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Figure 5.6. Bond-slip relations for deformed rebars under expected splitting failure 

5.2.2 Bond-slip parameters for plain rebars 

The parameters described in the previous paragraphs are appropriate for ribbed rebars. 
Taking into consideration that, in the absence of ribs, the bearing action between the 
rebar and the concrete is limited, a significant reduction in the bond strength for plain 
rebars is expected, as shown in Table 5.4. 

Table 5.4. Parameters defining the bond-slip relation for plain rebars (adapted from fib [2011]) 

	
Cold drawn wire Hot rolled rebars 

	
Good bond cond. Other bond cond. Good bond cond. Other bond cond. 

τmax 0.1 𝑓!" 0.05 𝑓!" 0.3 𝑓!" 0.15 𝑓!" 

S1 0.00001 0.00001 0.0001 0.0001 

S2 0.00001 0.00001 0.0001 0.0001 

S3 0.00001 0.00001 0.0001 0.0001 

α 0.5 0.5 0.5 0.5 

τf τmax τmax τmax τmax 
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Regardless of the bond conditions and the manufacturing process, both slip and bond 
stress exhibit a severe reduction in their reference parameters when compared with the 
values defined for deformed rebars. This reduction is clearly observed when comparing 
the plots from Figure 5.4 and Figure 5.6 with the ones presented in Figure 5.7. Moreover, 
it is pointed out that the maximum bond stress is equal to the frictional bond stress, 
consistently with the anchorage mechanism described beforehand. 

 
Figure 5.7. Bond-slip relations for plain rebars  

5.2.3 Response under cyclic loading 

All generic constitutive models presented so far define different parameters reflecting the 
initial anchorage conditions and considering the monotonic response under positive slip 
and bond stresses for a tensile loading case. Nevertheless, strain penetration-related 
deformations occur both under tensile and compressive loading. It is therefore essential, 
and the objective of this work, to explore also the behaviour under cyclic loading. 

The cyclic rules proposed by Model Code 2010 assume that the unloading and reloading 
branches have a constant slope corresponding to the secant stiffness at S = 0.01 mm, as 
indicated in Equation (5.8) and Equation (5.9). Naturally, the values of 𝜏!"# , 𝑆! and 𝛼 
correspond to the values associated with the monotonic envelope of the anchorage 
system. In general, the unloading/reloading stiffness is of the order of 
𝐾!"#/!"# = 200 N / mm 3. Considering the low slip value used to determine the secant 
stiffness (S = 0.01 mm), this means that residual deformations are expected to exist from 
very low loading demand.  
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• Linear unload/reload branch (for small load reversals): 
 

 

 𝐾!"#/!"# =
𝜏 𝑆
𝑆

 
𝑆 = 0.01𝑚𝑚

  (5.8) 

where   

 𝜏 𝑆 = 𝜏!"#
𝑆
𝑆!

!
 
𝑆 = 0.01𝑚𝑚

 (5.9) 

In addition to this linear branch, once the bond stress reaches the friction bond value 
coming from a load reversal point with a bond stress having opposite sign to the current 
load point, the unloading/reloading response becomes perfectly plastic (Equation (5.10)).  

• Constant stress unload/reload branch (for large load reversals): 
 

 𝜏 𝑆 = 𝜏! (5.10) 

The bond stress will remain constant until the maximum slip already attained in previous 
inelastic excursions is reached. After that point, the linear unload/reload branch is 
retrieved until the bond stress reaches the envelope curve, as illustrated in Figure 5.8. 
These rules are valid for load reversals in both directions. 

As further developed in the following sections, the frictional bond stress, for both 
positive and negative stress values, may vary with the cyclic degradation and/or yielding 
of the rebar during the analyses. 
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Figure 5.8. Cyclic response for the adopted bond stress-slip model 

5.2.4 Parameters Influencing Bond Stress 

In addition to the bond-slip response described by the parameters previously introduced, 
the behaviour of an anchorage region is also influenced by other factors (see Chapter 4). 
In order to widen the range of application of the proposed model, the values of bond 
stress (𝜏!) defined above, should be updated according to the following expression: 

 𝜏! = 𝜏!   𝛺!,!"  𝛺!"  𝛺! 𝛺!"! (5.11) 

where 𝜏!, is the bond stress after being modified by the different 𝛺 factors. These values 
are associated with the yielding of the rebar ( 𝛺! ), presence of transverse pressure 
( 𝛺!,!"), longitudinal cracking ( 𝛺!") or due to cyclic degradation ( 𝛺!"!).  

For convenience, in the present document, the four factors are arranged in two groups: 
“Transverse Pressure and Longitudinal Cracking” and “Rebar Yielding and Cyclic 
Degradation”. The two groups differ on the way the bond stresses are affected by the 
corresponding parameters and how they evolve during the numerical analysis. 

In the first case, the factors are defined as initial input and remain constant throughout 
the analysis. Ideally, these factors would be updated during the analysis in order to reflect 
the opening of concrete cracks and possible changes in the transverse force equilibrium 
in anchorage regions, especially for structural joints (as in the connection between beams 
and columns).  
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However, given that the proposed model was developed as a zero-length element within 
the framework of a fibre-based distributed plasticity software, it becomes extremely 
difficult to monitor the evolution of these quantities along the numerical analysis. On the 
other hand, the yielding of the rebar and the cyclic loading are effects that can be 
monitored directly by the bond-slip model. In addition, and contrarily to the previous 
group, these factors modify the bond stress for different values of slip and level of 
loading demand. 

The following sections describe in more detail the quantification of the different 𝛺 
factors and how they affect the bond stress along the development length of the rebars. 

5.2.4.1 Transver s e  Pres sure  and Long i tud ina l  Cracking   

The first phenomenon analysed refers to the presence of a transverse pressure around the 
anchorage region. Naturally, if the concrete surrounding the rebar is subjected to 
confining compressive forces, the bearing and frictional bond resistance will be 
magnified.  

On the other hand, if the embedment zone is subjected to tensile forces, the anchorage 
mechanisms are weakened. Moreover, if the tensile stress applied reaches the tensile 
strength of the concrete, cracks will appear and the anchorage strength will be 
compromised. The following expressions reflect the reduction of bond stress, uniformly 
along the development length, with the evolution of transverse pressure. 

• 𝑓!"# ≥ 𝑃!" ≥ 0 
  

 Ω!,!" = 1 −
0.3𝑃!"
𝑓!"#

 (5.12) 

• 𝑃!" ≤ 0 
  

 Ω!,!" = 1 − tanh
0.2𝑃!"
0.1𝑓!"

 (5.13) 

Where, fcm and fctm are the mean compressive and tensile concrete stress. Note that 
positive Ptr values indicate tensile load while negative indicate compressive stresses. A 
graphical representation of the previous equations is given in Figure 5.9. 
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Figure 5.9. Variation of transverse pressure parameter with transverse pressure 

Regarding the behaviour under tensile forces it is observed that the bond strength 
decreases linearly with a tensile transverse load. In the presence of compressive forces, 
the relation shows an almost linear increase in Ω!,!" for relatively moderate transverse 
loading. After reaching transverse pressure values similar to the concrete compressive 
strength, the effect on the bond stress tends to stabilize, which is consistent with the 
results obtained by Malvar [1991]. 

As for the tensile transverse pressure, the presence of longitudinal cracks around the 
anchorage region reduces the bond stresses. In the following expressions, the bond stress 
is determined as a function of the crack width:  

• Uncracked concrete:   

 Ω!" = 1 (5.14) 

• Cracked concrete:   

 Ω!" = 1 − 1.2𝑤!"      𝑤!"  𝑖𝑛 𝑚𝑚  (5.15) 

Where wcr is the crack width parallel to the rebar axis in mm. In addition, the expressions 
are valid only for cracks up to 0.5 mm, whose value is identified in Figure 5.10 by a red 
circle. For wider cracks the expression above is no longer valid and the anchorage 
strength is eventually compromised. 
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Figure 5.10. Variation of longitudinal cracking parameter with crack width 

It should be recalled that, in the proposed model, the effects described in this section are 
assumed to be defined at the beginning of the analysis and produce a uniform increase or 
decrease of the bond stresses, independently of the slip demand. Moreover, the resulting 
constitutive model is adopted for all integration points defined along the embedment 
length of the rebars. 

5.2.4.2 Rebar Yie ld ing  and Cyc l i c  Degradat ion  

As reported in Section 4.3, the quantification of the effects due to rebar yielding has been 
object of study by different authors. Despite the different opinions in this matter, the idea 
that the bond stresses decrease significantly along the rebar length when it exhibits 
inelastic deformations seems to gather a large consensus. 

Once a rebar reaches its yield strength, the strains tend to increase rapidly for an identical 
level of force, resulting in a more pronounced increase in the rebar slip. At the same time, 
as the tensile strains increase, the cross section starts to shrink due to the necking effect 
(similar to Poisson effect but in the inelastic domain). This reduction of the rebar cross-
section reduces the bearing and friction actions between the rebar and the concrete, 
leading to a decrease in bond stresses.  

According to the recommendation from Model Code 2010, this reduction can be 
determined as a function of the rebar strain, based on the following expressions: 
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• 𝜀! ≤ 𝜀!,!    

 Ω! = 1 (5.16) 

• 𝜀!,! < 𝜀! ≤ 𝜀!,!   

 Ω! = 1 − 0.85 1 − 𝑒!!!!  (5.17) 

where a and b are given by: 

 𝑎 =
𝜀! − 𝜀!,!
𝜀!,! − 𝜀!,!

 (5.18) 

 𝑏 = 2 −
𝑓!"
𝑓!"

!

 (5.19) 

with fum and fym the mean values of the concrete tensile and steel yield strengths, 
respectively. 

As illustrated in Figure 5.11, the bond factor Ω! decreases abruptly once the rebar enters 
the inelastic region – for instance, for a strain ductility of 2, the bond stress is reduced to 
almost half the initial value. For increased levels of ductility, the bond stress at the 
locations where the rebar yielded is further decreased, but in a less pronounced manner. 

 
Figure 5.11. Variation of rebar yielding parameter with rebar strain 
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Naturally the opposite effect is expected if the rebar yields in compression. In this case, 
the rebar expand its nominal diameter, maximizing the bond strength of the rebar. 
However, the rules adopted for the present bond-slip model do not account for such 
beneficial effect because there is little information in this regard (see discussion in Section 
4.3). Furthermore, in typical RC sections subjected to cyclic bending action, it is not 
frequent to observe yielding of rebars under compression, given the contribution of 
concrete in compression. 

For a generic anchorage system, Figure 5.12 shows that the bond stresses can be greatly 
reduced once the rebar experiences nonlinear tensile deformations. Under compressive 
loads, the bond stress-slip model remains unchanged. 

  
Figure 5.12. Generic bond stress-slip model with (right) and without (left) yielding degradation 

Focusing now the attention on the bond degradation due to cyclic loading, the rules 
adopted in the proposed bond-slip model and recommended by Model Code 2010 follow 
essentially the ones proposed in the work developed by Ciampi et al. [1981]. In this case, 
the reduction in bond stresses is determined based on the cumulative dissipated energy 
from the previous cycles, as illustrated in Figure 5.13. 
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Figure 5.13. Bond stress reduction due to cyclic degradation [fib ,2011] 

Hence, during the first loading in one direction, the bond stresses remain unchanged with 
respect to the initial monotonic envelope curve. When the load reverses, the bond 
stresses are reduced based on the energy dissipated previously. This process is 
successively updated, with the bond stresses being determined through the cumulative 
dissipated energy up to the last load reversal. Such dissipated energy corresponds to the 
area enclosed by the bond stress-slip curve during each cycle. The computation of this 
area in the proposed numerical model also takes into account the fact that only a fraction 
of the dissipated energy between peak slip values is related to damage in the bond-slip 
mechanism, while the remainder is related to overcoming the frictional resistance and is 
transformed into heat. This is taken into consideration by accounting half of the 
dissipated energy corresponding to the friction mechanism, as suggested by Eligehausen 
et al. [1983]. 

The quantification of the bond stress reduction, 𝛺!"! , is therefore determined using 
Equation (5.20): 

  Ω!"! = 𝑒
!!.!

!!"!
!!

!.!

 
(5.20) 

where 𝛢!"! represents the cumulative summation of the cyclic hysteretic areas and 𝛢! 
reflects a reference value defined by the area of the initial bond stress-slip monotonic 
curve up to S3 (slip limit before the constant bond stress branch).  

Model Code 2010, Final draft 255 

 

Figure 6.1-5: Bond-stress slip relationship and definition of the 
dissipated energy under monotonic and cyclic loading 
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Ω =  (6.1-12) 

Λcyc = dissipated energy during cyclic loading (see Figure 6.1-6) 

Λ0 = dissipated energy during monotonic loading (see Figure 6.1-6) 

 

Figure 6.1-6: Factor Ωcyc as a function of the ratio Λcyc/Λ0 

  

This final draft of the fib MC2010 has not been published; it is intended only for the purpose of voting by the General Assembly.
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The evolution of  Ω!"! with the ratio Α!"! Α! can be appraised in Figure 5.14. 

 
Figure 5.14. Variation of cyclic degradation parameter with the energy dissipated under cyclic 

loading 

The loading rate effect is neglected in the present model since, under seismic loading, it is 
difficult to establish an effective loading rate. Moreover, it is expected that an increase in 
the loading rate results in an increase in the bond strength at the anchorage region. 

Figure 5.15 presents a graphical comparison of considering or not the reduction in bond 
stresses due to cyclic degradation. It is possible to observe an important reduction in the 
bond stresses, especially for larger slip demand. Nonetheless, the reduction seems to be 
less pronounced than the one observed due to rebar yielding. On the other hand, in this 
case, the reduction also occurs when the rebar is subjected to negative slip values. 

  
Figure 5.15. Generic bond stress-slip model with (right) and without (left) cyclic degradation 
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Finally, in order to assess the influence of these two factors combined, Figure 5.16 
represents the superposition of a generic bond constitutive model with the one resulting 
from the combination of the two stress degradation factors. From this comparison it is 
possible to evaluate the potential negative effects that this degradation has on the 
anchorage capacity of RC elements subjected to seismic loading. 

 
Figure 5.16. Comparison between a generic bond stress-slip model (blue) with the same model 

reduced by the yielding and cyclic degradation parameters (red) 

5.2.4.3 Hooked r ebars  

Regarding the presence of hooked rebars, no particular modification is adopted for the 
bond constitutive model. However, following the recommendations from Ueda et al. 
[1986], the embedment length should be corrected by considering an equivalent straight 
embedment length (Leq)determined according to the following expression:  

 𝐿!" = 𝐿! + 𝐷!!!" + 𝑑! (5.21) 

where Lq is the straight rebar lead in length to the hook and Dhook is the diameter of the 
hook for a rebar with a diameter db. 

5.3 ELEMENT FORMULATION 

Similarly to a traditional FE, the formulation of the present bond-slip element is built-up 
on the equilibrium and compatibility conditions, coupled with appropriate (concrete, 
reinforcement and bond) constitutive relations. The proposed model presents, however, 
some specificities that require the adoption of unconventional methods. Hence, for a 
clearer interpretation, the different procedures can be separated into four main groups. 
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Ordered by increasing scale of the problem, these comprise, the (i) definition of the 
different response parameters along the embedment length of one rebar, (ii) 
determination of the rebar anchorage force associated with the applied displacement, (iii) 
determination of the bond-slip sectional response and (iv) determination of the associated 
tangent stiffness. The description of each of the different components is described in 
detail in the following sections. 

5.3.1 Strain Penetration Effects Along the Embedment Length 

Taking into consideration that the present model was designed to be implemented in 
general structural analysis software, it is important that the procedures adopted follow the 
basic principles commonly adopted in FE methodologies. Hence, the primary goal for the 
proposed bond–slip model consists in determining the anchorage force (F0) associated to 
a given applied slip (S0) at the loaded-end of a reinforcing bar defined in the cross-section 
of the zero-length element (equal to the adjacent RC member). To do that, it is critical to 
understand how the force- and deformation-related parameters evolve along the 
embedment length of the rebar. Figure 5.17 presents how the different constitutive 
relations are assigned to the different IPs, together with a possible distribution of the 
different response parameters along the rebar.  

 

Figure 5.17. Schematic representation of the contribution of the different response parameters for the 
determination of SP effects in a rebar  
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Noting that the equilibrium equation that governs the bond slip mechanisms is given by 
the following expression: 

 𝐹! = 𝜏 𝑧  𝑃!  𝑑𝑧
!!

!
 (5.22) 

and that the compatibility equation is given by: 

 𝑆! = 𝜀! 𝑧  𝑑𝑧
!!

!
 (5.23) 

it becomes evident that the determination of the slip (𝑆!) and force (𝐹!) at the loaded-end 
of a rebar requires the accurate estimation of the bond stresses (𝜏 𝑧 ) and reinforcement 
strains (𝜀 𝑧 ) along the embedment length. In the previous equations Pb is the perimeter 
of the rebar, and Ld is the development length. Note that the latter length is always lower 
or equal to the embedment length. 

One of the basic principles of the finite element (FE) method involves the subdivision of 
a large “problem” into smaller and simpler parts. A possible strategy to fulfil the previous 
requisite passes through the assumption of an interpolation function that approaches the 
shape of a desired displacement- or force-related parameter (as in the model proposed by 
Monti and Spacone [2000]). This type of approach allows the use of advanced numerical 
integration algorithms based on the family of Gauss quadrature methods – schemes 
commonly employed due to their recognized accuracy and efficiency. Nonetheless, these 
parameters may vary significantly with the anchorage properties and/or loading history, 
as illustrated in the previous chapter. Moreover, the development length, i.e., the length 
of the element that is “mobilized” for a given applied load, is not known a priori, being 
determined only at the end of each converged solution. In this regard, it is important to 
highlight that the proposed rules should recognize that the development length at a given 
load stage does not necessarily correspond to the embedment length.  

Considering the previous limitations, the employment of simplified one-step methods for 
numerical integration appears a more convenient solution, where the different response 
parameters at each IP along the rebar can be progressively determined considering small 
length intervals. In the following, the application of two alternative numerical methods is 
explored: the (explicit) forward-Euler and the (implicit) Crank-Nicholson method. 
Following a brief description of both methods, the advantages and disadvantages of each 
procedure are evaluated in order to determine the most convenient to be considered in 
the proposed numerical tool. 
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5.3.1.1 Forward-Euler  Method 

The family of Euler Methods represents one of the simplest procedures used to 
approximate the solution of ordinary differential equations. This method is known to be 
numerically unstable, as it usually requires small step sizes, which leads to a large number 
of integration points. Generically, the properties at a given location of a domain can be 
determined as: 

 𝑢 𝑧 + ℎ = 𝑢 𝑧 + 𝑓 𝜉, 𝑢 𝜉  𝑑𝜉
!!!

!

 (5.24) 

where z represents the location of the different IPs, h is the length of the step, u is the 
solution to be approximated and f represents the derivative of the function u. Given that 
the solution of the integral is a function of the solution to be determined, the integral 
cannot be solved explicitly. However, starting with an initial value at one extremity of the 
domain of interest, it is possible to approximate the solution at the subsequent points 
using the principles of an explicit integration method. 

For the problem in hand, the equilibrium equation can be rewritten as: 

 𝐹! = 𝐹!!! − 𝜏 𝑧  𝑑𝑧
!!!!

!

 𝑃! = 𝐹!!! − 𝜏!!! 𝐿!" 𝑃! (5.25) 

where Fn is the force at the integration point n, z is the distance of each IP from the 
loaded-end, 𝐿!" is the distance between the different IPs and 𝜏 𝑧  is the bond stress at 
each location along the rebar. Similarly, the compatibility equation is given by: 

 𝑆! = 𝑆!!! − 𝜀! 𝑧   𝑑𝑧
!!!!

!

= 𝑆!!! − 𝜀!,!!! 𝐿!" (5.26) 

where S and 𝜀! are the slip and the strain along the length of the rebar. 

It should be noted that the previous variables could be related at each IP through 
different constitutive relations - 𝜀! 𝑧  is a function of 𝐹 𝑧 , while 𝜏 𝑧  is function of 
𝑆 𝑧 . The previous relations can be easily interpreted in Figure 5.18, where the grey 
rectangles represent the assumed variation of the rebar strain and the bond stress, while 
the red line represents the variations in force and slip.  
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Figure 5.18. Schematic representation of response parameters distribution along the embedment 
length of the rebar following the forward-Euler method 

The rectangular or stepwise evolution of 𝜀! and 𝜏 are consistent with the explicit nature 
of this integration method. Accordingly, the response parameters at each IP are 
computed solely based on the values already determined for the closest (previous) IP. 
This procedure is illustrated in a simplified manner in Figure 5.19. 
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Figure 5.19. Flowchart describing the formulation used to determine the different response 
parameters along the embedment length following the forward Euler method 

5.3.1.2 Crank-Nicho l son Method 

The Crank-Nicholson method is based on the trapezoidal rule of numerical integration 
and results from the combination of both forward- and backward-Euler methods. 
Contrarily to these, it is a second-order convergence method, exhibiting superior 
convergence and stability. On the other hand, being an implicit method, it requires the 
solution of nonlinear equations along the procedure.  

Figure 5.20 expresses, in a graphical manner, how the previous concepts can be applied 
to the current problem. In this case, and contrarily to what was observed for the Euler 
method (Figure 5.18), the variation in slip or force is dependent on the response of two 
successive IPs: the current and the previous one. 
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Figure 5.20. Schematic representation of response parameters distribution along the embedment 
length of the rebar following the Crank-Nicholson method 

The equilibrium and compatibility equations can, thus, be expressed by: 

 𝐹! = 𝐹!!! − 𝜏 𝑧  𝑑𝑧
!!!!

!

 𝑃! = 𝐹!!! −
𝐿!"
2

𝜏!!! + 𝜏!  𝑃! (5.27) 

 𝑆! = 𝑆!!! − 𝜀! 𝑧  𝑑𝑧
!!!!

!

= 𝑆!!! −
𝐿!"
2

𝜀!,!!! + 𝜀!,!  (5.28) 

From the previous equations, it is possible to verify that the variables at a given IPn are 
not only dependent on the response at the previous IP (IPn-1) but also on the response 
parameters at the IP under analysis (IPn). Hence, the solution cannot be determined 
directly.  
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Recalling that both the bond stress and the steel strain should respect their respective 
constitutive model, let us first assume that the reinforcement responds in the elastic 
range. In this case, the steel strains at a given IP (𝜀!,!), can be described as:  

 𝜀!,! =
𝐹!

𝐸! 𝐴!
 (5.29) 

where Es is the modulus of elasticity of the reinforcement and Ab represents the cross-
sectional area of the rebar. Replacing now Equation (5.29) in the bond-slip model’s 
compatibility equation, one obtains that: 

 𝑆! = 𝑆!!! −
𝐿!"
2

𝜀!,!!! +
𝐹!

𝐸! 𝐴!
 (5.30) 

The force (Fn) at IPn, can now be replaced by the corresponding equilibrium equation, 
resulting in the following expression: 

 𝑆! = 𝑆!!! −

𝜀!,!!! + 𝐹!!! −
𝜏!!! + 𝜏!

2  𝐿!" 𝑃!
𝐸! 𝐴!

2
𝐿!"  (5.31) 

Noting that the bond stress (𝜏) is a function of the slip demand at a given IP, it can be 
replaced by its force counterpart considering any suitable bond constitutive model. 
Considering the rules presented in 5.2, and assuming that the applied slip (S) is lower than 
S1, the bond stress can be determined with Equation (5.32). It should be noted that any 
other expressions from alternative constitutive relations or different slip values can be 
used. 

• 0 ≤ S ≤ S1 :   

 𝜏! 𝑆 = 𝜏!"#
𝑆!
𝑆!

!
 (5.32) 

Finally, replacing Equation (5.32) into Equation (5.31), it is possible to verify that the slip 
at a given integration point (Sn) can be related to quantities previously evaluated at the 
integration point above (IPi-1): 
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 𝑆! = 𝑆!!! −

𝜀!,!!! + 𝐹!!! −

𝜏!!! + 𝜏!"#
𝑆!
𝑆!

!

2 𝐿!" 𝑃!
𝐸! 𝐴!

2
𝐿!"  (5.33) 

Despite being possible to express the slip at the point of interest (Sn) as a function of 
quantities from the previous point, Sn is present on both sides of the equation and cannot 
be isolated. Hence, in order to find the solution of the previous equation, it is necessary 
to adopt an iterative algorithm.  

Once the slip value is determined, the corresponding bond stress can be easily found 
through the bond constitutive model, and the associated force can be computed directly 
from the equation of equilibrium, given by Equation (5.27). The solution for the different 
IPs defined along the embedment length of the rebar can then be determined following a 
procedure similar to the one described in Figure 5.19. 

5.3.1.3 Advantages  and Limita t ions  o f  Forward Euler  and Crank-Nicho l son 
Methods  

In the previous sections, two alternative approaches were devised for determining 
different response parameters along the embedment length of a rebar. It is now 
important to evaluate which of those alternatives offers a better performance in terms of 
accuracy and efficiency. In the present context it is also important to evaluate how 
discretized should the embedment length of the rebar be and how fast the numerical 
response converges to the exact solution. 

Based on the description presented in the two previous sections, it seems clear that the 
Forward Euler method, as a first-order one, requires a higher discretization of the 
embedment length to produce identical results to the Crank-Nicholson method, which is 
a second-order convergence method. On the other hand, the Crank-Nicholson method is 
an implicit method, meaning that an additional iterative level is required to determine the 
solution at each IP. 
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In order to evaluate the performance of both methods, a study was conducted 
considering the generic anchorage and bond properties that are detailed in Table 5.5.  

Table 5.5. Properties considered for the comparative study 

Anchorage properties 

db (m) 0.02 

Le (m) 0.80 

fc (MPa) 30 

fy (MPa) 550 

fu (MPa) 687.5 

Es (GPa) 190 

Es,p (GPa) 1  

Cclear (m) 0.005 

Bond-slip parameters considered 

S1 (m) 0.001 

S2 (m) 0.002 

S3 (m) 0.005 

τmax (MPa) 2.5 𝑓! 

τf (MPa) 0.4 τmax 

 

The performance of both approaches was evaluated for different discretization schemes. 
The adopted spacing between IPs, together with the corresponding number of IPs is 
presented in Table 5.6. 

Table 5.6. IP spacing and corresponding number of IPs  

IP spacing (m) 0.200 0.100 0.050 0.016 0.010 0.005 

Number of IPs 5 9 17 51 81 161 

 

The comparison between both numerical approaches was conducted for an applied slip 
of S0 = 0.5 mm. The computed anchorage force and development length were compared 
against the theoretical value determined with the procedure described in Section 4.5. In 
this study, all other parameters were kept constant except the number of IPs along the 
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rebar. The force at the loaded-end was determined following an iterative procedure that is 
described in detail in the subsequent section. Figure 5.21 presents the comparison of the 
anchorage force and development length for an increasing number of IPs. 

  
Figure 5.21. Convergence rate for anchorage force and development length, depending on the 

number of IPs 

From the previous plots it is clear that the Crank-Nicholson method requires a 
significantly smaller number of IPs to converge to the theoretical solution – with 17 IPs 
(spacing of 5 cm) the anchorage force is predicted with appreciable accuracy. However, in 
this case, the development length is still significantly underpredicted, which may become 
a relevant issue in cases where the entire embedment length is “active”. On the other 
hand, the Forward Euler method requires 81 IPs (spacing of 1 cm) to produce a 
reasonable approach to the theoretical solution in terms of anchorage force.  

However, and despite requiring about 5 times more IPs (81 vs 17 IPs) to produce an 
identical solution, the use of the Forward Euler method turns out to be significantly more 
efficient, since its computing time is about 3 times lower than with the Crank-Nicholson 
method. The reason for this difference in computing speed is because the latter requires 
the use of an additional iterative level to solve a nonlinear equation at every IP.  

For completeness, Figure 5.22 presents the evolution of the predicted strain profiles with 
both methods for an increasing number of IPs. The evolution of strains allows for an 
adequate interpretation of the performance of the element as it reflects somehow the 
evolution of both force- and deformation-related parameters. 
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Figure 5.22. Comparison between theoretical and numerical strain distribution, for different number 

of IPs, considering Crank-Nicholson (left) and Forward Euler (right) methods 

Once again, the results demonstrate that the Crank-Nicholson method converges faster 
to the theoretical solution – with 9 IPs the profile diverges only marginally at an 
embedment length around 0.5 m, whilst with the Forward Euler approach, an identical 
profile is only observed with at least 51 IPs. Despite the distinct velocity of convergence, 
it is clear that, with a suitable discretization, both methods manage to accurately 
reproduce the actual strain distribution along the embedment length of the rebar.  

Based on the results obtained, the implementation of the Forward Euler method seems 
favourable as far as the spacing between IPs is in the order of one centimetre. The 
consideration of shorter values seems irrational given the difficulty to observe such 
precision during the construction of the structures. On the other hand, using larger 
intervals between IPs difficults the identification of the precise evolution of some 
response parameters along the rebar (such as rebar yielding, for instance). Moreover, the 
use of larger values will result in on inaccurate estimation of the actual development 
length, which will necessarily affect the remaining response parameters. 

As illustrated in Figure 5.23, the adoption of the Forward Euler method with 1 cm 
spacing between IPs manages to reproduce the theoretical solution with remarkable 
accuracy for the different response parameters along the rebar. 
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Figure 5.23. Response parameters distribution along the development length of the rebar, 

considering the Forward Euler method with a step size of 1 cm  

The previous results reveal a small divergence in the bond stress close to the equilibrium 
point. This observation is associated with the steep increase in bond stress for very low 
values of slip demand as described by the bond stress-slip constitutive relation (see 
section 5.2). Nevertheless, it should be pointed out that, at this region, the different 
response parameters assume very low values with negligible influence in the overall bond-
slip response. 

In summary, and considering the above discussion, the selection of the Forward Euler 
method to incorporate the proposed bond-slip model seems favourable for two main 
reasons: (i) it requires about ⅓ of the computational cost to produce results with identical 
accuracy and (ii) the use of 1 cm spacing between IPs turns out to be advantageous 
because it allows a better representation of different effects along the rebar (e.g., rebar 
yielding) and a more precise estimation of the actual development length. 
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5.3.2 Rebar Force-Slip Response at the Loaded-End  

The procedure described in the previous section allows the determination of the response 
along the embedment length of the rebar for a given pair (S0 / F0) applied at the loaded-
end of the rebar (see Figure 5.17). However, one of the response parameters at the 
loaded-end of the rebar, either S0 or F0, is usually not known during the state 
determination analysis. In conventional FE formulation, it is customary to determine the 
force component that is associated with a given prescribed displacement. Hence, and 
despite the present formulation can be solved for either of the variables, it is the 
conventional approach that is described in the following since it is the one of interest for 
incorporation within general structural analysis software packages.  

The proposed iterative procedure is thus used to determine the axial load that is 
consistent with a given applied slip at the loaded-end of each rebar, and it uses the same 
principles as the well-known bisection method. In its original formulation, this numerical 
method consists in delimiting progressively narrower intervals that approach the root of a 
given function. Considering a function f, continuous in the interval In = [ a , b ], such that 
f(a) and f(b) have opposite signs, then there is at least one zero within the interval. Starting 
from pre-established values of a and b that satisfies the previous requisite, the interval is 
then repeatedly bisected, computing the midpoint c = ( a + b ) / 2, until the interval 
becomes as smaller as desired. By examining the sign of f(c), the new interval 
In+1 = [ a ,  c ] or In+1 = [ c , b ] is defined such that the extremities of the interval remain 
with opposite signs. Taking I0 = [ a , b ], as the starting interval and 𝜀! the prescribed 
error admitted, the number of iterations required (n) until convergence can be determined 
with the following equation [Pina, 1995]:  

 𝑛 =
ln 𝑎 − 𝑏

𝜀!
ln 2

 
(5.34) 

Being categorized as a global convergence method, i.e., it does not require a sufficiently 
close approximation of the solution, the convergence tends to be slow (linear rate of 
convergence). On the other hand, considering that the approximation to the solution 
does not require any information from the previously converged solution, the method is 
very stable and is not susceptible to the well-known convergence issues associated with 
Newton’s family of methods. The employment of the latter methods is also difficult as 
the computation of the bond-slip tangent stiffness is not trivial, as further developed in 
section 5.3.4.  
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In order to apply this method it is necessary to establish an interval (I = [ a , b ], as 
defined previously) that guarantees the existence of the solution within it. For this case, 
the limits a and b, here renamed as 𝐹! and 𝐹!, can be easily established by using the 
maximum resisting force that each rebar can support:  

 𝐹! = −𝐹! = +𝐹! = +𝐴!  𝑓! (5.35) 

where 𝐴!  and 𝑓!  are the area and ultimate stress of the rebar. Independently of the 
anchorage properties, this condition is universal, considering that the load carried by the 
rebars will never exceed this limit neither in tension nor in compression. Once these 
limits are established, it is required to develop a procedure that guaranties the 
convergence to an anchorage force consistent with the applied slip. 

After analysing carefully the behaviour of the different response parameters along the 
embedment length (with a detailed description presented in the previous sections), it was 
possible to observe that the distributions of the different parameters follow distinct 
behaviours whether the force is under- or overestimated. For instance, if a trial tensile 
force is larger than the theoretical one, the slip decreases faster (due to larger rebar 
strains) and, as the slip changes sign to negative values, the bond stress will tend to 
change the sign, leading to an increase of the bond force values. Consequently, the force 
will tend to move away from zero, instead of being progressively reduced. In the same 
way, whenever the trial force is underestimated, the inverse behaviour is observed. 
Moreover, it should be noted that the previous rules are valid independently of the slip 
value (being positive, negative or zero) and sign of the trial force.  

The abovementioned behaviour can be easily interpreted with the plots presented in 
Figure 5.24 where, for an imposed slip of 0.45 mm, the response along the rebar is 
plotted for the cases were the trial force is lower (blue line), equal (black line) and higher 
(red line) than the exact one. In addition to the previously described conditions, the 
following plots also show that both force and slip converge to zero at the same 
integration point (equilibrium IP) when the trial force converges to the exact solution. 
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Figure 5.24. Slip (left) and force (right) distribution for different trial forces 

Taking into account the previous effects, it is possible to establish simple rules that 
guarantee the convergence of the method to the desired solution. Hence, if the force at 
the free-end of the rebar (FIP,n) is positive, this means that the approximation to the 
loaded-end force (F0,trial) was overestimated. In this case, the upper bound of the interval 
should be updated with the current F0,trial. If, instead, the trial force at the free-end is 
negative the lower-bound of the interval is replaced by the corresponding F0,trial. In order 
to progressively decrease the amplitude of the interval within the current step, the trial 
force at every iterations is given by the mean value of the interval. 

Thus, considering an initial interval given by: 

 𝐼! = 𝐹!, 𝐹!  (5.36) 

where i represents the current step of a given analysis and 𝐹! and 𝐹! are the initial limits 
of the interval, determined with the following equations: 

 𝐹! = −𝐴!  𝑓!     and     𝐹! = 𝐴!  𝑓! (5.37) 

Hence, the initial trial force at the loaded-end of the rebar is given by:  

 
𝐹!,!"#$% =

𝐹! + 𝐹!

2
 

(5.38) 
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At this stage, the response along all the IPs is determined through the Forward Euler 
procedure (Section 5.3.1.1), taking the trial force (𝐹!,!"#$%) and the slip demand (S0) at the 
loaded-end as input parameters. Once, the response at the free-end is determined, the 
following condition is tested: 

• If (FIP,n) ≤ 0 :   

 𝐼!!! = 𝐹!,!"!"# , 𝐹!  (5.39) 

• If (FIP,n) > 0 :   

 𝐼!!! = 𝐹!, 𝐹!,!"#$%  (5.40) 

The process is then repeated until the amplitude of the interval is smaller than a 
prescribed error. In addition, it should be pointed out that even when the full length of 
the rebar is mobilized (resulting in an additional overall slip of the rebar), the force at the 
free-end will necessarily be zero and, hence, this method is still valid. 

Once the converged force and, therefor, the position of the equilibrium IP (IPeq) is 
determined, the force and slip at the subsequent IPs are set to zero and the bond stress 
and steel strain are determined according to the corresponding bond and steel 
constitutive models. During the iterative procedure all the response parameters assigned 
to each IP are referred as trial values. Whenever the converged solution is found, these 
values are saved and the trial ones are initialized for the following step. 

The solution algorithm for the proposed model is illustrated in the flowchart of Figure 
5.25. Note that the procedure describing the response along the length of the rebars is 
presented in grey. 
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Figure 5.25. Flowchart describing the application of the bisection procedure within the proposed 
bond-slip model 

For demonstrative purposes let us consider a φ22 rebar with fy = 550 MPa (fu = 687 MPa) 
and an admitted convergence error of 1 N. From Equation (5.34) it is possible to verify 
that the procedure requires 19 iterations. The evolution of the trial force (𝐹!,!"#$%) for an 
increment of slip from 0.4 and 0.5 mm is presented in Figure 5.26. 
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Figure 5.26. Progression of force convergence for increasing number of iterations considering the 

bisection approach 

Based on the evolution of the trial force presented in the right plot of the previous figure, 
it is apparent that beyond the 10th iteration, the precision of the computed force is only 
marginally improved. This effect is also evident in Figure 5.27 that depicts the slip and 
force distributions along the rebar for the first 18 iterations (grey lines) and the converged 
solution (red line). 

  
Figure 5.27. Slip and force profiles along the embedment length at each iteration - line in red 

represents the profiles associated with the converged solution 

As expected, the previous plots also show that the force and slip distributions at the 
converged solution approach zero approximately at the same location. Nonetheless, it is 
evident that, for both cases, the red curves starts to diverge from zero at deeper regions 
of the rebar due to tolerance errors beyond the equilibrium IP. This is the reason why 
once the equilibrium IP is found (IP where both force and slip approach to zero) the 
force and slip values at deeper regions are set to zero (not depicted in the plots).  
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Note that the response parameters beyond the IPeq have no contribution to the actual 
response of the rebar. The correction at these points is required only to guarantee the 
accuracy at subsequent loading steps where longer development lengths might be 
required. In such conditions, these points may become active and therefore it is 
important that they follow the appropriate cyclic rules for both bond and reinforcement 
constitutive models. 

Alternatively, one can decrease the value of the convergence error admitted, enforcing the 
analysis to approach the anchorage force with higher precision. As illustrated in the 
following plots (Figure 5.28), it is possible to observe that both slip and force converge to 
zero even at the IPs located far beyond the development length. Naturally, such 
optimized solution is determined at the expense of a considerably larger number of 
iterations (19 and 53, respectively).  

  
Figure 5.28. Slip and force profiles along the embedment length at each iteration considering a 

reduce convergence tolerance - line in red represents the profiles associated with the 
converged solution 

Nevertheless, it is important to highlight that, for both cases under comparison, the force 
determined at the loaded-end - ultimately, the value of interest - remains essentially the 
same. Considering the degree of precision generally required in earthquake engineering 
analyses, the variation observed in the results (182.884 kN vs 182.883 kN) is negligible. 
Eventually, the use of larger convergence criteria (e.g., 0.5 kN) may be considered for 
most common applications, reducing the number of iterations required to about half the 
value previously considered. 

The convergence strategy adopted can be considered reliable because the solution of both 
equilibrium and compatibility equations along the rebar are convergent regardless of the 
loading demand and response parameters at each step. In order to illustrate the validity of 
the method, the rebar used in the previous demonstrative example is now subjected to a 
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load reversal as illustrated in Figure 5.29. (load reversal with dashed line; the numbers 
indicate the loading sequence). 

 

Figure 5.29. Force-slip demand at the loaded-end of the rebar 

The response is then analysed for three distinct conditions: (i) both slip and force are 
positive, (ii) a transition zone where the force is negative but the slip is still positive and 
(iii) both slip and force are negative. The evolution of the distributions of slip and force 
along the embedment length of the rebar is presented in Figure 5.30.  
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ii: 

  

iii: 

  
Figure 5.30. Slip and force profiles along the embedment length at each iteration for load reversal 

(top to bottom) - the line in red represents the profiles associated with the converged 
solution 

5.3.3 Member-End Response due to SP Deformations 

The proposed model was designed to behave as a zero-length element to be applied at 
the extremities of RC fibre-based elements. The previous sections describe the 
methodologies developed to determine the strain penetration response parameters 
associated with a single rebar subjected to an imposed slip. In most common structural 
applications, however, the RC members comprise several rebars per cross-section. Hence, 
in order to integrate the previous methodology into a general structural analysis package, 
the contribution of all cross-section fibres (reinforcement and concrete) needs to be 
integrated at the cross-sectional level in order to reproduce the corresponding sectional 
deformations. Figure 5.31 illustrates how the proposed model is incorporated into a 
general purpose RC frame model. 
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Figure 5.31. Schematic representation of the bond-slip model: determination of sectional forces 
based on prescribed displacements 

If the response of the reinforcing bars (anchorage force and slip) can be used directly to 
determine the moment-rotation response of the cross-section, the incorporation of the 
component associated with the concrete fibres is not straightforward. In fact, since 
concrete constitutive laws are defined in terms of stress-strain response (and not in force-
displacement as for the bond-slip model), it is necessary to define an “influence length” 
associated to all concrete fibres in order to convert the concrete displacements into 
concrete strains. These strains are then used to determine the concrete stresses using any 
appropriate concrete constitutive model. The force contribution of each concrete fibre 
can then be easily determined multiplying the concrete stress by the area of the 
corresponding fibre. 

The definition of the influence length (Li) is the most subjective parameter in the 
proposed model. Actually, the definition of a length along which the concrete strains are 
assumed to be constant may vary depending on the anchorage region that is to be 
modelled. Taking a foundation region as example, it seems consensual that the 
compressive forces applied at the base of the column are fully transmitted to the base of 
the foundation. In such cases, it would be intuitive to assume an Li equal to the 
foundation depth. However, given that the foundation area is significantly larger than that 
of the column’s cross-section, the concrete strains and stresses tend to decrease for 
deeper regions of the foundation, due to a “fan” effect. In such cases, and despite not 
having a physical meaning, it seems more appropriate to assume a larger value of Li  – 
eventually twice the foundation depth or even higher in order for the computed stress in 
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the concrete fibres of the model to be similar to the one existing in reality. On the other 
hand, in structural joints, the use of the actual height of the joint appears more 
reasonable. Nonetheless, one should take into account that the compressive struts 
developed in these regions may present different characteristics depending on the 
strength/stiffness relation between the different adjacent members. 

The issue described above represents a classical localization problem and, as for most of 
the cases where this numerical problem arises, it is not possible to establish a single 
solution that is valid for any generic condition. Instead, an adequate engineering 
judgement is eventually required. Nonetheless, the definition of an influence length that 
varies between one and twice the depth of the anchorage regions should provide a good 
estimation for most typical conditions. 

Once the fibre forces are determined, the axial force and bending moment associated 
with the bond-slip cross-section can be easily determined by integrating the contributions 
from all concrete and reinforcement fibres as defined by the following equations. Note 
that, in this element, and contrarily to conventional zero-length elements, the axial force 
and the bending moments in the two directions are coupled. 

 𝑁 = 𝐹!"#$%,!

!

!

 (5.41) 

 𝑀!/! = 𝐹!"#$%,! 𝑑!/!

!

!

 (5.42) 

In the previous equations, m represents the different fibres of the section and dx/y is the 
distance of each fibre to the centre of mass of the cross-section along the X- or Y-axis. 
Note that the forces attributed to the reinforcement fibres correspond to the anchorage 
force to be determined as described in the previous section. On the other hand, the axial 
force attributed to the concrete fibres is simply given by: 

 𝐹!"#$%,!"#!. = 𝜎!  𝐴! (5.43) 

where 𝐴! is the area of the concrete fibre and 𝜎!  is the concrete stress determined from 
corresponding concrete constitutive model. 

Once, the element generalized forces are computed, the equilibrium between the bond-
slip element and the adjacent RC member is verified at the upper (structural) iterative 
level, as for any other element of the structure. The following Figure 5.32 describes 
succinctly the main steps considered in the proposed formulation, and how it was 
integrated in the structural analysis software, SeismoStruct [Seismosoft, 2013]. 
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Figure 5.32. Global flowchart of the proposed bond-slip numerical model 
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As noted before, the iterative procedure adopted does not require the determination of 
the tangent stiffness. However, in order to implement this procedure in conventional 
fibre-based structural software, it is necessary to compute the element tangent stiffness in 
order to build-up the structures’ tangent stiffness matrix, required in upper iterative 
levels. Considering the peculiarities of the proposed model, the procedure to determine 
the bond-slip tangent stiffness is described in the following sections.  

5.3.4 Determination of tangent stiffness  

In the following sections, the process adopted to determine the tangent stiffnesses 
associated to the different levels of the bond-slip formulation is described, starting with 
the formulation associated with each IP along the embedment length and progressively 
extended until the element’s tangent stiffness. 

5.3.4.1 IP Tangent  s t i f fnes s  

Similarly to a regular material constitutive model, the tangent stiffness associated to each 
IP (KTanIP) can be determined as the first derivative of the bond stress-slip constitutive 
model. Such derivative will naturally depend on which branch of the model the current 
loading point is (Figure 5.33).  

 

Figure 5.33. Main braches of the cyclic bond-slip model 

If the current loading point is on the envelope curve, the tangent stiffness at a given IP 
can be determined as by the equations below, which depend on the current demand. 
Note that these equations are nothing more than the derivatives of the expressions that 
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define the different branches of the bond-slip model adopted and presented in Section 
5.2. 

• 0 ≤ S ≤ S1 :   

 
𝑘!"#

!" =
𝑑𝜏
𝑑𝑆

=
𝑑 𝜏!"#

𝑆
𝑆!

!
Ω! Ω!"!. Ω!,!"  Ω!"
𝑑𝑆

= 
 

 = 𝛼𝜏!"#
𝑆!!!

𝑆!!
Ω! Ω!"!. Ω!,!"  Ω!" (5.44) 

• S1 ≤ S ≤ S2 : 
  

 𝑘!"#
!" =

𝑑𝜏
𝑑𝑆

=
𝑑 𝜏!"#  Ω! Ω!"!. Ω!,!"  Ω!"

𝑑𝑆
= 0 (5.45) 

• S2 ≤ S ≤ S3 : 
  

 
𝑘!"#

!" =
𝑑𝜏
𝑑𝑆

=
𝑑 𝜏!"# − 𝜏!"# − 𝜏! × 𝑆 − 𝑆!

𝑆! − 𝑆!
 Ω! Ω!"!. Ω!,!"  Ω!"

𝑑𝑆
= 

 

 = −
𝜏!"# − 𝜏!
𝑆! − 𝑆!

 Ω! Ω!"!. Ω!,!"  Ω!" (5.46) 

• S > S3 : 
  

 𝑘!"#
!" =

𝑑𝜏
𝑑𝑆

=
𝑑 𝜏!  Ω! Ω!"!. Ω!,!"  Ω!"

𝑑𝑆
= 0 (5.47) 

Similarly, the tangent stiffness along the unloading and reloading branches can be 
determined using the following expressions: 

• Linear unload/reload branch (for small load reversals): 
  

 
𝑘!"#

!" =
𝜏!"#

𝑆
𝑆!

!

𝑆
 

with S=0.01mm (5.48) 
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• Constant stress unload/reload branch (for large load reversals): 
 

 𝑘!"#
!" = 0 (5.49) 

5.3.4.2 Element  tangent  s t i f fn e s s  

Considering that the proposed model is based on a zero-length element, the element 
tangent stiffness corresponds to a sectional stiffness that relates the axial force with the 
axial displacements and the bending moments with the associated rotations. It should be 
noted, however, that contrarily to conventional fibre-based elements the response at the 
sectional level in the bond-slip model is defined in terms of forces and displacements, 
instead of forces and deformations.  

Hence, the sectional stiffness can be computed as the summation of the axial stiffness of 
all the fibres (concrete and reinforcement/bond-slip), similarly to the procedure used to 
compute the sectional forces. Thus, the tangent stiffens associated with the axial (𝐾!"#,!) 
and the two rotational (𝐾!"#,!"/!) degrees of freedom (DOF), can be determined as: 

 𝐾!"#,! = 𝐾!"#$%,!

!

!

 (5.50) 

 𝐾!"#,!"/! = 𝐾!"#$%,! 𝑑!/!
!

!

!

 (5.51) 

where m represents the different fibres of the cross-section and dx/y is the distance of each 
fibre to the centre of mass of the cross-section along the X- or Y-axis. The axial stiffness 
attributed to the concrete fibres can simply computed as: 

 𝐾!"#$%,!"#!. = 𝐸!
 𝐴!
𝐿!

 (5.52) 

where 𝐴! is the area of the concrete fibre. 

However, given that neither the slip nor the force distribution along the rebar are known 
at each step of the analysis, the rebar stiffness cannot be determined with convectional 
methods, as used for the concrete fibres. Instead, the determination of the bond-slip 
tangent stiffness follows an alternative procedure.  
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Bearing in mind that the tangent stiffness of the rebar is nothing more than the derivative 
of the anchorage force with respect to the slip at the loaded-end, one can write that: 

 𝑘!"#
!"# =

𝑑𝐹!
𝑑𝑆!

=
𝑑𝜏(𝑆(𝑆!, 𝑧))

𝑑𝑆!

!!

!

𝑃!  𝑑𝑧 (5.53) 

where the fraction inside the integral can be expressed by: 

 𝑘!"#
!"# =

𝑑𝜏(𝑆)
𝑑𝑆

 
𝑑𝑆(𝑆!, 𝑧)
𝑑𝑆!

!!

!

𝑃!  𝑑𝑧 (5.54) 

While the first member of the integral represents the slope of the bond stress-slip 
constitutive relation, and hence can be easily estimated, the second member reflects the 
variation in slip along the rebar which is not known a priori. 

Let us, thus, explore the compatibility equation associated with the procedure described 
in 5.3.1.2 derived for the determination of the response along the rebar: 

 𝑆 𝑆!, 𝑧 = 𝑆! − 𝜀 (𝑆!, 𝑢)
!

!

 𝑑𝑢 (5.55) 

If both sides of the equation are divided by the derivative of S0, we obtain the following 
expression: 

 
𝑑𝑆 𝑆!, 𝑧
𝑑𝑆!

= 1 −
𝑑𝜀 (𝑆!, 𝑢)
𝑑𝑆!

!

!

 𝑑𝑢 (5.56) 

The member inside the integral can then be decomposed in: 

 
𝑑𝜀 (𝑆!, 𝑢)
𝑑𝑆!

=
𝑑𝜀
𝑑𝜎

 
𝑑𝜎
𝑑𝐹

 
𝑑𝐹
𝑑𝑆!

=  
1

𝐸! 𝐴!
 
𝑑𝐹(𝑆!, 𝑧)
𝑑𝑆!

 (5.57) 
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Given that the equilibrium equation is given by: 

 𝐹(𝑆!, 𝑧) = 𝜏(𝑆(𝑆!, 𝑢))

!!

!

𝑃!  𝑑𝑢 (5.58) 

the derivative of F in order to S0 becomes: 

 𝑑𝐹(𝑆!, 𝑧)
𝑑𝑆!

=
𝑑𝜏(𝑆(𝑆!, 𝑧))

𝑑𝑆!

!!

!

 𝑃!  𝑑𝑢 =
𝑑𝜏(𝑆)
𝑑𝑆

 
𝑑𝑆(𝑆!, 𝑧)
𝑑𝑆!

!!

!

 𝑃!  𝑑𝑢 (5.59) 

At this stage we can rearrange the equations and write Equation (5.56) as: 

 𝑑𝑆 𝑆!, 𝑧
𝑑𝑆!

= 1 −
1

𝐸! 𝐴!
 

𝑑𝜏(𝑆)
𝑑𝑆

 
𝑑𝑆(𝑆!, 𝑧)
𝑑𝑆!

!!

!

 𝑃!  𝑑𝑣
!

!

 𝑑𝑢 (5.60) 

Finally, it is possible to write that the equation that defines the tangent stiffness 
associated to each rebar is given by: 

 
𝑘!"#

!"# =
𝑑𝜏(𝑆)
𝑑𝑆

 
𝑑𝑆(𝑆!, 𝑧)
𝑑𝑆!

!!

!

𝑃!  𝑑𝑧 = 

 

 =
𝑑𝜏(𝑆)
𝑑𝑆

 

!!

!

𝑃! 𝑑𝑧 −
𝑃!!

𝐴!
𝑑𝜏(𝑆)
𝑑𝑆

 
1
𝐸! 

𝑑𝜏(𝑆)
𝑑𝑆

𝑑𝑆(𝑆!, 𝑣)
𝑑𝑆!

!!

!

𝑑𝑣
!

!

𝑑𝑢  

!!

!

 𝑑𝑧 (5.61) 

Once again, part of the equation depends on the derivative of S in order of S0, which is 
not known and, according to Equation (5.60), is related to the quantity that is inside the 
curly brackets: 

 
𝑑𝑆 𝑆!, 𝑣
𝑑𝑆!

= 1 −
𝑑𝜀 (𝑆!, 𝑤)

𝑑𝑆!

!

!

 𝑑𝑤  

where 
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 𝑑𝜀 (𝑆!, 𝑢)
𝑑𝑆!

=
1
𝐸! 

𝑑𝜏(𝑆)
𝑑𝑆

𝑑𝑆(𝑆!, 𝑣)
𝑑𝑆!

!!

!

𝑑𝑣  

 

Hence, in order to be consistent with the Forward Euler method adopted in the 

remaining formulation, 
!" (!!,!)
!"!

 will be computed using the values from the previous 

converged step. At the initial step, this derivative will be taken as zero. 

5.4 SUMMARY  

This chapter describes the formulation developed for the proposed zero-length bond-slip 
element. The model makes use of an advance bond-slip constitutive relation, capable of 
describing the physical phenomena associated with strain penetration effects for a wide 
variety of anchorage conditions, such as concrete strength, embedment length, rebar 
surface properties, rebar yielding or cyclic degradation, among others. This represents an 
important advantage with respect to conventional empirical models, as the analyst can 
make use of state-of-the-art constitutive models to reflect alternative anchorage 
conditions. 

The anchorage region replicates the cross-section of the adjacent RC member and 
preserves the plane section’s hypothesis. Each of the cross-section’s rebars is represented 
through a number of integration points (IPs) distributed along its anchorage length. 
Using the Forward Euler method, the response at each IP is determined enforcing both 
equilibrium and compatibility requirements. Despite requiring small (spatial) step sizes, 
this option presents some advantages with respect to more conventional approaches, as 
the response along the embedment region of the rebar can be accurately determined, 
regardless of the boundary conditions and without the need to define an approximated 
interpolation function representative of the actual distribution of a given parameter (bond 
stress, rebar strains or slip). 

Finally, the bond-slip response at each cross-section rebar is iterated following the 
bisection method. The axial force and bending moments in the two orthogonal directions 
are then determined through the integral of the contribution of the cross-sectional fibres 
(concrete and reinforcement). The element tangent stiffness is derived directly from the 
bond stress-slip constitutive relation and is used solely to compute the global tangent 
stiffness required in iterative procedures at the level of the structure. 

 





 

 

 

6. SENSITIVITY ANALYSIS AND VALIDATION OF THE 
NEW BOND-SLIP MODEL  

After performing the required validation tests, the proposed bond-slip model was 
implemented in SeismoStruct [Seismosoft, 2013], an advanced structural analysis software 
specialized in nonlinear seismic analysis and featuring distributed plasticity elements with 
fibre-discretized cross-sections. By integrating the proposed formulation into a robust 
nonlinear fibre-based software, it was possible to assess in great detail the performance of 
the new element, as well as to evaluate the contribution of strain penetration effects in 
the response of different RC structures. 

6.1 SENSITIVITY ANALYSIS ON DIFFERENT MODEL PARAMETERS 

The purpose of this section is to analyse and quantify how some of the different 
parameters considered in the proposed model, namely the bond stress-slip constitutive 
model, as well as the rebar and sectional parameters, influence the response of RC 
members. This study was carried out on a circular RC column (Test 19) that was 
experimentally tested in the framework of a study carried out by Goodnight et al. [2015b]. 
The main geometric characteristics, together with the most relevant mechanical and 
material properties of the tested structure are presented in Figure 6.1 and Table 6.1. 

 
Figure 6.1.Geometric characteristics of the Test 19 specimen (in m) 
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Table 6.1. Mechanical and material properties of the Test 19 specimen, as well as numerical 
parameters adopted for the reference model  

Anchorage Properties Test 19 

Axial Load (kN) - λN 640.5 - 10% 

H (m) 2.44 

D (m) 0.457 

Long. reinf. (ρl) 10ϕ19 mm (1.7%) 

Trans. reinf. (ρv) ϕ9.5 mm//0.05 m (1.3%) 

db (m) 0.0189 

Le (m) 1.0 * 

fc (MPa) 43.7 

fy (MPa) 470 

fu (MPa) 637 

Es (GPa) 188 

Es,p (GPa) ≈1.4  

Cclear (m) - 

Bond-Slip Parameters  

S1 (m) 0.001 

S2 (m) 0.002 

S3 (m) 0.01 

τmax (MPa) 2.5 𝑓! 

τf (MPa) 0.4 τmax 

   λN - Axial load ratio 
   ρl - Longitudinal reinforcement ratio 
   ρv - Volumetric ratio of transverse reinforcement 
   * Approximate value based on available detailing information 
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In the original test protocol, the structure was subjected to a symmetric three-cycle-set 
load history at the column top. In the present parametric study, however, only one cycle 
per amplitude was considered (Figure 6.2).  

The experimental response under the complete loading set is presented in Section 6.2.2, 
were the numerical results obtained with the present model are validated against the test 
results. 

 

Figure 6.2. History of lateral displacements imposed at the top of the RC column for the numerical 
simulation 

The test sequence comprises 10 cycles of increasing amplitude. The first 4 cycles occur 
essentially under elastic conditions: ¼ Fy’, ½ Fy’, ¾ Fy’, and Fy’, where Fy’ represents the 
analytically predicted force corresponding to the occurrence of the first yielding. After 
this initial phase, 6 additional cycles are applied at the top of the column, corresponding 
to multiples of equivalent displacement ductility: 1, 1.5, 2, 3, 4 and 5. 

Starting with a set of pre-established parameters, which are taken as the reference set, the 
response of the column is analysed considering independent variations in the parameters 
summarised in Table 6.2: 
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Table 6.2. Parameters and properties considered in the sensitivity analysis 

Sensitivity parameters   Properties 

Characteristic slip limits 

S1  = 1 ,  S2 = 2 ,  S3 = 5     (mm) 

S1 = 0.5 ,  S2 = 1 ,  S3 = 2.5  (mm) 

S1 = 2 ,  S2 = 4 ,  S3 = 10     (mm) 

Transverse load 
Ptr = 0 

Ptr = fcm 

Longitudinal cracking 
wcr = 0 mm 

wcr = 0.42 mm 

Cyclic degradation 
W/ cyclic degradation 

W/out cyclic degradation 

Rebar surface 

Deformed rebars 

Plain rebars (W/ cyclic degradation) 

Plain rebars (W/out cyclic degradation) 

Embedment length 

Le = 1.0 m 

Le = 0.33 m 

Le = 0.20 m 

Influence length  

Li = 0.46 m 

Li = 0.23 m 

Li = 0.92 m 

In bold: values adopted for the reference model 

  

Following the order established in the previous table for the variation of the parameters, 
the upcoming sections present the results obtained for the different set of properties. In 
order to have a visual identification of the effect of each parameter, the results obtained 
with the reference model are plotted (in black) together with the response for the 
different parameters considered. For all cases, the response of the bond-slip element is 
presented through conventional moment-rotation relations, together with the maximum 
rotations computed at each ductility level. In addition, the anchorage force-slip and the 
bond stress-slip response at the loaded-end of the most stressed rebar of the cross-
section is also evaluated. 
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6.1.1 Slip limits 

As described in Section 5.2, the envelope of the bond stress-slip constitutive law may vary 
significantly depending on the properties of the anchorage regions. According to the rules 
proposed by Model Code 2010 [fib, 2011], both bond stress and slip depend on the bond 
conditions, confinement level and rebar surface conditions. A change by a factor of two 
with respect to the reference values for the slip limits was adopted for exploring the 
potential variations in the response of the anchorage system.  

The results plotted in Figure 6.3 indicate that the use of different slip limits, despite the 
significant variation in their magnitude, has only a marginal effect on the cross-sectional 
response. If, in one hand, the use of larger slip values results in a wider region where the 
bond stress is larger, on the other, the initial slope (stiffness) of the bond stress-slip 
relation becomes softer, and vice-versa when lower slip limits are adopted. This effect can 
be appreciated in the right plot were the use of lower slip limits results in smaller 
anchorage rotations at the initial load stages. For higher ductility levels, however, this 
effect is inverted and the drop in bond stress at relatively low slip values is reflected in 
increased base rotations.  

  
Figure 6.3. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering different slip limits 

The results shown in Figure 6.4 reflect in more detail the behaviour previously described, 
in particular the plot representing the bond stress-slip response. Focusing the attention 
on the bond stress-slip model with half the slip values (plot in blue), it is clear that the 
bond stresses are larger for lower slip limits, whilst they become lower for larger slip 
limits. Moreover, one can also notice that the bond stresses in compression tend to 
exhibit significantly lower values than for the other two cases. This is essentially due to 
cyclic degradation effects. Given that the ratio between the area of cyclic loading and the 
monotonic envelope tends to be larger for lower slip limits than for the other two cases 
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(see Section 5.2.4.2 for additional details), the bond degradation tends to be more 
pronounced.  

  
Figure 6.4. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering different slip limits 

In this section, it was thus possible to analyse how the variation of the slip limits 
established for the bond stress-slip constitutive model, i.e., the definition of a stiffer or 
softer relation (recall that the maximum bond stress was kept unchanged), affects the 
different structural response parameters. In summary, it was possible to verify that the 
variation of S1 has a marginal effect in the computed SP rotations. Despite the noticeable 
increase in bond stress at low slip demand at these stages, when the slip limits are 
reduced, the rotations are low and, thus, the variations have a minor impact at the 
sectional level response. Nonetheless, reductions in S2 and/or S3 result in important 
reductions of bond stresses at larger slip demand, which turns out to also be reflected in a 
significant increase in SP rotations for increased ductility levels.  

6.1.2 Transverse pressure and longitudinal cracking 

The presence of transverse compressive loads at the anchorage region produces a 
beneficial effect in the anchorage strength of the rebars. On the other hand, when 
subjected to tensile stresses, with potential development of longitudinal cracks, the bond 
strength is naturally reduced. The results presented in the following figures provide 
indications on how the increase or reduction in transverse pressure modifies the response 
of the anchorage zones. Figure 6.5 and Figure 6.6 present the different responses 
computed with a compressive stress that equals the mean concrete compressive strength, 
in comparison with the case where there is no transverse pressure. According to the rules 
adopted for the bond constitutive model (see Section 5.2.4.1), such compressive pressure 
increases the bond stresses to nearly twice the ones from the reference model. 
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Figure 6.5. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering the presence of compressive transverse 
pressure 

  
Figure 6.6. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering the presence of compressive transverse pressure 

As expected, the uniform increase in bond stresses results in an important stiffening of 
the structure’s response. This effect is significant at all loading stages. In addition, it is 
possible to observe a reduction in the pinching effect, especially at the force-slip response 
of the extreme rebar, indicating a relatively larger ability to sustain reversed loads. This 
result occurs due to larger bond stresses being reached when the slip approaches zero 
(Figure 6.6, right), both in the unloading and reloading branches. 

Regarding the presence of longitudinal cracks in the anchorage region, the effect is 
precisely the opposite, i.e., a uniform reduction in the bond stress-slip envelope curve. 
The results presented in Figure 6.7 and Figure 6.8 were obtained considering a crack 
width of 0.42 mm. This value was selected in order to produce a bond reduction to about 
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half the bond strength in the reference model (see Section 5.2.4.1), so that this effect 
could be adequately compared with the previous case. 

  
Figure 6.7. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering the presence of longitudinal cracks 

  
Figure 6.8. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering the presence of longitudinal cracks 

The results presented in the figures above show that the presence of a longitudinal crack 
results in a significant reduction of the anchorage strength. Contrarily to what was 
observed in the presence of compressive transverse pressure, in this case the SP rotations 
increase significantly and in a relatively uniform way throughout the different ductility 
levels. 

Overall, it was observed that the variation in bond strength introduces important 
variations in the computed response parameters. Naturally, the lower is the bond 
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strength, more flexible become the SP behaviour. Finally, one should take into 
consideration that the embedment length provided in this case is significantly larger than 
the one theoretically required. In case the embedment length was shorter, this reduction 
in bond strength could result in an abrupt loss of bond properties, as demonstrated in 
subsequent sections.  

6.1.3 Rebar yielding and cyclic degradation 

In modern seismic design, namely based on performance and on capacity design 
principles, it is expected that, under severe seismic loading, some elements will undergo 
inelastic deformations. Under such circumstances, the reinforcement may experience 
large nonlinear strains. As described in Section 4.3.4, the effect of rebar yielding in 
anchorage systems does not gather a generalized consensus. However, the arguments that 
support the reduction in bond stresses due to rebar yielding - shrinkage of yielded rebars 
in tension due to Poisson’s and necking effects - and the experimental evidence appears 
to be more convincing.  

The results presented in Figure 6.9 reflect a substantial reduction in the computed 
rotations when the effect of bond stress reduction due to rebar yielding is neglected. The 
plot on the right hand side illustrates clearly a reduction in base rotation for ductility 
levels higher than one. As expected, for ductility levels lower than one, no variations are 
observed given that the reinforcement is still in the elastic range. 

  
Figure 6.9. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering bond stress degradation due to rebar 
yielding 

Focusing the attention on the response of one extreme rebar of the cross-section (Figure 
6.10), this effect is particularly evident in the bond-slip response at the loaded-end of the 
rebar. For slip values higher than 0.5 mm, the bond stresses computed without the 
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yielding effect reach values much higher than when these effects are accounted for. It 
should be noted that the results presented represent the response of the most stressed 
rebar of the cross-section. In the rebars closer to the geometric centre, this effect is 
necessarily less pronounced and, hence, the global response at the element level is 
somehow more balanced. 

  
Figure 6.10. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering, or not, bond stress degradation due to rebar yielding 

In addition to potential rebar yielding, under seismic loading, the structural elements are 
subjected to a large number of load reversals inducing damage in the RC members. Once 
the adhesion and friction forces are lost, the anchorage strength is essentially developed 
through bearing action between the ribs and the surrounding concrete. This latter effect 
produces cracks in the concrete, degrading the bond strength with the increase in 
amplitude and number of cycles.  

When comparing the results presented in Figure 6.9 with the ones representing the effect 
of cyclic degradation in Figure 6.11, it is clear that the latter has a lower impact in the 
global sectional response of the element. In the right plot of Figure 6.11 it is possible to 
verify that the rotations remain essentially unchanged up to a ductility level of 5.  
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Figure 6.11. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering, or not, bond stress degradation due to 
cyclic loading 

As illustrated in Figure 6.12, under tensile load, the bond stresses for both cases do not 
exhibit significant variations, which indicates that the cyclic degradation parameter has a 
less pronounced effect on the bond stress than the yielding parameter. Nonetheless, 
under compression load, the bond stress is significantly reduced. This reduction is 
naturally translated in increased slip of the rebars, especially for larger ductility levels (left 
plot). As for the previous parameter, this effect has a larger impact on the extreme fibres 
of the cross-section, where the rebars are subjected to larger loading demand.  

  
Figure 6.12. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering bond stress degradation due to cyclic loading 

The analyses performed previously, considering the effects of yielding and cyclic 
degradation independently, indicate that the former has a more pronounced effect in the 
global response of the elements. In addition, when compared with the cyclic degradation 
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one (see Sec 5.2.4), it is important to note that it turns out to be indirectly dependent on 
the yielding degradation. Given that the cyclic degradation is a function of the hysteretic 
area of the bond-slip model, whenever the rebar strains are beyond the yielding limit, the 
bond stresses are significantly reduced and, therefore, so is the hysteretic area.  

For a clearer interpretation of the impact of both mechanisms, the plots presented in 
Figure 6.13 and Figure 6.14 compare the response for the cases where both mechanisms 
are active and inactive. 

  
Figure 6.13. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering bond degradation due to rebar yielding 
and cyclic loading 

  
Figure 6.14. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering bond degradation due to rebar yielding and cyclic loading 
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The results presented above show that the consideration of both bond reduction 
mechanisms result in important variations at both local (rebar) and global (section) levels, 
especially for increased levels of ductility. This evidence becomes even more relevant 
considering that most of the SP numerical models available for fibre-based RC frame 
software packages do not offer the ability to explicitly account for these mechanisms. 

6.1.4 Rebar surface properties 

The contribution of SP deformations to the global behaviour of structures assumes a 
special importance when dealing with plain rebars, which are often present in old RC 
structures. Given the absence of ribs at their surface, these rebars cannot sustain large 
anchorage forces and are, thus, more prone to exhibit larger SP deformations. In the 
proposed numerical model such effect can be taken into account through the definition 
of different (lower) slip and bond stress limits in the bond-slip constitutive model. 

The results presented hereafter were obtained considering the values recommended for 
cold-formed plain rebars (see Section 5.2.2). Considering the absence of ribs in the rebars, 
it is expected that most of the bond force results from adhesion and friction between the 
reinforcement and the surrounding concrete. Consequently, it is not expected that the 
anchorage system exhibits meaningful bond degradation due to cyclic loading; at least not 
at the same degree as observed for deformed rebars.  

Taking into account the open questions associated with the previous issue, and given the 
absence (up to the author’s knowledge) of clear indications in the literature, the analysis 
were performed for the cases where: (i) the cyclic degradation is accounted for and (ii) 
other where this effect is neglected. It is probable that the solution that best represents 
the actual behaviour lies somewhere between these two extreme conditions. Figure 6.15 
and Figure 6.16 show the results obtained for deformed and plain rebars, neglecting the 
bond degradation due to cyclic loading. 
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Figure 6.15. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering deformed and plain rebars, without cyclic 
degradation 

  
Figure 6.16. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering deformed and plain rebars, without cyclic degradation 

The results obtained with plain rebars at the different structural levels reflect a notorious 
reduction in the anchorage strength at the same time that the deformations increase 
significantly. It is important to note that while the end-rotations reach alarming values, 
the reinforcement is only capable of developing about one-third of its maximum capacity. 

Figure 6.17 and Figure 6.18 present the results for the same structural properties but 
taking into account the cyclic degradation effects. As expected, in this case, the adverse 
effects of using plain rebars become even more evident. For instance, the bending 
moment capacity is reduced to almost half the value presented above. Moreover, at large 
ductility demands, the extreme rebar looses completely its load carrying capacity. For this 
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reason, the pinching effect already observed in previous cases becomes even more 
pronounced in this case. 

  
Figure 6.17. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering deformed and plain rebars, with cyclic 
degradation 

  
Figure 6.18. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of the 

extreme rebar considering deformed and plain rebars, with cyclic degradation 

The analysis presented in this section exposes the well-known vulnerabilities associated 
with the presence of plain rebars in RC members. Most importantly, and despite the 
possible scatter in the bond-slip model assumed, the results presented demonstrate the 
ability of the current numerical tool to be easily adjusted to different anchorage 
conditions. 
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6.1.5 Embedment length 

If a sufficiently large embedment length is provided, the reduction in bond strength in the 
vicinity of the loaded-end (e.g., due to large slip demand, cyclic degradation or rebar 
yielding) can be compensated by the transfer of bond stresses to deeper regions. This 
phenomenon allows the rebar to support increasing forces until, eventually, it reaches its 
maximum capacity. Naturally, the consideration of embedment lengths longer than the 
required ones will not translate into increased anchorage capacity; beyond the point 
where the rebar force is reduced to zero, the region is inactive and, hence, does not 
contribute with any additional resistance. Given that for the structure under analysis the 
embedment length provided is almost twice the required one, it is necessary to reduce this 
value to values lower than 0.5 m in order to evaluate the effects of considering an 
insufficient embedment length. In this case, the analyses were performed for Le = 0.33 m 
and Le = 0.20 m. The response associated with the cross-sectional behaviour is presented 
in Figure 6.19. 

  
Figure 6.19. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering different embedment lengths 

As expected, the results show a reduction of the anchorage capacity as the embedment 
length decreases to values lower than the ones required to transmit the full rebar yield 
force. Yet, if the reduction is relatively small (Le = 0.33 m, in this case), the resulting 
increase in SP rotations becomes apparent only at relatively high ductility levels. On the 
other hand, if the embedment length provided is very short (Le = 0.20 m), the cross-
sectional rotations start to diverge with respect to the reference model at very early stages, 
growing rapidly with the increase in ductility demand. 
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When the development length equals the embedment length, the deformations propagate 
up to the free-end of the anchorage region, leading to an overall slip of the rebar. 
Moreover, due to cyclic degradation effects, the bond strength decreases further and 
eventually becomes insufficient to support the load demand (Figure 6.20). 

  
Figure 6.20. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of 

the extreme rebar considering different embedment lengths 

The previous results reveal a significant degradation of the anchorage resisting 
mechanism with a decrease of the embedment length. Naturally, the consideration of 
Le=0.20m is somehow unrealistic considering the properties of the cross-section under 
analysis. Nonetheless, the results point out for a negative effect even when a more 
reasonable length is considered, which may become relevant for structures designed 
without seismic provisions, where the anchorage lengths provided are typically not long 
enough.  

6.1.6 Influence length 

Until this point, the parameters analysed were representing objective structural properties 
that, with a certain level of confidence, may be replicated numerically. However, as 
described in Section 5.3.3, the selection of an appropriate influence length may not be a 
straightforward task and eventually requires some engineering judgment. The present 
section thus intends to evaluate how the strain penetration effects evolve with the 
assignment of different influence lengths, Li. In this case, in addition to the reference 
value (Li = 0.46 m), two additional values, corresponding to half and twice the 
foundation height (Li = 0.23 m and Li = 0.92 m, respectively), were considered. The 
responses computed at both cross-sectional and rebar levels are presented in Figure 6.21 
and in Figure 6.22. 
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Figure 6.21. Moment-rotation hysteretic behaviour (left) and evolution of maximum rotation for 

increased ductility demand (right) considering different influence lengths 

  
Figure 6.22. Force-slip (left) and bond stress-slip (right) hysteretic behaviour at the loaded-end of 

the extreme rebar considering different influence lengths 

The results presented above show that the definition of different values of Li introduces 
important variations in the computed SP rotations. Moreover, it is clear that the 
computed rotations are correlated with the influence length, i.e., longer values of Li result 
in larger rotations and vice-versa. As the influence length increases, the concrete strains in 
compression decrease, thus resulting in lower stress values. Therefore, in order to find 
equilibrium at the cross-sectional level, the cross-sectional rotations will tend to increase. 
On the other hand, this will cause the moment-rotation envelope to become visibly softer 
(Figure 6.21, left). 
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Unfortunately, the results confirm the importance of the influence length in the 
computed rotations, especially considering the inherent subjectivity associated with the 
choice of this parameter. The effects of the influence length definition are further 
explored in Section 6.2.2, by confronting the numerical response obtained with different 
Li against experimental results. 

6.2 COMPARISON WITH EXPERIMENTAL TESTS 

In this section, the accuracy of the new bond-slip model is assessed through the 
comparison of several experimental tests performed in the past against the corresponding 
numerical results. The selected tests feature different setups in terms of specimen 
properties and loading protocols, thus allowing a consistent evaluation of the different 
features of the proposed model. The subsequent sections present the different cases, 
starting from the simplest one, corresponding to a local behaviour, to more complex 
ones, representing global structural response.  

It is important to point out that standard values were assumed for the bond-slip model in 
most of the applications, and that no special effort was made to match the numerical 
values with the experimental ones. Small variations were, however, considered whenever 
there was a clear evidence that these values are not representative of the experimental 
observation. 

6.2.1 Validation at rebar level 

As described earlier, the presented numerical model computes the axial load – slip 
response at the loaded-end of an anchored rebar through the computation of different 
response parameters along the embedment length of the rebar. Hence, the evaluation of 
the accuracy of these parameters is fundamental, as they will necessarily guarantee the 
accuracy of the global response of an anchored rebar. 

The studies performed by Shima et al. [1987b] and Bigaj [1995] provide detailed 
information regarding the evolution of different response parameters along the 
development length. In addition, the selected tests consider specimens with sufficiently 
long anchorage length, allowing the rebar to yield when subjected to large axial loads. 
Despite considering identical test setups (Figure 6.23), the five test specimens selected 
feature different anchorage properties - the cases selected for validation purposes 
comprise the use of different steel and concrete strengths, as well as rebar diameter.  
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Figure 6.23.  Test setup considered by Shima e t  a l .  [1987b] (left) and Bigaj [1995] (right) 

In these experimental tests, the different response parameters were derived from steel 
strains measured with strain gauges placed at the surface of the rebars along the 
embedment length. To ensure that yielding took place at the embedded region of the 
rebars, the tests performed by Bigaj [1995] used taper threaded splicing couplers to 
connect the embedded rebar with the loading device. A summary of the main properties 
of the three specimens selected from the study performed by Shima et al. [1987b] is 
presented in Table 6.3. 

It should be noted that the three tests were numerically simulated considering the same 
bond stress-slip constitutive relation, which was defined according to the standard values 
recommended by Model Code 2010 [fib, 2011]. The results illustrated in Figure 6.24, 
Figure 6.25 and Figure 6.26 show the distribution of slip, strain, bond stress and rebar 
stress observed along the embedment length of the rebars for the three different tests. 

 

 

 

 

 

Table 2.2 

Details of test specimens geometry 

1 Specimen 
codes 

P.16.16.1 
P.16.16.2 
P.16.HS.1 
P.16.HS.2 

P.20.16.1 
P.20.16.2 
P.20.HS.1 
P.20.HS.2 

Concrete cylinders dimensions 

d^ [mm] 

500 

500 

h^ [mm] 

960 

1200 

hdb [n™] 

160 

200 

Reinforcing bar dimensions 

D [mm] 

16 

20 

ly [mm] 1 

800 

1000 

where: d^ - diameter of concrete cyUnder 
h^ - height of concrete cylinder 
h^fj - height of bond-free part of concrete cylinder 
D - diameter of reinforcing bar 
Ifj - length of embedded part of reinforcing bar 

Table 2.2 and Figure 2.1 give the details of the test specimen geometry for both bar diameters 
used (testing devices schematically represented in Figure 2.1). 

LVDT for loaded-Old displacemHit 

strain gauges on the bar 

steel bar D - 16iiim 

LVDT for freehold displacanent 

Figure 2.1 The specimen geometry and the test set-up. 

In order to follow the steel strain development along the whole embedded length of the bar, 
speciEdly prepared and instrumented steel bars are used. For this purpose, as shown in Figure 2.2, 

9 
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Table 6.3. Experimental properties and numerical parameters adopted for test 
SD30, SD50 and SD70, performed by Shima e t  a l .  [1987b] 

Anchorage properties SD30 SD50 SD70 

db (m) 0.0195 0.0195 0.0195 

Le (m) 0.97 0.97 0.97 

fc (MPa) 19.6 19.6 19.6 

fy (MPa) 350 610 820 

fu (MPa) 540 800 910 

Es (GPa) 190 190 190 

Es,p (GPa) ≈ 3.9  ≈	4.1  ≈	2  

Cclear (m) ≈	0.01  ≈	0.01  ≈	0.01  

Bond-slip parameters    

α 0.4 

S1 (m) 0.001 

S2 (m) 0.002 

S3 (m) 0.01 

τmax (MPa) 2.5 𝑓! 

τf (MPa) 0.4 τmax 
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Figure 6.24. Comparison between numerical and experimental results, obtained for test SD30, 

performed by Shima e t  a l .  [1987b] 

  

  
Figure 6.25. Comparison between numerical and experimental results, obtained for test SD50, 

performed by Shima e t  a l .  [1987b] 
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Figure 6.26. Comparison between numerical and experimental results, obtained for test SD70, 

performed by Shima e t  a l .  [1987b] 
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may not capture accurately the actual bond properties. In this respect, it is important to 
point out that, despite the important developments observed over the last few years in 
this subject, the bond-slip constitutive relations available in the literature still present a 
large dispersion in terms of bond stress and slip limits, as illustrated in Figure 5.3. 
Naturally, these deviations may result in important changes in the other response 
parameters along the rebar and, consequently, at the global force-slip response, as 
demonstrated hereafter. As illustrated in Figure 6.27, the accuracy of the numerical 
estimations can be further improved if slight changes are introduced to the parameters of 
the bond stress-slip constitutive model. For the case shown below, the maximum bond 
stress and the parameter S1 were multiplied by 0.6 and 0.25, respectively (see Chapter 5.2 
for detailed description on the parameters defining the constitutive model adopted).  

  

  
Figure 6.27. Comparison between numerical (with adjusted values for the bond stress-slip 

parameters) and experimental results, obtained for test SD70, performed by Shima e t  a l .  
[1987b] 
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These corrections will naturally result in small changes in the global force-slip response of 
the rebar as illustrated in Figure 6.28. Unfortunately, the corresponding experimental 
values were not presented and hence, the results cannot be validated.  

 
Figure 6.28. Force-Slip response considering the original and corrected bond stress-slip constitutive 

model 
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Table 6.4. Experimental properties and numerical parameters adopted for 
tests P.16.16.2 and P.20.HS.1, performed by Bigaj [1995] 

Anchorage properties P.16.16.2 P.20.HS.1 

db (m) 0.0149 * 0.0189 * 

Le (m) 0.8 1.0 

fc (MPa) 27.6 94.5 

fy (MPa) 539.67 526.24 

fu (MPa) 624.35 612.87 

Es (GPa) 128.5 150.4 

Es,p (GPa) ≈0.76  ≈0.8  

Cclear (m) -  - 

Bond-slip parameters   

α 0.4 

S1 (m) 0.001 

S2 (m) 0.002 

S3 (m) 0.01 

τmax (MPa) 2.5 𝑓! 

τf (MPa) 0.4 τmax 

  * Diameter modified in order to produce an area equivalent to the prepared rebars 

Figure 6.29 presents the comparison between the strain values determined with the 
proposed numerical model and the ones measured experimentally. The results from the 
two tests are compared at both yielding (left) and ultimate (right) rebar strength.  
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Figure 6.29. Comparison between numerical and experimental strain distribution at yielding (left) 
and ultimate (right) rebar strain, obtained for tests P.16.16.2 (top) and P.20.HS.1 
(bottom), performed by Bigaj [1995] 

Once again the response along the rebar is estimated with reasonable precision. In 
addition, the global response presented in Figure 6.30 indicates that the experimental 
force-slip response at the loaded-end of the rebars is determined with very good accuracy 
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Figure 6.30.  Comparison between numerical and experimental force-slip relation at ultimate rebar 

strain, obtained for tests P.16.16.2 (left) and P.20.HS.1 (right), performed by Bigaj [1995] 

In summary, the results presented in this section indicate that the proposed numerical 
tool predicts with appreciable accuracy the evolution of the different bond parameters 
along the embedment length as well as the global force-slip response at the loaded-end of 
the rebars. Moreover, and despite the (natural) dispersion observed in the bond stress-slip 
constitutive model, these results highlight the need to account for the bond stress 
decrease due to rebar yielding. 

6.2.2 Validation at sectional level 

The validation at cross-section level was performed considering the experimental results 
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displacements applied at the top of the column up to large ductility levels. Naturally, 
unlike in the case of a force-controlled test, the loading procedure adopted prevents the 
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deformations at the base of the column. However, these tests represent an important 
source of information for assessing the performance of the proposed numerical model 
under simple and controlled loading conditions. In addition, the specimens used in the 
experimental campaign were thoroughly instrumented, allowing for a detailed analysis of 
the independent mechanisms contributing to the overall deformation of the columns. 
The main material properties and numerical parameters’ values assumed for the bond-slip 
model are shown in Table 6.5. Figure 6.31 presents the geometric properties of Test 9, 
while the main geometric characteristics of Test 19 were already depicted in Figure 6.1.  
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Table 6.5. Experimental properties and numerical parameters adopted for 
Test 9 and Test 19 specimens 

Anchorage properties Test 9 Test 19 

Axial Load (kN) - λN 756 - 5.5% 640.5 - 10% 

H (m) 2.44 2.44 

D (m) 0.61 0.457 

Long. reinf. (ρl) 16ϕ19 mm (1.6%) 10ϕ19 mm (1.7%) 

Trans. reinf. (ρv) ϕ9.5 mm//0.05 m (1%) ϕ9.5 mm//0.05 m (1.3%) 

db (m) 0.0149 0.0189 

Le (m) 1.0 * 1.0 * 

fc (MPa) 47 43.7 

fy (MPa) 470 470 

fu (MPa) 637 637 

Es (GPa) 188 188 

Es,p (GPa) ≈1.4  ≈1.4  

Cclear (m) -  - 

Bond-slip parameters   

α 0.4 

S1 (m) 0.001 

S2 (m) 0.002 

S3 (m) 0.01 

τmax (MPa) 2.5 𝑓! 

τf (MPa) 0.4 τmax 

Li (m) 0.46 / 0.92  ** 
  λN - Axial load ratio 
  ρl - Longitudinal reinforcement ratio 
  ρv - Volumetric ratio of transverse reinforcement 
  * Approximate value based on available detailing information 
  ** Parameter variation in the numerical analysis 
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Figure 6.31. Geometric characteristics of the Test 9 specimen (in m) 

Both specimens were horizontally loaded at the top of the columns with the application 
of several cycles of increasing amplitude. After four sets of one-cycle loading with 
increasing load intensity until the first yielding occurred, the structures were subjected to 
symmetric three-cycle sets of increasing displacement amplitude, as illustrate in Figure 
6.32. It should be noted that in some of the following plots, the response parameters at 
the last cycles are not presented. This is because for larger displacement demands some 
of the results, namely the base rotations due to strain penetration effects, could not be 
measured during the experimental tests. 

  
Figure 6.32. History of lateral displacements applied at the top of the column of Test 9 (left) and of 

Test 19 (right) 
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In addition to the parameters presented in the table above, special attention was given to 
the discretization scheme adopted to model the RC column. Given that, for this test 
protocol, the displacement at the column top is imposed, the evaluation of the strain 
penetration deformability can only be assessed through the fixed-end rotations and the 
consequent expected relief in the column’s base curvatures. As mentioned before (Section 
2.2), the adoption of a different number of integration points along a given RC element 
may introduce large differences in the computed section curvatures (and consequently at 
the material strains), in particular for increasing ductility levels.  

In order to control the abovementioned numerical strain localization issues, the number 
of IPs adopted on the beam-column elements was determined on the basis of the 
observed length of plastic hinge region and the associated shape of nonlinear curvatures 
distributions. In the referred experimental study, it was found that the plastic curvatures 
follow essentially a linear distribution (Figure 6.33), which is in line with the observations 
made by Hines et al. [2004]. This observed distribution of curvatures seems to be 
associated with the so-called tension-shift effects. The interested reader can find further 
details on this subjects Hines et al. [2004] and Goodnight et al. [2014]. 

 
Figure 6.33. – Curvature profiles measured in Test 9 for different ductility levels and number of 

cycles (values separated by a “+” sign in the legend) [Goodnight e t  a l . ,  2015b] 

Therefore, the number of elements and number of IPs per element in the numerical 
model was defined so that the weighted length of the integration point at the base of the 
column, multiplied by the curvature at the IP, approaches the integral of the curvatures 
along the length of the plastic region. This can be achieved considering an element 
discretization in which the weighted length of the 1st IP represents half of the 
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experimental length of the plastic hinge region, in order for the curvature in the 
numerical model to equal the maximum curvature measured at the base of the column. 
Noticing that the nonlinear curvatures spread up to about 0.75 m (from the foundation 
level) at large ductility levels, the RC column was modelled with 2 FB elements (1.25 m 
and 0.19 m) with 3 IPs each, leading to a weighed length at the base IP of 0.375 m. 
Without using more sophisticated regularization techniques, such as the ones proposed 
by Almeida et al. [2012], this strategy is expected to reproduce more accurately the 
curvature profiles at larger ductility levels. At lower ductility levels, the length of plastic 
hinge region is shorter and, therefore, the curvatures will tend to be underestimated. 

In the following, the numerical results obtained with the proposed bond-slip model are, 
whenever appropriate, compared with more simplified approaches, namely the use of (i) a 
linear spring at the base, (ii) a longer element or even the (iii) absence of any deformable 
mechanism at the column-foundation interface. For the first approach, the rotational 
stiffness’s were determined with Equation (2.12), resulting in the following values: 
Kθ = 324x103 kNm/rad and Kθ = 98x103 kNm/rad for Test 9 and Test 19, respectively. 
For the elongated element approach, the strain penetration length was determined based 
on Equation (2.10). The value obtained for both tests was Lsp = 0.2 m. Additional details 
on the definition of these simplified models can be found in Chapter 2.3. 

Figure 6.34 and Figure 6.35 depict the experimental and numerical response in terms of 
base shear – top displacement obtained for Test 9.  

 
Figure 6.34. Experimental base shear – top displacement relation for Test 9 [Goodnight e t  a l . ,  

2015b] 
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Figure 6.35. Numerical base shear – top displacement relation for Test 9 

The comparison between the two plots reveals a good approximation between the 
experimental and numerical hysteretic behaviour. Nonetheless, the maximum base shear 
computed is slightly underestimated, which can result from small deviations in the 
material or geometric properties of the column.  

Regarding the hysteretic response with different SP modelling solutions, only small 
variations are observed at the global scale. This is somehow expected considering that the 
loading protocol consists in applying prescribed displacements at the top of the column 
while during most of the loading cycles the column exceeds its yield bending moment 
capacity. Moreover, given that the foundations were designed to be capacity protected, it 
is not expected to observe a reduction in the load carrying capacity of the column due to 
an anchorage failure of any longitudinal rebar. 

Nevertheless, it is possible to observe a slightly stiffer response before yielding and a 
fatter hysteretic loop in the model with fixed base (No SP). Despite the slight pinching 
effect observed for the other models, the unloading and reloading curves are still slightly 
steeper than the one measured experimentally. Finally, the previous figure points for one 
of the limitations associated with the use of an elongated element, which is related with 
the reduction of the computed base shear. This occurs since, for the same bending 
moment capacity of the cross-section, the shear span is longer in that particular model 
and, consequently, the developed base shear will necessarily be reduced in the direct 
proportion to the increased length of the element. 
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In the following plot the rotations at the interface between the column and the 
foundations resulting from strain penetration deformations are compared. The plot 
presents the experimental values together with the results obtained for the case with a 
linear spring at the base of the column and the new bond-slip model with two different 
variants: influence length (Li) equal to 0.46 m and to 0.92 m. The lower value 
corresponds to the height of the foundation, whilst the latter is twice this value. It should 
be recalled that Li is a parameter that has no influence in the slip computed for each 
longitudinal rebar. Instead, it is used to convert the shortening displacement at each 
concrete fibre, arising from the zero-length element relative displacements, to strains, in 
order to determine the average stresses at the concrete fibres and, consequently the 
overall sectional resisting moment. In other words, it corresponds to an equivalent length 
along which it is expected the concrete strains to develop, assuming a constant 
distribution of concrete stresses in depth and with no transversal “spreading” of the axial 
stresses, unlike what occurs in reality. In this case, given that the base of the foundation is 
much larger than the area of the column section, it is expected that the concrete strains 
and stresses reduce significantly as they approach the base of the foundation due to such 
transversal “spreading”. The solution to somehow account for this more realistic 
condition is to increase the value of Li. The amount of this increase is however subjective 
and requires some engineer judgement. In Figure 6.36, the SP rotations are evaluated for 
values that are equal and twice the foundation height. In addition, the values determined 
with the linear spring at the base are presented for comparison purposes. 

 
Figure 6.36. Comparison between experimental and numerical SP rotations of Test 9 for different 

ductility levels 
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Despite the noteworthy improvements obtained with the new bond-slip model with 
respect to the simple linear spring, the results presented above reveal a considerable 
underestimation of the SP rotations determined with the different numerical models with 
respect to the experimental ones. In order to further investigate the response of the new 
SP model, Figure 6.37 presents the evolution of slip at the extreme rebars of the cross-
section for different levels of displacement demand. It is important to note that the 
numerical results include a cycle that was impossible to measure experimentally in the left 
rebar. Hence the comparison of the two top plots should be made only up the previous 
cycle, whose maximum displacement is around -0.13 m. Moreover, it is noted that for a 
better interpretation of the results, the axes in the following plots have the same limits.  

  

  
Figure 6.37. Experimental (left) and numerical (right) slip hysteresis at extreme rebars of the base 

section of Test 9 (1 in = 0.0254 m) 

The evolution of the slip at the extreme rebars presented in the previous plots shows that 
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governed by the contribution of the concrete fibres. Thus, these results indicate that the 
use of an influence length that approaches two times the foundation height seems 
appropriate. On the other hand, the slip under tensile force exhibit larger differences, 
which suggest that the resisting bond stresses adopted in the constitutive model could be 
overestimated with respect to the experimental conditions. To demonstrate this 
hypothesis, the set of plots presented in Figure 6.38 shows the evolution of slip at 
extreme rebars considering Li = 0.92 m, but with a maximum bond stress that is 80 % the 
one used in the previous results (𝜏!"# = 2 𝑓𝑐 instead of 𝜏!"# = 2.5 𝑓𝑐 ). 

  

  
Figure 6.38. Experimental (left) and numerical (right) slip hysteresis at extreme rebars of the base 

section of Test 9, with different bond stresses (1 in = 0.0254 m) 
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The latter presenting the evolution of the SP rotations for increased ductility levels. 
Moreover, it is evident that the slip values under tensile forces increase significantly more 
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Li = 0.92 m is appropriate; at the same time it is apparent that the standard values for the 
bond parameters are overestimated, as already noted in the previous section. Naturally, 
one could further adjust the bond stress-slip parameters, introducing modifications at 
both slip and bond stress limits, in order to improve the numerical fit to the experimental 
results. Nonetheless, the main purpose of this study is to assess the potential of the new 
bond-slip model to adequately represent strain penetration effects under different 
anchorage and loading conditions, and not necessarily to match the experimental 
observations.  

 
Figure 6.39. Comparison between experimental and numerical SP rotations of Test 9 for different 

ductility levels 

Finally, the evolution of the column’s base curvatures for increasing ductility levels is 
shown in Figure 6.40. Given that the loading protocol is based on a set of imposed 
displacements, this is an alternative way to assess the importance of SP effects on the 
specimen. A first important observation is related to the significant reduction in the 
curvature demand with the new bond-slip model in comparison with all the simpler 
modelling methods considered in the sensitivity study carried out in Section 3.4.3. This 
reduction occurs because the base rotations due to SP effects computed with the 
proposed bond-slip model are always larger than with the others methods. Hence, the 
curvature demand at the column’s base required to produce the same top displacement is 
necessarily lower. In addition to the previous observation, one can verify that the 
curvatures computed with the new model only approach the experimental ones at the 
highest ductility demand (µ = 6) – before that, the curvatures are always underestimated, 
as opposed to what is verified with the other simplified models. Such underestimation is 
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probably related to the column adopted discretization scheme, which was defined on the 
basis of the experimental response at µ = 6. Therefore, and despite the curvatures at this 
stage approache very closely the experimental ones (as opposed to what is observed with 
the alternative SP methods) it should be noted that for lower ductility levels, the 
curvatures are considerably underestimated. This issue can only be avoided with the 
implementation of suitable strain regularization techniques, capable to adjust the 
integration weights of the different IPs according to the expected length of plastic hinge 
region at different ductility levels. Unfortunately, such methods are still at a research stage 
and are unavailable in most common structural analysis software packages.  

 

Figure 6.40. Comparison between experimental and numerical curvatures at the base section of   
Test 9 for different ductility levels 

Similar analyses are now performed for Test 19. In this case, the experimental program is 
similar to the one of Test 9 but differs on the diameter of the cross-section, number of 
rebars, concrete strength and axial load ratio (approximately twice the value considered 
before). Moreover, despite following an identical loading protocol, the displacement 
amplitudes are now larger for the same level of ductility demand. 

Similarly to the previous case, the comparison in terms of base shear-top displacement 
(Figure 6.41 and Figure 6.42) shows numerical results that approximate relatively well the 
experimental ones, revealing, nonetheless, slightly lower base shear values. This points to 
a clear underestimation of the bending moment capacity, which may be related with 
possible deviations in the definition of the geometric properties of the cross-section or in 
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the material properties. As for Test 9, the effects of different SP modelling options are 
also visible in this case. 

 

Figure 6.41. Experimental base shear – top displacement relation for Test 19 [Goodnight e t  a l . ,  
2015b] 

 

Figure 6.42. Numerical base shear – top displacement relation for Test 19 
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Figure 48.  Comparison of Measured String Potentiometer Displacements and Optotrak Integrated Displacements 
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Figure 49. Extent of Plasticity vs. Base Curvature Ductility 
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Regarding the SP rotations measured at the base of the column, which are presented in 
Figure 6.43, the numerical results for this case approach more closely the experimental 
ones. Similarly to Test 9, the rotations determined with Li = 0.92 m are once more closer 
to the experimental values but, they are now slightly overestimated.  

 
Figure 6.43. Comparison between experimental and numerical SP rotations of Test 19 for different 

ductility levels 

The SP rotations determined with a linear spring, as previously, are largely 
underestimated for increased ductility levels. Given the linearity of the rotational spring, 
once the column reaches its yielding capacity, the SP rotations remain essentially 
unchanged given that the bending moment only increase marginally for larger ductility 
levels. 

Looking in more detail to the source of the SP rotations, the variations in slip measures at 
the extreme rebars of the cross-section are presented in Figure 6.44. Once more, the slip 
at the extreme rebars is approached with remarkable accuracy, especially considering the 
large number of cycles and magnitude of the imposed load. 
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Figure 6.44. Experimental (left) and numerical (right) slip hysteresis at extreme rebars of the base 

section of Test 19 due to strain penetration (1 in = 0.0254 m) 

In what concerns the evolution of curvatures at the base of the column, as illustrated in 
Figure 6.45, the results reveal, as in the previous case, a significant reduction of the values 
determined with the proposed model with respect to the more simplified ones. The 
curvature demand reduced up to about 50% with respect to the case where no SP effects 
are accounted for in the numerical model.  Nonetheless, the plot shows a clear 
underestimation with respect to the experimental ones. These large deviations between 
the experimental values and the proposed model can be explained by the fact that the 
displacements obtained through integration of the Optotrak readings (device used to 
measure the reinforcement strains) in the pull direction of loading are uniformly 
overpredicted, as referred in Goodnight et al. [2015a]. This observation indicates that one 
of the two main contributions to the overall lateral displacement (strain penetration 
rotation and flexural deformation at the plastic hinge region) has been overestimated. 
Although the source of such discrepancy has not been identified, the numerical results 
provide a clear indication that it resides in the column curvature values.  
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Figure 46.  Base Section Slip Hysteresis for North Extreme Fiber Bar N3 
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Figure 47.  Base Section Slip Hysteresis for South Extreme Fiber Bar S3 
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Figure 46.  Base Section Slip Hysteresis for North Extreme Fiber Bar N3 
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Figure 47.  Base Section Slip Hysteresis for South Extreme Fiber Bar S3 

-6 -4 -2 0 2 4 6
-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25  

Displacement (in)

 

S
li

p
 (

in
)

2000

4000

6000

8000

10000

12000

14000

16000

-6 -4 -2 0 2 4 6
-0.05

0

0.05

0.1

0.15

0.2  

Displacement (in)

 

S
li

p
 (

in
)

2000

4000

6000

8000

10000

12000

14000

16000

−0.15 −0.10 −0.05 0 0.05 0.10 0.15
−0.002

−0.001

0

0.001

0.002

0.004

0.005

Top displacement (m)

Sl
ip

 (m
)



Romain Sousa 

 

222 

 

Figure 6.45. Comparison between experimental and numerical curvatures at the base section of   
Test 19 for different ductility levels 

6.2.3 Validation at global level through nonlinear dynamic analysis 

The validation tests presented in the previous sections comprised a series of analysis of 
increasing complexity. In this case, the performance of the proposed bond-slip element is 
assessed by means of shake table tests on a RC frame subjected to a set of five 
consecutive ground motion records. This particular case presents some challenging 
conditions with respect to the previous ones, namely in what respects the comparatively 
more complex nature of the input load and the number of bond-slip elements considered 
in the structure, as described hereafter along with other modelling options adopted. 

The structure considered was experimentally tested at LNEC-3D shake table, under the 
scope of the blind prediction contest ‘Prémio Ricardo Teixeira Duarte - PRTD’ launched 
at the occasion of the Portuguese Conference on Structural Engineering - JPEE2014. The 
design geometry and detailing drawings can be downloaded from the conference website: 
http://jpee2014.lnec.pt/concurs_2.html. 

The RC frame is composed of 2 storeys and 2 bays and was designed to exhibit low 
ductility, representing older structures built without seismic regulation. The general 
dimensions of the specimen, corresponding to a geometric scaling factor of 1:1.5, are 
shown in Figure 6.46. 
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Figure 6.46. General dimensions of the PRTD RC frame 

In addition to the self-weight of the frame, lumped masses of about 1.2 tonnes per span 
were placed on the structure, as illustrated in the previous figure. In order to simulate the 
compressive load in the columns corresponding to two additional floors in the building 
not existing in the reduced scaled model, an unbounded post-tensioning centered force of 
approximately 20 kN and 30 kN was applied to the lateral columns and to the central 
column, respectively. 

An additional auxiliary guidance structure was used to constrain the RC frame at the top 
beams, in order to prevent the frame to have out-of-plane displacements (image on the 
right of Figure 6.47). Despite not being considered in the numerical model described 
subsequently, this additional structure and the shake table itself introduces modifications 
to the mass and stiffness of the complete system, changing its dynamic properties and 
making it more difficult to the numerically simulate the experimental test. 

D2#
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Figure 6.47. General view of the PRTD RC frame on the shake table without (left) and with (right) 
the auxiliary guidance structure (courtesy of LNEC) 

The material properties were determined based on tests conducted on samples of the 
concrete and reinforcement used in the frame. The values adopted in the numerical 
model were determined based on the average of the individual tests and are summarised 
in Table 6.6. 

Table 6.6. Material properties adopted to model the RC frame 

 
f'y 

(MPa) 
fu 

(MPa) 
Es 

(GPa) 
Es,p 

(GPa) 
f'c 

(MPa) 
f'c,t 

(MPa) 
Cclear 
(m) 

Ø 6 600 648 214 1.7 
14 2.3 0.02 

Ø 8 550 657 191 0.92 

 

It should be noted that the compressive strength value adopted for the concrete is slightly 
larger than the one corresponding to the average of the compressive tests on concrete 
cubes. Considering that the tests on the concrete samples were performed about two 
years before the shake table test, the corresponding average value (12.3 MPa) was 
increased by 15 % in order to account for the concrete aging effect. Finally, a summary of 
the different cross-sectional properties is presented in Table 6.7. 
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Table 6.7. Cross-sectional properties of the different members of the PRTD RC frame 

 Dimensions (m) Long. Rebars (ρl) Transv. Rebars (ρv) 

Lateral columns 0.2 x 0.2 6Ø8 (0.75 %) Ø6//0.15m (0.34 %) 

Central column 0.27 x 0.2 8Ø8 (0.74 %) Ø6//0.15m (0.30 %) 

Beams 0.33 x 0.2 8Ø8 (0.61 %) Ø6//0.15m (0.28 %) 
ρl - Longitudinal reinforcement ratio 
ρv - Volumetric ratio of transverse reinforcement 

 

Regarding the seismic demand, five successive records of increasing intensity were 
imposed along the strong direction of the frame, corresponding to PGAs of 0.10, 0.20, 
0.32, 0.52 and 0.72 g. The response spectra for the different intensity levels are presented 
in Figure 6.48 (left). The corresponding accelerograms were artificially generated to match 
the response spectrum for the different intensity levels. This is clearly identified by the 
unrealistic large number of cycles with large amplitude illustrated in the reference 
accelerogram of Figure 6.48 (right). 

  

Figure 6.48. Target and actual response spectra for different intensity levels (left) and reference 
acceleration record for PGA=1g (right) 

The results presented hereafter comprise the comparison of the experimental results with 
the response obtained through numerical simulations considering (i) the model adopted 
during the blind prediction challenge, which simulates SP effects by using elongated 
columns, (ii) a model featuring the actual geometry and without any consideration for 
strain penetration effects and (iii) a model featuring the actual geometry but with the 
strain penetration effects simulated with the proposed bond-slip model. Apart from the 
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definition of the strain penetration effects, all the other modelling parameters were kept 
constant with respect to the model developed during the blind prediction challenge. 

Regarding the model adopted for the blind prediction challenge, the axial behaviour for 
the reinforcement is simulated through the well-known stress-strain relation proposed by 
Menegotto and Pinto [1973]. On the other hand, the concrete follows the uniaxial 
nonlinear model proposed by Mander et al. [1988], with the cyclic rules proposed by 
Martinez-Rueda and Elnashai [1997]. The confinement effect provided by the transverse 
reinforcement is incorporated using the rules proposed by Mander et al. [1988], whereby a 
limited constant confining parameter of 1.06 is adopted for the core region of the cross-
section. 

The nonlinear response of both RC columns and beams is simulated through force-based 
elements featuring 4 IPs per member. In the absence of a more appropriate regularization 
technique, the number of IPs was defined so that the weight of the first IP approaches 
0.15 m which corresponds to the expected plastic hinge length determined according with 
Equation (3.1). This option is in line with the preliminary conclusions drawn at the end of 
chapter 3.  

The dynamic analyses were carried out using the well-known Hilber-Hughes-Taylor time 
integration algorithm [Hilber et al., 1977], considering the original time-step of the records 
provided by the organization, i.e., 0.005 s. In addition, a small amount of equivalent 
viscous damping was assigned through the definition of 1.5 % mass proportional 
damping. This option was taken according to the discussion and results presented in 
Section 2.1 and Section 3.4.1.  

Taking into account that at the latter records the structure is expected to undergo large 
ductility demand, it is essential that the numerical analyses account for geometric 
nonlinearities, in particular P-∆ effects. In order to accurately consider the second-order 
effects, as well as the elongation of the RC members during nonlinear response, the 
simulation of the post-tension system cannot be accomplished through a series of 
constant axial loads applied at the top of the columns. Therefore, the consideration of the 
unbounded post-tension of the columns, together with the incorporation of the 
nonlinearities in the response, requires the definition of a creative and unconventional 
modelling solution, as described in the following. 

The post-tensioning was thus simulated through the consideration of two additional truss 
elements that run along the height of the different columns. These elements feature an 
elastic behaviour, defined according with the cross-section of the strands and the 
modulus of elasticity of the steel. The connections of the truss elements with the RC 
frame feature different constraints depending on their location. In detail, the connection 
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of the truss elements at the top nodes of the frame is restrained for all the translational 
DOF, while at the intermediate and bottom levels, i.e., at the beam-column joints of the 
first storey and at the foundations, the nodes of the trusses are constrained to move with 
the columns’ ones only in the horizontal direction. In order to impose the post-tension 
load, equivalent forces are assigned at the end nodes of the trusses at the foundation 
level. In this way, each column presents the desired level of axial force, keeping the load 
path always aligned with the columns’ axes, regardless of their deformation during the 
dynamic analyses.  

A general view of the numerical model is presented in Figure 6.49. It is possible to 
visualize the different truss elements aligned at both sides of each column together with 
the axial forces (blue arrows) applied at the bottom ends. In addition it is also possible to 
identify the dynamic loads by the green arrows and the mid-span masses with the green 
cubes. Simply for symmetry purposes, two trusses were defined per column. Naturally, 
the force applied to each one represents half the actual pre-stressing force applied to the 
corresponding column. 

 

Figure 6.49. General view of the numerical model developed for the PRTD RC frame  
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As previously mentioned, in addition to a model were no SP effects were considered, two 
additional models with alternative SP modelling solutions are presented in this section. 
The first, corresponding to the model submitted for the blind prediction competition, 
considers a simplified approach previously described in Section 2.3 where the length of 
the columns of the first storey is increased by the expected strain penetration length 
determined with Equation (2.10). In this case, each column of the first storey was 
elongated of 0.1 m. 

Finally, an additional model is defined considering the new bond-slip model presented in 
this thesis. In this case, zero-length bond-slip elements are assigned at the base of the 
columns as well as at all the beams and columns’ ends of the beam-column joints of the 
first storey. At the upper joints of the frame, no additional elements were defined 
considering the expected lower seismic demand and reduced contribution of the SP 
deformations to the overall frame behaviour. 

Considering that at the time the numerical simulations with the proposed bond-slip 
model were performed the experimental results were already available, the parameters 
associated with the bond stress-slip constitutive model were defined recognizing the 
significant damage observed both at the columns/foundations and beams/columns joints 
at the first storey, as illustrated in Figure 6.50. It should be recalled that the proposed 
element was not yet implemented at the time of the blind prediction challenge. 

Naturally, the development of large cracks and, in some cases, concrete spalling induces a 
drastic reduction in the bond strength of the anchorage regions. Therefore, the bond 
stress-slip parameters adopted follow the values recommended by Model Code 2010 [fib, 
2011] for an expected splitting failure, as presented in Table 5.3. Considering the limited 
or, in some cases, absence of transverse reinforcement in the spalled regions (see figure 
below), the parameters adopted correspond to an unconfined condition. Moreover, in 
order to reflect the severe damage observed, the parameters selected combine the lower 
bound parameters attributed to both “good” and “other” bond conditions. A residual 
friction bond stress is assumed (τf = 0.2 τmax) for numerical stability purposes. 
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Figure 6.50. From top to bottom: details of the damages exhibited at the beam-column joints and at 
the base of the columns (courtesy of LNEC) 
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In addition, it should be recognized that the expressions prescribed to determine the 
maximum bond strength could be overestimated considering that the expressions 
proposed in Model Code 2010 are statistically valid for concrete strength higher than 
15 MPa. In this case, the mean value considered is 14 MPa and hence, it is possible that 
the maximum strength values determined with the proposed expressions may be 
overestimated. In light of the previous considerations, and in order to account for the 
generalized cracking of cover concrete, the presence of concrete cracks with 
wcr = 0.5 mm were assumed at different locations, resulting in a reduction of the bond 
stresses to about half the initial, uncracked, value. Finally, and following the comments 
made in previous sections of this chapter, in beam-column joints, the influence length 
(Li) is assumed to be equal to the width of the joint. On the other hand, in foundation 
regions, an Li that approaches twice the value of the foundation height seems to be a 
more appropriate value. 

A summary of the values adopted for the bond-slip parameters is presented in Table 6.8.  

Table 6.8. Bond-slip parameters adopted for the PRTD RC frame  

Bond-slip parameters 

wcr (m) 0.0005 

α 0.4 

S1 (m) 0.0003 

S2 (m) 0.0003 

S3 (m) 0.0004 

τmax (MPa) 1.15√fc 

τf (MPa) 0.2 τmax 

Le,column (m) 0.5  * 

Li,column/foundation (m) 1.2 

Li,column/beam (m) 0.33 

Le,beams (m) 0.5  * 

Li,beams (m) 0.27 
* Approximate value based on available detailing information  
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A first and simple approach to assess the validity of the numerical model consists in 
comparing the initial dynamic properties of the structure. Table 6.9 presents the periods 
of vibration measured in the real structure together with the ones obtained for the 
different numerical models. 

Table 6.9. Comparison between experimental and numerical periods of vibration of the RC frame 

Mode 

Period of vibration – T (s) 

Experimental 
Numerical 

No SP Submitted Bond-slip model 

1 0.263 0.17 0.18 0.19 

2 0.244 - - - 

3 0.128 - - - 

4 0.083 0.06 0.06 0.06 
 

It should be noted that experimental modes 2 and 3 refer to modal shapes with 
significant contributions of the auxiliary structure and the shake table system itself. On 
the other hand, mode 1 and 4 reflect essentially the dynamic properties of the RC frame 
(1st and 2nd frame modes), being, in this way, appropriate to assess the validity of the 
dynamic properties of the numerical model. 

Based on the table values, it is clear that the numerical model is slightly stiffer than the 
experimental one. Considering the simplicity of the model, part of this difference may 
results from the presence of concrete cracks in the frame before the dynamic test. These 
could result from concrete shrinkage (generalised smeared cracks apparent in Figure 6.47) 
or due to lifting, transportation and positioning of the frame on the shake table. 

Considering the divergences observe in the modal properties, it is not surprising that 
under low seismic demand, where the structure responds essentially in the elastic domain, 
the computed displacements are significantly underestimated with respect to the 
experimental ones, as illustrated in the top plots of Figure 6.51. It is also interesting to 
note that at the first intensity level (PGA = 0.1 g), all numerical models converge to 
approximately the same maximum displacements. In fact, at that stage, the structural 
response is controlled by its dynamic elastic properties wich, as shown in Table 6.9, are 
very similar regardless of how strain penetration effects are modelled. 
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Figure 6.51. Comparison of maximum lateral displacements obtained experimentally with the ones 
computed with alternative numerical models, for different intensity levels 

For increased seismic demand, the maximum displacements computed with the model 
featuring the new bond-slip model start to diverge from the other numerical models, and 
approach the maximum displacements measured in the experimental model. The 
evolution of both numerical and experimental displacements measured during the 
strongest record is depicted in Figure 6.52 and Figure 6.53.  
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Figure 6.52. Time-history of lateral displacements at point D1 (1st floor) during the record 
corresponding to a PGA = 0.72g, considering the numerical model submitted (top) and a 
model featuring the new bond-slip element (bottom) 
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Figure 6.53. Time-history of lateral displacements at point D2 (2nd floor) during the record 
corresponding to a PGA = 0.72g, considering the numerical model submitted (top) and a 
model featuring the new bond-slip element (bottom) 

Despite the divergences observed, it is clear that the numerical model featuring the new 
bond-slip model approaches the experimental values in a more satisfactory manner. The 
good performance of the proposed bond-slip model is emphasized by considering the 
characteristics of the damage observed in the RC frame during the experimental test. As 
shown in Figure 6.50, significant and generalized damage was observed at the 1st floor 
beam-column joints as well as at the interface between the columns and the foundation. 
The extension of the damage can be appraised by the elongation of the fundamental 
period of vibration measured before and after the experimental tests, which increased 
from 0.263 s to 0.5s, respectively. This evolution indicates that the stiffness of the 
experimental model was reduced to about one fourth of the initial one. 

A strong reduction in stiffness is also observed in the numerical model. Figure 6.54, for 
instance, shoes the hysteretic response of the bond-slip model at the base of the column 
where the displacements were monitored. 
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Figure 6.54. Hysteretic behaviour of the bond-slip element at the base of the lateral column below 
the controlling points, during the five intensity levels 

Considering that the bond-slip rotations computed at the base of the other 1st storey 
columns are of the same order of magnitude of the ones shown above, the previous 
figure reveals that strain penetration effects have a relevant contribution to the overall 
lateral deformation of the frame. As the seismic demand increases, the bond-slip stiffness 
is considerably reduced and the bond-slip rotations are significantly increased. At the 
same time a pronounced pinching effect (reflected in a classical flag shaped response) is 
observed, indicating an insufficient anchorage strength of the reinforcement.  

The previous comments are in line with the damage observed in the real structure, which 
is essentially reflected by major cracks developed at the connections between the different 
RC members (column-foundation and beam-column joints). The absence of plastic hinge 
regions, where the flexural cracks spread along the elements, indicates that the anchorage 
strength is not adequate and therefore the slip of the reinforcement results in important 
member-end rotations. 
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6.3 SUMMARY 

After being implemented in the well-known SeismoStruct software package, a detailed 
parametric study together with an extensive validation procedure was conducted and 
presented in this chapter. 

Making use of the generic properties of a RC bridge column, a sensitivity analysis was 
carried out considering variations in several parameters used to describe the bond stress-
slip constitutive model. This study showed that the proposed model is capable of 
reflecting important variations in the anchorage strength both at the rebar and sectional 
level. Among the properties evaluated, it was verified that the consideration of cyclic 
degradation effects and rebar yielding, together with variations in the embedment and 
influence lengths or on the surface characteristics of the rebars, may introduce important 
modifications in the computed response of the bond-slip element. 

In order to assess the validity of the numerical predictions, the model was subjected to 
numerous validations against experimental tests. Considering progressively more complex 
structures and loading conditions, the model evidenced a very satisfactory behaviour 
from modelling a simple anchorage rebar subjected to axial load up to a RC frame 
subjected to dynamic excitation.  

Regarding the computational efficiency, the performance of the element is directly 
dependent on the number of rebars per section and the embedment length of each rebar. 
Despite the additional computational effort required, as it may double the analysis time 
depending on the structural properties, its employment in practical applications is very 
convenient, contributing to significantly improved structural response predictions. 

 



 

 

 

7. CONCLUSIONS AND FUTURE DEVELOPMENTS 

7.1 CONCLUSIONS 

The main focus of this thesis was centered on the evaluation of current numerical 
approaches to describe the seismic behaviour of reinforced concrete structures and on 
the development of innovative models and procedures where needed. In this context, the 
present work can be divided in two main parts. In the first one, covered in Chapters 2 
and 3, a study was undertaken to identify and review some of the modelling challenges 
faced by engineers and researchers when using fibre-based distributed plasticity beam 
models to simulate the nonlinear dynamic behaviour of RC framed structures. Based on 
the conclusions drawn at the end of Chapter 3, the following chapter revises in detail the 
effects of strain penetration in RC members, while Chapters 5 and 6 develop and validate 
an innovative bond-slip model applicable to distributed plasticity frame models. The main 
conclusions arrived at through this endeavour are presented in two groups, in accordance 
with the abovementioned subdivision. 

In the first part, three RC structures tested in past shake table blind prediction challenges 
were numerically simulated considering alternative modelling options. The goodness-of-
fit evaluation of different engineering demand parameters was appraised based on the 
comparison between lateral displacements and accelerations obtained numerically and the 
ones measured experimentally. The main conclusions from the sensitivity study carried 
out are summarised in the following points: 

• Based on the detailed analysis of the different error measures it became apparent that 
amongst the limited sample of concrete models analysed, those proposed by Mander 
et al. [1988] and Kappos and Konstantinidis [1999] provided improved numerical 
results. Moreover, it was shown that neglecting the tensile strength of the concrete 
does not impact on the estimates of structural response along nonlinear excursions. 
However, for response assessment during essentially elastic behaviour, the 
consideration of the tensile strength is advised, despite potential convergence 
difficulties. Regarding the steel models, the present study indicates that the well-
known Menegotto and Pinto [1973] steel model combines both accuracy and 
numerical stability. 
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• Regarding the time-domain integration algorithms, the results obtained in the current 
parametric study confirm that the Hilber-Hughes-Taylor (HHT) algorithm is 
generally more accurate and numerically stable than the more conventional 
Newmark’s family of methods. The differences tended to manifest in the computed 
accelerations (and consequently the members forces), which increased with the time-
step size. The computed displacements, on the other hand, were approximately 
similar for both integration schemes. As a general conclusion, the consideration of a 
larger time-step (in order to reduce the computation time) should be carefully 
validated, even when employing the HHT integration algorithm. 

• In nonlinear dynamic analysis featuring distributed plasticity elements, most of the 
energy dissipation mechanisms are already explicitly modelled through hysteresis and, 
therefore, the amount of equivalent viscous damping (EVD) to be considered should 
be limited. Based on the analyses undertaken, enhanced performance was obtained 
for values of critical damping ranging between 0.5 % and 2 %. Numerical analyses 
with larger levels of EVD tend to underestimate the structural response, whilst the 
opposite effect takes place when an undamped response is assumed. Considering that 
both mass-proportional damping and tangent-stiffness proportional damping exhibit 
specific modelling limitations, it is not really possible to advocate one with respect to 
the other. Nonetheless, for small percentages of critical damping (as advocated in this 
study) the impact of these limitations is reduced. Initial stiffness-proportional 
damping, as expected, provided the worse results and is thus not advised. 

• Regarding the consideration of distinct discretization schemes, it was verified that the 
differences observed at global level (i.e., with respect to nodal displacements and 
accelerations) were relatively small for the structures considered. On the other hand, 
the curvatures, and therefore the material strains, are very sensitive to the adopted 
discretization. With force-based elements, the definition of a number of integration 
points per element such that the weighted length associated with the extremity IP 
matches the expected plastic hinge length seems to produce somewhat more accurate 
results. This observation can be attributed to the presence of tension-shift effects – 
which ‘linearize’ the plastic curvature profile along the length of plastification as 
confirmed by recent experimental findings – and which can only be indirectly 
accounted for in the framework of Euler-Bernoulli beam theory. The need to 
develop, calibrate and apply appropriate ‘regularization’ techniques for fully 
hardening post-yield moment-curvature relations is therefore confirmed in the 
present study. 

• Despite the obvious limitations in the use of frame elements to simulate the response 
of RC walls, it is believed that the application of wide-column models can be a 
reliable and efficient option to simulate the seismic response of such structures. 
However, this statement seems valid provided that the structural complexity of the 
model, and hence the potential to present numerical convergence difficulties, does 
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not prevent the consideration of the most appropriate numerical modelling options. 
The analyst should bear in mind that in such cases, the employment of more detailed 
FE approaches is recommended. 

• For what concerns the consideration of strain penetration effects, two simple 
modelling approaches were shown to reduce estimated response errors. In particular, 
the elongation of the member’s length by an estimation of the strain penetration 
length tends to produce better results than the use of a rotational spring. 
Nonetheless, it should be acknowledged that both approaches present important 
limitations, namely in simulating the dynamic properties of the initially undamaged 
structure, which can be particularly relevant in models with a rotational spring 
approach. On the other hand, the use of an elongated element yields a slight 
underestimation of the member’s shear forces. 

Different studies have pointed to the non-negligible contribution of strain penetration 
effects (up to about 40 %) to the overall deformation of RC structures. At the same time, 
as detailed in Section 3.4.3 and briefly noted in the previous bullet point, the difficulty in 
modelling these effects with distributed plasticity beam elements is apparent. An 
improved fibre-based bond-slip model was therefore proposed in the second part of this 
work to address this issue. Its main properties and features are herein briefly described: 

• Devised to work as a zero-length element, the model makes use of an advanced bond 
stress-slip constitutive relation, capable of describing the physical phenomena 
associated with strain penetration effects for a wide variety of anchorage conditions 
such as concrete strength, embedment length, rebar surface characteristics, rebar 
yielding or cyclic degradation, among others. This represents an appreciable 
advantage with respect to conventional empirical models, as the analyst can make use 
of state-of-the-art constitutive models that accurately reproduce different anchorage 
conditions. 

• The anchorage region replicates the cross-section of the adjacent RC member and 
preserves the plane section’s hypothesis. Each of the cross-section’s rebars is 
represented through a number of integration points (IPs) distributed along its 
anchorage length. Using the Forward Euler method, the response at each IP is 
determined enforcing both equilibrium and compatibility requirements. Despite 
requiring small (spatial) step sizes, which leads to a large number of integration 
points, this option presents some advantages with respect to more conventional 
approaches, as the response along the embedment region of the rebar can be 
accurately determined, regardless of the boundary conditions and without the need to 
define an approximated interpolation function representative of the actual 
distribution of a given parameter (bond stress, rebar strains or slip). 
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• The bond-slip response at each rebar is iterated following the bisection method. The 
member-end forces (axial force and bending moments in the two orthogonal 
directions) are then determined through the integral of the contribution of the cross-
sectional fibres (concrete and reinforcement). The element tangent stiffness matrix is 
derived directly from the bond stress-slip constitutive relation and is used solely to 
build up the global stiffness matrix required in iterative procedures at the element and 
structural levels. 

• Implemented in the well-known SeismoStruct software package, the proposed model 
proved capable of simulating the strain penetration effects, both at the rebar and 
sectional levels. Among the assessed properties it was verified that the consideration 
of cyclic degradation effects and rebar yielding, together with the surface properties 
of the rebar, embedment length and influence length, led to significant variations in 
the response of the bond-slip element. 

• The accuracy of the bond-slip model was confirmed through numerous comparisons 
against experimental tests of different structural complexities – starting from a simple 
anchored rebar subjected to axial load, up to a shake table test of a RC frame.  

• In terms of efficiency, the performance of the element is directly dependent on the 
number of rebars per section and the number of integration points defined for each 
rebar. Despite the additional computational effort required (it might double the 
analysis time depending on the structural properties), its employment in practical 
applications is still very encouraging, contributing to improve significantly the 
structural response predictions, both at local (curvature and strains) and global levels 
(displacements and forces).  

• Finally, it should be noted that the formulation developed is general in the sense that 
it can be used to model alternative bond conditions, namely the use of adhesives (e.g., 
resins) or spliced rebars. In such cases, it is simply required for the analyst to define a 
more appropriate constitutive relation. 

7.2 FUTURE DEVELOPMENTS 

It is felt that this work represents a valuable contribution to the understanding and an 
improvement to the seismic modelling of reinforced concrete structures, particularly 
regarding strain penetration effects. The following comments on other simulation issues 
that appear to require further enhancements seem to be pertinent:  

• As nonlinear analyses are becoming ever more refined, more sources of energy 
dissipation are explicitly modelled. However, as demonstrated in this thesis, 
optimized simulations still require some level of EVD to be considered. In view of 
the limitations arising from the use of the different EVD models, it seems important 
to introduce enhanced solutions to reduce (or ideally eliminate) the negative effects 
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observed in current models. Some recent efforts have been recently carried out on 
that direction [Chopra and McKenna, 2015]. 

• Despite the noteworthy benefits observed with the incorporation of bond-slip 
member-end rotations, the simulation of local-level quantities such as strains and 
curvatures may diverge significantly from the experimentally measured ones. 
Therefore, it is critical to continue these developments and implementation efforts, 
namely with the incorporation of improved regularization techniques in distributed 
plasticity elements to account for: (i) tension-shift effects and variation in the length 
of plastification with the level of ductility demand; (ii) localization of the response in 
the post-peak branch. 

With respect to the performance of the proposed bond-slip element, the results presented 
in Chapter 6 reveal a noteworthy accuracy and stability of the analysis with varying 
structural properties and loading conditions. Nonetheless, there is certainly some room 
for improvement regarding the efficiency of the model: 

• It appears important to study the introduction of a convergence criteria that could 
combine both force and displacement related parameters. This option would allow 
the determination of the equilibrium point along the embedment length of the rebar 
without the need to go through all the integration points at every iteration, which 
would render a significantly more efficient algorithm. 

• Along the same lines, and despite the difficulties encountered in adopting an implicit 
integration method, it is believed that a significantly more efficient and equally stable 
algorithm can be implemented to replace the bisection method used to iterate the 
axial force at the loaded-end of the rebars. 

• Finally, taking into account that the formulation supporting the proposed bond-slip 
model can be adapted to any general adhesion/friction model, it appears interesting 
to explore the use of alternative constitutive relations in order to simulate additional 
physical phenomena (e.g., slippage effects along lap splices). 
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