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 انًهخص

 انًزذذس ػهى ٌؼزًذ يُفصهخ ػزثٍخ كهًبد ػهى رؼزف َظبو

 ػبيز يذًذ انكزد

 

 طزق ػذح كهًبد ػزثٍخ يُفصهخ  ٌؼزًذ ػهى انًزذذس ثبسزخذاو ديجػهى  زؼزفجذٌذ نهلًُب ثزصًٍى َظبو  ْذِ انزسبنخفً 

دٍش أٌ انُظبو ٌمٕو ثذيج يخزجبد انطزق ثبسزخذاو لبػذح انزصٌٕذ  .سًبد ٔػذح طزق نهزصٍُفبدان سزخلاصلا

 .جٍجبٍْزرش -Core i3 2.26لاثزٕة يؼبنجّ ٔػهى جٓبس انُظبو رى رصًًٍّ ثبسزخذاو ٔاجٓخ رسٕيٍخ فً يبرلاة  نلأغهجٍخ.

ثزٕة  كم أشخبص ثبسزخذاو يٍكزفٌٕ انلا 5كهًخ فً ٔسظ ْبدئ يٍ لجم  04لبػذح انجٍبَبد ػجبرح ػٍ رسجٍم ل 

 .يزاد. خًسخ يُٓب سزسزخذو فً انزذرٌت ٔانجبلً فً انزصٍُف 8يزذذس ٌمزأ انكهًخ 

خ اسزخذيُب  نجخ الأنٍخ بانًؼفً يزدهخ   ألا   ثبسزخذاو انطبلخ ٔيؼذل ٔاسانخ انصًذ رمٍُخ رذذٌذ ثذاٌخ َٔٓبٌخ انكهً

 انًزمطغ انًٌٕجبد رمٍُخ رذٌٕم انضجٍج اسزخذيُبنزُمٍخ انكهًبد يٍ ٔ( . Zero Crossing Rate) انًزٔرانصفزي

(Discrete Wavelet Transform .) سزخذو فمظ لٕاػذ ٌزؼزف ػهى انًزذذس ٔ ثجؼم انُظبو ٌ نشٌبدح سزػخ انُظبو لًُب

  .انجٍبَبد انخبصخ ثّ

 Mel-Frequency)انززدد طٍف َغًخ يؼبيلاد رمٍُخانًسبفخ الاٌكهٕدٌخ  يغ  طزٌمخ  طزق يخزهفخ ًْٔ: 5لًُب ثًمبرَخ 

Cepstral Coefficients    )(ًطزٌمخ اَذزاف انٕلذ انذٌُبيٍكDynamic Time Warping يغ صفبد )

انززدد    طٍف َغًخ يؼبيلاد رمٍُخ( يغ Gaussian Mixture(   طزٌمخ يطبثمخ انمٕانت )Formants)  انصٕد

يغ   Itakuraانًسبفخ ثبسزخذاو رمٍُخ  طزٌمخ انززدد   طٍف َغًخ يؼبيلاد رمٍُخطزٌمخ اَذزاف انٕلذ انذٌُبيٍكً يغ 

%  85%  55%  85.58ٔلذ ٔجذَب اٌ دلخ انُظبو ًْ (. Linear Predictive Coding)انززيٍش انزُجئً انخطً 

ثبنززرٍت. ٔنزذسٍُٓب لًُب ثبخزجبر دبلاد نذيج ْذِ انخًس طزق. ٔٔجذَب اٌ افضهٓب كبٌ ثذيج %  %88  04

MFCC|Euclidean + Formant|DTW + MFCC|DTW + LPC|Itakura  00.80دٍش اصجذذ انذلخ%  

 صبٍَخ.  2.9ب كبٌ كجٍزا دٕانً ْغٍز أٌ سيٍ رُفٍذ

ديج طزٌمزٍٍ كم يزح ٔفً دبنخ رؼبرضٓب َمٕو ثبضبفخ ثبلً انطزق نهُظبو فٕجذَب  ب ثبخزجبر ٔنزمهٍم ْذا انشيٍ لًُ

ٔػُذ ػذو رطبثمٓب   MFCC | Euclidean + LPC | Itakuraأفضهٓب  يٍ دٍش الأداء ٔسيٍ انزُفٍذ كبٌ ثذيج 

فٍذ نهزؼزف ػهى انكهًخ. دٍش أٌ يزٕسظ سيٍ انزُ   Formant | DTW + MFCC | DTWٌمٕو انُظبو ثبضبفخ 

 .%94.56صبٍَخ. ٔدلخ انُظبو رذسُذ نزصجخ  1.56رمهص انى انُصف دٕانً 

 .جٍذ ٔيُبفس يمبرَخ ثبثذبس سبثمخ انُظبو انًمززح ٌؼزجز أخٍزا 
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Abstract 

Arabic Isolated Word Speaker Dependent Recognition System 

AMER M. ELKOURD 

 

In this thesis we designed a new Arabic isolated word speaker dependent recognition 

system based on a combination of several features extraction and classifications 

techniques. Where, the system combines the methods outputs using a voting rule. The 

system is implemented with a graphic user interface under Matlab using G62 Core 

I3/2.26 Ghz processor laptop. The dataset used in this system include 40 Arabic words 

recorded in a calm environment with 5 different speakers using laptop microphone. Each 

speaker will read each word 8 times. 5 of them are used in training and the remaining are 

used in the test phase. 

 First in the preprocessing step we used an endpoint detection technique based on energy 

and zero crossing rates to identify the start and the end of each word and remove silences 

then we used a discrete wavelet transform to remove noise from signal. In order to 

accelerate the system and reduce the execution time we make the system first to 

recognize the speaker and load only the reference model of that user. 

We compared 5 different methods which are pairwise Euclidean distance with Mel-

Frequency cepstral coefficients (MFCC), Dynamic Time Warping (DTW) with Formants 

features, Gaussian Mixture Model (GMM) with  MFCC, MFCC+DTW and  Itakura 

distance with Linear Predictive Coding  features (LPC) and we got a recognition rate of 

85.23%, 57%  , 87%, 90%, 83%  respectively. In order to improve the accuracy of the 

system, we tested several combinations of these 5 methods. We find that the best 

combination is MFCC | Euclidean + Formant | DTW + MFCC | DTW + LPC | Itakura 

with an accuracy of 94.39% but with large computation time of 2.9 seconds. 

In order to reduce the computation time of this hybrid, we compare several 

subcombination of it and find that the best performance in trade off computation time is 

by first combining MFCC | Euclidean + LPC | Itakura and only when the two methods do 

not match the system will add Formant | DTW + MFCC | DTW methods to the 

combination, where the average computation time is reduced to the half to 1.56 seconds 

and the system accuracy is improved to 94.56%. 

Finally, the proposed system is good and competitive compared with other previous 

researches.   

 

Keywords: Arabic  Speech recognition,  Isolated Word,  MFCC ,  FORMANTS ,  LPC,  

GMM ,  DTW,  DWT, Euclidean,  Itakura,  Hybrid system.   
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Chapter 1  

Introduction 

 

1.1. Speech Recognition 

Automatic Speech Recognition system (ASR) is used to convert spoken words into text. 

It has very important applications such as command recognition, dictation, foreign 

language translation, security control (verify the identity of the person to allow access to 

services such as banking by telephone). ASR makes writing on computers applications 

much easier and faster than using keyboards and could help handicapped people to 

interact with society. Also, it could be used to remotely turn on/off the home lights and 

electrical appliances. 

ASR has two main types Discrete Word Recognition Systems and Continuous Speech 

Recognition Systems; and each type can be further subdivided into two categories as 

Speaker Dependent and Speaker Independent. Speaker dependent speech recognition 

systems operate only on the speech of a particular speaker for which the system is trained 

while the Speaker Independent Systems can be operated on the speech of any speaker. 

Automatic Speech Recognition systems have two phases: 

 A training phase during which the system learns the reference patterns 

representing the different speech sounds 

 A recognition phase during which an unknown speech signal is identified using 

the stored reference patterns. 

Figure 1.1 shows the block diagram of a speech recognition system. It consists of: 
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Reference Patterns  

Voice 

Recorder 

Word Boundary 

Detector 

Feature 

Extraction 

Recognizer 

(Classification) 

 

Text 

Output 

 

 

 

 

 

 

 

1.2. Word Boundary Detection 

Word boundary detection is used to automatically identify the words and remove the 

silence at the beginning and the end of the input signal. Accurate word boundary 

detection improves the accuracy of the speech recognition system and reduces the amount 

of processing.  The main techniques used in word boundary detction are: 

 Short time energy. 

 Short time zero crossing rate. 

 Short time pitch frequency. 

 The combination of energy and the zero crossing rate thresholds. 

1.3. Front-End Analysis (Feature Extraction) 

Feature extraction is the first step in an automatic speech recognition system. It aims to 

extract features from the speech waveform that are compact and efficient to represent the 

speech signal.  

Since speech is a non-stationary signal. The feature parameters should be estimated over 

short-term intervals from 10ms to 30ms, in which Speech is considered to be stationary. 

 The major types of front-end processing techniques are:  

 Linear Predictive Coding (LPC) 

  Mel-Frequency cepstral coefficients (MFCC) +first and/or second derivatives of 

MFCC (delta and delta-delta coefficients). 

 Perceptual Linear Prediction (PLP) 

 Energy  and zero crossing rate 

MFCC is the most used feature extraction technique. 

 

Figure 1.1  Speech recognition system block diagram 



3 
 

1.3.1. Mel-Frequency Cepstral Coefficients (MFCC) 

MFCC is based on a perceptually scaled frequency axis. The mel-scale provides higher 

frequency resolution on the lower frequencies and lower frequency resolutions on higher 

frequencies. This scaling is based on hearing system of human ear. MFCC algorithm is 

shown in Figure 1.2. 

 

 

 

 

Digital Speech 

Framing 

Windowing 

FFT 

Mel Filtering 

Log 

DCT 

MFCC 

Figure 1.2  Block diagram of MFCC algorithm 
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The first step of the MFCC algorithm is called "framing". At this step the time interval 

for the feature extraction is determined.  Generally a frame length of 10ms to 30ms is 

chosen for speech recognition. Overlapped framing is used for effective information 

extraction between two adjacent frames. That means, for example, a frame of 30ms is 

shifted 10ms to have a new frame, 20ms of previous frame is included in new one.  

In "windowing" step a window function is applied to the frame. "Hamming" window is 

the most frequently used windowing technique for speech processing. It is defined by the 

following formula: 

 ( )              
   

   
                                           (1.1) 

Where: N is the length in frame of the window and n is the frame index. 

The Fast Fourier Transformation (FFT) is then applied to the window to have the 

frequency content of speech signal in current frame. The frequencies are then filtered by 

Mel-scale filter that imitates the varying resolution of the human ear with frequency 

filters spaced linearly at low frequencies and logarithmically at high frequencies and 

which is defined as: 

   ( )           (  
 

   
)                                                       (1.2) 

Where: f is the frequency in Hz. 

The Discrete Cosine Transformation (DCT) is applied to the logarithm of the mel-scale 

filtered frequencies. The first N coefficients (usually 13) are selected as feature vector 

representing the selected frame [1]. 

 

1.4. Acoustic Pattern Recognition Block 

A pattern classification measure the similarity between an input speech and a reference 

pattern or a model obtained during training and accordingly determines a reference or a 

model, which best matches the input speech, as an output. It has four known approaches: 

1. Template matching, 

2. Statistical classification, 

3. Syntactic or structural matching, 

4. Neural networks 
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These methods are not necessarily independent from each other; it is possible to combine 

two or more of them to obtain a new and more performant classification method. 

 

1.4.1. Template Matching  

Template matching is the simplest and earliest approach to pattern classification. 

Matching is used to determine the similarity between two observations of the same type. 

In template matching, a template of pattern to be recognized is already available to the 

system. The pattern to be matched is compared with the stored template according to 

some distance (similarity) measure. This measure should be aware of scale changes, 

rotations or translations. Stored templates can be optimized with some training data 

before they are used for classification. When the number of classes increase and intra-

class variability is high the performance of this method decreases. 

 Dynamic Time Warping method (DTW) is an example of template matching method. It 

creates templates (feature vectors) for each class and makes time alignment when 

comparing two realizations of same word since a two pronunciations of same word in 

different times are not the same because of speed and duration changes in the speech [1].  

 

1.4.2. Statistical Approach 

Statistical approach is based on features. Each pattern is represented as a feature vector. 

Given a set of training feature vectors, the purpose is to classify the feature vector into 

pre-defined class. Each class must be represented by sufficient amount of feature vectors 

in training data set. The class boundaries are determined statistically by probability 

distributions of the pattern belonging to each class. The performance of this method 

depends on good representation of each class in training data with a sufficiently large 

database which cover all intra-class variations that may be present in each class. The 

performance of class boundary determination algorithm is also important for better 

classification results. Hidden Markov Model (HMM) is an example of a statistical 

classification method [1]. 
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1.4.3. Syntactic Approach  

Syntactic approach is based on a hierarchical processing of subpatterns. Each pattern is 

composed of subpatterns and subpatterns are composed of simpler structures. There is a 

formal analogy between the syntax of the language which created the pattern and the 

structure of pattern. This method requires large amount of data to train the grammar for 

each pattern [1]. 

 

1.4.4. Neural Networks  

Neural networks attempt to use some organizational principles (learning, generalization, 

computation, etc.) in a network of weighted directed graphs. They are capable of learning 

complex nonlinear relationships between output and input through weight updating of 

graph nodes (neurons). Feed-forward network and multi-layer perceptron are commonly 

used neural networks for pattern classification tasks. The first step of pattern 

classification with neural networks is, as with the other pattern classification methods, 

training which is called learning in this context. In this step network weights are updated 

to have minimum classification errors according to some pre-classified training data [1]. 

 

ASR is still a challenging task; its performance is still far below the human one and the 

accuracy of current recognition systems is not sufficient especially the Arabic ones.  

Although Arabic is currently one of the most widely spoken language in the world, there 

has been relatively little speech recognition research on Arabic compared to the other 

languages [2, 3, 4].  

 

Speech production is a complicated process. Even though people may sound alike to the 

human ear, everybody, to some degree, have a different and unique annunciation in their 

speech. Even the same speaker cannot produce the same utterance twice. Moreover, 

speech can be distorted by noise due to background noise, noise generated by 

microphones or different background environment during training and testing as well as 

emotional and the physical conditions of an individual.  
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Speech variation are due to speaking style, speaking rate, gender, age, accent, 

environment, health condition, prosody, emotional state, spontaneity, speaking effort, 

dialect ,articulation effort, …etc. 

 

Feature extraction is a critical problem to get an accurate speech recognition system [5]. 

The recognition performance heavily depends on the performance of the feature 

extraction. Thus choice of features and its extraction from the speech signal should be 

such that it gives high recognition performance with reasonable amount of computation 

[6].  

 

1.5. Research Overview 

In this section, we present detailed information about this thesis. First, we start by 

identifying the motivations behind this study, objectives to be accomplished, 

methodology that has been followed, and our contributions throughout this work and 

finally, we show the content of this research. 

1.5.1. Motivation 

 Though Arabic language is a widely spoken language, research done in the area of 

Arabic Speech Recognition is limited when compared to other similar languages. 

 Speech Recognition accuracies are still far away from a 100% recognition of 

natural human speech.  

 Arabic speech recognitions are still poor and need improvement in recognition 

accuracy.  

 The critical problem in developing highly accurate Arabic speech recognition 

systems is the choice of feature extraction and classification techniques. 

Currently, most of the speech recognition system use Mel Frequency Cepstral 

Coefficients (MFCCs) and Hidden Markov Models (HMM) in classification.  
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 System combination is one of the emerging techniques that can improve speech 

recognition accuracy and will take an important role in future speech technology 

research.  

 A very rare research in Arabic recognition has tried combination of features and 

classification approach. 

 Using a hybrid of classification methods can combine the advantages of these 

pattern recognition techniques and improve the speech recognition. 

Hence, we are motivated to design a new Arabic speech recognition system based on 

new features combination and classification methods in order to improve the accuracy 

of the recognition.  

1.5.2. Objectives 

The goals of this thesis are: 

 To design an Arabic speech recognition system with high accuracy rate. 

 To find a new combination of features extractions and classification that improves 

the accuracy rate of an Arabic speech recognition system. 

 The combination should be with different features and different information 

content (not for example MFCC feature and its derivatives) in order to find an 

optimal way of utilizing the mutually complementary classification information of 

different features. 

1.5.3. Methodology 

This research is carried out in different stages as described below: 

 Record Arabic isolated speech words from different speakers to be used in 

training and testing. 

 Test several features extractions methods on speech samples and find the most 

suitable algorithms.  

 Find best features combinations that have the highest accuracy rate. 
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 Train the features vectors using the recorded datasets, in order to build the 

reference model. 

 Test several classification methods using the test features and find the best 

classification hybrid that improves the accuracy. 

 Evaluate the performance of the recognition system. 

 

1.5.4. Thesis Contribution 

This thesis aims to design an isolated word Arabic speech recognition system with high 

accuracy. The main contributions of this thesis include: 

 We used in the preprocessing of the speech, a word boundary detector to 

automatically identify the words in the input signal by using the energy and 

the zero crossing rate. 

  We applied discrete wavelet transform to the speech signal before extracting 

the features to improve the accuracy of the recognition and to make the 

system more robust to noise. 

 We make a combination of several features extractions techniques : MFCC, 

Formants , Linear Predictive Coding  features  in order to improve the 

accuracy of the isolated word recognition system. 

 We estimated the parameters of a Gaussian Mixture Model to fit the 

distribution of the training vectors. Then we classified the test sound to the 

Gaussian model that has the maximum posterior probability.  

 We make hybrid of Gaussian Mixture Model, Template Matching with 

dynamic time wrapping and Pairwise Euclidean distances for the 

classification method.   

 We make the code to first identify the speaker then load the training features 

of this person to be used in the recognition in order to increase the speed of 

recognition and its accuracy. 
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1.5.5.  Outline of Rest of Thesis 

This thesis is organized as follows: 

Chapter 2; provides insight about related works in the field of Arabic speech recognition 

and the main used methods. 

Chapter 3; provides overview of signal preprocessing, word boundary detection, features 

extractions techniques and the different classification methods. 

Chapter 4; describes the proposed feature extraction and classification techniques in the 

system. 

Chapter 5; describes the database in our experiments and the designed Matlab Graphic 

User Interface. Then, the results of these experiments will be shown and discussed. 

Chapter 6; concluding remarks are stated. Future works, which may follow this study, are 

also presented. 
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Chapter 2  

Related Work 

 

2.1 Overview 

Though Arabic is a widely spoken language, research done in the area of Arabic Speech 

Recognition is limited when compared to other similar languages. 

This chapter presents an overview of the main features extraction and classification 

techniques in previous Arabic speech recognition researches, discusses their advantages, 

disadvantages and shows the benefits of the proposed method. 

 

2.2 Feature Extraction Techniques 

Feature extraction is the first step in an automatic speech recognition system. It aims to 

extract features from the speech waveform that are compact and efficient to represent the 

speech signal. The most famous features extraction techniques are: 

1. Linear Predictive Coding (LPC). 

2. Formants  

3. Perceptual Linear Prediction (PLP). 

4. Mel-Frequency Cepstral Coefficient (MFCC). 

2.2.1. Linear Predictive Coding (LPC) 

The Linear Predictive Coding presents a compact and precise representation of the 

spectral magnitude for signals and generates coefficients related to the vocal tract 

configuration. In LPC, speech sample can be estimated as a linear combination of past 

samples. Several researches have been performed on Arabic speech recognition using 

LPC features: 

In [16], the authors designed a system using the scaly type architecture neural network 

for the recognition of speaker dependent isolated words for small vocabularies (11 

words). They use LPC features extraction method and get a success rate of (79.5-88) %. 
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Choubassi et al. [10] implement Arabic isolated speech recognition. It uses Modular 

Recurrent Elman neural networks (MRENN) for recognition and LPC for feature 

extraction. The recognition rate for 6 Arabic words ranges between 85% and 100%. 

Linear predictive coding (LPC) has always been a popular feature due to its accurate 

estimate of the speech parameters and efficient computational model of speech [24].  

One main limitation of LPC features is the linear assumption that fails to take into 

account of the non-linear effects and sensitivity to acoustic environment and background 

noise [25]. 

Since our system will record dataset in calm environment then we will use LPC due to its 

advantages in non-noisy (silent) system. 

 

2.2.2. Formants 

The formants Fi represent the acoustic resonances produced by the dynamics of the vocal 

tract. It exhibits correlation with the production and perception of speech sounds.  The 

formants depend on the shape of the mouth when producing sounds. The formant center-

frequencies are usually given by the maximum amplitudes in the LPC spectrum of a 

speech sound which results from specific articulatory vocal tract settings. 

Anissa et al. [13] designed a new Arabic isolated digit recognition system. They integrate 

some auxiliary features to improve the quality of recognition. They integrate: pitch 

frequency, energy and the first three formant frequencies and used HMM for 

classification. The system accuracy was between (59-97%). 

Formants features are not used alone in speech recognition because formant frequencies 

cannot discriminate between speech sounds for which the main differences are unrelated 

to formants. Thus they are unable to distinguish between speech and silence or between 

vowels and weak fricatives. 

But using formant in combination with other features improves the recognition. A speech 

recognizer employing formant features along with MFCCs is found to outperform the 

speech recognizer using only the conventional MFCCs in noisy conditions.  

Also, formants are important in determining the phonetic content of speech and require 

small storage and can be computed quickly. Therefore, it will be selected in our 

combined feature system. 
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2.2.3. Perceptual Linear Predictive (PLP) 

PLP technique is an auditory-like spectrum based on linear predictive analysis of speech. 

PLP combines several engineering approximations in modeling the psychophysical 

attributes of human hearing such as the critical band (Bark) frequency resolution, 

asymmetries of auditory filters, unequal sensitivity of human hearing at different 

frequencies, intensity-loudness non-linear relationship and broader than critical-band 

integration [25]. 

Park et al. [26] explored the training and adaptation of multilayer perceptron (MLP) 

features in Arabic ASRs. Three schemes had been investigated. First, the use of MLP 

features to incorporate short-vowel information into the graphemic system. Second, a 

rapid training approach for use with the perceptual linear predictive (PLP) + MLP system 

was described. Finally, the use of linear input networks (LIN) adaptation as an alternative 

to the usual HMM-based linear adaptation was demonstrated. 

PLP is affected by factors such as the recording equipment, the communication channel 

or additive noise. It is an all-pole model, like LPC, so its advantages and disadvantages 

are similar to those of LPC but PLP is more complex and computationally intensive. 

For this reason we will use LPC feature extraction in our system. 

  

2.2.4. Mel-Frequency Cepstral Coefficients (MFCC) 

MFCC is one of the most popular feature extraction techniques used in speech 

recognition. It is based on the frequency domain of Mel scale for human ear scale. 

Speech signal had been expressed in the Mel frequency scale, in order to capture the 

important characteristics of speech. 

Bassam et al. [8] develop and implement an Arabic speech recognition system using 

Hidden Markov Model Toolkit and uses MFCC for feature extraction. In [17], the authors 

designed an isolated word recognizer with phoneme based HMM models and MFCC 

features. The overall system performance of the 10 word digits was 93.72%. MFCC 

feature extraction is one of the more popular parameterization methods used by 

researchers in the speech technology field. It has the benefit that it is capable of capturing 

the phonetically important characteristics of speech. It gives a good discrimination and a 

small correlation between components. 
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A small drawback is that MFCC is not robust enough in noisy environments and 

combining it with other features such as formants improve its accuracy. 

Finally, in our system we will try to find the best combination among MFCC, Formants 

and LPC that will give the best accuracy. 

 

2.3 Classification Techniques used in Speech Recognition 

The main important classification methods in speech recognition are:  

i) Template approach. 

ii) Statistical approach.  

iii) Neural Network approach. 

iv) Hybrid systems involving multiple models. 

 

2.3.1 Template Based Approach: 

Template based approach is one of the simplest and earliest approaches. It determines the 

similarity between unknown spoken word with each reference object in the training data 

and selecting the word with smallest distance. The major pattern recognition techniques 

for speech recognition are template method and Dynamic Time Warping method (DTW). 

Usually we use word as the smallest unit and templates for entire words are constructed. 

This has the advantage that, errors due to segmentation or classification of smaller 

acoustically more variable units such as phonemes can be avoided. In turn, each word 

must have its own full reference template which increasing memory size and computation 

as the number of vocabulary increases beyond a few hundred words. Template Matching 

performs speech recognition through a similarity measure, such as Euclidean distance, 

Dynamic Time Warping, k-Nearest Neighbor [23]. 

Hagos [18] designed a speaker-independent isolated-word Arabic digits recognizer that 

used Template Matching for input utterances. His system is based on the LPC parameters 

for feature extraction and log likelihood ratio for similarity measurements. Abdullah [19] 

developed another isolated-word Arabic digits recognizer that used positive-slope and 

zero-crossing duration as the feature extraction algorithm and template matching for 

classification. He reported 97% accuracy rate. Zaid et al. [27] designed a real-time Arabic 

speech recognition system using Matlab environment. They used MFCC as feature 
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extraction technique and in the recognition phase they used Euclidean distance and get a 

recognition rate of 89.6%.  

An intrinsic advantage of template based recognition is that we do not need to model the 

speech process. This is very convenient, since our understanding of speech is still limited, 

especially with respect to its transient nature. Also, it has low error rates for distinctive 

words in speaker dependent isolated word recognition, and has simple programming 

requirements. Limitation of this technique, when similar words are included in the 

vocabulary, recognition performance can drop drastically. Also, it has recognition 

problems when used with large vocabularies, speaker-independence and continuous 

speech. 

Since our system is a speaker dependent with a small dataset (40 distinct words) then the 

template approach will be a good choice. In the similarity measure, we will use two 

distance methods: Euclidean and Dynamic Time Warping (DTW). Where Euclidean 

distance is a simple and fast algorithm and it is one of the most commonly used distance 

measures. Also, Dynamic Time Warping is widely used in the small-scale speech 

recognition systems. It is used to measure the similarity between two words which may 

vary in time to cope with different speaking speeds. Additionally, the training procedure 

in DTW is very simple and fast, as compared with the HMM and ANN. 

  

2.3.2 Statistical Approach  

a. Hidden Markov Models (HMMs) 

The Hidden Markov Models (HMMs) is widely used in speech recognition system. It 

covers from isolated speech recognition to very large vocabulary unconstrained 

continuous speech recognition. HMM is based on probabilistic models where the system 

is modeled as Markov process which can be represented as a state machine with unknown 

parameter through it. The main important process is to determine the unknown parameter. 

In [8], the authors designed an Arabic speech recognition system using MFCC features 

and HMM classification. Yousef et al. [17] designed an isolated digit recognizer using 

HMM models and MFCC features with accuracy of 93.72%. HMM is based on 

mathematical theorems which are useful for speech recognition. Also, it can easily be 

extended. New words can be added without affecting learnt HMMs. The major limitation 
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is that they work well only when the assumptions are satisfied and need to set huge 

number of parameters and require large amount of training data.   

 

b. Gaussian Mixture Model (GMM) 

A Gaussian mixture model is a probabilistic model that assumes all the data points are 

generated from a mixture of a finite number of Gaussian distributions with unknown 

parameters. The probability density functions of many random processes, such as speech, 

are non-Gaussian. A non-Gaussian pdf may be approximated by a weighted sum (i.e. a 

mixture) of a number of Gaussian densities of appropriate mean vectors and covariance 

matrices. GMM is a special case of an HMM, by assuming independent and identically-

distributed consecutive frames.  

N.Hammami et al. [28] designed an automatic recognition of the Spoken Arabic Digits 

based on (GMM) classifier and used Delta-Delta Mel-frequency cepstral coefficients 

(DDMFCC) for features extraction. They achieved 99.31% correct digit recognition. 

Gaussian mixture model (GMM) is a conventional method for speech recognition, known 

for its effectiveness and scalability in speech modeling. GMM is simple, easy to evaluate 

and learn and faster to compute. Also, it is a class based training. In other words, adding 

new class to the database is done without retraining the whole system. The limitation of 

GMM that it requires a sufficient amount of training data to ensure good performance 

which increase the training time. 

GMM is very competitive when compared to other pattern recognition techniques. It is 

more simple and faster than HMM with very small or no performance degradation. 

For that we will use GMM in our system instead of HMM because in our hybrid system 

we need to combine fast and accurate approaches in order to have an acceptable 

computational time of the combinations. 

2.3.3 Artificial Neural Network (ANN) 

Neural networks are basically a dense interconnection of simple, nonlinear, 

computational elements. It attempts to use some organizational principles (learning, 

generalization, computation, etc.) in a network of weighted directed graphs. They are 

capable of learning complex nonlinear relationships between output and input through 
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weight updating of graph nodes (neurons). Feed-forward network and multi-layer 

perceptron are commonly used neural networks for pattern classification tasks.  

Akram et al. [16] designed a speaker dependent isolated words system using LPC 

features and neural network classification. The best accuracy of the system was 88 %. 

Choubassi et al. [10] designed an Arabic isolated word speech recognition using LPC 

features and Modular Recurrent Elman neural networks in classification. The system 

accuracy was between 85% and 100%.  

Neural networks are data driven and self-adaptive-learning and when an element of the 

neural network fails, it can continue without any problem by their parallel nature.  Neural 

networks limitations are in requiring large dataset and resources to obtain good accuracy. 

Also, it has complex network structure and the individual relations between the input 

variables and the output variables are not developed by engineering judgment so that the 

model tends to be a black box and estimating its parameters to fit certain dataset may not 

be as good for recognition of other datasets. For this reasons neural networks approach 

will not be used in our system especially because we used small dataset.  

2.3.4 Hybrid Methods 

Hybrid methods try to reduce their limitations by combining the advantages of the 

combined techniques. It is one of the emerging approaches that can improve speech 

recognition accuracy and will take an important role in future speech technology 

research.   Very few Arabic speech recognition researches have used a hybrid system. We 

can mention some of relevant researches: 

a. Feature Combinations 

 Moustafa et al. [9] designed speaker-independent natural Arabic speech recognition 

system based on Mellon university Sphinx HTK tools. It uses HMM and a combination 

of  features  MFCC, differenced MFCC, 2nd order differenced MFCC, normalized 

power, differenced power  and 2nd order differenced power. They used 14232 words in 

the training datasets. The limitation of their system is in combining similar features. Also, 

their system requires very large dataset to get a good result and they used only one 

classification method. 
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Shoaib et al. [12] presented a novel approach to develop a robust speaker independent 

Arabic phoneme identification system based on a hybrid set of speech features. This 

hybrid set consists of intensity contours and formant frequencies and used generalized 

regression neural network for classification .It was observed through extensive validation 

runs that the highest level of accuracy achieved was 82.59%. They found that combining 

features improves the accuracy. Their system has good result in letter recognition but not 

sure for word case. Also they used large number of speakers. They recorded sounds of 40 

different speakers. Also, they did not use in the combination a cepstral features and they 

used only one classification method. 

Abdullah [19] designed an Arabic digits recognizer using positive-slope and zero-

crossing duration feature extraction and template matching for classification. Their 

system could be good for digit recognition but not sure for more words especially that he 

used weak features.   

b. Combined Classifier 

In [15, 21], the authors designed a system for recognition of isolated Arabic words by 

using a combined classifier. A combined classifier is based on a number of Back-

Propagation/LVQ neural networks with different parameters and architectures and MFCC 

features are used. The datasets are records taken from the Holy Quran for many famous 

reciters. They recorded 10 words for each of 10 speakers with 6 repetitions for each 

word. The whole set of 600 words is divided into 300 utterances for training and 300 

utterances for testing.  For the unseen test set, the recognition rate of the Back-

Propagation combined classifier was 96% and that of the LVQ combined classifier was 

86.6%. The best individual classifiers resulted in 93% correct classification. They found 

that the implemented combined classifier outperforms those traditional classifiers which 

use the HMM-based speech recognition approaches. 

The proposed system used only single feature extraction method MFCC and is tested 

only for 10 words and they restricted the type of words to not have Homophone or noise 

and they used famous Quran reciters not normal speaker. Also, they used manual 

segmentation to find the boundary of words and when classifying the training data they 

found some errors. Also, they used same type of classification method "neural network" 
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only and changing parameters between them. Also, using neural network in classification 

is time consuming and need large number of training data to get accurate results. 

Anissa et al. [13] designed an Arabic isolated digit recognition using HMM classification 

and features combination of pitch, energy, and formant.  The accuracy rate was between 

(59-97%). Their system is tested only for digit and some auxiliary features when added to 

a recognition system could degrade its performance and using combined classifier make 

these auxiliary features effective and improves the accuracy [29].  

c. Hybrid System with Features Combinations and  Combined Classifier 

Very few researches have used features combinations with a combined classifier. 

Bourouba et al. [11] presented a new arabic digit recognition  system based on classifier  

combination  of HMM and a supervised classifier (SVM or KNN) with MFCC and the 

log energy and pitch frequency feature extraction combination method .They found that 

using  HMM classifier alone the accuracy is 88.26% and improved with the combined 

system to 92.72%. The limitation of their system is in using weak features and combined 

two slow classification methods. 

The proposed technique in our system is to test a new combined classifier with features 

combination. We will find the best combination of formant and LPC and MFCC features 

along with a testing the combination of Euclidean and DTW and GMM for classification 

approach. Also, we need to find the best accuracy of the hybrid system in trade off the 

computation times. 
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Chapter 3  

Background 

 

A speech signal can be divided into two broad categories: periodic signals and the non-

periodic signals with the form of a noise. Periodic signals are produced when there are 

vibrations of the vocal cords, while the non-periodic signals are produced when the air 

passes freely through the vocal tract.  The periodicity of a voiced sound is determined by 

the frequency of vibration of the vocal cords. This frequency is called the fundamental 

frequency, it can vary: 

- From 50 to 200 Hz for a male voice, 

- From 150 to 450 Hz for a female voice, 

- From 200 to 600 Hz for a child's voice. 

The human vocal apparatus is like a filter. It amplifies frequencies near its resonant 

frequencies and attenuates the others. For each voiced sound, certain frequencies are 

amplified and others are attenuated. Amplified frequencies are named formants. These 

formants are in fact frequencies of resonance of the human vocal apparatus. 

3.1. Pre-processing 

Preprocessing is the fundamental signal processing applied before extracting features 

from speech signal, for the purpose of enhancing the performance of feature extraction 

algorithms. Commonly used preprocessing techniques include DC component removal, 

preemphasis filtering, and amplitude normalization. 

 

3.1.1. DC Component Removal  

The initial speech signal often has a constant component, i.e. a non-zero mean. This is 

typically due to DC bias within the recording instruments. The DC component can be 

easily removed by subtracting the mean value from all samples within an utterance. 
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DC offset occurs when hardware, such as a sound card, adds DC current to a recorded 

audio signal. This current produces a recorded waveform that is not centered on the 

baseline. Therefore, removing this DC offset is the process of forcing the input signal 

mean to the baseline [39]. An illustrative example of removing DC offset from a 

waveform file is shown in Figure 3.1. 

 

 

Figure ‎3.1 Removal of DC offset from a Waveform. (a) Exhibits DC offset, (b) After the removal of DC offset [39]. 

3.1.2. Preemphasis Filtering  

A pre-emphasis filter compresses the dynamic range of the speech signal’s power 

spectrum by flattening the spectral tilt. Typically, the filter is in form of  

 ( )                                                                  (3.1) 

 

Where   a:   ranges between 0.9 and 1.0. A typical value of "a" is 0.95, which gives rise to 

a more than 20dB amplification of the high frequency spectrum [47]. 

The spectral slope of a human speech spectrum is usually negative since the energy is 

concentrated in low frequency. Thus, a preemphasis filter is introduced before applying 

feature algorithms to increase the relative energy of the high-frequency spectrum. 

 

3.1.3. Amplitude Normalization 

Recorded signals often have varying energy levels due to speaker volume and 

microphone distance. Amplitude Normalization can cancel the inconsistent energy level 

between signals, thus can enhance the performance in energy-related features. 

There are several methods to normalize a signal’s amplitude. One of them is achieved by 

a point-by-point division of the signal by its maximum absolute value, so that the 

dynamic range of the signal is constrained between -1.0 and +1.0. Another commonly 

used normalization method is to divide each sample point by the variance of an utterance. 
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3.1.4. The Discrete Wavelet Transform  

The transform of a signal is just another form of representing the signal. It does not 

change the information content present in the signal. The Wavelet Transform provides a 

time-frequency representation of the signal. It was developed to overcome the short 

coming of the Short Time Fourier Transform (STFT), which can also be used to analyze 

non-stationary signals. While STFT gives a constant resolution at all frequencies, the 

Wavelet Transform uses multi-resolution technique by which different frequencies are 

analyzed with different resolutions. 

 

The DWT can be used for Multi Resolution Analysis. The given signal is decomposed 

into the approximation and detail coefficients. A given function f(t) satisfying certain 

conditions, can be expressed through the following representation: 

 ( )  ∑ ∑  (   ) (    
    

 
      )  ∑  (   ) (    

       )               (3.2) 

 

Where φ(t), is the mother wavelet and θ(t) is the scaling function. a(L,k) is called the 

approximation coefficient at scale L and d(j,K) is called the detail coefficient at scale j. 

The approximation and detail coefficients can be expressed as 
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The DWT is computed by successive lowpass and highpass filtering of the discrete time-

domain signal as shown in Figure 3.2. 
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Figure ‎3.2 Three-level wavelet decomposition tree [38] 

 

In the Figure 3.2, the signal is denoted by the sequence x[n], where n is an integer. The 

low pass filter is denoted by G0 while the high pass filter is denoted by H0. At each level, 

the high pass filter produces detail information; d[n], while the low pass filter associated 

with scaling function produces coarse approximations, a[n].  

 

The filtering and decimation process is continued until the desired level is reached. The 

maximum number of levels depends on the length of the signal.  

 

The DWT can be viewed as the process of filtering the signal using a low pass (scaling) 

filter and high pass (wavelet) filter. Thus, the first level of the DWT decomposition of a 

signal splits it into two bands giving a low pass version and a high pass version of the 

signal. The low pass signal gives the approximate representation of the signal while the 

high pass filtered signal gives the details or high frequency variations. The second level 

of decomposition is performed on the low pass signal obtained from the first level of 

decomposition. The wavelet decomposition of the signal S analyzed at level j has the 

following structure: [cAj, cDj, …, cD2, cD1]. 

 

There are a number of basis functions that can be used as the mother wavelet for Wavelet 

Transformation. Since the mother wavelet produces all wavelet functions used in the 

transformation through translation and scaling, it determines the characteristics of the 

resulting Wavelet Transform. Therefore, the details of the particular application should 
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be taken into account and the appropriate mother wavelet should be chosen in order to 

use the Wavelet Transform effectively [38]. 

 

 

Figure ‎3.3 Wavelet families (a) Haar (b) Daubechies4 (c) Coiflet1 (d) Symlet2 (e) Meyer (f) Morlet (g) Mexican Hat [38] 

 

Figure 3.3 illustrates some of the commonly used wavelet functions. Haar wavelet is one 

of the oldest and simplest wavelet. Therefore, any discussion of wavelets starts with the 

Haar wavelet. Daubechies wavelets are the most popular wavelets. They represent the 

foundations of wavelet signal processing and are used in numerous applications. These 

are also called Maxflat wavelets as their frequency responses have maximum flatness at 

frequencies 0 and π. This is a very desirable property in some applications. The Haar, 

Daubechies, Symlets and Coiflets are compactly supported orthogonal wavelets. These 

wavelets along with Meyer wavelets are capable of perfect reconstruction. The Meyer, 

Morlet and Mexican Hat wavelets are symmetric in shape. The wavelets are chosen based 

on their shape and their ability to analyze the signal in a particular application [38]. 
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3.2. The Speech Endpoint Detection 

The performance of speech recognition system is often degraded in adverse 

environments. Accurate Speech endpoint detection is very important for robust speech 

recognition.  

The speech endpoint detection is aim to distinguish the speech and non-speech phase, it 

plays the key role in the speech signal processing. Inaccurate endpoint detection causes 

the recognition ratio lower and increases the computation amounts. The research shows 

that, the probability of false recognition of isolating word is over half cause by unreliable 

endpoint detection. 

During the last decades, a number of endpoint detection methods have been developed. 

We can categorize approximately those methods into two classes. One is based on 

thresholds. Generally, this kind of methods first extracts the acoustic features for each 

frame of signals and then compares these values of features with preset thresholds to 

classify each frame. The other is pattern-matching method that needs estimate the model 

parameters of speech and noise signal. The method based on pattern-matching has the 

traits of high accuracy, but the disadvantages are model dependency, high complexity and 

enormous computation. It is difficult to apply for the real-world speech signal processing 

system. Compared with pattern-matching method, threshold-based method is simpler and 

faster since it does not need to keep much training data and train models. Traditional  

short-time energy and zero-crossing rate method is part of this sort, but it is sensitive to 

varies types of noise and cannot fully specify the characteristics of a speech signal, the 

detection effect will become worse in the adverse environment [40]. 

 

3.3. Feature Extraction 

The goal of feature extraction is to represent any speech signal by a finite number of 

measures (or features) of the signal. This is because the entirety of the information in the 

acoustic signal is too much to process, and not all of the information is relevant for 

specific tasks. In present ASR systems, the approach of feature extraction has generally 

been to find a representation that is relatively stable for different examples of the same 

speech sound, despite differences in the speaker or environmental characteristics, while 

keeping the part that represents the message in the speech signal relatively intact. The 
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main features extractions techniques are:  Linear Predictive Coding (LPC), Perceptual 

Linear Prediction (PLP) and Mel-Frequency Cepstral Coefficient (MFCC) 

 

3.3.1. Mel-Frequency Cepstral Coefficient (MFCC) 

MFCC is one of the most popular features extractions techniques used in speech 

recognition, whereby it is based on the frequency domain of Mel scale for human ear 

scale. MFCC is based on the known variation of the human ear’s critical bandwidths with 

frequency. Speech signal had been expressed in the Mel frequency scale, in order to 

capture the important characteristics of phonetic in speech. This scale has a linear 

frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. Normal 

speech waveform may vary from time to time depending on the physical condition of 

speakers’vocal cord. Rather than the speech waveforms themselves, MFCCs are less 

susceptible to the said variations. MFCC block diagram consist of the following steps: 

1. Preprocessing.  

2. Framing.  

3. Windowing.  

4. Discrete Fourier Transformation (DFT). 

5. Mel-Filterbank. 

6. Logarithm. 

7. Discrete Cosine Transformation (DCT). 
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Figure 3.4 Block diagram of the computation steps of MFCC 
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3.3.2. Linear Predictive Coding (LPC) 

LPC has been considered one of the most powerful techniques for speech analysis. LPC 

relies on the lossless tube model of the vocal tract. The lossless tube model approximates 

the instantaneous physiological shape of the vocal tract as a concatenation of small 

cylindrical tubes. The model can be represented with an all pole (IIR) filter. LPC 

coefficients can be estimated using autocorrelation or covariance methods. 

The drawback of LPC may estimate the high sensitivity to quantization noise. By 

converting the LPC coefficients back into cepstral coefficient, it can decrease the 

sensitivity of high and low order cepstral coefficient to noise. 

Linear prediction analysis characterizes the shape of the spectrum of a short segment of 

speech with a small number of parameters for efficient coding. 

The basic idea behind linear predictive analysis is that a specific speech sample at the 

current time can be approximated as a linear combination of past speech samples. 

Through minimizing the sum of squared differences (over a finite interval) between the 

actual speech samples and linear predicted values a unique set of parameters or predictor 

coefficients can be determined. These coefficients form the basis for linear predictive 

analysis of speech. 

We can predict that the nth sample in a sequence of speech samples is represented by the 

weighted sum of the p previous samples [41]: 

 ̌, -  ∑   
 
    ,   -                                     (3.5) 

 

The number of samples (p) is referred to as the “order” of the LPC. As p approaches 

infinity, we should be able to predict the nth sample exactly. However, p is usually on the 

order of ten to twenty, where it can provide an accurate enough representation with a 

limited cost of computation. 

Linear Predictive Coding (LPC) is one of the methods of compression that models the 

process of speech production. Under normal circumstances, speech is sampled at 8000 

samples/second with 8 bits used to represent each sample. This provides a rate of 64000 

bits/second. Linear predictive coding reduces this to 2400 bits/second. At this reduced 

rate the speech has a distinctive synthetic sound and there is a noticeable loss of quality. 
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However, the speech is still audible and it can still be easily understood. Since there is 

information loss in linear predictive coding, it is a lossy form of compression. 

LPC determines the coefficients of a FIR filter that predicts the next value in a sequence 

from current and the previous inputs. This type of filter is also known as a one-step 

forward linear predictor. LP analysis is based on the all-pole filter described  

in Equation 3.6 [41]: 

 

 ( )  
 

 ( )
 

 

  ∑    
   

   

           (3.6) 

 

Where:  {ak /(1≤k≤p) } are the predictor coefficients and p is the order of the filter. 

Transforming Equation 3.6 to the time-domain, as shown in Equation 3.7, predicts a 

speech sample based on a sum of weighted past samples. 

                                              ( )  ∑   
 
      (   )                              (3.7) 

Where s′ (n) is the predicted value based on the previous values of the speech signal s(n). 

LP analysis requires estimating the LP parameters for a segment of speech. The idea is to 

find ak's, so that Equation 3.7 provides the closest approximation to the speech samples. 

This means that s′(n) is closest to s(n) for all values of n in the segment. The spectral 

shape of s(n) is assumed to be stationary across the frame, or a short segment of speech. 

The error, e, between the predicted value and the actual value is 

e(n)=s(n)-s′(n)                                                   (3.8) 

 

The summed squared error, E, over a finite window of length N is 

                                                         ∑   ( )           
                                  (3.9) 

 

The minimum value of E occurs when the derivative is zero with respect to each of the 

parameters ak. By setting the partial derivatives of E, a set of p equations are obtained. 

The matrix form of these equations is 
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Where R(i) is the autocorrelation of lag i computed as 

                                  ( )  ∑  ( )     (   )           
                                  (3.11) 

 

 N is the length of the speech segment s(n). 

The Levinson-Durbin algorithm solves the nth order system of linear equations 

                                         R  .  a  =  b                                                     (3.12) 

 

For the particular case where R is a Hermitian, positive-definite, Toeplitz matrix and b is 

identical to the first column of R shifted by one element. 

The autocorrelation coefficients R(k) are used to compute the LP filter coefficients ai, 

i=1…p, by solving the set of equations: 

 

                                ∑   
 
           (|   |)   ( )                                    (3.13) 

Where k=1…p. 

This set of equations is solved using the Levinson-Durbin recursion, Equation 3.14 

through Equation 3.18. 
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Where:                          . 
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The parameters ki are known as the reflection parameters. If the condition |ki|≤1, where  

1≤i≤ p is satisfied, the roots of the polynomial predictor all lie within the unit circle in the 

z-plane, and the all-pole filter is stable [41]. 

 

3.3.3. Formants  

Formants characterize the “filter” portion of a speech signal. They are the poles in the 

digital resonance filter or digital resonator. Given the source-filter model for voiced 

speech that is free of nasal coupling, the all-pole filter is characterized by the pole 

positions, or equivalently by the formant frequencies, F1, F2, …, Fn, formant 

bandwidths, B1, B2, …, Bn, and formant amplitudes, A1, A2, …, An. Among them, the 

formant frequencies or resonance frequencies, at which the spectral peaks are located, are 

the most important. A formant frequency is determined by the angle of the corresponding 

pole in the discrete-time filter transfer function. 

The normal range of the formant frequencies for adult males is F1 =180 - 800 Hz, 

 F2 =600 - 2500 Hz, F3 =1200 – 3500 Hz, and F4 =2300 - 4000 Hz. These ranges have 

been exploited to provide constraints for automatic formant extraction and tracking. 

The average difference between adjacent formants adult males is about 1000 Hz. For 

adult females, the formant frequencies are about 20% higher than adult males. The 

relationship between male and female formant frequencies, however, is not uniform and 

the relationship deviates from a simple scale factor. When the velum is lowered to create 

nasal phonemes, the combined nasal+vocal tract is effectively lengthened from its typical 

17 cm vocal-tract length by about 25%. As a result, the average spacing between 

formants reduces to about 800 Hz [37]. 

Formant bandwidths are physically related to energy loss in the vocal tract, and are 

determined by the distance between the pole location and the origin of the z-plane in the 

filter transfer function. Empirical measurement data from speech suggest that the formant 

bandwidths and frequencies are systematically related. Formant amplitudes, on the other 

hand, vary with the overall pattern of formant frequencies as a whole. They are also 

related to the spectral properties of the voice source [37].  

LPC analysis models voiced speech as the output of an all-pole filter in response to a 

simple sequence of excitation pulses.  In addition to major speech coding and recognition 
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applications, LPC is often used as a standard formant extraction and tracking method.  It 

has limitations in that the vocal-tract filter transfer function, in addition to having formant 

poles (which are of primary interest for speech analysis), generally also contains zeros 

due to sources located above the glottis and to nasal and subglottal coupling.  

Furthermore, the model for the voice source as a simple sequence of excitation impulses 

is inaccurate, with the source actually often containing local spectral peaks and valleys.  

These factors often hinder accuracy in automatic formant extraction and tracking 

methods based on LPC analysis.  The situation is especially serious for speech with high 

pitch frequencies, where the automatic formant-estimation method tends to pick 

harmonic frequencies rather than formant frequencies.  Jumps from a correctly-estimated 

formant in one time frame to a higher or a lower value in the next frame constitute one 

common type of tracking error. 

The automatic tracking of formants is not trivial. The factors rendering formant 

identification complex include the following.  The ranges for formant center-frequencies 

are large, with significant overlaps both within and across speakers.  In phoneme 

sequences consisting only of oral vowels and sonorants, formants smoothly rise and fall, 

and are easily estimated via spectral peak-picking.  However, nasal sounds cause acoustic 

coupling of the oral and nasal tracts, which lead to abrupt formant movements.  Zeros 

(due to the glottal source excitation or to the vocal tract response for lateral or nasalized 

sounds) also may obscure formants in spectral displays.  When two formants approach 

each other, they sometimes appear as one spectral peak (e.g., F1-F2 in back vowels).  

During obstruent sounds, a varying range of low frequencies is only weakly excited, 

leading to a reduced number of formants appearing in the output speech. 

Given a spectral representation S(z) via the LPC coefficients, one could directly locate 

formants by solving directly for the roots of the denominator polynomial in S(z). Each 

complex-conjugate pair of roots would correspond to a formant if the roots correspond to 

a suitable bandwidth (e.g., 100-200~Hz) at a frequency location where a formant would 

normally be expected. This process is usually very precise, but quite expensive since the 

polynomial usually requires an order in excess of 10 to represent 4-5 formants.  

Alternatively, one can use phase to label a spectral peak as a formant.  When evaluating 
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S(z) on the unit circle a negative phase shift of approximately 180 degrees should occur 

as the radiant frequency passes a pole close to the unit circle (i.e., a formant pole).  

Two close formants often appear as a single broad spectral peak, a situation that causes 

many formant estimators difficulty, in determining whether the peak corresponds to one 

or two resonances.  A method called the chirp z-transform has been used to resolve this 

issue. 

Formant estimation is increasingly difficult for voices with high F0, as in children's 

voices. In such cases, F0 often exceeds formant bandwidths, and harmonics are so widely 

separated that only one or two make up each formant.  A spectral analyzer, traditionally 

working independently on one speech frame at a time, would often equate the strongest 

harmonics as formants.  Human perception, integrating speech over many frames, is 

capable of properly separating F0 and the spectral envelope (formants), but simpler 

computer analysis techniques often fail. It is wrong to label a multiple of F0 as a formant 

center frequency, except for the few cases where the formant aligns exactly with a 

multiple of F0 (such alignment is common in song, but much less so in speech) [37]. 

 

3.4. Gaussian Mixture Models 

A Gaussian Mixture Model (GMM) is a parametric probability density function 

represented as a weighted sum of Gaussian component densities. GMMs are commonly 

used as a parametric model of the probability distribution of continuous measurements or 

features in a biometric system, such as vocal-tract related spectral features in a speaker 

recognition system. GMM parameters are estimated from training data using the iterative 

Expectation-Maximization (EM) algorithm or Maximum A Posteriori (MAP) estimation 

from a well-trained prior model. 

A Gaussian mixture model is a weighted sum of M component Gaussian densities as 

given by the equation: 

 ( | )  ∑      ( |     
 
    )                                  (3.19) 

Where: x is a D-dimensional continuous-valued feature vector. 
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wi, i = 1, . . . ,M, are the mixture weights, and g(x|μi,Ʃi), i = 1, . . . ,M, are the component 

Gaussian densities. Each component density is a D-variate Gaussian function of the form: 

 ( |     ) 
 

     |  |
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(    )+              (3.20) 

with, mean vector μi and covariance matrix    . 

The mixture weights satisfy the constraint that: 

∑      
 
                                                                      (3.21) 

The covariance matrices in GMM  can be full rank or constrained to be diagonal, but  

because the component Gaussian are acting together to model the overall feature density, 

full covariance matrices are not necessary even if the features are not statistically 

independent. The linear combination of diagonal covariance basis Gaussians is capable of 

modeling the correlations between feature vector elements. 

 

3.4.1. Maximum Likelihood Parameter Estimation 

There are several techniques available for estimating the parameters of a GMM. By far 

the most popular and well-established method is maximum likelihood (ML) estimation. 

The aim of ML estimation is to find the model parameters which maximize the likelihood 

of the GMM given the training data. For a sequence of T training vectorsX ={x1, . . . , 

xT}, the GMM likelihood, assuming independence between the vectors, it can be written 

as: 

 ( | )  ∏  (  
 
   |  )                                                  (3.22) 

 

ML parameter estimation can be obtained iteratively using the expectation-maximization 

(EM) algorithm. 

The basic idea of the EM algorithm is, beginning with an initial model λ, to estimate a 

new model   ̃ . Such that   ( |  ̃)      ( | )   . The new model then becomes the initial 

model for the next iteration and the process is repeated until some convergence threshold 

is reached. 
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Chapter 4  

The Proposed System Solution 

 

4.1 Data Collection 

In the data collection stage we recorded 40 Arabic words with 5 different speakers (3 

male and 2 female) using computer microphone with sampling frequency of 8 kHz, 16-bit 

PCM WAV format. Each speaker read every word 8 times (5 of them are used in training 

and the remaining are used in the test phase). The list of the words is shown in Table 4.1: 

 
Table ‎4-1 List of words used in the system 

 1 أيبو 21 اثذأ

 2 خهف 22 رٕلف

 3 ًٌٍٍ 23 اكًم

 4 ٌسبر 24 ايسخ

 5 أػهى 25 ادًم

 6 أسفم 26 اَظز

 7 رذزن 27 اَطهك

 8 لف 28 اػذ

 9 أسزع 29 َؼى

 10 رًٓم 30 لا

 11 افزخ 31 صفز

 12 أغهك 32 ٔادذ

 13 اَشل 33 اصٍٍُ

 14 اصؼذ 34 صلاصخ

 15 الزأ 35 أرثؼخ

 16 اكزت 36 خًسخ

 17 ركهى 37 سزخ

 18 اسكذ 38 سجؼخ

 19 أجت 39 صًبٍَخ

 20 فٕق 40 رسؼخ
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4.2 Software 

Two software programs are used during the development of the recognition system 

 MATLAB R2010a: is used in writing the code of the system. MATLAB is a high-

performance language for technical computing. It integrates computation, 

visualization, and programming in an easy-to-use environment where problems 

and solutions are expressed in familiar mathematical notation. 

 Praat software: is used in voice editing and spectrum analysis of the collected 

data. 

 

4.3 System Block Diagram 

The speech recognition system consists of two stages, a training stage and a recognition 

stage both stages have common blocks which are wave recording, speech pre-processing, 

word boundary detection and features extraction. The output of the training stage is a 

reference model.  

In the recognition stage the extracted features are compared with the reference model and 

the word that has the best match will be the output.  Figure 4.1 shows the block diagram 

of the System.  
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Figure 4.1 System block diagram 
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4.4 Voice Recording 

Every user has to complete a voice recording session of 40 words repeated 8 times (5 of 

them are used in training and the remaining are used in the testing). Every word is 

recorded in 8000Hz, 16 bit, mono Wave file format. 

In this step the continuous sound wave is converted to a sequence of discrete samples 

8000 samples in each second since the sampling rate fs=8000 Hz. 

We choose the value of fs=8000 Hz because for most phonemes in human speech, almost 

all of the energy is contained in the 5Hz-4 kHz range [42] (fmax=4000 Hz) and according 

to the Nyquist–Shannon sampling theorem [43] which states that perfect reconstruction 

of a signal is possible when the sampling frequency is greater than twice the maximum 

frequency of the signal being sampled, or equivalently: 

                                   

 Which is the sampling rate used by nearly all telephony systems. 

4.5 Pre-Processing 

Preprocessing is used before features extraction in order to reduce noise in speech signal 

and to enhance recognition accuracy. 

4.5.1. DC Offset Removal 

 First the signal is pre-processed by removing the DC offset. The microphone with A/D 

converter may add a DC offset voltage to the output signal. Removing the DC offset is 

important in order to determine the boundary of words.  

Before finding the boundaries of the word we remove DC offset of the speech signal by 

removing its mean.  

                  (      ) 
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4.5.2. Normalization 

Before extracting features of the speech signal we make normalization on speech signals 

to make the signals comparable regardless of differences in magnitude. 

The normalization procedure is done by dividing the speech  signal by maximum of 

absolute value of signal so that speech will be in the range from [-1,1]. 

       
      

    (|      |)
 

4.5.3. Discrete Wavelet Transform 

Pre-processing of speech signals is considered a crucial step in the development of a 

robust and efficient speech or speaker recognition system. We applied discrete wavelet 

transform to the speech signal before extracting the features to improve the accuracy of 

the recognition and to make the system more robust to noise. We tested several wavelets 

families and levels: Haar, Daubechies 1, Daubechies 2, Daubechies 3, Daubechies 5, 

Daubechies 15, Coiflets, Symlets, Discrete Meyer; we find best result by using second 

level Daubechies wavelets.  

The discrete wavelet transform divide the signal into approximation and detail 

coefficients, we take only the approximation coefficients vector as input for feature 

extraction stage. 

4.6 End Point Detection (Word Boundary Detection) 

We use end point detection to extract the word speech and remove the background noise 

and silence at the beginning and end of the word speech. End point detection improves 

performance of an ASR system in terms of accuracy and speed. Classification of speech 

into silence, voiced or unvoiced sounds provides a useful basis for subsequent processing. 

 Silence, when no speech is produced. 

  Unvoiced: Vocal cords are not vibrating, resulting in a periodic or aperiodic 

speech waveform.  

 Voiced: Vocal cords are tensed and vibrating periodically, resulting in speech 

waveform that is quasi-periodic. Quasi-periodic means that the speech waveform 
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Framing 

Mean (signal bias) removal 

Background noise measure  

 Log of energy measure 
 

Read wave file 

Zero crossing rate measure 

Computing energy and zero crossing 

threshold 

Find interval where it exceed threshold 

can be seen as periodic over a short-time period (5-100 ms) during which it is 

stationary. 

The block diagram of the End Point Detection is shown in Figure 4.2: 

 

  

  

Figure 4.2 End point detection block diagram 
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The step-by-step computations of the End Point Detection algorithm are shown below: 

i. Step1 : Framing 

In order to have a stationary sound we need to divide the sound into small frames. 

Typical, ASR systems utilize a frame size between 10ms and 30ms with 50% frame 

overlap. In our system we used a frame size= 20 ms with 50% overlap. 

Time frame=20ms 

Fs=8000Hz 

Number of samples in frame=Time frame Fs=160 samples 

Overlap=80 samples 

 

ii. Step2 : Mean  (signal bias) removal 

In this step, we remove the mean (signal bias removal) for each frame to reduce the effect 

of noise in the frame. 

                (     ) 

 

iii. Step3 : Background noise measure  

Noise estimate is critical part and it is important for speech enhancement algorithms. If 

the noise estimate is too low then annoying residual noise will be available and if the 

noise estimate is too high then speech will get distorted and loss intelligibility. A 

common approach of noise estimation is to average the noise over nonspeech signals. 

We recorded a silence signal. Then we estimate the noise in speech by computing the 

average energy and zero crossing rates of the silence signal frames. 

 

iv. Step4 : Log of energy  measure  

Short-term energy is the principal and most natural feature that has been used. This is 

especially to distinguish between voiced sounds and unvoiced sounds or silence 

compared the performances of the following three short-times energy measurements in 

end point detection. It is observed that short-term energy is the most effective energy 
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parameter for this task. Voiced speech has most of its energy collected in the lower 

frequencies, whereas most energy of the unvoiced speech is found in the higher 

frequencies. The feeling of the sound intensity perceived by human ears is not linear but 

rather logarithmic. Thus, it is better to express the energy function in logarithmic form. 

 

We use in the end point detection the zero crossing and the log of energy to find the 

boundary of the words since they are simple, fast and accurate. 

 

•   Logarithmic Short-Term Energy 

Log energy Es is defined as: 

      (  ∑ ( )  )                                                        (4.1) 

Where S (n) is signal values in the frame and e is a small positive constant added to 

prevent the computing of log of zero. Generally speaking, Es for voiced data is much 

higher than the energy of silence. The energy of unvoiced data is usually lower than for 

voiced sounds but higher than for silence. 

 

v. Step5 : Zero crossing rate measure  

The number of zero-crossings refers to the number of times speech samples change sign 

in a given frame. It counts the number of zero crossing in the frame. 

The zero crossing count is an indicator of the frequency at which the energy is 

concentrated in the signal spectrum. Voiced speech is produced as a result of excitation 

of the vocal tract by the periodic flow of air at the glottis and usually shows a low zero 

crossing count. Unvoiced speech is produced due to excitation of the vocal tract by the 

noise-like source at a point of constriction in the interior of the vocal tract and shows a 

high zero crossing count. The zero crossing count of silence is expected to be lower than 

for unvoiced speech, but quite comparable to that for voiced speech. 

 

We use the following equation to compute the zero crossing rate. 
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                                             (4.2) 

 

Where: 

   ( )                                          

   (  ( ))                      {
     ( )   

     ( )   
                        (4.3) 

  ( )                                                            

N: is the frame size 

 

 

By combining the energy and the zero crossing rate, we can determine approximately the 

type of speech.  Considering the voiced sound, the voiceless sound and the silent section, 

the short-time average scope of voiced sound is biggest and the short-time zero rate is 

lowest; the short-time average scope of voiceless sound comes between but the short-time 

zero rate is the highest; the short-time average scope of silent section is the lowest and the 

short-time zero rate comes between. This kind of comparison is relative but has no 

precise value relations. 

 

vi. Step6 : Computing  Energy Threshold  

We need to find the threshold in order to decide where the utterance begins and where to 

end. The energy threshold can be described as, 

                                                                                (4.4) 

Where:    is the mean and    is the standard deviation of the energy of the noise frames. 

The α term is constant that have to be fine tuned according to the characteristics of signal. 

We tested several values of α in the range from zero to one and we find that the best word 

boundary detection and system accuracy are with: 

   α=0.5 

 

vii. Step7 : Computing  Zero crossing Threshold  

Zero-crossing rate threshold is defined as follows: 

                                                                               (4.5) 
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Where:    is the mean and    is the standard deviation of the zero crossing rates of the 

noise frames and   are parameters, which are obtained by experiments. 

In our experiment, we find the good value for threshold factor is      0.5. 

Also, according to many research the zero crossing rate of speech should be greater than 

25 zero crossing per frame. 

In our system we set the zero crossing thresholds to  

       (   (      )   )                                                   (4.6) 

 

viii. Step8 : Find interval where it exceeds threshold 

By finding the energy and zero crossing rate threshold then the resultant threshold can be 

subtracted from the original speech. As a result pauses can be cleaned completely. 

In this step, we test each frame by comparing its energy and zero crossing rates with the 

thresholds.  

The pseudo code to find the start and end points of the word speech is shown below: 

 

                                         

                          ( )                             ( )      

                                                                                   

                                                                                           

                                                                                      

            

                                                                

                                        (          )   

                                 

                                                                                        

            

    

                                                                        

 

Figure 4.3 and Figure 4.4 are plots of the signal of a spoken word "أيبو" before and after 

applying end point detection algorithm.  
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Figure ‎4.3  The waveform of the word امام before applying the end point detection 

 

 

Figure ‎4.4  The waveform of the word  امام after applying the end point detection 

 

In Figure 4.3, the signal length is 3 seconds or 24000 samples 

Number of samples =Time  Fs=          8000Hz=24000 samples 

In Figure 4.4, the signal length of the word أيبو after applying the end point detection 

algorithm reduced to 10000 samples or 1.25 seconds (10000samples/8000 Hz). Where 

silence at the beginning and end of the word is removed. This will reduce the 

computation time of the feature extraction and recognition in the system to about 58% 

((3sec-1.25sec)/3sec). 
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4.7 Feature Extraction 

A key assumption made in the design of most speech recognition systems is that the 

segment of a speech signal can be considered as stationary over an interval of few 

milliseconds. Therefore the speech signal can be divided into blocks which are usually 

called frames. The spacing between the beginnings of two consecutive frames is in the 

order of 10 msecs, and the size of a frame is about 25 msecs. That is, the frames are 

overlapping to provide longer analysis windows. Within each of these frames, some 

feature parameters characterizing the speech signal are extracted. These feature 

parameters are then used in the training and also in the recognition stage [44]. 

In this thesis, a combination of several famous features (MFCC, LPC, Formants) has 

been used to improve the accuracy of the system. 

4.7.1. Mel-Frequency Cepstral Coefficients (MFCC) 

MFCC is one of the best known and most commonly used features for speech 

recognition. MFCC is applied with frame length of 256 samples which is equal to 32 

msecs, and with frame overlap of length 80 samples which is equal to 10 msecs (1 second 

of recording is equal to 8000 data points). These values are found to result in most 

accurate recognition after several experiments. The output of MFCC is a 22 dimensional 

matrix where the number of rows is the number of frames of the speech signal. The 

dimension is fixed to 22, which represents the length of the vocal tract of humans.  The 

Block diagram of MFCC is shown in the Figure 4.5: 
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MFCC takes human perception sensitivity with respect to frequencies into consideration, 

and therefore is best known and most commonly used feature in speech recognition. The 

step-by-step computations of MFCC are shown below: 

a. Step1 : Framing 

In this step, the signal is divided into small blocks of samples called frame. The length of 

frame must be in 10-40ms short time duration to ensure stationary of signal.  In this work, 

the frame length is set to 32ms (or N=256 samples in the frame). 

Where the block size (N) must be a power of 2 to speed up the computation. 

b. Step2 : Windowing 

Windowing is a point-wise multiplication between the framed signal and the window 

function. In order to eliminate the errors due to computing the Fast Fourier Transform 

(FFT) on a block of data (Frame) which is not periodic [45], we need first to apply a 

window function to smooth the signal in the data block and to eliminate unwanted signal 

like noise and interference joined with the signal. A window is shaped so that it is exactly 

zero at the beginning and end of the data block and has some special shape in between. 

This function is then multiplied with the time data block forcing the signal to be periodic. 

In our system we choose the hamming window since it is good in improving the 

frequency resolution.  That is, they make it easier to detect the exact frequency of a peak 

in the spectrum and minimize the spectral distortion and the signal discontinuities. 

Hamming window function shape is shown in Figure 4.6. 

 

Figure ‎4.6 Hamming window for FFT block of 256 samples 
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One of the disadvantages of windowing functions is that the beginning and end of the 

signal is attenuated in the calculation of the spectrum. Overlap processing recover a 

portion of each previous frame that otherwise is lost due to the effect of the 

windowing function. So, in our system we used an overlapped hamming window in 

computing the voice spectrum. We set the time shift of the overlapped windows as 

follow: 

Overlap =10 ms =0.01 seconds 

Data shift   =time shift   fs= 0.01 sec   8000 Hz =80 samples 

 

c.  Step 3 : Fast Fourier Transform (FFT) 

The purpose of FFT is to convert the signal from time domain to frequency domain to 

get the frequency content of speech signal in current frame. 

 ( )     (   ( )    ( )  ) 

Where:  

Y(f) : is the Fourier Transform of  x 

H(t) : is the hamming windows over a frame of 256 samples 

  ( ): is the m frame in the speech signal of length 256 samples and 80 

samples overlap.  

 

d.  Step 4 : Mel Filter Bank Processing 

Mel Filter Banks are a set of triangular band pass filters used to approximate the 

frequency resolution of the human ear, which resolves frequencies non-linearly across 

the audio spectrum. The information carried in low frequency components of the 

speech signal is more important than the high frequency components. In order to 

concentrate on the low frequency components, Mel scaling is applied. The Mel 

frequency scale is linear up to 1000 Hz and logarithmic thereafter. 
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To convert from frequency scale to Mel scale we use the following equation [46]: 

   ( )            (  
 

   
)                                        (4.7) 

To convert from Mel scale to frequency scale we use the following equation: 

    ( )      (  
 

    
   )                                              (4.8) 

 

The literature indicates that 12 Mel filter is typically sufficient for speaker recognition 

and can vary for different implementations up to 40 Mel filters. 

In our system we use 22 triangular Mel filters,which represents the length of the vocal 

tract of humans,  spread over the whole frequency range from zero upto the Nyquist 

frequency fmax =fs/2=4000 Hz.  

To get the maximum Mel frequency melmax   we use eq. (4.7) 

melmax = 2595  log10(1 + fmax /700)=2595   log10(1 + 4000 /700)=2146 

 

The center frequencies of the 22 triangular filters "melcenters" will be linearly spaced 

along the Mel scale. 

melcenters = (1:nofChannels)   melmax / (nofChannels + 1)=(1:22) * 2146/(22+1)= 

[93.3    186.6    279.9    373.2    466.5    559.8    653.1    746.4    839.7    933    1026.3    

1119.6    1212.9    1306.2    1399.5    1492.8     1586.1    1679.4    1772.7    1866    

1959.3    2052.6] 

To obtain the center frequencies of the filter on the frequency scale fcenters, we use 

eq. (4.8) and we add 1 and 4000 to the vector. 

fcenters = [ 1  60.4    126    197.3    274.8    358.9    450.3    549.6    657.5    774.6    

901.9    1040.2    1190.4  1353.5  1530.7  1723.3    1932.4  2159.6   2406.5    2674.6    

2965.8    3282.2  3625.9  4000] 

Which are nonlinearly spaced.  

To find to which fft block this fcenters belong:  

We have fs=8000 is divided into equal spaced N=256 fft blocks or the nyquist 

frequency fmax =4000 is divided into equal spaced Nyquist frequency index Nmax = 

N/2=128 fft blocks.  
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Then the frequency resolution:  df = fs/N=8000/256=31.25 

FFT indices:   f = round (fcenters ./ df) = round (fcenters ./ 31.25)= 

[1   2     4     6     9    11    14    18    21    25    29    33    38    43    49    55    62    69    

77    86    95   105   116 128] 

Then we use   eq. (4.9) to find the coefficient of the triangular filters. 

 (   )       

{
 
 

 
 

               ( )   (   )
 ( )  (   )

 ( )  (   )
                   (   )   ( )   ( )

 (   )  ( )

 (   )  ( )
              ( )   ( )   (   )

                   ( )   (   )

                       (4.9) 

Then we normalize the coefficient to have a unit area of each triangle filter 

   (   )     (   )     ( (   )) 

 

The plot of these triangular filters is shown in Figure 4.7. 

 

 

Figure ‎4.7  Mel-scale filter bank 

The filters have not equal gain because of their varying frequency widths (in linear 

scale). 
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e.   Step 5 : Calculating the logarithm  

In this step, we multiply this filters with power spectrum obtained in step 3 and we 

normalize it and we calculate the logarithm of each Mel power spectrum coefficient. 

f.   Step 6 : Discrete Cosine Transform (DCT) 

In this step, log Mel spectrum is converted back to time domain using DCT. The 

result of conversion is called Mel Frequency Cepstrum Coefficients (MFCCs). 

4.7.2. Formant and LPC Features 

We use Formant_tracker based on LPC Analysis to estimate the first 3 formants (F1, F2 

and F3) of each frame in the speech signal.  

To compute the LPC coefficient, we use Levinson-Durbin Algorithm. 

a. LPC Coefficient computation 

 Step1    Framing 

First the signal is divided into frames of length 256 samples with 50 % overlapping  

 Step2:    Choose p the number of LPC coefficients  

For accurate vocal tract model: The order of the LPC should be greater than sample 

rate/1000 + 2. 

 With sampling rate 8 kHz, the typical order of the LPC should be greater than 

8000/1000+2=10 (we select p=12). 

 Step 3:   Auto-Correlation 

Linear predictive coding (LPC) is a popular technique for speech compression. Since 

speech signals are not stationary, we are typically interested in the similarities in signals 

only over a short time duration (frame) and for only a few time delays i={0,1,…,P}. So, 

we want to remove redundancy in each frame to reduce the number of features. 

Autocorrelation describes the redundancy in the speech frame x(n). 
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For each speech frame we calculate the 12 auto-correlation coefficients. The auto-

correlation formula is shown below in Eq.  (4.10). 

 ( )  
 

 
∑  ( )  (   )                            
                        (4.10) 

   

Where: 

 

N: is the frame length N-1=511 

p : is the number of LP coeffcients ( LPC order )     p=12 

And the   
 

 
 :  is a normalizing factor. 

The auto-correlation coefficient, R0, is the energy of the window frame.  

 Step4:   Levinson-Durbin algorithm 

The 13 auto-correlation coefficients R (i) are combined with Levinson-Durbin algorithm 

to find the 12 LPC coefficients. 

Each window frame is modeled as an IIR filter with the following transfer function 

shown below in Eq. (4.11). 

H(z) =__      G_____________       

                                  (1 + a1 z
-1 

+ a2 z
-2

 + …. + a12 z
-12

)          (4.11)     

 

The 12 LPC coefficients (a1, a2, …. , a12) is the solution to the auto-correlation of Eq. 

(4.12). 

                                  [

 ( )  ( )  (  )
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]  [
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]                (4.12) 

 

 

The solution is calculated using Levinson-Durbin recursive algorithm as follow: 
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Algoritm 4.1: Levinson-Durbin recursive  

Purpose: LPC Coefficient computation 

 Input: 

R(i): autocorrelation coefficients 

a(i) : filter coefficients 

K : reflection coefficients 

E: prediction gain 

Output: The 12 LPC coefficients, a(1), a(2), a(3), …., a(12). 

Initialization:  

a(0) = 1 and E(0) = R(0) 

  k(1)=R(1)/R(0) 

 alpha(1,1)=k(1) 

  E(1)=(1-k(1)^2) E(0)     

Procedure: 

           =12 

 ( )  
 

 (   )
 ( ( )  ∑  (     )   

    (|   |)     

 (   )   ( ) 

                              

                         (   )   (     )   ( )  (       ) 

end 

 ( )  (   ( ) ) (   ) 

end 

the final solution of the a's coefficients is given by 

             

 ( )   (   ) 

end 

The LPC Gain Coefficient G  is given by 

    ( )  ∑ ( )  ( )

 

   

 

where a(1), a(2), a(3), …., a(12) are the 12 LPC coefficients. 
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b. Formants 

Given a spectral representation S(z) via the LPC coefficients, one could directly locate 

formants by solving directly for the roots of the denominator polynomial in S(z). Each 

complex-conjugate pair of roots would correspond to a formant. For each LPC_Frame, 

The formant frequencies are obtained by finding the angle of the roots of the LPC 

prediction polynomial. 

rts = roots(LPC Coefficients). 

Because the LPC coefficients are real-valued, the roots occur in complex conjugate pairs. 

We retain only the roots with positive imaginary part and determine the angles 

corresponding to the roots. 

rts = rts(imag(rts)>=0). 

angles = arctan(imag(rts),real(rts)). 

Then we Convert the angular frequencies in radians/sample represented by the angles to 

hertz and calculate the bandwidths of the formants. 

                     
           

  
 

 

We sort these Formants frequencies then we take only the first 3 Formants, since they are 

the most important in determining the uttered word.  

c. Itakura Distance (comparing two sets of LPC coefficients) 

Given two vectors of LPC coefficients, it is often necessary to compute the “distance” 

between two LPC vectors in pattern recognition application such as speech recognition. 

The euclidean and manhattan distance measures are not appropriate for comparing two 

vectors of LPC coefficients since the coefficients are not independent. The most useful 

distance measures for LPC coefficients are Itakura distance. The LPC coefficients aim to 

minimize the residual energy between the true magnitude spectrum of the speech frame 
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and the LPC model spectrum. This suggests that one may compute the “distance” 

between two LPC vectors by comparing their residual energies between each of their 

reconstructed spectra and “true” spectrum. 

 Let a and  ̂ be the pth-order LPC coefficients computed from two (windowed) speech 

frames x(n) and x( ̂) respectively. It is known that the prediction error (residual energy) 

by linear predictive analysis can be written in the form: 

 ( )                                                               (4.13) 

Where Rx is the Toeplitz matrix calculated from the autocorrelation sequences of the 

signal x(n). Thus, a reasonable measure of spectral distance between two frames of 

speech represented by a and  ̂, and augmented matrices R and  ̂ is 

 (   ̂)    
 ̂    ̂

      
                                                      (4.14) 

Itakura distance is defined as 

  (   ̂)      
      

 ̂   ̂ ̂
                                                  (4.15)  
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4.8 Training Stage 

In the training stage we create the reference model for the training speech signals. This 

reference contains the LPC, MFCC and Formants features and their gaussian mixture 

models. 

4.8.1. Training with Gaussian Mixture Model  

To create the reference model, we use Gaussian mixture model to fit the extracted 

features of the training data. Gaussian Mixture Models form clusters by representing the 

probability density function of observed variables as a mixture of multivariate normal 

densities. Mixture models of the gmdistribution class use expectation maximization (EM) 

algorithm to fit data, which assigns posterior probabilities to each component density 

with respect to each observation. Clusters are assigned by selecting the component that 

maximizes the posterior probability. The posterior probabilities for each point indicate 

that each data point has some probability of belonging to each cluster. Gaussian mixture 

modeling uses an iterative algorithm that converges to a local optimum.  

To find the gaussian mixture model for each word that fit the training data and estimate 

its parameters, we use the matlab command: 

obj = gmdistribution.fit(X,k,param1,val1,param2,val2,..,'Options',options) 

Where: 

 k: is the number of Gaussian mixture components. We set k=5 since each word is 

repeated five times and the word model will contains five normal distribution. 

X: is the word features in n-by-d matrix, where n is the number of observations (number 

of frames) and d is the dimension of the data (number of features in each frame d=22). 

The algorithm starts by an initial point randomly, in order to have same result each time 

we run the code we have to make this initial point the same when the algorithm start . We 

need to reset MATLAB's random number generator, and the simplest way to that is 

    reset(RandStream.getDefaultStream) 
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The parameter/values: 

 'Replicates': A positive integer giving the number of times to repeat the EM 

algorithm, each time with a new set of parameters. The solution with the largest 

likelihood is returned. In our system we set (Replicates=3) which gives best accuracy. 

 'CovType': we restricted the covariance matrices to be 'diagonal' instead of full 

covariance matrices in order to decrease the number of model parameters  

 'Options': Options structure for the iterative EM algorithm, as created by statset 

command. We used the parameters: 

 'Display' with value of 'off' which is the default (Displays no information.). 

 and 'MaxIter' with  value of 500 (Maximum number of iterations allowed ). 

 

4.9  Recognition  Stage (Test Phase) 

In the recognition stage a combination of recognition methods are used. 

4.9.1. Euclidean Distances  

We use a Pairwise Euclidean distances between columns of MFCC test features matrix 

with each MFCC training matrices in the reference models. 

let: 

x:  MFCC test features 

y :MFCC training  features 

First we calculate the Euclidean distance D between each column in x with each column 

in y.  
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  √∑(   )  

Then we find the minimum m value of each row in D 

The distance d between x and y will be the average of m  

     d=Average(m) 

We repeat the above procedure to find the distance d between x and each training vector. 

The training vector that has the smallest distance d to the test vector x is the recognized 

word. 

4.9.2. Dynamic Time Warping(DTW) 

Dynamic Time Warping (DTW) is a technique that finds the optimal alignment between 

two time series if one time series may be “warped” non-linearly by stretching or 

shrinking it along its time axis. This warping between two time series can then be used to 

find corresponding regions between the two time series or to determine the similarity 

between the two time series. 

 Speech is a time-dependent process. Hence the utterances of the same word will have 

different durations, and utterances of the same word with the same duration will differ in 

the middle, due to different parts of the words being spoken at different rates. To obtain a 

global distance between two speech patterns (represented as a sequence of vectors) a time 

alignment must be performed. DTW resolves this problem by aligning the words properly 

and calculating the minimum distance between them. The local distance measure is the 

distance between features at a pair of frames while the global distance from beginning of 

utterance until last pair of frames reflects the similarity between two vectors. We used 

dynamic time warping to classify the MFCC and Formants features. Since these features 

have not the same dimension. The algorithm of DTW is as follow: 
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Algoritm 4.2: Dynamic Time Warping  

Purpose: Global distance between testing and training features 

 Input: 

X:  test features Formants   

Y:  training features Formants   

Size(X) =[r, n] 

Size(Y) =[r, m] 

X and Y have same number of rows but different number of column          

D: Global distance, an n × m matrix.  

Output: dist=D (n, m) the global distance. 

Initialization:  

 Set all elements values in D to infinity. 

Set the start element in D to zero, D (1, 1) =0. 

Procedure: 

for i=1:n 

for j=1:m 

  √∑ ( (   )   (   ))  
        where d:  is the local distance (Euclidean distance 

between the two feature points and r is number of rows) 

D(i,j)=d+ minimum of (  D(i-1  ,j),    // insertion 

                                        D(i  , j-1),    // deletion 

                                        D(i-1, j-1)  )    // match 

end 

end 

 

Comparing the test features with each of the training features the one that have the 

smalest value of "dist " is considered the recognized word. 

4.9.3. Gaussian Mixture Model GMM Recognizer 

During the testing stage, we extract the MFCC vectors from the test speech and compare 

it with estimating GMM model of each word and use a probabilistic measure to 

determine the source word with maximum a posteriori probability (maximizing a log-
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likelihood value). The log-likelihood value is computed using the posterior function in 

matlab:    [P,nlogl] = posterior(obj,X) 

nlogl: is the negative log-likelihood function. It is the negative sum of logs. Typically, we 

search for minimum rather than maximum where the minimum value is used to classify 

the input speech from spoken words.  

4.10 Speaker Recognition 

In order to accelerate the system and to reduce the execution time, we first make the 

system to identify the speaker and load only its reference model. Each speaker will read 

the sentence "ثسى الله انزدًٍ انزدٍى". Then we Calculate MFCC coefficients for training set.  

To reduce the speaker identification time, we use Vector Quantization (K-means) which 

map the large MFCC features size to to a predefined number of clusters defined by their 

centroids. As the number of centroids increases, the identification rate of the system 

increases, but the computational time will also increase. However, increasing the number 

of centroids, greater than 64, did not have any further impact [48]. 

For clustering we use  64 centroid  K-means clustering where squared Euclidean distance 

is used and each centroid is the mean of the points in that cluster. We use the matlab 

command   

[IDX,C,sumd] = kmeans(X,k) 

Where: 

X: is the mfcc feature of the speech signals. 

k: is the number of clusters we set k=64. 

IDX: are the cluster indices of each point. 

C: centroid locations matrix. 

sumd: returns the within-cluster sums of point-to-centroid distances. 

 

In the recognition phase we extract the MFCC features of the test speech signal and we 

use K-means clustering to find centoids matrices "C" for the test features. Then we 

compute the average distances between the features of the unknown voice test_C with all 

the codebooks in database train_C, and find the lowest distortion and identify the person 

with the lowest distance. 
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Chapter 5  

Experimentation and Results 

 

 

5.1 System Datasets and Parameters 

The dataset used in the test phase consist of 600 samples recorded with same training 

speakers in a clean environment (5 Speakers * 40 Words * 3 Repititions = 600 samples). 

Where sounds are recorded using laptop microphone with sampling frequency of 8 kHz, 

16-bit PCM Mono WAV format. 

The speech recognition system is implemented and tested using Matlab R2010a and the 

Laptop used in recording of sound and computation of the system is:  

HP G62-a10se Laptop, Core I3/2.26Ghz processor, 2 GB RAM, built-in Realtek High 

Definition Audio Sound and Windows7 Ultimate Operating System. 

Table ‎5-1 System parameters 

System Parameters Values 

Training Dataset 1000 Samples 

Testing Dataset 600 Samples 

Computer HP G62-a10se  Laptop 

Processor core I3/2.26Ghz 

RAM 2 GB 

Audio Sound 
built-in Realtek High Definition Sound 

Card 

Software Matlab R2010a 

Operating System Windows7 Ultimate 
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5.2 System Graphic User Interface (GUI ) 

We designed the system in a graphic user interface GUI in Matlab to make it simple to 

use. First when we run the software a dialog box will appear asking to read the 

sentence"ثسى الله انزدًٍ انزدٍى", as shown in Figure 5.1.  

 

Figure ‎5.1 System GUI speaker identification dialog box 

Then the system will recognize the user and will display his name in the top of the canvas 

as shown in Figure 5.2. Then it will load only the reference model obtained in training 

only for that user and discard other user models this will reduce the time of speech 

recognition by comparing his test speech with only his training data. 

 

 

 

 

Figure ‎5.2 The recognized speaker name displayed on top of canvas 

the recognized name of the 

speaker 
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We have in the GUI 4 buttons: 

 Start button : when pressed the system will start recording the sound for 2 minutes 

then recognizes the word 

 Stop button : used to stop every thing and remove any occuring errors 

 Clear button :used to clear the workspace and command windows in matlab  and 

the textbox of the canvas 

 Exit button : used to close the program and exit 

 The recognized word will appear in the textbox and each time you press the start button 

and read new word, it will be displayed next to it. Figure 5.3 shows an example of 

reading 3 words. 

 

 

 

Figure 5.3  Example of reading 3 words 
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5.3 Recognition Methods Experiments and Results 

We have performed different experiments and obtained the results shown in the tables 

below. 

1. using MFCC features and  Pairwise Euclidean distances  Classification  

2. using FORMANTS features and Dynamic time warping (DTW) Classification  

3. using MFCC features and  Gaussian mixture model (GMM) Classification  

4. using MFCC features and Dynamic time warping (DTW) Classification  

5. using LPC coefficients features and Itakura distance  Classification 

6. Combination of the methods outputs using a voting system. 

In order to evaluate the recognition rate for each method, we calculate the method 

accuracy for each speaker using its 120 test data (40 words   repeated 3 times). Then the    

overall accuracy of the method is the average accuracy of the 5 speakers. 

To visualize the performance of the mehods, we used a confusion matrix which is a 

simple matching matrix used to display the classification results. The confusion matrix is 

defined by labeling the desired classification on the rows and the predicted classifications 

on the columns. Since we want the predicted classification to be the same as the desired 

classification, the ideal situation is to have the values of the matrix diagonal equal to 15. 

Which is the total number of test data of each word (5 speaker * 3 repitition of each 

word). 

In order to find the accuracy of each word in the table we divide the diagonal value in the 

table of this word over 15. For example the word خهف" " has a diagonal value in the first 

table equal to 14 then 14/15*100%= 94% which is the accuracy of this word in the first 

table. 

In Table 5.2, we notice that 11 words ( ......  "ًٌٍٍ"  "أيبو") from the 40 words get 100% 

accuracy using the MFCC feature with Euclidean classification. Whereas, The worst case 

was with the words ("أغهك"   "ادًم") with an accuracy of 60%. The performance of this 

method is good. It is 85.23%. 
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Table ‎5-2 Confusion matrix of the system when using MFCC features and pairwise Euclidean classification 
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 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 أيبو
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 1 خهف
ًٌٍٍ 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100% 
 %94 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 ٌسبر
 %80 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 12 0 0 0 0 أػهى
 %74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 11 0 0 0 0 1 أسفم
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 1 0 0 0 رذزن
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 لف

 %80 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 1 1 0 0 0 0 أسزع
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 0 0 0 1 رًٓم
 %74 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 افزخ
 %60 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 9 0 0 1 0 0 0 1 0 0 0 0 أغهك
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 1 0 0 اَشل
 %74 2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 1 0 0 0 0 0 0 0 0 اصؼذ
 %80 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 1 0 0 الزأ
 %74 0 0 0 0 0 0 0 0 0 0 0 0 1 0 3 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكزت
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ركهى

 %80 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اسكذ
 %67 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 10 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 أجت
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 فٕق
 %74 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 اثذأ

 %74 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 رٕلف
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 أكًم
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ايسخ
 %60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 3 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ادًم
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أَظز
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اَطهك
 %100 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أػذ
 %100 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 َؼى
 %67 0 0 2 0 0 1 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 لا

 %80 0 0 0 1 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 صفز
 %74 0 0 1 0 0 0 0 0 11 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 ٔادذ
 %80 0 1 0 0 0 0 0 12 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اصٍٍُ
 %80 0 0 0 0 0 0 12 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 صلاصخ
 %100 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أرثؼخ
 %100 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 خًسخ
 %100 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سزخ
 %100 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سجؼخ
 %100 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صًبٍَخ
 %100 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 رسؼخ

TOTAL ACCURACY % = 85.23 %  

As shown in Table 5.3, the total accuracy of this Formant based DTW classification 

method is very low only 57%. We may conclude that Formant based recognition system 

should not taken alone and should be merged with other features to have better accuracy. 

The best accuracy is with the word سجؼخ" " with 94% and the worst one is the words ( "الزأ"

 .with only 27%   (  "اثذأ" 
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Table ‎5-3 Confusion matrix of the system when using Formants features and DTW classification 
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 %60 0 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 9 أيبو
 %54 0 0 0 0 1 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 8 0 خهف
ًٌٍٍ 0 0 9 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60% 
 %46 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 1 7 0 0 0 ٌسبر
 %46 1 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0 0 0 1 7 0 0 0 0 أػهى
 %40 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 1 0 1 1 0 0 0 1 0 0 0 0 0 0 0 0 1 1 0 6 0 0 0 0 1 أسفم
 %54 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 1 0 8 1 0 1 0 0 0 رذزن
 %67 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 1 0 0 0 1 0 0 0 10 0 0 0 0 0 0 0 لف

 %67 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 10 0 0 1 0 0 0 0 0 أسزع
 %67 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 1 1 2 0 0 0 0 0 رًٓم
 %80 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 1 0 0 0 افزخ
 %60 0 0 1 0 0 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 9 0 0 0 0 0 0 0 0 0 0 0 أغهك
 %60 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 1 0 0 9 0 0 0 0 0 0 0 0 0 1 0 0 اَشل
 %46 3 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 اصؼذ
 %27 1 0 1 0 0 2 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 4 0 0 0 3 0 0 0 0 0 0 1 0 0 0 الزأ

 %54 0 0 0 0 0 0 0 0 0 1 0 0 0 2 1 0 0 0 0 0 0 1 1 0 8 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 أكزت
 %46 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 7 0 0 0 0 0 0 1 0 0 0 1 1 0 0 1 0 ركهى

 %46 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 0 0 0 0 1 0 7 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اسكذ
 %60 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 1 0 1 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 أجت
 %54 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 8 0 1 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 فٕق
 %27 0 0 0 1 0 0 1 0 0 3 0 0 0 3 0 0 1 0 1 4 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 اثذأ

 %34 0 0 2 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 5 0 0 1 0 0 0 2 0 0 0 0 0 1 2 0 0 0 0 0 0 0 رٕلف
 %67 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 2 0 10 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكًم
 %74 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 1 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 ايسخ

 %46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 3 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ادًم

 %60 0 0 0 1 0 0 0 0 0 0 0 0 0 1 9 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 أَظز

 %74 0 0 0 2 0 0 1 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 اَطهك
 %40 1 1 0 0 0 0 0 1 '2 0 0 0 6 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 أػذ
 %54 1 0 1 0 1 0 0 0 0 1 0 8 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 َؼى
 %54 2 0 2 0 0 1 0 0 0 0 8 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 لا

 %54 0 1 0 0 1 0 1 0 0 8 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 1 0 صفز

 %54 0 1 1 0 0 0 0 0 8 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 2 ٔادذ
 %60 1 0 0 1 0 0 0 9 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اصٍٍُ
 %54 0 1 0 0 0 0 8 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 3 0 0 1 0 0 0 1 0 0 0 0 0 0 0 صلاصخ
 %67 0 0 3 0 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 أرثؼخ
 %67 0 1 1 0 10 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 خًسخ
 %54 2 0 1 8 0 0 0 0 0 0 1 0 0 2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سزخ
 %94 1 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سجؼخ
 %54 0 8 0 0 0 0 1 1 1 1 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صًبٍَخ
 %87 13 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 رسؼخ

TOTAL ACCURACY % = 57 %  

In Table 5.4, The Average accuracy of the system based on MFCC features and Gaussian 

Mixture Model is good equal to 87%. Using this method, 9 words have best accuracy of 

100% and the worst case is with the words ( "َؼى"  "  اثذأ  "  )  with accuracy of 67%.   



67 
 

Table ‎5-4 Confusion matrix of the system when using MFCC features and Gaussian Mixture Model (GMM) classification 
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 %94 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 أيبو
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 خهف
ًٌٍٍ 0 0 13 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 87% 
 %87 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 13 0 0 0 ٌسبر
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 أػهى
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 1 0 0 0 0 أسفم
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 12 1 0 1 0 0 0 رذزن
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 13 0 0 0 0 0 0 0 لف

 %80 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 2 0 0 0 0 0 أسزع
 %80 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 0 0 1 0 رًٓم
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 14 0 0 0 0 0 0 0 0 0 0 افزخ
 %80 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 0 1 0 0 0 0 أغهك
 %74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0 0 1 11 0 0 0 0 0 0 0 0 0 0 0 0 اَشل
 %94 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 اصؼذ
 %80 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 1 0 0 0 0 0 0 0 0 0 0 0 0 0 الزأ
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكزت
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ركهى

 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اسكذ
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 12 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 أجت
 %74 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 فٕق
 %67 0 0 1 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 10 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 اثذأ

 %74 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 رٕلف
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكًم
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 ايسخ
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ادًم
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أَظز
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اَطهك
 %80 0 0 0 0 0 0 0 1 1 0 1 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أػذ
 %67 0 0 0 0 0 0 0 1 0 0 1 10 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 َؼى
 %74 0 0 2 0 0 0 0 1 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 لا

 %87 0 0 1 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 صفز
 %74 0 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 1 ٔادذ
 %100 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اصٍٍُ
 %74 0 0 1 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 1 صلاصخ
 %80 0 0 3 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أرثؼخ
 %94 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 خًسخ
 %100 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سزخ
 %100 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سجؼخ
 %100 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صًبٍَخ
 %100 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 رسؼخ

TOTAL ACCURACY % = 87 %  

In Table 5.5, the system based on MFCC features and Dynamic Time Warping method shows 

best performance with 90% recognition rate. Where the DTW will control the the time scale of 

the test speech signal to match the training time length taking into account the variation of the 
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speed when pronouncing a word. 13 words have full accuracy of 100% whereas the lower 

accuracy is 74% which is also acceptable. 

Table ‎5-5 Confusion matrix of the system when using MFCC features and DTW classification 
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 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 أيبو
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 خهف
ًٌٍٍ 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 94% 
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 ٌسبر
 %94 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 أػهى
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 14 0 0 0 0 0 أسفم
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 13 0 0 0 0 0 0 رذزن
 %94 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 لف

 %94 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 أسزع
 %80 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 رًٓم
 %87 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 13 0 0 0 0 0 0 0 0 0 0 افزخ
 %80 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 1 0 0 0 0 أغهك
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 اَشل
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 اصؼذ
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 الزأ
 %80 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكزت
 %87 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ركهى

 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 12 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اسكذ
 %74 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 11 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 أجت
 %94 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 فٕق
 %80 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 12 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 اثذأ

 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 رٕلف
 %80 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 أكًم
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ايسخ
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ادًم
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 1 12 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أَظز
 %100 0 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اَطهك
 %100 0 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أػذ
 %94 0 0 0 0 0 0 0 0 0 0 0 14 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 َؼى
 %74 0 0 2 0 0 1 0 0 1 0 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 لا

 %80 0 0 0 1 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 صفز
 %80 0 0 0 0 0 0 0 0 12 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ٔادذ
 %87 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اصٍٍُ
 %87 0 0 0 0 0 0 13 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صلاصخ
 %100 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أرثؼخ
 %100 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 خًسخ
 %100 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سزخ
 %100 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 سجؼخ
 %100 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صًبٍَخ
 %100 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 رسؼخ

TOTAL ACCURACY % =  90%  
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In Table 5.6, the accuracy of the system based on LPC features with Itakura classification 

have a recognition rate of 83%. Where 2 words have the best accuracy of 100% and 

worst case is with the word "ٔادذ" with accuracy of 60%. 

Table ‎5-6 Confusion matrix of the system when using LPC features and Itakura classification 
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 %87 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 13 أيبو
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 12 1 خهف
ًٌٍٍ 0 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100% 
 %87 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 13 0 0 0 ٌسبر
 %94 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 أػهى
 %80 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 12 0 0 0 0 1 أسفم
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 13 0 1 0 0 0 0 رذزن
 %80 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 لف

 %80 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 1 0 0 0 0 0 أسزع
 %74 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 1 0 0 0 0 1 رًٓم
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 12 0 0 0 1 0 0 0 0 0 0 افزخ
 %74 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 11 0 0 0 1 1 0 0 0 0 0 0 أغهك
 %80 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 1 0 0 0 0 0 0 0 اَشل
 %74 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 11 0 0 0 0 1 0 1 0 0 0 0 0 0 اصؼذ
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 1 0 0 0 0 0 0 1 0 0 0 0 0 0 الزأ
 %74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 11 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 أكزت
 %74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 11 0 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 ركهى

 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 13 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 اسكذ
 %87 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 أجت
 %74 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 11 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 فٕق
 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 اثذأ

 %80 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 رٕلف
 %74 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 11 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أكًم
 %87 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 ايسخ
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 ادًم
 %94 0 0 0 0 0 0 0 0 0 0 0 0 0 1 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 أَظز
 %87 0 0 0 0 1 0 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اَطهك
 %80 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 أػذ
 %80 0 0 0 0 1 0 0 0 0 0 0 12 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 َؼى
 %87 0 0 0 0 1 0 0 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 لا

 %74 0 0 0 0 0 0 0 0 0 11 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 صفز
 %60 0 0 0 0 2 0 0 1 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0 ٔادذ
 %94 0 1 0 0 0 0 0 14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 اصٍٍُ
 %67 0 0 0 0 0 0 10 0 1 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 صلاصخ
 %80 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 أرثؼخ
 %80 0 0 0 0 12 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 خًسخ
 %80 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 سزخ
 %80 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 2 0 0 0 0 0 0 سجؼخ
 %87 0 13 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 صًبٍَخ
 %100 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 رسؼخ

TOTAL ACCURACY % = 83%  
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We see from the previous tables that the correct rates of the system is 85.23%, 57%  , 

87%, 90%, 83%  when using MFCC+Euclidean  , Formants+DWT   ,  MFCC+GMM , 

MFCC+DWT  and LPC+ Itakura   respectively.  The worst correct rate is with Formants 

and the best one is with MFCC and using Dynamic Time Warping classification. 

Also we see from the Figure 5.4, that MFCC+DWT (M4)  outperforms the other methods 

for most of the words  and only for few words MFCC+GMM (M3) outperform  M4 and it 

is clear from the graph that the worst method is Formants+DWT (M2)  for almost all the 

words. 

 

 

Figure ‎5.4 Words accuracy by the diffferent methods 

 

Combination of the Methods 

In the following table we will compare the perfomance (accuracy and execution time) of 

the different combination of the 5 methods using a voting rule. Where, the recognized 

item is the one that is recognized by the maximum number of methods. When no match 

between the methods, then we take the output of the best single method in the 

combination.  
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Let: 

M1:  Euclidean Classification with MFCC features (MFCC | Euclidean ) 

M2: DTW Classification with Formants features (Formant | DTW ) 

M3:  GMM Classification with MFCC features (MFCC | GMM ) 

M4:  DTW Classification with MFCC features (MFCC | DTW ) 

M5: Itakura Classification with LPC features (LPC | Itakura ) 

Mi + Mj : plus sign means combining the two methods 

(Mi + Mj) Mk :  means that the system will combine only Mi  and Mj  and when they   

did not give same classification then  it will add Mk to the combined classifier. 

Also, we need to combine at least 3 methods. Since combining 2 methods will have same 

output of the best single method. For example M1+M2: 

If M1 output= M2 output then M1+M2 output= M1 output.  

If M1 output ≠ M2 output then M1+M2 output= M1 output (will take the output of best 

single method). 

Table ‎5-7 Perfomance of the different combinations of the 5 methods 

Method 
Combinations 

Average Accuracy 
Average Computation 

Time(second) 

M1 85.23%  0.7 

M2 57%  0.3 

M3 87% 0.2 

M4 90 %  2.3 

M5 83% 0.6 

M1+M2+M3 85.73% 0.8 

M1+M2+M4 92.33% 2.6 

M1+M2+M5 86.94% 1.4 

M1+M3+M4 92.5% 2.6 

M1+M3+M5 90.27% 1.5 

M1+M4+M5 93.83% 2.9 

M2+M3+M4 92.39% 2.4 

M2+M3+M5 89.94% 0.9 

M2+M4+M5 92.39% 2.7 

M3+M4+M5 93.72% 2.7 

M1+M2+M3+M4 93.22% 2.6 

M1+M2+M3+M5 90.72% 1.5 

M1+M2+M4+M5 94.39% 2.9 

M1+M3+M4+M5 93.60% 2.9 

M2+M3+M4+M5 93.94% 2.7 

M1+M2+M3+M4+M5 93.39% 3 
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From Table 5.7, we see that the best combination is M1+M2+M4+M5 (MFCC | 

Euclidean + Formant | DTW + MFCC | DTW + LPC | Itakura) with an accuracy of 

94.39% but its time computation is the largest 2.9 seconds.  Also, MFCC with Gaussian 

mixture method is the fastest method with only 0.2 second but when it is combined with 

other methods does not give best result. This is due that our training data is not big 

enough and in our experiment, if we increase the training data this will increase the 

execution time too much, which is not suitable in our combination system case. 

Also, we notice that such a combination can degrade the performance as in M1+M2+M3 

the combined recognition rate is 85.73% is lower than the accuracy of M3 alone with 

87%. For example if M3 has correct output whereas, M1and M2 have the same wrong 

outputs. Then the output of the voting system will be wrong even that M3 is correct. 

Also we notice that the best single method is MFCC feature with Dynamic time warping 

but it is the most time consuming of all the single methods. 

Since M1+M2+M4+M5 is the best method.  We will select this combination and we will 

try to reduce the time computation by combining only two methods and when they do not 

match we will add another method to the combination. Also, we need to make the method 

M4 in the last decision of the combination since it is the most time consuming. 

Table 5.8 shows the sub combination of M1+M2+M4+M5 to find the best accuracy and 

time computation. 

Table ‎5-8 Subcombination of M1+M2+M4+M5 performances 

 Average Accuracy 
Average Computation 

Time(second) 

M1+M2M5+M4 93.56 % 1.55 

M1+M5M2+M4 94.56 % 1.56 

M2+M5M1+M4 92.9% 1.75 

M1+M2+M5M4 92.7 % 1.53 

From the above table we find that the best one is M1+M5M2+M4. Where first the 

system will combine the two fast methods M1 and M5 (MFCC | Euclidean + LPC | 

Itakura) and only when the two methods do not match the system will add other 
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combination M2+M4 (Formant | DTW + MFCC | DTW). We notice that the average time 

computation of the datasets is reduced to the half and is less than the time of the single 

method M4 alone. Since M1+M5 have a match in 26 words and consumes 0.8 second 

whereas only 14 words will use M1+ M2+ M4 + M5 which consumes 2.9 second. 

The positive effect of combination method on the recognition rate is clearly observed in 

Figure 5.5, where best single method M4 has 90% and the combination of the methods 

improve the accuracy significantly to 94.56%. This is due that features combination adds 

an important speech parameters. Where MFCC gives some of the features of the words 

and the Formants and LPC give other features and combining them together will add 

more information of the words. Also, when using different classification method it 

improves the accuracy since the two methods will give the same classification to the 

word only when it has a high probability to be correct classification. 

 

Figure ‎5.5 Recognition accuracy for different methods 

5.4  Comparison With Other Researches 

In this section we will try to compare our proposed system with similar systems in 

previous researches that use features or classifications combinations. 
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energy and pitch frequency feature extraction combination method. They found that using 

HMM classifier alone the accuracy is 88.26% and improved with the combined system to 

92.72%. In [30], an Arabic digit recognition system was proposed based on MFCC+Δ + 

ΔΔ + log(energy). The system was developed using the Hidden Markov Models (HMMs) 

with vector quantization (VQ) and Tree distribution approximation model. The Dataset 

consists of 8800 samples (10 digits x 10 repetitions x 88 speakers). They get a good 

accuracy of 98.41%. In [31], an Arabic isolated word recognition system was proposed 

based on MFCC, log(energy) and their first and second derivatives. They used a Dynamic 

Time Warping (DTW) for the classification. The dataset consists of 19 words (digits from 

1 to 10 plus 9 words) this word is uterred 3 times by 30 speakers a total of 1710 sample is 

the size of the dataset. They cited in their paper that the recognition accuracy was about 

98.5% in a clean environment. In [32], an Arabic isolated word recognition system was 

proposed based on LPC and LPCC ( LP cepstral coefficients )+ Delta LPC (the first 

derivative)  using vector quantization (VQ) and HMM  classification . The dataset used is 

composed of 1500 samples (50 speakers each of them uttered three times the ten digits).  

The recognition accuracy was about 91%. In [33], HMM-based Arabic isolated words 

recognition system was proposed using Wavelet cepstral coefficients and Mel frequency 

cepstral coefficients using a 500 samples datasets. The recognition accuracy was about 

88.46%. In [34], a comparison of discrete Hidden Markov Model with vector 

quantization and DTW techniques was made for recognizing isolated words in Arabic 

language. The system is based on combined features MFCC, Energy and differential 

information (Δ and ΔΔ).  The dataset consists of 500 samples (5speakers* 10 

digits*10repititions). The better recognition accuracy of about 92% was obtained with 

DHMM-based system. 

Table 5.9; summerizes the recognition rates obtained from the previous approaches.  By 

comparing our system with the previous researches we conclude that our proposed 

system is very good and competitive to the other approaches. In our system we used 40 

Arabic words whereas the others have used only 10 digits and only one with 19 words. 

Also, In order to have ideal comparison we need to have common database and same 

computer and software properties and with clear environment. 
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Table ‎5-9 Comparisons with previous researches 

Paper Title Features 
Data 

Type 

Classification 

Methods 
Dataset 

Recognition 

Accuracy 

New Hybrid System (Supervised 

Classifier/Hmm) For Isolated Arabic 

Speech Recognition[11] 

MFCC + 

log energy + 

pitch 

Arabic 

digits 

HMM + SVM 

/KNN 

920  samples 

(10 digits x 

92 speakers) 

92.72% 

The second-order derivatives of 

MFCC for improving spoken Arabic 

digits recognition using Tree 

Distributions  pproximation Model 

and HMMs[30] 

MFCC+ 

Log(energy) + 

(Δ and ΔΔ) 

Arabic 

digits 
HMMs+VQ 

8800  samples 

(10 digits x 10 

repetitions x 

88 speakers) 

98.41% 

Efficient DTW-Based Speech 

Recognition System for Isolated 

Words of Arabic Language[31] 

MFCC+ 

Log(energy) + 

(Δ and ΔΔ) 

Arabic 

words 

and 

digits 

DTW 

1710 

samples(30 

speaker x 19 

words x 3 

repititions) 

98.5% 

Combination of Vector Quantization 

and Hidden Markov Models for 

Arabic Speech Recognition[32] 

LPC + LPCC + 

Delta LPC 

Arabic 

digits 
VQ+HMM 

1500 samples  ( 

50 speakers x 3 

repitition x 10 

digits). 

91% 

Multi-band based recognition of 

spoken Arabic numerals using 

wavelet transform[33] 

Wavelet + 

MFCC 

Arabic 

digits 
HMM 

data set consists 

of 500 

utterances by 

50 speakers 

88.46%. 

A Comparison of DHMM and DTW 

for Isolated Digits Recognition 

System of Arabic Language[34] 

MFCC+Energy+ 

(Δ and ΔΔ) 

Arabic 

digits 
DTW+DHMM 

500 samples (5 

speakers x 10 

digits x 10 

repititions) 

92% 

Our Proposed System 
MFCC+ LPC+ 

Formants 

Arabic 

words 

and 

digits 

Euclidean+ 

DTW+ Itakura 

600 Samples 

(5 speakers x 40 

digits x 3 

repititions) 

94.56 % 
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Chapter 6  

Conclusion 

6.1 Summary and Concluding Remarks 

In this thesis, we designed a new speaker dependent isolated Arabic word speech 

recognition system based on a combination of several features extraction techniques 

MFCC, LPC, Formants and a hybrid of classification methods with Euclidean distance 

and Dynamic Time Warping. Where, the system combines the methods outputs using a 

voting rule.  First, we used in the preprocessing step a word boundary detector using the 

energy and the zero crossing rates to automatically remove silences and identify the start 

and the end of the word in the input signal. Then discrete wavelet transform to the speech 

signal is performed before extracting the features to improve the accuracy of the 

recognition and to make the system more robust to noise. 

In this thesis we compare 5 different methods which are MFCC+Euclidean, 

Formants+DTW, MFCC+GMM, MFCC+DTW and LPC+Itakura and we get a 

recognition rate of 85.23%, 57%, 87%, 90%, 83% respectively. Where MFCC+DTW has 

the best performance with 90% recognition rate which is an expected result since the 

MFCC is one of the best feature extraction techniques based on human hearing system 

and the Dynamic Time Warping is used to align words signals when measuring similarity 

to cope with different speaking speeds but this method has the worst execution time of 

2.3 seconds. Whereas, the Formants+DTW method has the lowest accuracy of 57% but 

good exection time of 0.3 seconds. 

In order to improve the accuracy of the system, we tested several combinations of these 5 

methods. We find that the best combination is MFCC | Euclidean + Formant | DTW + 

MFCC | DTW + LPC | Itakura with an accuracy of 94.39% but its time computation is 

the largest 2.9 seconds. Where MFCC+GMM do not improve the combined system 

which is due to the limitation of GMM that it requires a sufficient amount of training data 

which may increases the execution time. Also, we find that some combination can 

degrade the performance of the system. Also, we conclude that Formants based method 
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should not be used alone since it has bad recognition rate but when combined with 

MFCC and LPC features the accuracy is improved significantly and outperforms MFCC 

based methods. 

In order to reduce the computation time of this hybrid, we compare several 

subcombination of this hybrid and we find that the best performance in trade off 

computation time is with the system combining MFCC | Euclidean + LPC | Itakura and 

only when the two methods do not match the system will add the other combination 

Formant | DTW + MFCC | DTW. Where the average computation time is reduced to the 

half is 1.56   seconds   and the system accuracy is improved become 94.56%.  

In order to accelerate the system and to reduce the execution time, we first make the 

system to identify the speaker and load only the reference model of that user.  

Comparing our proposed system with previous research shows that our system is very 

good and competitive to the other approaches. Also, our project is a multi-user system 

can be implemented in a single device and used by different persons. Since different user 

can store their reference template and the system can recognize the speaker and load its 

reference model for recognition. 

The system is implemented with a graphic user interface under Matlab using G62 Core 

I3/2.26Ghz processor laptop. The dataset used in this system include 40 Arabic words 

recorded in a calm environment with 5 different speakers using laptop microphone. Each 

speaker will read each word 8 times. 5 of them are used in training and the remaining are 

used in the test phase. The datasets of the system are recorded in a calm environment and 

the words are spoken with same style and same distance to microphone to have same 

loudness. 

Also, we find that some words have low accuracy this due to the  noise in some test data 

or the variation of  speaking style and rate between the training and the testing data and 

due to the  large similarity between  the pronunciations of certain words. The 

performance could be improved by training the system with large datasets. 

.    
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Finally, the system accuracy is improved becomes 94.56% when using combination of 

the methods.  Hybrid methods try to reduce their limitations by combining the advantages 

of the combined techniques.  Where MFCC give some of the features of the words and 

the Formants and LPC give other features and combining them together will add more 

information of the words. Also when using different classification method it improves the 

accuracy since the two methods will give the same classification to the word only when it 

has a high probability to be correct classification. Hybrid system is one of the emerging 

approaches that can improve speech recognition accuracy and will take an important role 

in future speech technology research.  

6.2 Future Work and Recommendations 

In the future work we will try to improve our system to move to the general case of 

independent speaker large vocabulary Arabic continuous speech recognition system that 

is robust to noise and to the differences in speech style and loudness. Also we will try the 

following techniques: 

 Developing the system by using other noise cancellation techniques.  

 Improve the performance of the system by using large training datasets. 

 Extend the work to include more words.  

 Select other features extraction techniques such as the image of the spectrum of 

the speech and we will use image techniques to extract the features of the speech 

spectrum. 

 Combine other different methods to improve accuracy in trade off computation 

time.  

Since the system is sensitive to noise and the accuracy will be decreased in the presence 

of noise. We recommand to buy a noise-cancelling microphone that filter the background 

noise and that has logarithmic sensitivity to distance to not include far distances noise to 

the processing or we may use multi microphone system to better isolate speech from 

noise. Also, we recommand to build a common arabic database, in order that researcher 

benefit from it and do not spend time in recording and gathering database and also to be 

able to compare their approach with same database. 
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