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Biosensors are used to characterize or measure concentrations of physiologically or 

pathologically significant biomarkers that indicate the health status of a patient, for 

example, a biomarker associated with a specific disease or cancer. Presently, there is a 

need to improve the capabilities of biosensors, which includes their rate of detection, 

limit of detection, and usability. With respect to usability, it is advantageous to develop 

biosensors that can detect a biomarker that is not labeled, such as with a conventional 

fluorescent, magnetic, or radioactive label, prior to characterization or measurement by 

that biosensor. Such biosensors are known as label-free biosensors and are the primary 

focus of this work. Biosensors are principally evaluated by two standards: their 

sensitivity to detect a target biomarker at physiologically relevant concentrations and 

their specificity to detect only the target biomarker in the presence of other molecules. 

The elements of biosensing critical to improving these two standards are: 



  

biorecognition of the biomarker, immobilization of the biorecognition element on the 

biosensor, and transduction of biomarker biorecognition to a measurable signal.  

Towards the improvement of sensitivity, electrostatically sensitive field-effect 

transistors (FET) were fabricated in a dual-gate configuration to enable label-free 

biosensing measurements with both high sensitivity and signal-to-noise ratio (SNR). 

This high performance, quantified with several metrics, was principally achieved by 

performing a novel annealing process that improved the quality of the FET’s 

semiconducting channel. These FETs were gated with either a conventional oxide or 

an ionic liquid, the latter of which yielded quantum capacitance-limited devices. Both 

were used to measure the activity of the enzyme cyclin-dependent kinase 5 (Cdk5) 

indirectly through pH change, where the ionic-liquid gated FETs measured pH changes 

at a sensitivity of approximately 75 times higher than the conventional sensitivity limit 

for pH measurements. Lastly, these FETs were also used to detect the presence of the 

protein streptavidin through immobilization of a streptavidin-binding biomolecule, 

biotin, to the FET sensing surface.  

To study the biomolecular factors that govern the specificity of biomarker 

biorecognition in label-free biosensing, molecular dynamics (MD) simulations were 

performed on several proteins. MD simulations were first performed on the serotonin 

receptor and ion channel, 5-HT3A. These simulations, which were performed for an 

order of magnitude longer than any previous study, demonstrate the dynamic nature of 

serotonin (5-HT) binding with 5-HT3A. These simulations also demonstrate the 

importance of using complex lipid membranes to immobilize 5-HT3A for biosensing 

applications to adequately replicate native protein function. The importance of lipid 

composition was further demonstrated using MD simulations of the ion channel alpha-

hemolysin (αHL). The results of these simulations clearly demonstrate the lipid-protein 

structure-function relationship that regulates the ionic current though a lipid 

membrane-spanning ion channel. Finally, to demonstrate the impact of MD simulations 

to inform the design of FET biosensing, a strategy to use FETs to measure the ultra-

low ionic currents through the ion channel 5-HT3A is outlined. This strategy leverages 

critical elements of 5-HT biorecognition and ion channel immobilization extracted 

from MD simulations for the design of the proposed FET sensing surface interface.  
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Chapter 1: Introduction to Biosensing 

1.1 Overview of Biosensing 

A biosensor is defined by the International Union of Pure and Applied Chemistry 

(IUPAC) as “a device that uses specific biochemical reactions mediated by isolated 

enzymes, immunosystems, tissues, organelles or whole cells to detect chemical 

compounds usually by electrical, thermal or optical signals”.1 In other words, a 

biosensor is a tool that quantifies biological phenomena to provide information useful 

for the assessment of the health, status, or condition of a biological system. Every 

biosensor is designed to detect the presence of a specific biomolecule, known as a 

biomarker, that is independently identified as a representative indicator of health.1 For 

example, in a clinical setting biosensors are used to detect the presence of a protein or 

DNA sequence associated with a given disease or cancer.2-3 Environmentally, 

biosensors are used to detect toxins in water or food samples or measure quantities like 

pH or osmolality, which are indirect measurements of sample healthy and quality.4-5 

Label-free biosensors are a subset of biosensors that do not require the chemical 

labeling of a biomarker prior to its detection.6-8 Many biosensing assays require the 

labeling of biomarkers with either fluorescent,9 radioactive,10-11 or magnetic labels12 

that permit the biomarker to be detected through an appropriate transduction 

mechanism, such as through optical intensity in the example of fluorescent labeling; 

however, labeling requires specialization in label handling and adherence to a 

biomarker, can be expensive and/or hazardous, such as in the case of radioactive labels, 
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and generally results in requiring more time and effort to perform a biosensing 

measurement. Moreover, the conformation of a biomarker, such as a protein, can be 

affected by the addition of a label, which can lead to the detection or characterization 

of a biomarker in a non-native state. Alternatively, label-free biosensors directly detect 

biomarkers and are not inhibited by the disadvantages of labeling. In this way, label-

free biosensors provide a superior platform for biomarker detection; however, the 

replacement of conventional biosensors with label-free biosensors necessitates 

improvements to the performance, fabrication, and ease of use of label-free biosensors. 

Biosensor performance is principally evaluated by two standards: sensitivity and 

specificity.1 The sensitivity of a biosensor is measured as a response, i.e., a magnitude 

of signal change as a function of biomarker concentration or a change in a property 

associated with biomarker concentration (Figure 1). For example, a change in pH is 

caused from the evolution of a proton during hydrolysis of adenosine triphosphate 

(ATP) to adenosine diphosphate (ADP) during phosphorylation by a kinase, where the 

magnitude of pH change increases with increasing kinase concentration.13 Sensitivity 

is important because biomarker concentration indicative of disease may be extremely 

low, i.e., in the nanomolar (nM) or even picomolar (pM) range, which requires an 

exquisitely sensitive biosensor to detect. The specificity of a biosensor is its ability to 

a detect a target biomarker and only that biomarker, i.e., adequate specificity is 

achieved when a false positive signal is not generated from the presence of other 

biomolecules similar to the biomarker. To demonstrate adequate specificity, control 

experiments that are intended to yield no response from the biosensor are performed 

with a sample composition otherwise identical to a sample of interest but without the 
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target biomarker.14 In short, specificity can be quantified through a signal of interest 

that is nominally greater than that obtained from a control experiment. In this way, the 

reporting of false positives can be mitigated which avoids erroneous conclusions such 

as the incorrect diagnosis of a disease.  

 

Figure 1. Schematic definition of biosensor 

sensitivity (pink) and resolution (green). 

Example data points colored orange and 

example linear regression best-fit line colored 

light blue.  
 

Additional standards by which biosensor performance is evaluated include 

resolution, repeatability, and throughput.15 Resolution is a performance metric and is 

defined as the smallest signal change that can be discerned from two different 

concentrations of biomarker (Figure 1).1 Repeatability, i.e., the ability of a biosensor to 

reproduce the same result over several measurements, is also an important performance 

metric and can be quantified through the standard error of a sample of measurements 

under identical conditions. Throughput is the speed at which a biosensor can detect a 

biomarker and can be critical for rapid diagnosis of a disease. All these considerations 

will be addressed throughout this work for charge sensitive electrical devices known as 

field-effect transistors (FETs), which were used as biosensors for this work. 
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1.2 The Elements of Biosensing 

Biosensing is composed of four elements: biorecognition, immobilization, 

transduction, and measurement. The four elements have an interdependent relationship, 

as depicted in Figure 2.15 Figure 2 also serves as a diagram demonstrating which 

elements were principally developed with either Molecular Dynamics (MD) 

simulations or FET biosensing, where each is covered in individual chapters of this 

work, although their interdependence necessitates discussion of connected elements in 

context with the primary element discussed. 

 

 

Figure 2. The four elements of biosensing (biorecognition, immobilization, transduction, 

and measurement) with the corresponding chapters where the improvement of each element 

is primarily discussed. 

 

1.2.1 Transduction and Measurement  

Transduction and measurement in this work were realized primarily with a FET. A 

FET is a three or four terminal electrical device. A potential is first applied between 

two terminals at the ends of a semiconducting channel, known as the source (S) and the 

drain (D) terminals, which creates an electrical current through the channel. Then, a 

potential is applied to one or more of the other terminals which are separated from the 

channel by a dielectric oxide and are known as gate (G) terminals. Gate terminals are 
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used to modulate, i.e., gate, the electrical current through the channel via the field-

effect (Figure 3).16 In other words, the application of a voltage (VDS)  to the drain 

terminal produces a current (IDS) through the semiconducting channel to the source 

terminal which is regulated via the field-effect through the application of a voltage 

(VTG) or (VBG) to a gate terminal. These gate terminals, top-gate (TG) and back-gate 

(BG), are named in this work for their orientation on top of or under the semiconducting 

channel.  

 

Figure 3. (A) Circuit diagram of a field-effect transistor (FET) denoting 

the source (S), drain (D), top-gate (TG), and back-gate (BG) terminals. (B) 

Schematic of a FET with the same terminal denotation (orange) and 

denotation of the gate dielectrics (blue) and semiconducting channel 

(pink). The schematic shown is not to scale. 

 

Semiconducting channels can be n-type or p-type depending on their material 

properties.16 In n-type channels, the majority charge carriers are electrons as opposed 

to p-type channels where the majority charge carriers are holes. In solid state physics, 

a hole is defined as a vacancy, formed by an atom accepting an electron from elsewhere 

in a crystal lattice, that can move across the lattice as if it were positively charged.       

The response of a FET semiconducting channel to a gate voltage is described 

through current–voltage (I-V) characteristics and is depicted using IDSVG transfer 
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curves and IDSVDS curves,16 examples of which are shown in for an n-type FET in 

Figure 4a (logarithmic IDSVG), Figure 4b (linear IDSVG), and Figure 4c (linear IDSVDS) 

where VG represents either a top-gate or back-gate potential. I-V characteristics are 

divided into four regions: subthreshold, quadratic, linear, and saturation (Figures 4a 

and 4b).16 The subthreshold region, quadratic region, and linear region are respectively 

defined as where IDS increases exponentially, quadratically, or linearly with the 

application of a gate voltage. The saturation region is defined as where IDS no longer 

increases with the application of a gate voltage, i.e., the semiconducting channel is 

saturated with charge carriers. The transition between subthreshold and quadratic/linear 

regions occurs at the application of a gate voltage known as the threshold voltage (VT) 

and is defined as the gate voltage at which an inversion of charge carriers occurs, 

resulting in the formation of a stable, conductive channel.16 The importance of these 

regions in FET operation for biosensing is described further in Chapters 2 and 3.  

There are several other important definitions necessary to characterize FET 

performance. Drive current (Ion) is the maximum current permitted through the 

semiconducting channel and is related to the strength of signal obtainable for FET 

measurements. Related to Ion is the transconductance (gm), defined as 
𝜕𝐼

𝜕𝑉
, where the 

maximum gm is used to obtain the field-effect mobility (μFE), which is a measurement 

of how quickly electrons can move through a semiconductor channel and also defines 

the strength of signal obtainable. Also important is the switching ratio (Ion/Ioff), which 

defines the operational range over which a FET can be turned on and off, and 

subthreshold slope (more commonly reported as its inverse, subthreshold swing), 

which defines how quickly a FET switches from off to on.  
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Figure 4. Example logarithmic (a) and linear (b) drain current-gate voltage (IDVG) 

relationships (orange) for a field-effect transistor (FET) denoting regimes of FET 

electrical behavior (blue) and threshold voltage (pink). (c) Example drain current-

drain voltage (IDVD) relationship (orange) for the sample FET. 

 

Transduction is the mechanism by which biorecognition is converted into a 

measurable signal.15 For conventional FET biosensors, biorecognition of a biomarker 

at one of the gate terminals must yield a sufficient change in electrostatic potential, 

proportional to biomarker charge and distance from the semiconducting channel, at the 

sensing gate. Charge from the biomolecules then modulates IDS (by a value of ΔIDS) 

analogous to applying an electrical potential to one of these terminals.  
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Figure 5. (a) Example logarithmic drain current-gate voltage (IDVG) relationships 

for a field-effect transistor (FET) before (orange) and after (light blue) the addition 

of a negative electrostatic potential on the gate sensing surface demonstrating a 

change (green) in drain current (ID) at a given gate voltage (VG). (b) Example linear 

drain current-gate voltage (IDVG) relationships for a FET before (orange) and after 

(light blue) the addition of a negative electrostatic potential on the gate sensing 

surface demonstrating a change (red) in threshold voltage (VT).   

 

Measurement is the mechanism by which a signal is acquired from transduction.15 

For FET biosensors, this signal is conventionally quantified either in units of ΔIDS or 

ΔVT (Figure 5), where ΔVT quantifies how the application of a potential to a gate 

terminal from biorecognition changes the gate voltage at which the FET switches on or 

off. The point of greatest charge sensitivity for a FET occurs at gm,max,
17-18 i.e., where              

𝜕𝐼

𝜕𝑉
= 0, which is most readily discernable as the inflection point near 15 V in Figure 5B. 

Therefore, it is advantageous to operate a FET near this point by offsetting VG by a 

voltage Vo so that a change in ΔVG from biomarker binding yields the greatest possible 

ΔIDS or ΔVT. It is further advantageous to continually operate a FET biosensor at or near 

this point using a proportional-integral-derivative (PID) controller that applies a 

compensating potential to maintain IDS at this point. This is shown in Figure 6, where 

the sensing surface is connected to the top-gate (TG) and a back-gate (BG) potential is 

applied to maintain constant IDS. This is known as operating a FET in constant-current 
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mode and is only possible with dual-gated FETs where the semiconducting channel 

current can be regulated by both gates simultaneously. In constant current mode, ΔVBG 

is reported instead of ΔIDS or ΔVT, i.e., the magnitude of potential needed to maintain a 

constant current though the semiconducting channel.  

 

Figure 6. A proportional-integral-derivative (PID) controller can 

be used to operate a dual-gated field-effect transistor (FET) in 

constant-current mode, where a back-gate potential (VBG) is 

applied to compensate for a biological top-gate potential (VTG) 

applied to the sensing surface  
 

The dual-gate design is also advantageous because a potential applied to one gate 

is amplified through capacitive coupling intrinsic to the capacitances of the gate oxides 

onto the other gate, where this amplification (α) is equivalent to the ratio of these 

capacitances for traditional gates with solid oxides with constant dielectric constants:  

𝛼 =
𝐶𝑇𝐺

𝐶𝐵𝐺
           (1) 

where CTG is the top-gate oxide capacitance and CBG is the back-gate oxide capacitance. 

This relationship can be verified via experiment, as described in Chapter 3. In other 

words, the measured potential ΔVTG is amplified by α such that the reported signal 

ΔVBG becomes: 

∆𝑉𝐵𝐺 =  𝛼 ∆𝑉𝑇𝐺          (2) 
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This amplification is discussed further in Chapter 3, where the advantages of using 

dual-gated monolayer MoS2 FETs over traditional silicon FETs for biosensing is further 

discussed. 

1.2.2 Biorecognition and Immobilization. 

 

While the sensitivity of FETs permits the measurement of biomarkers at 

concentrations as low as nanomolar (nM) or even picomolar (pM), FETs alone do not 

indicate what biomolecule generates a measurable signal. In other words, FETs alone 

do not provide specificity for a given biomarker. To reconcile this, the sensing gate is 

functionalized with a biomolecule that has known affinity for a given biomarker, 

known as the biorecognition element.14, 19 Examples of biorecognition elements include 

an antibody (for a protein), a protein (for a ligand), or single-stranded DNA (for the 

complimentary single-stranded sequence) that are selected based on their nature to bind 

specifically to a given biomarker. Affinity for only the target biomarker is an essential 

feature of the biorecognition element in order to avoid non-specific binding of other 

biomolecules in a sample that could generate a false-positive result. 

Proper immobilization of the biorecognition element is also critical for effective 

transduction and biorecognition.15 In FET biosensing, the biorecognition element is 

immobilized onto the sensing gate so that the change in surface potential (𝛥𝜓) on the 

sensing gate is a function of the electrostatic charges of biorecognition element (qo) and 

the bound biomarker (q) and not that of other biomolecules in the solution.8 The most 

simple way to define the relationship between 𝛥𝜓 and Δq (where Δq = q – qo) is to 

model the gate oxide surface as a parallel plate capacitor with capacitance C: 

- 
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 𝛥𝜓𝑜 =
𝛥𝑞

𝐶
          (3) 

 

However, because the biomarker is contained in an aqueous electrolyte solution (to 

hydrate and stabilize the biomarker), the effective charge of the biomarker is reduced 

due to charge screening. This relationship is best described by the Debye-Hückel 

model20 which defines a length scale, relative to the position of the biomarker, known 

as the Debye Length (λD) over which the electrostatic potential of the molecule is not 

screened by ions: 

 

 𝜆𝐷 = √
𝜀𝑜𝜀𝑟𝑘𝐵𝑇

2𝑁𝐴𝑒2𝐼
         (4) 

 

where εo is the permittivity of free space, εr is the permittivity of aqueous solution, kB 

is the Boltzmann constant, T is the absolute temperature, NA is the Avogadro number, 

e is the elementary charge, and I is the ionic strength of the solution. For an aqueous 

solution at room temperature, λ𝐷  ∝  √1/𝐼, where I is the parameter that defines the 

value of λD for a given experimental setup. 

The Debye-Hückel model then defines the relationship between unscreened change 

in surface potential 𝛥𝜓o and the effective change in surface potential (𝛥𝜓r) as a function 

of the radial distance from the surface (r) as20 

𝛥𝜓𝑟 = 𝛥𝜓𝑜𝑒
−

𝑟

𝜆𝐷          (5) 

 

In other words, for a radial distance equal to one Debye length, the surface potential 

is screened by a factor of 1/e. Therefore, it is paramount in direct FET biosensing that 

the immobilization element allows for biomarker binding to occur within a Debye 

length of the surface. However, within the scope of the work, the Debye-Hückel model 
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only provides an approximation for the total surface potential created from a given 

concentration of biomarker and cannot be used to determine the exact number of 

biomarkers bound which requires an approximation of the surface coverage of the 

biorecognition elements and the assumption the these elements are rigid and in a fixed 

orientation, whereas practically they are highly flexible, yielding a radial distance r that 

is dynamic over a nominal range (Figure 7). 

 

Figure 7. (left) A biorecognition element (pink) known to bind to a given biomarker (green) 

of charge q is adhered to the field-effect transistor (FET) sensing surface (gold) using an 

immobilization element (blue) at a distance r. The effective surface potential of a bound 

biomarker is defined using the Debye-Hückel Model (equations 4 and 5). 
 

For more complex biorecognition elements, such as transmembrane proteins, the 

choice of biomolecules used to immobilize the transmembrane protein, namely 

membrane-forming lipids, is essential15 because these lipids have been demonstrated 

to directly impact the structure and function of a transmembrane protein, including the 

proclivity of that protein to bind to a given biomarker.21 It is also critical that the entire 

sensing surface is functionalized with either the immobilization element or a secondary 

surface-passivating biomolecule that does not interact with any of the biomolecules in 

the sample to mitigate non-specific interactions with the sensing surface.8 Passivation 

can also increase spacing between biorecognition elements to avoid their self-

interactions and increase the accessibility of the biorecognition element to biomarkers 

in solution. 
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An advantage of FET biosensing is that the biorecognition element does not have 

to be directly immobilized on the sensing gate.14 A functionalized surface that is 

electrically connected to the sensing gate will still permit transduction of biomarker 

recognition to a measurable signal because the surface is an extension of the same 

electrical potential plane and is known as an extended gate. Extended gates permit 

remote sensing, which is advantageous because it bifurcates the measurement 

components, i.e., the FET and the sensing surface, where the FET is reusable between 

experiments of different conditions and the biorecognition containing surface, which is 

generally replaced between experiments, e.g., when biomarker concentration is varied 

to generate a dose-response curve.  

 

Figure 8. (a) A direct biosensor with a surface functionalized with a biorecognition element 

(blue) for field-effect transistor (FET) biosensing. (b) An indirect biosensor with a bare 

surface susceptible to sensing protons (H+, light blue), i.e., an ion-sensitive FET (ISFET), 

that are evolved from the hydrolysis of ATP by a kinase (dark orange). 
 

Lastly, FETs that are sensitive to ions in an aqueous solution, so-called ion-

sensitive FETs (ISFET),22 can serve as indirect biosensors.23 ISFETs are similar to 

conventional biosensing FETs, but in ISFETs, the sensing gate is directly connected to 

both an ion sensitive surface and a reference electrode in solution.22 In this way, all 

interactions between ions and charged molecules are measured, as opposed to 

conventional FET biosensing where the surface is functionalized with a biorecognition 
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element and otherwise passivated to avoid direct interactions between charged 

molecules and the sensing surface (Figure 8). 

The advantage of using ISFETs for biosensing is that biological information such 

as kinase activity or ion channel conductance can be determined indirectly through a 

reporter. For example, kinases are a type of enzyme that catalyze the transfer of a 

phosphate group from ATP to a substrate yielding ADP and a proton from the 

hydrolysis of ATP.24 The rate of proton evolution from this phosphorylation, i.e., 

change in pH over time, is detectable by an ISFET through proton interaction with the 

sensing surface and can serve as an indirect measurement of kinase activity.23 In this 

case, the biomarker is cyclin-dependent kinase 5 (Cdk5) activity as opposed to just 

Cdk5 concentration, and protons are a reporter rather than the biomarker themselves. 

Results from using this approach to quantify the activity of Cdk5 are presented in 

Chapter 3 of this work. 

The conductance of ion channels, a class of transmembrane proteins that regulate 

the flow of ions across lipid membranes, can be measured by immobilizing the ion 

channel in a lipid membrane above the sensing surface by a distance r using either a 

tethered-lipid membrane (TLM) or a nanodisc.25 The lipid membrane restricts the 

number of ions interacting with the sensing surface over this distance r because ions 

can only reach the surface after passing through a channel that spans the membrane. A 

more detailed explanation of this proposed method to use ISFETs to measure ion 

channel conductance is presented in Chapter 6, and leverages FET biosensing 

techniques presented in Chapter 3 and conclusions regarding the immobilization of ion 

channels determined through MD simulations presented in Chapters 4 and 5. 
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1.3 Improving Performance of Field-Effect Transistors for Biosensing 

1.3.1 Overview and Transition from Silicon to 2-Dimensional (2D) Materials  

The first practical FETs were developed at Bell Labs by William Shockley in 

194726. Since then, FET fabrication has been developed through the complementary 

metal oxide semiconductor (CMOS) process resulting in their use as the primary 

component of the modern integrated circuit in computers27. Other common applications 

of FETs are as operational amplifiers28, analog switches29, choppers30, current 

limiters31, and phase shift oscillators32. Since the early-2000s, the electrostatic 

sensitivity of FETs has been used for direct biosensing by numerous efforts, while 

ISFETs have been used since 1970 for indirect biosensing through measuring changes 

in solution pH including measurements of intravascular pH.22 

Until the mid-2000s, the primary semiconducting material used to fabricate FETs 

was silicon due to its electrical performance, ability to form good interfaces with 

dielectric oxides, and fabrication convention which was developed over the previous 

50 years.16 In the mid-2000s, the electrical properties of 2-dimensional (2D) materials 

began to be explored, starting with graphene, i.e., a 2D hexagonal lattice of carbon 

atoms.33-35 Graphene has been proposed as a novel material that could revolutionize the 

field of nanoelectronics because of its impressive properties, which include high 

electron mobilities and mechanical strength.33-35 However, while promising for some 

applications, graphene does not have a direct bandgap and therefore does not act like a 

true semiconductor with switching behavior.36-37 In other words, an applied gate 

potential does not significantly regulate the channel current IDS. Therefore, a potential 

applied to a sensing surface from a biomarker will not cause a discernable change in 

IDS, which prohibits graphene FETs from being used as biosensors in their present state.  
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However, the development of graphene as a novel material for nanoelectronics 

spurred exploration into the semiconducting properties of other 2D materials known as 

transition metal dichalcogenides (TMD).36, 38-39 TMDs are crystalline structures 

composed of repeating motifs of MX2, where M is a transition metal atom and X is a 

chalcogenide atom, i.e., an atom belonging to group 16 of the periodic table 

(Figure 9).40 Popular TMDs for nanoelectronics applications include sulfides, 

selenides, and tellurides, including molybdenum disulfide (MoS2), tungsten disulfide 

(WS2), and tungsten diselenide (WSe2).
41-42 In their bulk form, TMDs serve as excellent 

commercial lubricants where high temperature process conditions make water or 

aqueous lubricants not feasible.43 However, when exfoliated to a monolayer of several 

layers, TMDs demonstrate advantageous electrical properties as presented in 

Section 1.2.1. These electrical properties provide an alternative to exceed the 

theoretical limitations of Moore’s Law for silicon FETs that,44 at peak miniaturization, 

demonstrate issues with power consumption, heat dissipation, gate-oxide leakage, 

electron mobility, and high signal-to-noise ratio (SNR).36, 38-40, 45 

 

Figure 9. (left) Bulk molybdenum disulfide (MoS2)* appears silver-gray in bulk form. 

(right) A single monolayer of MoS2** is composed of repeating pattern of one Mo atom 

(green) for every two S atoms (yellow). *Figure from https://www.mos2-info.com/mos2-

mineral.jpg. **Figure from https://www.azonano.com/images/3605(1).jpg. 
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1.3.2 Design and Fabrication of MoS2 FETs 

Over the past decade, rapid growth in the development of TMD FETs has 

demonstrated their promise as alternatives to silicon FETs. However, there are still 

significant challenges in the design and fabrication of TMD FETs which hinder their 

practical use for applications including biosensing. These challenges include the ability 

to produce large quantities of TMD FETs that demonstrate reproducible performance 

which is essential for performing conclusive biosensing experiments.46-50  Chapter 2 of 

this work presents a novel method for the fabrication of monolayer MoS2 FETs with 

reproducible performance which permitted the fabrication of a sufficient number of 

FETs to perform numerous biosensing measurements. 

1.3.3 Application for FET Biosensing: Transduction and Measurement 

While Chapter 2 of this work focuses strictly on FET fabrication using MoS2, the 

application of FETs for biosensing is presented in Chapter 3, including the use of MoS2 

FETs as ISFETs for ultra-sensitive pH measurements that serve as a proxy for Cdk5 

activity and the use of FETs to detect the binding of streptavidin. Specifically, this work 

presents novel methods for the design of MoS2 FETs including top-gating the FETs 

with an ionic liquid to yield quantum-capacitance limited FETs and comparing their 

performance to that of the solid-state (oxide top-gated) FETs first discussed in Chapter 

2, both from a fundamental nanoelectronics perspective and for the application of 

biosensing. Chapter 3 also presents improved methods of FET design and operation 

including operating FETs in constant-current mode using a PID controller to obtain 

time-series measurements and leveraging a dual-gated FET design to amplify a signal 

applied to the sensing surface.  
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1.4 Improving Field-Effect Transistor Biosensing using Molecular 

Dynamics  

While FETs provide a powerful platform to quantify changes in electrostatic 

potential due to biological phenomena with state-of-the-art sensitivity, they do not 

intrinsically provide any information regarding the biological mechanisms responsible 

for these changes. Information related to these mechanisms can be obtained a priori 

through other experimental techniques, e.g., determining if streptavidin binds to a 

biotinylated surface using fluorescently-labeled streptavidin and optical microscopy to 

observe fluorescence; however, many mechanisms cannot be observed experimentally 

and require additional techniques to predict FET-measurable changes and the 

molecular factors that contribute to these changes. In the following section is described 

the role of one such predictive method, molecular dynamics (MD) simulations, in 

evaluating factors that govern biomarker biorecognition and immobilization of 

biorecognition elements in label-free biosensing. 

1.4.1 General Overview, Force Fields, and Ensembles 

MD simulations are a computational technique used to model the molecular 

interactions responsible for experimentally observed phenomena including 

macroscopic properties of biological systems.51-52 This technique can be used to 

observe events that occur on timescales too short to be observed experimentally and to 

create trajectories of these events that describe the transition between thermodynamic 

equilibrium states. Creation of these trajectories requires initial coordinates of atoms, 

such as the crystal structure of a protein, and a force field (FF) that describes the forces 

acted on atoms in the system by other atoms on in the system. Newton’s laws of motion 

are integrated to obtain resultant changes in atom position and velocity relative to the 



 

 

19 

 

forces acted on an atom by other atoms over discrete timesteps and where the initial 

velocities of each atom are randomized. The CHARMM FF is one such FF used to 

describe these forces and the total potential energy (V) of a system as a function of atom 

position (�̂�):53 

(5) 

 

where for the first term Kb is the bond force constant and b – b0 is the distance from 

equilibrium that the atom has moved; for the second term Kθ is the angle force constant 

and θ – θ0 is the angle from equilibrium between three bonded atoms; for the third term 

KUB is the Urey-Bradley force constant and r1,3 – r0
1,3 is the distance between the 1,3 

atoms in the harmonic potential; for the fourth term Kim is the improper force constant 

and φ is the improper angle; for the fifth term, Kφ is the dihedral force constant, n is 

the multiplicity of the dihedral function, φ is the dihedral angle and δ plane shift; for 

the sixth term, i.e., the Lennard-Jones Potential, ε is the depth of the potential well, Rmin 

is the distance at which the potential reaches its minimum and r is the distance between 

two atoms; for the seventh term, i.e., the electrostatic potential, εD is Coulomb’s 

constant, qi and qj are the electrostatic charges of each atom, and r is the distance 

between the two atoms. In the CHARMM FF, intramolecular forces are quantified 

using the angles and bonds between bonded atoms, including cross Urea-Bradley (UB 

or 1-3 interactions), improper angles, and dihedral angles (where applicable). 

Intermolecular interactions, i.e., nonbonded pair interactions, are quantified through 

van der Waals (VdW) and electrostatic interactions, where VdW interactions are 
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modeled using the 6-12 Lenard-Jones potential. In this work two software packages, 

Nanoscale Molecular Dynamics (NAMD)52, 54 and Desmond,55 were used to evaluate 

the CHARMM FF for sub-microsecond and multi-microsecond simulations, 

respectively. 

Essential to calculating macroscopic properties from MD simulations is the 

thermodynamic ensemble used to model the system, where the ensemble is defined by 

the properties held constant in the simulation.56-57 These properties include the number 

of atoms (N), temperature (T), pressure (P), volume (V), surface tension (γ), and 

internal energy (E) and are selected to constrain a system in a thermodynamically 

feasible state. In this dissertation, the primary two ensembles used were the NPT 

(isobaric-isothermal) and NVT (isochoric-isothermal) ensembles, where the number of 

atoms and temperature are constrained constant in each, and either the pressure or 

volume is also constrained constant. Generally, the NPT ensemble is preferred because 

pressure, and not volume, is held constant in experiments. In this work, the NPT 

ensemble was used as often as possible, except in cases where a constant electric field 

was applied to the system, which requires a defined volume to be kept constant so the 

electric field is non-varying. 
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Figure 10. (left) Example of periodic boundary conditions (PBCs) for a molecular 

dynamics (MD) tetragonal simulation unit cell (Figure from reference 58). (right) 

Example of PBCs for a MD hexagonal simulation unit cell 
 

In order to perform simulations using a unit cell, periodic boundary conditions 

(PBC) are used that impose the conditions of a cell boundary on the boundary of the 

opposite side of the cell (Figure 10).58 PBC account for atoms that traverse the 

boundary of the unit cell and interactions on an atom by another atom across the 

boundary. In this work, a tetragonal unit cell was used which requires 26 identical 

images to account of all boundaries, but in some cases a hexagonal cell (Figure 10) was 

used which only requires 20 identical images. While N is held constant through neither 

creating nor destroying atoms, and V can be held constant by defining constant 

simulation cell dimensions, T and P require additional algorithms to be held constant. 

For simulations performed using NAMD, Langevin dynamics and the Langevin 

piston59 Nosé-Hoover method,60 where the piston controls are coupled to the 

temperature bath controlled by Langevin dynamics, were used to control T and P 

respectively. 
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1.4.2 Application for FET Biosensing: Biorecognition and Immobilization 

MD simulations were performed in this work to better understand the biophysics 

that contribute to the biorecognition of biomarkers by FET sensing surface-adhered 

biomolecules (biorecognition elements) and the effects of immobilizing these 

biorecognition elements on the sensing surface. Specifically, for ion channels, it is 

advantageous to use lipids membrane to immobilize them onto a sensing surface, 

because ion channels natively function in lipid membranes. Moreover, the lipid 

membrane environment, including the type of lipids of which the membrane is 

composed, has been shown to regulate ion channel conductance.21, 61-65 Therefore, it is 

essential not just to study the effects of immobilizing ion channels in general using 

MD, but also to study how different types of lipids, each with unique structures, impact 

an ion channel’s function.   

To this end, Chapter 4 is dedicated to demonstrating how membrane lipid type 

affects the conductance of the ion channel α-hemolysin (αHL). Specifically, in the 

context of this work, the MD simulations presented in this chapter serve as an example 

to demonstrate the ability of MD to discern differences in experimentally measurable 

parameters, e.g., ionic flux through the ion channel, when different membrane lipid 

types are present. Similarly, Chapter 5 is dedicated to demonstrating differences in the 

function of the serotonin receptor and ligand-gated ion channel 5-HT3A not only with 

respect to the number of ligands bound, but also with respect to the membrane lipid 

types immobilizing the protein. These simulations demonstrate both a mechanism of 

cooperative serotonin (5-HT) binding to 5-HT3A and activation of the channel that 

further the understanding of 5-HT biorecognition by 5-HT3A as well as the effects of 

lipid type on this mechanism. Ultimately, this information will be leveraged in future 
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work to select lipid types to appropriately immobilize 5-HT3A on a FET-sensing surface 

to ensure channel function that is faithful to native conditions, as discussed in 

Chapter 6.  

1.5 Overview of Dissertation 

The primary purpose of this work is to demonstrate the benefits and potential of 

using FETs for biosensing applications and can be divided into four primary objectives: 

(i)  Demonstrate an effective and repeatable method to fabricate FETs from 

monolayer MoS2 with electrical performance sufficient to be used for 

biosensing applications (Chapter 2). 

(ii) Demonstrate the biosensing capabilities of these FET by detecting pH with 

sensitivity several times greater than the Nernst Limit as a proxy for Cdk5 

activity and the addition of the streptavidin protein using a biotinylated 

sensing surface (Chapter 3). 

(iii) Demonstrate that MD simulations of the ion channels 5HT3 and αHL can be 

leveraged to predict the effects of biomarker biorecognition and 

immobilization in a lipid membrane on their structure and function for the 

subsequent interpretation of data obtained using FET biosensing (Chapters 4 

and 5). 

(iv) Outline experiments that use FET biosensing as the primary tool to 

characterize 5HT3 and leverage conclusions from MD simulations to 

optimize the design of these experiments (Chapter 6). 

Throughout this work, the four elements of biosensing, biorecognition, 

immobilization, transduction, and measurement will be discussed in context with 
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experiment or simulation results where appropriate to demonstrate how both FET 

measurements and MD simulations enhance the advancement of label-free biosensing. 

This work therefore serves not only as a summary of individual experiments and 

simulations with their own significant results, but also as a guide to create synergy 

between FET biosensing and MD simulations for the symbiotic advancement of their 

success.  
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Chapter 2: Reproducible Performance Improvements to MoS2 

FETs for Applications in Biosensing 
 

(This chapter is published in: Guros, N.B., Le, S.T., Zhang, S., Sperling, B., Klauda, 

J.B., and Balijepalli, A., Robust Fabrication of Transistor Arrays from Large-Area 

Monolayer MoS2. ACS Applied Materials and Interfaces. 2019, 11, 16683−16692.) 

2.1 Introduction 

2.1.1 Motivation 

Metal-mediated exfoliation has been demonstrated as a promising approach for 

obtaining large-area flakes of 2D materials to fabricate prototypical nanoelectronics for 

biosensing applications. However, several processing challenges related to organic 

contamination at the interfaces of the 2D material and the gate oxide must be overcome 

to realize robust devices with high yield. In this chapter, an optimized process is 

demonstrated to realize high-performance field-effect transistor (FET) arrays from 

large-area ( 5000 μm2) monolayer MoS2 with a yield of 85 %. A central element of 

this process is an exposed material forming gas anneal (EM-FGA) that results in 

uniform FET performance metrics (i.e., field-effect mobilities, threshold voltages, and 

contact performance) adequate for biosensing applications, presented in Chapter 3 

and 6. Complementary analytical measurements show that the EM-FGA process 

reduces deleterious channel doping effects by decreasing organic contamination, while 

also reducing the prevalence of insulating molybdenum oxide, effectively improving 

the MoS2-gate oxide interface. The uniform FET performance metrics and high device 

yield achieved by applying the EM-FGA technique on large-area 2D material flakes 

will help advance the fabrication of complex 2D nanoelectronics devices for biosensing 
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applications and demonstrates the need for improved engineering of the 2D material-

gate oxide interface. 

2.1.2 Challenges with Existing MoS2 FET Fabrication 

 

With the scaling of silicon complementary metal-oxide-semiconductor (CMOS) 

field-effect transistor (FET) technology approaching fundamental limits of device 

dimensions, power consumption, and heat dissipation,44, 66 an intense effort is 

underway to develop the next generation of switching devices for use in efficient 

computation and other low power applications such as biosensing.67-69 Over the last 

decade, progress in the use of 2D materials for numerous applications in the field of 

nanoelectronics has demonstrated the potential for these materials to transform the 

semiconductor industry.36, 38, 45 2D materials have diverse electronic properties, ranging 

from semi-metals (e.g., graphene) to semiconductors (e.g., MoS2, WSe2, etc.) to 

insulators (e.g., hexagonal boron nitride).39, 70-72 Furthermore, even when these 

materials are made atomically thin (i.e., a single monolayer), they exhibit good 

electrical and mechanical properties73-75 making them ideal candidates for next 

generation electronics. A broad range of high-performance electronic devices such as 

FETs,7, 76 light-emitting diodes (LED),71, 77 photodetectors,78-79 and biosesnors8, 14 have 

been realized from 2D materials showcasing their utility in applications where high 

sensitivity and low power operation are required. However, while the diversity of 

electronic properties and devices that can be obtained by using 2D materials is virtually 

limitless, their practical realization is hampered by device fabrication challenges, such 

as contamination at the interface of the material and gate oxide,80-82 poor channel 
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doping control,47, 83-85 and high contact resistance,47, 86-87 resulting in unreliable device 

performance.  

2D materials can be obtained from either geological sources or through chemical 

synthesis. Mechanical exfoliation33  has been traditionally used to obtain 2D materials 

from geological sources, allowing the fabrication of prototype devices that demonstrate 

their remarkable properties. However, it is difficult to obtain 2D material flakes with 

areas large enough to fabricate arrays of nanoelectronics devices or logic circuits using 

this technique. To overcome this challenge, methods including chemical vapor 

deposition (CVD)46, 88-89 and physical vapor deposition (PVD)90 are being developed 

to synthesize 2D material flakes with sufficiently large areas. Despite rapid progress in 

recent years, the performance of devices fabricated from 2D materials generated with 

these deposition methods has lagged behind the performance of those fabricated from 

geologically sourced 2D materials.89, 91-95 In the interim, metal-mediated exfoliation 

techniques that yield millimeter scale 2D materials96-98 can permit the realization of 

large arrays of devices and complex logic circuits. However, 2D material flakes 

obtained through metal-mediated exfoliation can suffer from both organic and metal 

contamination originating from multiple adhesive transfer steps, which can degrade 

device performance through uncontrolled channel doping and charge traps at the 2D 

material-gate oxide interfaces, making the fabrication of devices with these 2D material 

flakes difficult.96, 99-100 Therefore, new processes informed by better characterization of 

the interface between a 2D material and the gate oxide are needed to improve the 

performance and reliability of devices fabricated from metal-mediated sourced 2D 

materials in order to make their performance satisfactory for biosensing applications. 
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2.1.3 Novel Fabrication Approach 

 

In this section, a process that improves the performance and reliability of FETs 

fabricated from MoS2 monolayers obtained by gold-mediated exfoliation is 

presented.96 To date, techniques such as ultra-high vacuum (UHV) annealing49, 101-102 

and UV ozone (UV-O3)
102-105 have been applied to multilayer MoS2 flakes obtained 

with traditional mechanical exfoliation to remove organic contamination. However, 

their use with monolayers has thus far been avoided because of the risk of destroying 

the material or generating insulating molybdenum oxide (MoOx). Similarly, forming 

gas annealing (FGA) has been applied to MoS2 FETs to improve metal-MoS2 contact 

resistance and also remove organic contamination,102, 106 but such anneals are usually 

performed at temperatures between 200°C and 300°C, for short durations (2 – 4 hours), 

and after the deposition of a top-gate oxide to minimize the risk of material damage 

and mitigate the creation of sulfur vacancies.42, 106  Forming gas annealing for longer 

temperature and durations on exposed MoS2 is thought to damage or destroy the 

material,42 but this data demonstrates that it does not.  

The processing techniques developed as part of this work, namely an exposed 

material forming gas anneal (EM-FGA), allow high performance FET arrays to be 

reliably fabricated from MoS2 obtained from metal-mediated exfoliation. FET 

performance improvements are a direct result of the EM-FGA improving the 2D 

material-gate oxide interfaces, which decreases deleterious channel doping without 

damaging the material, and eliminates the presence of insulating molybdenum oxide 

MoOx. In this work, the physical and chemical basis for improved FET performance is 

demonstrated with complementary analytical measurements using Raman 
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spectroscopy, X-ray photoelectron spectroscopy (XPS), and atomic force microscopy 

(AFM) to demonstrate the effectiveness of the EM-FGA and its reliability for the 

fabrication of FETs and potentially other devices fabricated from 2D materials. 

2.2 Materials and Methods  

2.2.1 FET Fabrication 

Low resistivity (R < 0.005 Ω-cm) Si wafers with 70 nm SiO2 were cleaned for 15 

minutes at 75 °C in an agitated bath of 5:1:1 DI water/ammonium hydroxide/hydrogen 

peroxide. MoS2 was prepared by gold-mediated exfoliation as described previously96: 

MoS2 was exfoliated from a bulk source onto adhesive tape which was then coated with 

110 nm gold Au using electron beam deposition. Thermal-release tape was then used 

to transfer the gold-coated MoS2 onto the wafers which were subsequently treated with 

oxygen plasma at 150 W and 30 cm3/min at standard temperature and pressure (STP), 

0 °C and 101 kPa, respectively (30 sccm), and 4 Pa (30 mTorr) for 4 minutes to remove 

residual contamination from the tape while the Au protected the MoS2. The Au was 

finally removed with Au etchant TFA (8 wt % Iodine, 21 wt % Potassium Iodide, 71 

wt % water; Transene Inc., Danvers, MA) for 4 minutes and then cleaned with distilled 

(DI) water for 10 minutes, acetone for 30 minutes at 45 °C, and then rinsed with DI 

water and gently blown dry with N2. 

After the transfer was complete, the presence of monolayers was confirmed with 

Raman spectroscopy. Source and drain contacts were patterned onto the entire wafer 

(i.e., not targeting specific monolayers) by using optical lithography with a stepper. 

The source and drain contacts were metallized with electron beam deposition of 2 nm 

Ti and 80 nm Au. Arrays were inspected for source and drain contact overlap of 
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monolayers using optical microscopy and targeted for channel patterning. 5 μm  5 μm 

MoS2 channels were patterned using optical lithography and then etched into the 

monolayer with XeF2 at 100 Pa (1 Torr) and 3 second pulses. For most monolayers, 

between 10 and 14 pulses were used to fully etch the monolayer. For Raman, XPS, and 

AFM analysis, samples were processed identically (except for electron beam metal 

deposition) to mimic processing conditions prior to the EM-FGA.   

The EM-FGA was performed on the FETs for 24 hours in a tube furnace at 350 Pa 

(2.6 Torr) and 400 °C with 100 cm3/min forming gas at standard temperature and 

pressure (STP), 0 °C and 101 kPa, respectively (100 sccm) of 95:5 N2/H2. EM-FGA 

FETs were immediately transferred to a reactor for atomic layer deposition (ALD) of 

Al2O3 as opposed to control FETs where the FGA was performed after Al2O3 -

deposition. For ALD, saturating doses of trimethylaluminum and water vapor were 

alternately injected into a custom, warm-walled ALD reactor with a constant flow of 

ultra-high purity N2 serving as a carrier gas for the reactants and as a purge gas between 

injections.  The substrate was heated to 210 °C while the walls and gas lines were 

maintained at 110 °C.  Under similar conditions, the deposition rate of Al2O3 was 

previously found using spectroscopic ellipsometry to be (0.103 ± 0.007) nm per cycle 

on SiO2. A total of 200 cycles were performed to deposit ≈ 20 nm of top-gate Al2O3. 

Finally, top-gates were patterned onto both sets of FETs using optical lithography 

and electron beam deposition to deposit 10 nm Ti and 100 nm Au. A second FGA was 

then performed for 4 hours in a tube furnace at 350 Pa (2.6 Torr) and 400 °C using 100 

sccm of 95:5 N2/H2. 
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2.2.2 FET Electrical Performance Characterization 

I-V characterization was performed during processing using a probe station and 

parameter analyzer. FETs were tested using standard IDSVDS and IDSVG measurement 

protocols for the back-gate where for IDSVDS, VDS was swept from 0 V to 1 V and VG 

was stepped three times from −10 V, 0 V, and 10 V, and for IDSVG, VDS was stepped six 

times (0.05, 0.25, 0.45, 0.65, 0.85, 1.05) V and VG was swept between −30 V to 25 V. 

A similar protocol was used for the top-gate, but for IDSVDS, VG was set to either −4 V, 

0 V, and 4 V, and for IDSVG, VG was swept from either −6 V to 5 V. All back-gate 

measurements were made before deposition of the top-gate metal and all top-gate 

measurements were made with VBG grounded.  

The ideal VT for a monolayer FET was calculated using the method outlined by Ma, 

et al.107 where the local channel electrostatic potential (Vch) and channel electron 

density (nch) must satisfy 

𝐶𝑞 = 𝑞2𝑔2𝐷[1 +
𝐸𝑥𝑝(

𝐸𝑔

2𝑘𝐵𝑇
)

2𝑐𝑜𝑠ℎ(
𝑞𝑉𝑐ℎ
𝑘𝐵𝑇

)
]−1,        (6)  

𝑉𝐺 = 𝑉0 + 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙𝑙𝑛 (𝐸𝑥𝑝 (
𝑛𝑐ℎ

𝑔2𝐷𝑘𝐵𝑇
) − 1) + 𝑉𝑜𝑥,     (7) 

 𝑉𝑐ℎ = 𝑉0 + 𝑉𝑡ℎ𝑒𝑟𝑚𝑎𝑙𝑙𝑛 (𝐸𝑥𝑝 (
𝑛𝑐ℎ

𝑔2𝐷𝑘𝐵𝑇
) − 1),       (8) 

where q is the elementary charge, g2D is the 2D density of states within the channel, Eg 

is the band gap energy of MoS2, kB is the Boltzmann constant, T is the temperature, 

𝑉0 =
𝐸𝑔

2𝑞
, Vthermal =

𝑘𝐵𝑇

𝑞
 is the thermal voltage, and Vox =  

𝑞 𝑛𝑐ℎ

𝐶𝑜𝑥
 is the voltage drop across 

the gate oxide. Equations (6) – (8) were solved numerically to obtain the ideal VT for 

both a back-gate and top-gate interfaces with the monolayer MoS2 FET.     
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Contact resistance was obtained using 4-point and 2-point probe measurements 

with the back-gate and top-gates floating. For the 4-point measurement, a constant 

VDS = 1 V was applied to the first contact, V was measured across the second and third 

contacts where I was kept constant at zero, and the fourth contact was grounded to yield 

𝑅14,23 =
𝑉23

𝐼14
= 𝑅𝑐ℎ𝑎𝑛𝑛𝑒𝑙. For the 2-point measurement, a constant VDS= 1 V was 

applied between the second and third contacts to yield 𝑅23,23 =
𝑉23

𝐼23
= 𝑅𝑐ℎ𝑎𝑛𝑛𝑒𝑙 +

2 𝑅𝑐𝑜𝑛𝑡𝑎𝑐𝑡. Rearranging these two equations for Rcontact (Rc) yields 𝑅𝑐𝑜𝑛𝑡𝑎𝑐𝑡 =

𝑅23,23−𝑅14,23

2
. R23,23 and R14, 23 were found by taking the inverse of the slope of the best 

fit lines to the I-V data. 

2.2.3 Additional FET Performance Characterization 

2.2.3.1 Raman Spectroscopy 

Raman spectra were acquired in a Renishaw InVia microscope spectrometer with 

laser excitation at 514 nm. All Raman peaks were calibrated based on the Si peak 

(520.7 cm−1) and fitted with Gaussian-Lorentzian line shapes to determine the peak 

position, the line width, and the intensity of different components.  

2.2.3.2 X-ray Photoelectron Spectroscopy 

XPS Spectra were acquired on a Kratos Axis UltraDLD XPS/UPS system, under a 

base pressure of 0.135 μPa (10−9 Torr), using the monochromatic Al Kα line. The 

XPS spectra were calibrated using adventitious carbon at  284.8 eV.  
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2.2.3.3 Atomic Force Microscopy 

AFM images were acquired on an Asylum AFM with the tip in tapping mode to 

acquire both topographical and phase changes of the MoS2 and the surrounding 

SiO2 substrate. 

2.3 Results and Discussion 

2.3.1 Monolayer MoS2 Field-Effect Transistor Fabrication 

To realize monolayer MoS2 FETs, MoS2 was first transferred onto an oxidized Si 

substrate with an oxide (SiO2) thickness of 70 nm using the gold-mediated exfoliation 

technique described in the Section 2.2.1.96 Numerous flakes of the transferred material 

were measured using Raman spectroscopy to have monolayer thickness with an 

average area between 1000 μm2 and 5000 μm2 as seen from Figure 11a. The Raman 

peaks corresponding to the E1
2g phonon mode (in-plane vibration for Mo and S at 

≈ 386 cm−1) and the A1g mode (out-of-plane vibration for Mo and S at ≈ 403 cm−1) were 

found to be in good agreement with the expected shift108 for monolayer MoS2 

(thickness ≈ 0.7 nm) and yielded a frequency difference of 16.6 cm−1 (Figure 11b, 

orange). Furthermore, the frequency difference between the A1g and E1
2g peaks 

increased to 22.4 cm−1 for a bilayer and to 24.8 cm−1 for bulk MoS2 flakes (Figure 11c) 

in agreement with literature values.108 
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Figure 11. MoS2 monolayer characterization and design of monolayer MoS2 field-effect 

transistors (FET). (a) Large area (≈ 5000 μm2) monolayers of MoS2 were transferred onto a 

SiO2 on Si wafer using the gold-mediated exfoliation method. (b) Raman spectra of the 

monolayer from (a) before (orange) and after (blue) an exposed material forming gas anneal. 

(c) Raman spectra for a monolayer (blue), bilayer (green), and bulk (orange) MoS2 calibrated 

based on the Si peak at 520.7 cm−1. (d) Cross-sectional schematic depicting a FET fabricated 

using monolayer MoS2 (550 μm Si back-gate (BG), 70 nm SiO2 BG oxide, monolayer (≈ 0.7 

nm) MoS2, 2 nm Ti/100 nm Au sources/drain contacts, 20 nm Al2O3 top-gate (TG) oxide, and 

10 nm Ti/100 nm Au TG contact). (e) Optical image of a representative array of FETs prior to 

deposition of the top-gate dielectric and top-gate metal. Inset: Detail view of the FET array. 
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Figure 12. (a) Process flow diagram for the fabrication of field-effect transistor (FET) arrays. 

The orange steps (on the left) highlight the newly developed exposed material forming gas 

anneal (EM-FGA) sequence while the green steps (on the right) represent a conventional 

sequence for FET fabrication from 2D materials. The blue steps (top and bottom) are 

common to both processes. (b) Comparison of as-exfoliated (before FGA or top-gate oxide 

deposition) field-effect transistor (FET) back-gate performance to control FET and exposed 

material forming gas anneal (EM-FGA) FET back-gate performance. Representative transfer 

curves for as-exfoliated (blue), EM-FGA (orange) and control FETs (green) for VD = 1.05 

V. (c) Representative back-gate transfer curves for exposed material forming gas anneal 

(EM-FGA) field effect transistors (FET) performed for 4 hours and 80 cm3/min forming gas 

at standard temperature and pressure (STP), 0 °C and 101 kPa, respectively (80 sccm) (pink), 

4 hours at 100 sccm (brown), and 24 hours at 100 sccm (orange) measured after top-gate 

oxide deposition and prior to top-gate metal patterning. 
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A schematic of a monolayer MoS2 FET is depicted in Figure 11d (see Section 2.2.1 

for fabrication details). Briefly, the source (S) and drain (D) contacts (2 nm Ti/80 nm 

Au) were patterned by using optical lithography and electron-beam metal deposition 

after gold-mediated transfer of monolayers. For each FET, a 5 μm  5 μm channel was 

lithographically defined and subsequently etched. Figure 11e shows an optical image 

of an array of three FETs with a global back-gate (BG) and back-gate dielectric (gray, 

SiO2). Next, the top-gate (TG) dielectric (blue, Al2O3) was deposited using atomic layer 

deposition (ALD) and the top-gate metal (10 nm Ti/100 nm Au) was patterned using 

optical lithography and electron-beam metal deposition. The large areas and relative 

abundance of exfoliated monolayers on the substrate allowed for batch fabrication of 

numerous monolayer FET arrays on a 4-inch wafer. 

2.3.2 Monolayer MoS2 Field-Effect Transistor Performance 

Two sets of FETs were fabricated by using the process flow described in 

Section 2.2.1 and shown in Figure 12a. A control set (n=5) was processed using the 

steps shown in Figure 12a on the right in green, in which a conventional annealing 

process was used, i.e., the entire set of five control FETs underwent a forming gas 

anneal (FGA) immediately after deposition of a top-gate oxide.42, 102 The second set of 

FETs (n=20) was fabricated with this new EM-FGA process as illustrated in Figure 12a 

on the left in orange. The anneal time and gas flow rate (Figure 12b) was varied and it 

was determined that an anneal temperature of 400 °C with 100 cm3/min forming gas 

for 24 hours at standard temperature and pressure (STP), 0 °C and 101 kPa, respectively 

(100 sccm), yielded an optimum improvement in performance. The back-gate 

performance of both the control and EM-FGA FETs was characterized after deposition 
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of the top-gate oxides, but without the top-gate metals. Next, top-gate metals were 

deposited onto both sets of FETs followed by a second shorter FGA (Figure 12a). 

Finally, the top-gate performance of all devices was measured while the back-gate was 

connected to ground.  

Both the EM-FGA and control FETs demonstrated measurable improvement in 

back-gate performance compared to as-exfoliated (before FGA or top-gate oxide 

deposition) back-gate performance (Figure 12c; blue). On average, 85 % (n=17/20) of 

EM-FGA FETs showed consistent and improved performance relative to the control 

samples. Next, the electrical characteristics of the EM-FGA FETs compared to the 

control set is discussed. 

2.3.2.1 Back-gate Performance 

EM-FGA FET back-gate performance after top-gate oxide deposition and prior to 

top-gate metal deposition is shown by the representative orange transfer curve in 

Figure 13a for VDS = 1.05 V (all transfer curves can be seen in Figure A1). The 

measurements were repeated for multiple (stepped) VDS as seen in Figure 13b, where 

minimal hysteresis was observed. Average electrical performance parameters for all 

the measured devices are reported in Table 1. All devices demonstrated n-type 

behavior, consistent with previous observations for MoS2 FETs.76, 109 Unless otherwise 

noted, error bars reported in this work represent the standard error. 
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Table 1. Performance parameters for EM-FGA and control FETs reported as means and 

standard errors. Several of these metrics are labeled as “N/A” because the large flat band shift 

in VT for the control FETs precluded an accurate estimation of these metrics without inducing 

dielectric breakdown in the back-gate or top-gate oxide. 

 

 

On average, an Ion/Ioff ratio of ≈ 105 and a subthreshold swing of 

(4.6 ± 0.3) V/decade for the 70 nm SiO2 back-gate interface was observed. At large 

positive VBG, an Ion of was observed at least 10 μA/μm and a field-effect mobility (μFE), 

not correcting for source and drain contact resistance, of (16.1 ± 2.4) cm2/V·s that was 

determined using, 𝜇𝐹𝐸 =
𝑔𝑚,𝑚𝑎𝑥 𝐿 𝑊⁄

𝐶𝑜𝑥 𝑉𝐷
, where gm,max is the peak transconductance, L and 

W are the length and width of the channel respectively,and Cox is the oxide capacitance 

per unit area, determined to be 49.3 nF/cm2 for the 70 nm SiO2 back-gate dielectric.110 

To prevent the risk of dielectric breakdown, i.e., the application of a voltage that causes 

a portion a dielectric material to become conductive, irreversibly damaging the 

material, the application the range of VBG was limited to ±25 V. The threshold voltage 

(VT), estimated by extrapolating the point of maximum slope on the transfer curve to 

the x-axis, was found to be (2.4 ± 0.9) V for the EM-FGA FETs. In contrast, the control 

Parameter EM-FGA 

(n=17) 

Control 

(n=5) 

 Back-gate 

μFE (cm2/V·s) 16.1 ± 2.4  13.5 ± 3.5 

VT (V) 2.4 ± 0.9 −21.1 ± 2.2 

Ion/Ioff 105 N/A 

Ion (μA/μm) > 10  > 10 

Subthreshold swing 

(V/decade) 

4.6 ± 0.3  N/A 

 Top-gate 

μFE (cm2/V·s) 2.8 ± 0.5  4.1 ± 0.3  

VT (V) −1.8 ± 0.3 N/A 

Ion/Ioff 106 N/A 

Ion (μA/μm) > 10  > 10  

Subthreshold swing 

(mV/decade) 

650 ± 24  N/A 



 

 

39 

 

set exhibited a large and negative shift in VT of (−21.1 ± 2.2) V, as shown by the 

representative green transfer curve in Figure 13a (all transfer curves can be seen in 

Figure A2). This shift in VT is the key improvement in performance for the EM-FGA 

FETs that separates them from the control FETs. 

 
Figure 13. Characterization of field-effect transistor (FET) back-gate performance. (a) 

Representative transfer curves for an exposed material forming gas anneal (EM-FGA) FET 

(orange) and a control FET (green) for VDS = 1.05 V. Inset: Distribution of VT for the EM-FGA 

and control FETs. (b) Representative transfer curves for an EM-FGA FET at varying VDS. (c) 

Representative IDSVDS curves for an EM-FGA FET at varying VBG demonstrate improved 

contact performance. (d) Representative IDSVDS curves for a control FET at varying VBG. All 

measurements were performed after deposition of a top-gate oxide and prior to the deposition 

of a top-gate metal. 
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Notably, a negative shift in VT of the control set is consistent with previous 

observations of MoS2 FETs after top-gate oxide deposition.102, 111 This shift could be 

explained by the presence of large trapped charges at the MoS2-top gate oxide 

interfaces that dopes the channel and induces a flatband voltage (VFB) shift. To quantify 

this behavior, VFB is defined as: 𝑉𝐹𝐵 =  𝜑𝑀𝑆 − 
𝑄𝑖

𝐶𝑜𝑥
, where φMS is the difference inthe 

work function between the back-gate and the semiconducting MoS2, Qi is the density 

of fixed oxide and channel-contaminating charges, and Cox is the back-gate oxide 

capacitance per unit area. Qi can be quantified by substituting the definition of VFB into 

the general gate bias equation, 𝑉𝐺 −  𝑉𝐹𝐵 =  −
𝑄𝑠

𝐶𝑜𝑥
+ 𝜓𝑠, where VG is the gate voltage, 

Qs is the charge density of the MoS2 channel, and ψs is the surface potential,16 yielding 

the equation 𝑉𝐺 − 𝜑𝑀𝑆 ∓  
𝑄𝑖

𝐶𝑜𝑥
=  −

𝑄𝑠

𝐶𝑜𝑥
+ 𝜓𝑠. The difference in experimental Qi for the 

EM-FGA and control FETs with respect to the ideal case can be calculated by setting 

VG = VT, and assuming several other interface properties (φMS, Cox, Qs, and ψs) are the 

same for both cases. For the ideal case, Qi is assumed as 0, yielding 

∆𝑉𝑇(𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙−𝑖𝑑𝑒𝑎𝑙) =  
−𝑄𝑖,𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙

𝐶𝑜𝑥
. 

For a monolayer MoS2 FET, ideal VT is defined as the VG at which the quantum 

capacitance of the channel equals Cox.
107 This definition must be used instead of the 

standard definition of VT, which is only applicable to bulk semiconductor FETs, i.e., 

FETs with silicon as the semiconducting material.16 Using equations (6) – (8) outlined 

in Methods, the theoretical value of VT was calculated to be +0.7 V for a FET for a 

monolayer MoS2 channel on a 70 nm SiO2 oxide. Therefore, the experimentally 

observed VT of (2.4 ± 0.9) V for the EM-FGA case compares favorably to the 
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theoretical value. On the other hand, for the control FETs, VT was measured 

as (−21.1 ± 2.2) V, which represents a large and negative shift from ideal VT (Table 1), 

indicating the presence of substantial positive contamination that dopes the channel. 

The preceding results allowed the estimation of Qi for both the EM-FGA and the 

control FETs. The estimated value of Qi is closer to ideal for the EM-FGA FETs 

(≈ −4.5 × 1011 q/cm2) than for the control FETs (≈ 6.7 × 1012 q/cm2). The order of 

magnitude reduction in charge, due to the removal of positive contamination, strongly 

shifts VT of the EM-FGA FETs in the positive direction and closer to the ideal value of 

+0.7 V. Furthermore, the estimated value of VT for the EM-FGA devices is statistically 

consistent with the ideal value with 95 % confidence. This highlights the importance 

of the sequence of processing steps developed in this chapter (Figure 12) with respect 

to improving the quality of a 2D material-gate oxide interface.  

The benefits of the EM-FGA also extend to improved contact performance in the 

EM-FGA devices relative to the control set. After the EM-FGA, the IDS-VDS response 

of the FETs as a function of VBG was found to be Ohmic as seen in Figure 13c (all EM-

FGA FET IDS-VDS responses can be seen in Figure A3). In contrast, Figure 13d 

demonstrates that the control devices exhibited rectifying characteristics indicating the 

presence of a Schottky barrier at those contacts (all control FET IDS-VDS responses can 

be seen in Figure A4). The difference in contact resistance (RC) was quantified between 

the EM-FGA and control FETs using a four-point probe measurement technique 

(Figure A5) as described in Section 2.2.1. From these measurements, RC was estimated 

to be (35 ± 3) kΩ-μm for the EM-FGA FETs and (785 ± 32) kΩ-μm for the control 
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FETs, where RC for the EM-FGA FETs is ten-fold lower than previously reported for 

monolayer MoS2 FETs.112  

Forming gas annealing improves contact resistance (RC) between metal 

source/drain contacts and MoS2 through two mechanisms: 1) by removing organic 

contamination in the vicinity of the metal contacts, which generates a physical barrier 

between the metal contacts42, 49, 106 and 2) by locally doping the MoS2 under the source 

and drain contacts with metal atoms.112-113 The EM-FGA FETs demonstrate lower RC 

compared to the control FETs because the first mechanism is more effective without a 

top-gate oxide acting as a physical barrier to the removal of organic contamination by 

hydrogen gas. Furthermore, the second mechanism is more readily permitted in the 

EM-FGA FETs because organic contamination does not serve as a physical barrier to 

the doping of MoS2 under the metal contacts with metal atoms. In contrast, the control 

FETs were annealed after the deposition of the top-gate dielectric, which shields the 

MoS2-contact metal interface from hydrogen gas penetration, decreasing the 

effectiveness of organic contamination removal and subsequent doping of MoS2 with 

metal atoms. 

Many of the improvements displayed by the EM-FGA FETs were also observed for 

the control FETs. For example, minimal hysteresis was observed, while the drive 

current was found to be at least 10 μA/μm at large positive VBG and μFE was 

(13.5 ± 3.5) cm2/V·s prior to correcting for the contact resistance (Table 1). However, 

the large shift in VT for the control FETs precluded an accurate estimation of the Ion/Ioff 

ratio and the subthreshold swing without inducing dielectric breakdown in the back-

gate dielectric. 
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2.3.2.2 Top-gate Performance 

One goal of this fabrication approach is to make dual-gated monolayer MoS2 FETs 

for biosensing applications where the back-gate can be used to operate the FET in 

constant current mode (see Chapter 1). Therefore, after back-gate characterization, a 

top-gate metal was deposited onto both the EM-FGA and control FETs followed by a 

second, shorter FGA, to improve top-gate performance. EM-FGA FET top-gate 

performance is shown by the representative orange transfer curve in Figure 14a and 

reported for all measured devices in Table 1 (all transfer curves can be seen in 

Figure A6). On average, and similarly to the back-gate results, minimal hysteresis was 

measured, an Ion/Ioff ratio of ≈ 106
,
 and a subthreshold swing of (650 ± 24) mV/dec. At 

large and positive VTG, a drive current of at least 10 μA/μm was measured and μFE of 

(2.8 ± 0.5) cm2/V·s before correcting for the contact resistance (and assuming Cox to 

be 398 nF/cm2 for the top-gate oxide). VT was found to be (−1.8 ± 0.3) V, estimated by 

extrapolating the point of maximum slope on the transfer curve to the x-axis.  

To compare the experimental top-gate VT of (−1.8 ± 0.3) V to the ideal value, 

equations (6) – (8) were gain used to calculate ideal VT for a top-gate FET with a 

monolayer MoS2 channel under a 20 nm Al2O3 oxide. This value was found to be 

+0.8 V. In contrast to the back-gate performance, the experimentally determined value 

of VT does not compare favorably to ideality, indicating that the contaminants doping 

the channel affect top-gate performance more than back-gate performance. This may 

be, in part, due to trapping of these fixed charges at the interface degrading gate control. 

EM-FGA parameters will be further optimized in future work with the aim of reducing 

Qi at the MoS2-top-gate oxide interface and to shift top-gate VT closer to ideality. 
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Finally, Figure 14b demonstrates that the device IDS-VDS characteristics were found 

to be Ohmic for the EM-FGA FETs (all IDS-VDS curves can be seen in Figure A7), in 

contrast to Figure 14c that demonstrates the rectifying behavior observed for the control 

FETs (all IDS-VDS curves can be seen in Figure A8), similar to the rectifying behavior 

observed for the control back-gates. 
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Figure 14. Characterization of field-effect transistor (FET) top-

gate performance. (a) Representative top-gate transfer curves for 

an exposed material forming gas anneal (EM-FGA) FET (orange) 

and a control FET (green) for VDS = 1.05 V. Inset: Distribution of 

VT for the EM-FGA FETs (b) Representative IDSVDS curves for an 

EM-FGA FET at varied VTG demonstrating improvement to 

contact resistance. (c) Representative IDSVDS curves for a control 

FET at varied VTG. All measurements were made with VBG = 0 V. 
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Similarly, to the back-gate, some aspects of top-gate performance for the control 

set were comparable to those of the EM-FGA set. Drive currents approached 10 μA/μm 

at large and positive VTG, and μFE was found to be (4.1 ± 0.3) cm2/V·s prior to correcting 

for the contact resistance (Table 1). However, also similar to the back-gate, a large and 

negative shift in VT (Figure 14a, green) was observed in the top-gate for the control set, 

which again precluded an accurate estimation of the Ion/Ioff ratio, the subthreshold 

swing, and VT for the control FETs without inducing dielectric breakdown in the gate 

dielectric (all transfer curves can be seen in Figure A9). Also, the large and negative 

shift in VT for the control top-gates permitted a more accurate estimate of gm,max than 

the EM-FGA top-gates where gm,max is likely underestimated because IDS is still 

increasing at 4 V, which was the maximum VTG that could be applied without inducing 

dielectric breakdown (Figure 14a). This results in underestimations of gm,max and μFE 

for the EM-FGA FETs relative to the control FETs.. 

In summary, the observed performance benefits of the EM-FGA process are 

threefold: i) by drastically reducing the interface contamination and trap charges, a 

controlled VT shift on both the back-gate and top-gate closer to the ideal value was 

achieved, which in turn improves performance and reproducibility of FETs fabricated 

using this approach closer to the level needed for integration in logic circuits,111, 114 ii) 

Ohmic metal-MoS2 contacts were achieved, evident by the linear IDS-VDS 

characteristics, with a low contact resistance, and iii) important FET characteristics 

including μFE, subthreshold swing, and Ion/Ioff ratio were maintained at values previously 

reported for FETs fabricated from MoS2 sourced from traditional mechanical 

 
. 
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exfoliation. Furthermore, the benefits of EM-FGA were achieved using only a tube 

furnace operating at relatively high pressures, i.e., 350 Pa (2.6 Torr), which makes the 

technique straightforward to implement without the need for highly specialized 

equipment.49, 102-103, 105, 109 The EM-FGA process is gentle and minimizes damage to 

the large monolayers obtained through metal-mediated exfoliation, unlike other 

commonly used cleaning techniques that utilize UV-ozone which has been shown to 

create disadvantageous MoOx or even eliminate transistor behavior in FETs.102, 104, 115 

It is expected that the EM-FGA to be a critical component of the streamlined processing 

of 2D materials obtained using increasingly widespread metal-mediated exfoliation 

techniques.97, 100, 116-117 Finally, to better describe the mechanism underlying improved 

FET performance in this work, several complimentary measurements were performed 

on the monolayers from which the FETs were fabricated, as described next. 

2.3.3 Monolayer MoS2 Characterization with Raman Spectroscopy, XPS and AFM 

Raman spectroscopy, XPS, and AFM were used to quantify the effects of the EM-

FGA on the morphology and chemical composition of MoS2 monolayers obtained from 

metal-mediated exfoliation. All monolayers analyzed here were prepared using the 

process steps outlined in Section 2.2.1, identical to the monolayers used to fabricate the 

FETs, up to the deposition of the top-gate oxide.  

2.3.3.1 Raman Spectroscopy 

Raman spectra of monolayer MoS2 are shown in Figure 11b. As discussed earlier, 

the separation between the E1
2g and A1g peaks in the spectrum were in agreement with 

the expected shift108 for monolayer MoS2 with a thickness of ≈ 0.7 nm and yielded a 

frequency difference of 16.6 cm−1. The EM-FGA process increased the peak separation 



 

 

48 

 

frequency to 19.4 cm−1, within the range observed for monolayer MoS2.
108 On the other 

hand, as seen from Figure 11b, samples processed with the EM-FGA demonstrated a 

dramatic overall increase in the peak intensity (blue) relative to the as-exfoliated 

sample (orange), and narrower E2g peak widths (4.9 cm−1 compared to 7.3 cm−1) 

suggesting the EM-FGA results in lower contamination and reduces defects in the 

MoS2 crystal structure. A similar improvement to the material composition was 

previously observed for multilayer MoS2 annealed with elemental sulfur.48  

 

Figure 15. XPS spectra for MoS2 sourced from metal-mediated exfoliation before and after 

exposed material forming gas annealing (EM-FGA). (a) XPS spectra for Mo, S, and C before 

the EM-FGA and (b) after the EM-FGA illustrating the elimination of MoO2 and species 

containing C=O bonds, and a reduction of species containing C-O bonds while the presence of 

Mo4+ and S2- were constant.  
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2.3.3.2 X-Ray Photoelectron Spectroscopy (XPS) 

XPS spectra for three elements, Mo, S, and C, obtained from a MoS2 monolayer 

before and after EM-FGA are illustrated in Figure 15. All spectral data are calibrated 

with the C 1s peak at a constant binding energy of  284.6 eV. Both before and after 

the EM-FGA, the Mo 3d shows two main peaks at 229.8 eV and 232.9 eV which are 

attributed to Mo 3d5/2 and Mo 3d3/2, respectively, confirming the existence of Mo4+. 

The S XPS spectrum displays peaks at 162.7 eV and 163.81 eV that can be attributed 

to the doublet S 2p3/2 and S 2p1/2, respectively, corresponding to the divalent sulfur ion 

(S2−) of MoS2. However, the sample measured before the EM-FGA displays  5 % of 

MoO2 on the channel, as evidenced by the two peaks at 231.0 eV (Mo 3d5/2) and 234.0 

eV (Mo 3d3/2). These peaks are not observed after the EM-FGA, indicating that EM-

FGA removes insulating and disadvantageous MoO2 that forms on the surface of the 

monolayer. 

Figure 15 also demonstrates changes in the C 1s peaks, which illuminate changes 

in organic contamination. The deconvolution of these peak illustrates the existence of 

organic compounds before EM-FGA due to the presence of C-C, C-O, and C=O bonds. 

After the EM-FGA, the intensity of C=O is not detectable and the intensity of C-O 

decreases, strongly indicating the removal of surface organic contamination. 

Furthermore, the C content was reduced by more than 90% after the EM-FGA, 

indicating that the EM-FGA method effectively reduces organic surface contamination. 

2.3.3.3 Atomic Force Microscopy (AFM):  

MoS2 monolayers were also characterized using AFM imaging before and after the 

EM-FGA to assess changes in surface morphology as illustrated in Figure 16. The 
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topography of the underlying SiO2 substrate changed visibly after the EM-FGA 

procedure (Figure 16a and 16b), but changes in the MoS2 monolayer were more subtle. 

The average surface roughness measured on the SiO2 substrate from the topography 

image reduced  40 % after the EM-FGA process from 892 pm to 510 pm. On the other 

hand, surface roughness appeared virtually unchanged for MoS2. Complementary 

information was obtained by a careful analysis of the phase image of the same sample 

as seen in Figures 16c and 16d. In those images can be seen distinct and visible changes 

to both the SiO2 and MoS2 surfaces following EM-FGA. Prior to EM-FGA, the 

distribution of phase angles (Figure 16c, inset) on both the SiO2 and MoS2 surfaces was 

long-tailed indicating phase non-uniformity. This behavior was consistent with 

previous observations of contamination in graphene.118 Following EM-FGA, the phase 

angle distributions were considerably more uniform and followed a Gaussian 

distribution suggesting removal of surface contamination. The result agrees with the 

XPS measurements that show both removal of organic contamination and improvement 

to the stoichiometry of the MoS2. 
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Figure 16. AFM images of a MoS2 monolayer before and after exposed material 

forming gas annealing (EM-FGA). (a) Topographical image of a MoS2 monolayer 

on SiO2 before EM-FGA. (b) Topographical image of the MoS2 monolayer from (a) 

on SiO2 after EM-FGA. (c) Phase image of the MoS2 monolayer from (a) on SiO2. 

Inset: distributions of phase shift angles in the selected areas of the SiO2 substrate 

(blue) and MoS2 (red). (d) Phase image of the MoS2 monolayer on SiO2 from (b). 

Inset: distributions of phase shift angles in the selected areas of the SiO2 substrate 

(blue) and MoS2 (red). 

2.4 Conclusion 

Chapter 2 of this work presented a new process that markedly improved 

reproducibility and performance of FETs fabricated from MoS2 monolayers sourced 

from metal-mediated exfoliation. The EM-FGA process improved both top and back-

gate performance of the FETs, as quantified by nearly ideal and reproducible threshold 
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voltages, and Ohmic behavior of the source and drain contacts. Furthermore, common 

device metrics to estimate performance such as subthreshold slope, drive current, and 

field-effect mobility of the semiconducting MoS2 were found to be comparable to 

previous reports of state-of-the-art FETs fabricated by mechanical exfoliation of MoS2. 

These results demonstrate that the EM-FGA remarkably improves the MoS2-gate oxide 

interfaces by removing trapped charges that can degrade electrical performance. As 

large area 2D material flakes become more commonplace due to continued interest in 

the metal-mediated exfoliation method,96, 116 the improved processing techniques 

reported here will be critical to enable the fabrication of components from 2D materials 

including FETs for biosensing applications. 

The combination of the Raman, XPS, and AFM results support the conclusion that 

the EM-FGA improves the quality and composition of the MoS2 monolayer resulting 

in improved FET performance. The improvements were found to be two-fold; (i) the 

EM-FGA process drastically decreased organic contaminants on the semiconducting 

material and surrounding back-gate dielectric, which can dope the channel and lead to 

an uncontrolled flatband voltage shift, and (ii) the EM-FGA process eliminated the 

presence of MoO2 species which can be disadvantageously insulating. Lastly, the 

increase of anneal time performed on the exposed MoS2 resulted in no observable 

detrimental effects on FET performance or destruction of the MoS2.   

The methods detailed in this work will have an immediate impact when realizing 

devices that use 2D materials sourced from metal-mediated exfoliation and could help 

in the development of 2D heterostructure devices where there is a stringent requirement 

for interface cleanliness and material quality, including FETs for biosensing 
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applications.  In Chapter 3, the use of FETs fabricated using the methods demonstrated 

in Chapter 2 for biosensing applications is presented. This includes comparing the 

performance of these FETs between two back-gate oxide thicknesses (70 nm and 

300 nm) and top-gate material (either Al2O3 oxide or ionic liquid). Constant current 

mode operation of these FETs both as ISFETs (indirect biosensors) and sensing 

surface-modified FETs (direct biosensors) is presented as introduced in Chapter 1. 

Both liquid-gated FETs and oxide-gated (solid state) FETs were used for measuring 

pH and Cdk5 activity indirectly through pH, while the latter was also used for the 

detection of streptavidin, as presented in the final section of the chapter. 
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Chapter 3: Comparison of Solid-State and Liquid-Gated MoS2 

FET Biosensors for Label-Free Enzyme Measurements and 

Direct Detection of Proteins 

3.1 Introduction 

Using FETs as biosensors for measurements of enzymatic activity and protein 

detection requires FETs that demonstrate excellent sensitivity and high signal-to-noise 

ratios (SNRs) to achieve low limits of detection (LODs). In this chapter, electrical 

performance for solid-state FETs (SSFETs) and liquid-gate FETs (LGFETs) is 

compared to demonstrate the benefits of their dual-gate design. This dual-gate design 

permits the amplification of charge applied to the sensing gate as a function of either 

direct protein binding or their indirect characterization of protein activity, such as a pH 

change associated with the activity of an enzyme. Subsequently, their use as ISFETs 

and performance for measurements of pH is compared. The LGFETs demonstrate the 

ability to detect pH changes with 75-fold higher sensitivity (4.4 V/pH) over the Nernst 

value of 59 mV/pH at room temperature and exhibit very low intrinsic noise resulting 

in a pH LOD of 9210−6 at 10 Hz, which represents an order of magnitude improvement 

over state-of-the-art. The SSFETs demonstrate lower sensitivity for pH changes 

(0.25 V/pH), which is expected through an analysis of signal amplification, a function 

of their design and dielectric gates, but still demonstrate sufficiently low intrinsic noise 

to be used for pH changes associated with enzymatic activity. The low pH LODs 

demonstrated by these FETs shows promise for numerous applications ranging from 

pharmaceutical manufacturing to clinical diagnostics.  
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Here, the activity of the kinase cyclin-dependent kinase 5 (Cdk5), an enzyme 

implicated in Alzheimer’s disease, was used as an example to demonstrate the ability 

of both LGFETs and SSFETs to measure Cdk5 activity, using pH as a reporter, at 

concentrations that are 5-fold lower than physiological values and with sufficient time-

resolution to allow the estimation of both steady-state and kinetic parameters in a single 

experiment. The measurements were performed by using a pH sensing element that 

was connected electrically to the LGFET. This configuration allowed measurements 

with both a high intrinsic gain18 (i.e., sensitivity) and signal-to-noise ratio (SNR) that 

exceeded comparable silicon devices by more than an two orders of magnitude.119 The 

high sensitivity, low LOD and fast turnaround time of the measurements and the ability 

to perform measurements within current testing frameworks without resorting to 

surface modification120-122 or hazardous radioactive labeling (that is currently used to 

measure the activity of kinases like Cdk5) will promote the development of early 

diagnostic tools and novel therapeutics to detect and treat neurological conditions years 

before currently possible.  

Lastly, LGFETs were used as direct biosensors (see Chapter 1, Figure 7) to detect 

the binding of streptavidin to a biotinylated extended sensing surface, where 

concentrations as low as 20 nM were measured. These streptavidin measurements were 

used as an example to demonstrate the sensitivity of LGFETs with a model protein that 

is commonly used for proof-of-concept biosensing measurements. Ultimately, the high 

sensitivity demonstrated by these LGFETs can be used to detect the incorporation of 

ion channels into lipid membranes and the ionic flux through these ion channels, as 

discussed in Chapter 6. Therefore, it is essential to demonstrate the ability of LGFETs 
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to directly detect proteins (as shown in Figure 7), and to be used as ISFETs to measure 

changes in ion concentration (as shown in Figure 8).  

3.1.1 Motivation: FETs for Measurements of pH and Protein Detection 

Rapid and sensitive pH measurements using field-effect transistors (FETs) are used 

in diverse applications that include determining the effects of ocean acidification on 

marine ecology,123 biomanufacturing,124 and low cost DNA sequencers.125 However, 

drastic improvements in sensitivity and the limit of detection (LOD) of electronic pH 

transduction are needed to accelerate their widespread use in important biotechnology 

applications.  

One such example is the measurement of the function of enzymes, protein catalysts 

that accelerate biochemical reactions and serve an integral role in ensuring normal 

cellular function,126 where small changes in the solution pH act as a reporter of their 

function.120, 127 Disruptions in normal enzyme function are known to give rise to 

debilitating neurological conditions including Alzheimer’s and Parkinsons’s disease,128 

several cancers,129 and even chronic neuropathic pain.130 As part of normal cellular 

function, Cdk5 catalyzes the phosphorylation of substrate proteins by the hydrolysis of 

adenosine triphosphate (ATP) and the transfer of a single phosphate group. This results 

in the release of one or more protons into solution, and thereby a small change in the 

pH. The change in pH typically varies by less than 0.005 units131-132 under physiological 

conditions (i.e., for normal living organisms) or an order of magnitude lower than the 

resolution demonstrated with state-of-the-art ion-sensitive field effect transistors 

(ISFETs).125, 133  
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Under normal physiological conditions, Cdk5 is tightly regulated by either the p35 

or p39 inhibitory proteins (Figure 17).134-135 Oxidative stress causes a 10 kDa 

membrane anchored fragment of p35 to be cleaved, forming the pathological activator 

p25, resulting in deregulation and delocalization of the complex to the cytosol.136 The 

resulting pathological complex, Cdk5/p25, has higher activity than its physiological 

counterpart, Cdk5/p35, and participates in the indiscriminate phosphorylation of 

numerous proteins, which are known to result in neurofibrillary tangles that are a 

hallmark symptom of Alzheimer’s disease.137  

 
Figure 17. (a) The co-activator of Cdk5, p35, can be cleaved from oxidative stress 

resulting in a shortened, hyperactive form named p25.* The hyperactivity of Cdk5/p25 

results in the over phosphorylation of substrates that is indicative of Alzheimer’s disease. 

(b) Cdk5/p25 (red/green), phosphorylates serine and threonine side chains on the histone 

protein (purple) using ATP, which evolves ADP and protons (H+). *Figure 17a 

schematic curiosity of Harish Pant (National Institutes of Health). 
 

 

Additionally, FETs have demonstrated promise as diagnostic tools to detect 

biomarkers such as proteins for the rapid diagnosis of cancer of disease.14, 127 Their 

exceptional sensitivity, label-free operation, size, and cost makes them an excellent 

alternative to traditional methods of protein detection such as enzyme-linked 
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immunosorbent assay (ELISA)9 and even label-free methods such as surface plasmon 

resonance (SPR),138-139 which requires bulky optical equipment. However, similar to 

pH detection, drastic improvements in sensitivity and LOD are needed to expand the 

use of FETs for biosensing applications, as well as improvements in the reproducibility 

of performance and unification of operation so that FET performance can be compared 

easily between assays that target the detection of various biomarkers. Efforts to 

improve the reproducibility of FET performance, which aims to minimize the 

calibration necessary to operate FETs for biosensing experiments, is covered in 

Chapter 2. 

 
Figure 18. (a) A single monomer of streptavidin represented with secondary 

structure (indigo) bound to a biotin molecule represented by spheres (carbon, 

green; oxygen, red; nitrogen, blue; sulfur, yellow). (b) A native tetramer of 

streptavidin with tetramers colored indigo, red, purple, and cyan, with two biotin 

molecules colored with the same representation as in (a). 

 

 In this chapter, in addition to demonstrating the pH detection capabilities of FETs, 

the capability of FETs to detect the protein streptavidin is presented. Streptavidin was 

chosen because of its wide use as model protein for biosensing studies including 

previous studies of FETs.8, 140-143 Streptavidin (Figure 18) is widely used as a model 

protein for FET biosensing because it has a charge of -7.2 e at pH 7.4 and has extremely 
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high affinity for the biomolecule biotin (Kd ≈ 10-15 M). Moreover, biotin can be 

immobilized onto a FET sensing surface using short hydrocarbon or polyethylene 

glycol (PEG) chains which it and subsequently bound streptavidin within a Debye 

length, λD of the sensing surface.144-146 Streptavidin’s high affinity for biotin also yields 

high specificity which is an essential component of biosensing as discussed in 

Chapter 1. Lastly, streptavidin has been shown to have direct clinical relevance in 

capturing biomarkers such as biotinylated interferon γ (MIG) which is implicated in 

autoimmune diseases and inflammation.147 

3.1.2 Background: Ion-Sensitive FETs (ISFET) as Biosensors and FETs for 

Streptavidin Detection 

Several techniques have been developed over the past century for more accurate 

measurements of solution pH. The Harned cell is the primary pH measurement 

standard,148 but it requires an elaborate setup and long equilibration times making it 

unusable in the measurement of small and fast pH changes. As a result, pH 

measurements used in biotechnology applications rely extensively on electrode 

measurements or spectrophotometric techniques. These approaches lack adequate 

sensitivity and resolution for accurate measurements of enzyme mediated pH 

changes.149-150 In the past several years, there have been numerous developments in pH 

sensing technology using solid state devices that are potentially suitable for biological 

applications.125, 133, 151-152 Improved sensitivity and dynamic measurements have been 

demonstrated with ISFETs133 and more recently dual-gate silicon FETs.151 In the latter 

case, pH sensitivity was shown to be approximately two-fold higher than the Nernst 

potential of 59 mV/pH at room temperature.152 Notably, the LOD of ISFETs has been 

reliably demonstrated to be 0.05 pH units.125, 133 The LOD for these devices could be 
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lower if the device parameters are optimized153 or if the measurements are performed 

under a very narrow bandwidth.154 However, resolution that is adequate for enzyme 

measurements under physiological conditions are yet to be experimentally realized 

with silicon FETs. These limitations have required FET-based enzyme catalyzed 

phosphorylation assays to be performed at concentrations that are about two orders of 

magnitude higher than physiological values, precluding their use in diagnostic and 

therapeutic development applications.121, 127, 155 

Several FET geometries, including nanowires,122, 141, 143, 145, 152, 154, 156-157 ribbons,127, 

142, 158 and gaps,159-161 have also been developed over the last couple decades for the 

detection of proteins such as streptavidin. These FETs are generally silicon-based, but 

more recently have been fabricated with 2D materials including MoS2 and graphene. 

However, in addition to the aforementioned issues with reproducible fabrication and 

performance, the sensing gate or gate oxide is generally directly functionalized with a 

biorecognition element which only allows for a single experiment to be performed with 

a FET unless the sensing surface is regenerated, which is not trivial in most cases. 

Therefore, techniques such as extended gate configurations, as is explored by this work, 

are necessary to allow for the repeatable used of FETs for protein detection. 

Additionally, novel methods of FET operation, such as the closed-loop PID control 

explored in this work, are needed to improve SNR and ultimately LOD for protein 

detection using FETs.  
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3.2 Materials and Methods  

3.2.1 Fabrication of Dual-gated Ionic Liquid-gated Field-Effect Transistors (FETs) and 

Design Comparison to Solid-state FETs  

Fabrication details for the SSFETs is described in Chapter 2; however, for direct 

comparison to the LGFETs with respect to device geometry, a different FET array 

pattern was used, as shown by the optical image of an SSFET array (Figure 19a) where 

the inset shows a zoomed in image of the MoS2 channel. Figure 19b shows a single 

SSFET from a FET array as hybrid schematic and circuit diagram. For the fabrication 

of LGFETs, instead of the deposition of a top-gate oxide, a small droplet of 

Diethylmethyl(2-methoxyethyl)ammonium bis(trifluoromethylsulfonyl)imide ionic 

liquid (DEME-TFSI IL; Sigma Aldrich, St. Louis, MO, p/n 727679, see Figure A10) 

was carefully applied onto the devices using a micromanipulator under an optical 

microscope. The droplet was sized to cover the MoS2 monolayer and the gate 

electrodes,162-163 as seen in the optical image of LGFET array in Figure 19c and shown 

schematically for a single LGFET in Figure 19d. It is important to note that for good 

ionic liquid-gate coupling with the device’s channel, the area of the gate electrodes that 

is in contact with the ionic liquid was designed to be much larger than the combined 

area of the source, drain contacts, and MoS2 channel that are in contact with the ionic 

liquid. Gate leakage was verified by measuring the current across the ionic liquid upon 

application of a potential across two patterned gate electrodes.  
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Figure 19. (a) Top view optical image of a solid-state field-effect transistor 

(SSFET) array. Inset: zoomed in view of the MoS2 channel and source and drain 

contacts under a solid-state top-gate. (b) Hybrid schematic and circuit diagram of 

an SSFET. (c) Same as for (a) for an ionic-liquid gated FET (LGFET) with inset 

depicting the MoS2 channel and source and drain contacts under an ionic liquid 

droplet. (d) Same as for (b) for a LGFET. Schematic abbreviations: S (source), D 

(drain), G (top-gate), B (back-gate), where abbreviations are used as subscripts for 

applied potentials and measured currents (where top-gates are specified as either 

TG (solid-state top-gate) or LG (ionic liquid-gated top-gate). 

3.2.2 Quantum Capacitance Model and Time-Series Measurements and PID Control  

For a single layer MoS2, SSFET, the relationship for α can be described with 

equation (1) (see Section 1.2.1) because the quantum capacitance of the MoS2 (CQ) is 

much greater than the capacitance of the top-gate oxide (CTG, i.e., CQ >> CTG), which 

in this work was 20 nm of Al2O3 (see Chapter 2). However, for a single layer MoS2 

FET, CQ is less than the capacitance of the ionic liquid (CLG), and therefore a quantum 

capacitance model is needed for liquid-gated FETs. For single layer MoS2 FET under 

positive ionic liquid-gate bias, the relationship between gate voltage, VLG, and the 

channel charge carrier density, nch, is given by16, 107  
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𝑉𝐿𝐺 − 𝑉𝑡,𝐿𝐺 − 𝑉𝐹𝐵 =
𝐸𝑔

2𝑞
−

𝑘𝐵𝑇

𝑞
𝑙𝑛 [𝑒𝑥𝑝 (

𝑛𝑐ℎ

𝑔2𝐷𝑘𝐵𝑇
) − 1] +

𝑞𝑛𝑐ℎ

𝐶𝐿𝐺
    (9) 

 

where Vt,LG is device threshold voltage, VFB is the flat band voltage, Eg is material band 

gap, q is elementary charge, kB is Boltzamann’s constant, T is the temperature in Kelvin, 

g2D is the band edge density of states, and CLG is the liquid-gate capacitance. For a fixed 

VLG, Vt,LG is calculated as a function of channel carrier density: 

 

𝑉𝑡,𝐿𝐺 = 𝑉𝐿𝐺−𝑉𝐹𝐵 − {
𝐸𝑔

2𝑞
−

𝑘𝐵𝑇

𝑞
𝑙𝑛 [𝑒𝑥𝑝 (

𝑛𝑐ℎ

𝑔2𝐷𝑘𝐵𝑇
) − 1] +

𝑞𝑛𝑐ℎ

𝐶𝐿𝐺
}  (10) 

 

Using equation 10 in combination with equations 6 – 8 (see Section 2.2.2), Vt,LG and 

CQ were calculated as a function of nch. Since CTG and CQ are in series as seen from 

Figure 21a, Ctotal (top)(CQ) = CLGCQ/(CLG+CQ). Similarly, the back-gate capacitance, 

Ctotal,(back) = CBGCQ/(CBG+CQ), where CBG is the back-gate oxide capacitance. 

Moreover, since CQ >> CBG and CBG = constant under these limits, the expression for 

α is given by 

 

𝛼 =
𝐶𝑡𝑜𝑡𝑎𝑙 (𝑡𝑜𝑝)

𝐶𝑡𝑜𝑡𝑎𝑙 (𝑏𝑎𝑐𝑘)
≈

𝐶𝐿𝐺 𝐶𝑄

𝐶𝐵𝐺(𝐶𝐿𝐺+𝐶𝑄)
       (11) 

 

and is limited by CQ. At large values of nch, CQ approaches its theoretical limit, CQ,max, 

and α is constant. As nch decreases, CQ decreases exponentially from CQ,max and a 

corresponding reduction in α is observed. The results of the model were compared with 
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experimentally measured values of α, which were extracted by taking the numerical 

derivative of VBG (Vt,LG). 

Time-series measurements were performed where the signal on the top-gate (VTG 

or VLG) was switched between an arbitrary function generator (HF2LI; Zurich 

Instruments, Zurich, Switzerland), a pH microelectrode (MI-4156; Microelectrodes, 

Bedford, NH), or the biotinylated sensing surface. An offset voltage Vo (GS200; 

Yokogawa Corporation, Tokyo, Japan) was then added to VTG or VLG using a summing 

amplifier (SR560; Stanford Research Systems Inc., Sunnyvale, CA).  Each SSFET or 

LGFET was operated in a constant current mode using a PID controller that varied VBG 

in response to changes in ID. The channel current was first amplified using a current 

preamplifier (DLPCA-200; FEMTO, Berlin, Germany) with a transimpedance gain of 

106 V/A.  The amplified voltage was input to a digital PID controller (HF2LI; Zurich 

Instruments, Zurich, Switzerland), filtered using a 4-pole Bessel low pass filter (LPF) 

with a bandwidth of 5 kHz and then sampled at 25 kHz using a 14-bit analog to digital 

converter. The PID controller varied VBG in response to changes in ID with a bandwidth 

of 1 kHz (KP=496.1, KI=9.242103 s-1 and KD=8.02 s). The PID output was allowed 

to vary between -10 V to +10V to drive the back-gate voltage (VBG).  

3.2.3 C-V Measurements of Ionic Liquid Gates 

 

In order to verify the capacitance (CLG) of the ionic liquid, a LCR meter (E4980A; 

Agilent, Santa Clara, CA) was used to make 2-probe, AC capacitance measurements 

across the ionic liquid, measuring across a frequency range of 20 Hz to 2 MHz. 

Figure A11 shows representative results of these capacitive measurements, 

highlighting that at low frequency (where the FET operates for sensing) the capacitance 
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constant and approximately 1 nF (see Figure A11, inset). As seen in the inset, a 

negligible bias dependence of the capacitance was observed at all measured 

frequencies. The capacitance exhibits a less than 1% change over a ± 0.5 V range at the 

lowest frequency (20 Hz). Due to the FET design, there is not a constrained contact 

area of the ionic liquid on electrodes, therefore an optical estimate of ≈100 µm  100 

µm was used as the area of metal plates that are in contact with the ionic liquid used in 

the capacitance measurement. This allowed an estimation of the specific gate 

capacitance to the liquid-gate to be ≈10.7 µF/cm2 at low frequency range (20 Hz to 

2 kHz), in good agreement with values published in the literature.164  

3.2.4 Kinase Measurement Reagents 

Activity measurements of Cdk5/p25 phosphorylation of histone H1 were 

performed by suspending 100 ng of the enzyme (C0745; Sigma Aldrich, MO) in 50 L 

of 1 kinase buffer to obtain a final concentration of 18.5 nM. The Cdk5/p25 

concentration was reduced five-fold for dynamic measurements to obtain a final 

concentration of 3.7 nM. A stock solution of 5 kinase buffer was prepared by 

suspending 25 mM -glycerol (G9422; Sigma Aldrich, MO), 50 mM MgCl2 (5980; 

Millipore, MA), 5 mM EGTA (E0396; Sigma Aldrich, MO), 2.4 mM EDTA 

(1002264786; Sigma Aldrich, MO), 1.25 mM MOPS (M1254; Sigma Aldrich, MO) in 

deionized water (DIW) and diluting further to form 1 kinase buffer. Solutions of the 

substrate protein were prepared by adding 2 mg/mL of histone H1 (10223549001; 

Sigma Aldrich, MO) to the assay to obtain the final concentrations as described in the 

main text. The phosphorylation reaction was triggered with a cocktail of dithiothreitol 



 

 

66 

 

(DTT) and ATP. The final concentration of the ATP and DTT solution was adjusted to 

250 M and 5 mM in DIW respectively. 

3.2.5 Streptavidin Measurement Reagents 

 

Streptavidin detection measurements were performed by immobilizing biotin onto 

a gold sensing surface using a self-assembled monolayer (SAM) of biotin-terminated 

hydrocarbon chains provided by Sigma Aldrich (746622-1SET; Sigma Aldrich, MO). 

Gold sensing surfaces were prepared by depositing 10 nm of Ti and 200 nm of Au onto 

a 3” glass wafer with e-beam metal deposition and dicing the wafer into 9 × 9 mm dies. 

These dies were then cleaned with piranha and UV-ozone for 10 minutes each before 

functionalization with the SAM. 1 mg of the SAM was added to 1 mL of ethanol and 

then diluted 10X to yield 0.1X SAM in ethanol to achieve the optimal concentration 

for surface functionalization. After 1 hour, surfaces were rinsed in subsequent steps of 

excess ethanol, DIW, and 150 mM phosphate buffered saline (PBS, 1890535; Sigma 

Aldrich, MO) and assembled into a microfluidic cell composed of a well with the 

biotinylated surface as its base, inlet and outlet streams, and a top port which served as 

a port for a reference electrode that could be removed for streptavidin injection. An in-

line reference electrode connected to the outlet stream was also tested to improve the 

usability of the cell. The surface area of the biotinylated well base exposed for to 

solution was approximately 7.1 mm2 and the height of the well (to the base of the outlet 

port) was 7.1 mm, yielding a well volume of approximately 50 mm3. 

Streptavidin, Alexa Fluor-488 conjugate (S11223; Sigma Aldrich, MO), was 

prepared by diluting a 2 mg/mL stock solution of streptavidin with PBS to final 

concentrations of 1 μM, 200 nM, 100 nM, and 20 nM. The Fluor-488 fluorescence tag 
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permitted fluorescent measurements to be performed that verified the binding of 

streptavidin to the biotinylated surface (Figure A12). As a control for streptavidin 

binding, BSA was prepared by diluting a 5 mg/mL stock solution of BSA to a final 

concentration of 1 μM. Either streptavidin or BSA were injected directly into the well 

using a micropipette so that kinetic information could be obtained by letting either 

protein diffuse to the surface, as opposed to flowing either protein in through the inlet 

and outlet streams, which were principally used to wash the cell and/or sensing surface 

in between experiments. A schematic of both the experimental setup for the kinase and 

streptavidin measurements is shown in Figure A13. 

3.2.6 Cdk5 γ-32P-ATP Measurements 

Cdk5/p25 (C0745; Sigma Aldrich, MO) kinase activity was measured by 

collaborators at the NIH as described in the manufacurer’s protocol with some 

modifications.165 Briefly, kinase reaction was initiated by adding -32P-ATP (final 

concentration of 50 M) to a preincubated substrate buffer cocktail and incubated at 

30 0C for 1 hour. The reaction was terminated by spotting 20 l of the reaction mixture 

on a P81 phosphocellulose pad. Dried pads were washed 3 times in 75 mM phosphoric 

acid, followed by rinsing with 95% ethanol. The radioactivity of the spotted pads was 

measured in a liquid scintillation counter. Appropriate controls, without added 

phosphoryl acceptor substrates, were also run and the values were subtracted from the 

total counts obtained in the presence of substrate protein. 
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3.3 Results and Discussion  

3.3.1 Comparison of Solid-state and Ionic Liquid-gated Field-Effect Transistor 

Performance 

 

Performance for SSFETs and LGFETs fabricated with monolayer MoS2
76 are 

shown for representative devices in Figures 20a and 20c, respectively, where the 

sensing surface was connected to the top-gate and where the silicon substrate was used 

as the back-gate. Extensive characterization of SSFETs can be found in Chapter 2, 

therefore this chapter will focus primarily on LGFET characterization and a 

comparison between SSFET and LGFET performance.  

The devices described in this work are fundamentally different from dual-gate 

silicon FETs17-18 in that the asymmetric, capacitively coupled, gates in the SSFETs and 

LGFETS control the same atomically thin semiconducting channel giving rise to a large 

intrinsic gain in conjunction with ultralow noise performance. Furthermore, the 

measurement setup allowed LGFET performance to approach the intrinsic quantum 

capacitance limit of the channel material, as will be subsequently described. 

The transfer characteristics of the SSFETs and LGFETs were measured by 

recording the drain current (ID) as a function of the solid-state or ionic liquid top-gate 

potential (VTG or VLG) when the drain voltage (VD) was held constant (as described in 

Chapter 2). The measurements were repeated for different back-gate voltages (VBG) to 

estimate the signal amplification (α) due to the asymmetric capacitance of the top and 

back gates (Figures 20a and 20c). The SSFETs exhibited a dynamic range of 5 orders 

of magnitude in ID and a subthreshold slope of 680 mV/dec while the LGFETs 
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exhibited a dynamic range of 5 orders of magnitude in ID and a subthreshold slope of 

145 mV/dec. 

 

Figure 20. (a) Representative transfer curves for a solid-state field-effect transistor (SSFET) 

as a function of top-gate voltage (VTG) and varying back-gate voltage (VBG). (b) Relationship 

between threshold voltage (VT) and VBG, where the slope is the experimentally determined 

value for amplification (α) for a SSFET. (c) Representative transfer curves for a liquid-gated 

field-effect transistor (LGFET) as a function of liquid/top-gate voltage (VLG) and varying 

back-gate voltage (VBG). (d) Relationship between threshold voltage (VT) and VBG, where 

the slope is the experimentally determined value for amplification (α) for a SSFET in the 

quantum capacitance-limited region (orange), but not for outside this region. VT is adjusted 

for VFB to compare to theory (where the VFB adjustment for (b) was small enough to be 

ignore).  

 

For each curve in Figures 20a and 20c, the top-gate or liquid-gate threshold voltage 

(Vt,TG and Vt,LG) was estimated from a linear extrapolation of the peak transconductance 
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to the x-axis, as shown in Chapter 2.166 The value of  = dVBG/dVt,TG or  = dVBG/dVt,LG 

for representative devices was then determined numerically from the data in 

Figures 20b (d=70 nm) and Figure 20d (d=300 nm), where d is the thickness of the 

back-gate dielectric. Figure 20b depicts only one regime for VBG as a function of Vt,TG 

for the SSFET, as expected from the geometry (see Section 3.2.2) where  was constant 

and estimated to be 20 from the slope of the line in Figure 20b. Conversely, Figure 20d 

depicts two distinct regimes for VBG as a function of Vt,LG for the LGFET. At large and 

positive VBG (Figure 20d, pink), where the device was in the limit of large 2D channel 

carrier density (nch), i.e., the quantum capacitance limit,  was constant and estimated 

to be 156  3. The error bars report the standard error defined as the standard deviation 

of the population mean. On the other hand, at negative VBG and low nch (Figure 20d; 

blue),  decreased exponentially.  

 
Figure 21. (a) Schematic for either a solid-state or liquid-gated 

dual-gated field-effect transistor (SSFET of LGFET). (b) 

Amplification (α) as a function of threshold voltage (Vt,LG) for 

two LGFETs with back-gate oxide thickness of 300 nm (blue) 

and 70 nm (orange). The solid line shows the theoretical model 

for quantum capacitance-limited device performance. Flatband 

voltage (VFB) = −0.82 V (d=300 nm) and VFB = +0.12 V (d=70 

nm) were subtracted from Vt,LG to allow for direct comparison of 

the devices. 
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There is quantitative agreement between the model presented in sections 2.2.2 and 

3.2.2 and measurements for two representative LGFET structures (with different back-

gate oxide thicknesses), modeled as parallel capacitances (Figure 21a), shown in Figure 

21b. In both cases, it was assumed CBG=0.0115  F/cm2 (d=300 nm) and 0.049 F/cm2 

(d=70 nm), and CLG=10.7 F/cm2 based on C-V measurements (see Section 3.2.3) and 

literature values.164 CQ,max was directly calculated from Equation 11 to be 2.16 F/cm2, 

and was in excellent agreement with the value of 2.20.05 F/cm2 extracted from a 

non-linear regression of the model to the data in Figure 21b. The only other free 

parameter in the model was the flat band voltage (VFB), which depends in part on the 

fabrication process.80 The extracted value of CQ,max was within ≈45 % of the maximum 

theoretical value for monolayer MoS2, and more than two times higher than previous 

measurements.164, 167 This in turn allowed the devices to operate with high sensitivity 

when used for enzyme measurements. Furthermore, the ability to tune  with only the 

gate voltage is advantageous in biosensing applications to allow sensitivity to be offset 

for higher dynamic range. 

3.3.2 Constant Current Mode Operation, Sensitivity, SNR, and LOD  

The preceding results were used to maximize α when operating the SSFETS 

LGFETs in a constant current mode using a proportional-integral-derivative (PID) 

controller as shown in Figure 22a (SSFETs were also operated in constant current 

mode, but with α constant). The PID controller varied VBG in response to VLG to 

maintain a root mean square (RMS) channel current of 100 nA. PID performance was 

then compared with open loop operation where ID was recorded in response to changes 

in VLG. The signal connected to the ionic liquid-gate was setup to allow switching 
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between an arbitrary waveform generator to calibrate sensor performance or a 

biosensing element. In both cases, a fixed DC offset voltage (Vo) was added to VLG to 

set the value of  (see Section 3.2.2).  

 
Figure 22. (a) SSFETs and LGFETs were set up in a constant current mode using a 

proportional-integral-derivative (PID) controller. ID was held constant by continually 

adjusting VBG in response to small changes to VTG or VLG. (b) The response of VBG, under 

PID control, as a function of time is shown upon application of a 1 Hz AC sine wave signal 

with varying to the top-gate (shown as VLG for a LGFET as an example with back-gate oxide 

thickness d=300 nm). (c) The amplification at the back-gate (α) increased with the applied 

liquid-gate offset voltage, Vo, allowing the device gain to be smoothly tunable.  The error 

bars report the standard error. (d) The signal-to-noise ratio (SNR) was extracted with a 

bandwidth of 5 kHz as a function of AC signal amplitude for devices operated under PID 

control and in open loop (gray). For devices fabricated with either 300 nm (pink = 13; and 

orange = 42) or 70 nm (blue = 5; and green = 50) back-gate oxide thickness, the SNR under 

PID control was higher than under open loop operation. 

 

An example of device calibration is shown where a 1 Hz sine wave was applied to 

VLG for the LGFETs (Figure 22b). Figure 22b shows the change in VBG (d = 300 nm) 

under PID control with Vo=−0.56 V for sine wave amplitudes of VLG ranging from 0.7 

to 5.7 mVrms, which resulted in =28. Tuning Vo allowed sensitivity to be smoothly 
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offset for dynamic range with the highest  realized when operating near the linear 

regime determined from Figure 20d. Using this approach, α was tuned smoothly from 

50.4 to 281.8 when d=300 nm or from 50.5 to 501.5 when d=70 nm (Figure 22c) 

Moreover, the measured values of α were consistent with those in  21b, and more than 

an order of magnitude higher than dual-gate silicon FET measurements.18  

The signal-to-noise ratio (SNR) is a true measure of sensor performance as 

introduced in Chapter 1. To determine if the higher sensitivity of these FETs, relative 

to dual-gate silicon devices,18 translated to an improved LOD, the noise in VBG and ID 

were measured for an LGFET to estimate the SNR in PID and open loop modes, and 

for an SSFET in PID mode once it was established that SNR is less in PID mode. 

Figure A14 shows a representative power spectral density (PSD) of the back-gate 

voltage under PID control (d=300 nm) and channel current during open loop operation 

for an LGFET and of the back-gate voltage under PID control (d=70 nm) for an SSFET.  

The broadband noise under PID control was estimated using the expression 𝛿𝑉𝐵𝐺 =

√∫ 𝑆𝑉𝐵𝐺
𝑑𝑓

 

𝐵𝑊
, from DC to the low pass filter bandwidth of 5 kHz and found to be 

5.8 mVrms (d=300 nm; Figure A14) and 1.8 mVrms (d=70 nm; Figure A14) for the 

measured LGFET, decreasing as expected with the back-gate oxide thickness, and 

16.4 mVrms (d=70 nm; Figure A14) for an SSFET. Furthermore, VBG was found to be 

invariant with Vo, and thereby  over the measured range of biasing conditions. The 

channel current noise in the open loop case, 𝛿𝐼𝐷 = √∫ 𝑆𝐼𝐷
𝑑𝑓

 

𝐵𝑊
  was 700 pArms for the 

LGFET (Figure A14). The SNR was estimated using the expressions 20 

log10(VBG/VBG) under PID control and 20 log10(Id/Id) in open loop mode and shown 
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in Figure 22d as a function of VLG. For a bandwidth of 5 kHz, SNR was found to 

increase 3-fold (=13, d=300 nm) to 30-fold (=50, d=70 nm) under PID control 

when compared to open loop operation.  

The device structures described here are fundamentally different from silicon-based 

dual-gated FETs described in previous studies.17-18 In those devices, it was interpreted 

that two channels were formed and controlled independently by the top and bottom 

gates. In constant current mode, when the device was operated in the inversion-

inversion regime, changes in the gate potential at one interface that drive the 

corresponding channel into strong inversion (increasing channel current), cause the 

other channel to be placed into weak inversion (with higher noise). Regardless of the 

polarity of the applied potential at the sensing gate, the overall channel current noise is 

dominated by the channel in weak inversion. Channel noise could be further limit SNR 

when the devices are operated in the inversion-depletion regime, for example as 

demonstrated with ultra-thin body double-gated silicon FETs.18 In this case, the noise 

is dominated by the depleted channel and should result in lower performance compared 

to the inversion-inversion regime. Furthermore, this effect becomes more pronounced 

with increasing gain. As a result, extensive work with such devices has shown no 

measurable improvement in SNR of silicon devices despite large improvements in the 

sensitivity.17 In contrast, ultra-thin channels formed with 2D materials have a single 

conducting channel controlled by both the top ionic liquid-gate and bottom SiO2 back-

gate. Because the channel can always be placed in the inversion regime, the relative 

noise is low over a wide range of biasing conditions leading to improved SNR with 

these devices. 
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3.3.3 Ion Sensitive pH Measurements 

First, the LGFETs were used to remotely measure the pH of buffered solution with 

high sensitivity. In these static measurements, ID was measured as a function of VBG 

when a pH sensor measuring standard buffer solutions was connected to the liquid-gate 

as seen in Figure 23a (inset). The change in the back-gate threshold voltage, Vt,BG  for 

each measured pH from 4 to 10 is apparent from the data in Figure 23b and was found 

to be linear (Figure 23a) as a function of pH. The measurement sensitivity was 

estimated to be 4.4 V/pH or 75 higher than the Nernst limit of 59 mV/pH at room 

temperature152 (Figure 23a; =159) and is a function of the device’s intrinsic . These 

measurements served as a demonstration of the maximum capabilities of an LGFET; 

subsequently both SSFETs and LGFETs were used to remotely measure pH over a 

physiologically relevant pH range (≈ 6.7 –7.5 pH). 

 

 

Figure 23. (a) Change in back-gate threshold voltage (ΔVt,BG) as a 

function of the solution pH showed a linear response over the 

measured range. When using a 300 nm SiO2 back-gate, the pH 

sensitivity was found to be 4.4 V/pH. (inset) Measurements of pH 

were performed by connecting the ionic liquid-gate (G) to a pH 

sensing element. The dashed line shows the connection to the field-

effect transistor (FET) in Figure 21a. (b) pH sensitivity of buffered 

electrolyte solutions was extracted from the shift in ΔVt,BG. These 

static measurements were performed over a wide range of solution 

pH from 4.01 to 10.01. 
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Solution pH over this physiologically relevant range was measured with LGFETs 

and SSFETs operated in constant current mode using PID control to minimize 

measurement noise. Figures 24a and 24b show time-series measurements of a PBS 

solution at a bandwidth of 10 Hz for a LGFET and SSFET, respectively. A switch was 

used to alternatively connect the ionic liquid-gate or the solid-state top-gate to the PBS 

solution and to ground. Figures 24b and 24d show the change in VBG as a function of 

solution pH. A linear least-squares fit to the data returned a slope of 2.1 V/pH for the 

LGFET and 0.25 V/pH for the SSFET (Figures 24b and 24d). The maximum value of 

 obtained in the constant current mode was constrained by technical limitations in the 

control electronics, which precluded measurements at the maximum value of =159 

for a LGFET as seen from the static pH measurements in Figure 23a.  

The minimum detectable value of VBG under PID control, which is inversely 

proportional to SNR, is a function of the measurement bandwidth when SNR=3 (or 

10 dB). This in turn allowed the estimation of the LOD (also referred to as pH) at a 

temperature of 300 K. At a bandwidth of 5 kHz, the minimum detectable VBG was 

estimated to be 3.8 mV for an LGFET (=50, d=70 nm) resulting in a pH =0.0013 pH 

units for these conditions. At the same 5 kHz bandwidth, the minimum detectable VBG 

was estimated to be 15.2 mV for an SSFET (=20, d=70 nm) resulting in a pH =0.04 

pH units for these conditions. Since the measurements of the kinetics of biomolecules 

are relatively slow, LOD was further improved at higher bandwidth. When the signal 

was measured with a bandwidth of 10 Hz, a value of pH=9210−6 pH units was 

extracted for the LGEET, representing a greater than 10-fold improvement over state-

of-the art ISFET measurements,14, 123, 133, 154 and a value of pH= pH units was 
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extracted for the SSFET. Importantly, in contrast to measurements made with dual-gate 

Si FETs, the LOD improved for the LGFETs with increasing  as discussed above.  

 

Figure 24. (a) Time-series measurements of VBG response for a solid-state FET (SSFET) to 

buffered pH solutions. (b) Back-gate voltage (VBG) response to varying pH buffer solutions 

in constant current mode with a bandwidth of 10 Hz shown for a SSFET with α = 8.5 

resulting in a sensitivity of 0.25 V/pH. The error bars represent the standard error. (inset) 

Measurements of pH were performed by connecting the top-gate (G) to a pH sensing 

element. The dashed line shows the connection to the field-effect transistor (FET) in Figure 

21c. (c) Same as (a) for an ionic liquid-gated FET (LGFET) with α = 33 resulting in a 

sensitivity of 2.1 V/pH. (d) Same as (b) for the same LGFET.  

 

Measurement noise was estimated to be 60 Vrms for the LGFETs and 700 Vrms 

for the SSFETs by integrating the PSD of VBG from DC to 10 Hz. The noise spectra 

when measuring pH is shown in Figure 25a and Figure 25b for an LGET and a SSFET. 
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The SNR exhibited a minimum near pH 7 when VLG or VTG was small ( 68 dB at a 

sensitivity of 2.1 V/pH for an LGFET;  37 dB at a sensitivity of 0.25 V/pH for an 

SSFET) as shown in Figure 25c and 25d.  

 

Figure 25. (a) Example of a power spectral density (PSD) for a LGFET 

used for pH measurements. (b) Example of a PSD for a SSFET used for 

pH measurements. (c) The LGFET measurement signal to noise ratio 

(SNR) was measured at a bandwidth of 10 Hz and found to average 75 dB. 

SNR was lowest in the vicinity of neutral pH (≈7) where liquid-gate 

voltage (VLG) was very small. (d) The SSFET measurement signal to noise 

ratio (SNR) was also measured at a bandwidth of 10 Hz and found to 

average 42 dB. SNR was also lowest in the vicinity of neutral pH (≈7) 

where top-gate voltage (VTG) was very small 
 

The standard deviation of the back-gate voltage (VBG) measurements in Figure 24 

were found to be 600 V for the LGFET and 1210 V for the SSFET. With the device 

gains, =33 and =20, LOD of the devices can be obtained using the expression 

VBG/( VNernst), where VNernst=59 mV/pH is the Nernst voltage at room temperature. 

The LGFET pH LOD was determined to be 300  10-6 pH units and the SSFET pH 
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LOD was determined to be 1010  10-6 pH units. Furthermore, since SNR improves 

with increasing  as seen for an LGFET in 22c, the ultimate LOD of the LGFET at the 

maximum gain of the device (=159) is estimated to be 70  10-6 pH units. This is 

consistent with the value of 92  10-6 pH units extracted from an analysis of the noise 

floor (SNR 3; 10 dB) for a bandwidth of 10 Hz.154  

3.3.4 Kinase Activity Measurements 

The multi-protein pathological complex, Cdk5/p25 (Figure 17), participates in the 

phosphorylation reaction shown in Figure 26a. Cdk5 mediated phosphorylation results 

in the release of a proton during ATP hydrolysis and the transfer of a single phosphate 

group to either a serine or threonine residue immediately preceding a proline.120 

Traditionally, this is measured using radioactively labeled adenosine triphosphate 

(ATP) analogs or fluorophores, which are expensive because they need specialized 

molecule labeling and handling, require hours to yield results, and often alter the kinase 

activity, thus limiting their effectiveness in rapid therapeutic screening.11, 168 Using this 

method, counts per minute (CPM) of radioactivity is measured under steady-state 

conditions for different concentrations and substrate which is then used to generate a 

plot of enzyme activity (Figure 26a). As a novel alternative to this method, LGFETs 

and SSFETs were used to measure the activity and kinetics of Cdk5 by detecting small 

changes in the solution pH during phosphorylation of the substrate protein, histone H1, 

and differences in their performance are discussed. 

Figure 26b shows an example of how ΔVt,BG values were estimated from an ID-VBG 

plot for different concentrations of histone H1 using an LGFET. These values were 

then used to generate Figure 26c, i.e., the relationship between histone H1 
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concentration and ΔVt,BG under steady-state conditions, analogous to the substrate vs. 

CPM relationship traditionally presented. To account for instrument drift, each data 

point in the figure was measured differentially with a control sample that was identical 

to the measured vials except for the absence of ATP, thereby inhibiting the 

phosphorylation reaction. These differential measurements provide specificity for 

enzyme activity measurements in that they systematically eliminate changes to ΔVt,BG 

caused by other factors such as negatively charged ATP.  

The kinase activity was then estimated using, 𝑠 = 𝛾
[𝐻1]

𝑘+[𝐻1]
, where k is a constant, 

[H1] is the concentration of histone H1 and  is a scaling constant. For the LGFET 

measurements in Figure 26c, k was estimated to be 17.51.3 M from a non-linear 

regression of the model to the measured data, consistent with previously published 

activity measurements for the pathological Cdk5/p25 complex.131 The measurements 

in Figure 26c were compared against enzyme activity measurements obtained from a 

radioactively labeled -32P-ATP assay, shown in Figure 26a.169 The estimated value of 

k=12.12.3 M from those measurements was found to be statistically consistent with 

the LGFET measurements with 95 % confidence. The expected change in the solution 

pH was estimated using the expression 
𝑑[𝐻+]

𝑑 𝑝𝐻
=  2.303 

𝐶𝑎𝐾𝑎[𝐻+]

(𝐾𝑎+[𝐻+])2
, where Ca is the 

buffer concentration, Ka is the acid dissociation constant and [H+] is the proton 

concentration.132, 170 The change in pH was consistent with 3 phosphorylation sites on 

the substrate protein, assuming an electrolyte solution buffered with Ca=250 M 3-(N-

morpholino)propanesulfonic acid (MOPS). 
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Figure 26. (a) Left, Cdk5/p25 phosphorylates serine and threonine side chains on the 

histone protein using ATP, which evolves ADP and protons (H+). Radioactively 

labeled γ-32P (phosphate) is transferred to histone when such labels are used. Right, 

steady-state measurements of Cdk5 activity using radioactively labelled γ-32P-ATP as 

a reporter of Cdk5 activity. (b) Ionic liquid-gated field-effect transistors (LGFETs) 

measured the change in solution pH (quantified through threshold voltage (VT,BG)) as 

a function of histone H1 concentration (H1) as a proxy for Cdk5 activity under steady-

state conditions. (c) Solution pH was measured as change in VT,BG, obtained from 

LGFET ID-VBG characteristics. (d) Solid-state field-effect transistors (SSFETs) used to 

obtain the same results as (b). (e) Solid-state field-effect transistors (SSFETs) used to 

obtain the same results as (c). 

 

Figure 26d shows an example of how ΔVt,BG values were estimated from an ID-VBG 

plot for different concentrations of histone H1 using an SSFET. Similarly to the 

LGFET, these values were used to generate Figure 26e. For the SSFET measurements 

in Figure 26e, k was estimated to be 9.10.9 M. The measurements in Figure 26e were 
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also compared against enzyme activity measurements obtained from a radioactively 

labeled -32P-ATP assay and found to be statistically consistent with 95 % confidence.   

Both the LGFETs and SSFETs demonstrated adequate sensitivity and resolution to 

measure Cdk5 activity under steady-state conditions. However, over the range of 

histone concentrations used (9.2 – 25.8 μM for the LGFET and 9.2 – 22.1 μM for the 

SSFET), the LGFET demonstrated better sensitivity (0.13 V/μM H1) than the SSFET 

(0.005 V/μM H1), which is expected from the pH measurements shown in Figure 24. 

Furthermore, the LGFET demonstrated better resolution, i.e., the minimum difference 

between ΔVt,BG (see Figure 1), which for these steady-state measurements was 

calculated to be 0.27 V, as opposed to the SSFET which demonstrated a resolution of 

only 0.078 V.  

Advantageously, the FET-based measurements have a response time that allows the 

direct estimation of reaction kinetics and velocities as seen from Figure 27. The 

concentration of the Cdk5/p25 complex in these measurements was 3.8 M (5-fold 

lower than the quantity used in Figure 26. For the LGFET (Figure 27a), a control 

sample without histone showed no change in the measured potential upon addition of 

ATP (data not shown). From Figure 27, it can be observed that upon addition of ATP 

there was a decrease in VBG after 2 min. The polarity of VBG is consistent with the 

release of protons into solution, which results in an increase in VLG. The initial reaction 

velocities were estimated from a linear regression of the first 100 s data after a change 

in VBG was detected and were found to increase monotonically with [H1]. Furthermore, 

the initial linear change in VBG is consistent with an enzyme limited reaction.171 Finally, 

the time-course of each reaction in Figure 27 was fit with a first order rate law of the 
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form, 𝑉𝐵𝐺 = 𝛽(1 − 𝑒−𝑘1 𝑡), where  is a scaling constant and k1 is a rate constant. The 

rate constant was consistent with previously reported values171-172 and estimated to be 

k1=0.180.02 per min, independent of the histone H1 concentration. 

 

Figure 27. (a) Timeseries measurements of enzyme 

catalyzed phosphorylation obtained using a ionic 

liquid-gated field-effect transistor (LGFET) as a 

function of [H1] (9.1 μM (orange), 12.7 μM (green), 

18.2 μM (blue)) allow the direct estimation of the 

reaction dynamics. The solid lines depict the reaction 

kinetics model that describes the time course of 

phosphorylation, while the dashed lines represent an 

estimate of the reaction velocity during the first 100 

s after a change in the signal was detected. (b) Same 

as (a) obtained using a solid-state FET with a control, 

0 μM [H1], shown as pink. 

 

For the SSFET (Figure 27b), a control sample without histone showed no change in 

the measured potential upon addition of ATP (pink). The decrease in VBG in Figure 27b 
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is also consistent with the release of protons observed in Figure 27a, and using the same 

methods as the LGFET, k1 was estimated to be k1=0.380.05 per min, also independent 

of the histone H1 concentration, almost double the estimate obtained from the LGFET. 

Similarly to the steady-state measurements, while both the LGFETs and SSFETs 

demonstrated the ability to be used for real time measurements of Cdk5 kinetics, it is 

important to note that the better sensitivity of the LGFETs permitted measurements 

over a change of 0.8 V as opposed to only 0.035 V for the SSFETs. 

3.3.5 Streptavidin Binding Measurements 

The previous subsection described the use of FETs as indirect biosensors (see 

Chapter 1, Figure 8) to measure changes in pH, where pH served as a reporter for 

enzyme activity. In this subsection, FETs were used as direct biosensors (see 

Chapter 1, Figure 7) to detect the binding of the protein streptavidin to a biotinylated 

surface, where streptavidin is known to bind with high affinity to biotin. As discussed 

in the introduction of this chapter, streptavidin is commonly used in numerous 

biotechnology applications for protein detection because of this high affinity to biotin, 

as well as its relatively large electrostatic charge of -7.2 e charge at pH 7.4 and stability 

in PBS. While specificity is determined for indirect FET biosensing by performing 

differential measurements relative to a control experiment, specificity for a biomarker 

can be achieved for direct biosensing by modifying the sensing surface with a 

biorecognition element that the biomarker binds to with high selectively, for example, 

streptavidin to biotin.  

However, because biotin must be immobilized some distance from the sensing 

surface, the ionic solution strength-dependent Debye Length (λ𝐷  ∝  √1/𝐼, see 
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Chapter 1) becomes critical for achieving low limits of streptavidin detection, in that 

the applied surface potential from streptavidin is screened by ions in the electrolyte 

solution, i.e., it is reduced by a factor of 1/e for every radial distance λD it is bound from 

the surface. For 150 mM PBS, λD is calculated using equation (4) to be 0.76 nm. The 

value of λD increases to 2.41 nm and 7.61 nm for 0.1X, and 0.01X dilutions 

respectively. Therefore, it is advantageous to select or design an immobilization 

element that adheres the biorecognition element biotin within the dilution-dependent 

value of λD from the sensing surface to reduce the attenuation of the electric field from 

ionic screening. However, because the purpose of the streptavidin binding 

measurements in the scope of this work are proof-of-concept measurements, and it is 

not the primary goal of this work to minimize the LOD of streptavidin through FET 

biosensing, a standard biotin-terminated SAM provided by Sigma Aldrich was used for 

the following experiments (see Section 3.2.5). 

Because the SAM details are proprietary, the exact distance the SAM immobilizes 

biotin from the surface is unknown, which prohibits calculating the distance 

streptavidin will be when bound to the sensing surface and assessing the subsequent 

electrolyte screening effects. However, it is also important to note that the Debye-

Hückel model assumes rigid immobilization of biorecognition elements at a fixed 

distance and orientation from the sensing surface, whereas experimentally these 

elements are highly flexible and dynamic in solution, which can permit the orientation 

of bound streptavidin closer to the sensing surface in some cases. In short, while the 

Debye-Hückel model provides an initial estimation for how close to the surface a given 

biomarker must bind to reduce charge screening from the ionic solution, experiments 
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are still needed to determine the concentration of biomarker that a FET can practically 

detect.  

Therefore, first a relatively high concentration of streptavidin, 1 μM in 1X PBS, 

was injected into a microfluidic cell (see Section 3.2.5) where the base of the cell was 

composed of a gold biotinylated surface connected to the top liquid-gate of an LGFET 

via an extended gate (an LGFET was chosen over a SSFET because the LGFETs 

exhibited better sensitivity for measurements of pH and Cdk5 activity). An in-line 

reference electrode was used to measure the change in surface potential from 

streptavidin binding relative to the solution potential (see Section 3.2.5). From this 

injection, an α-adjusted ΔVBG of ≈ 60 mV was measured (Figure 28, orange, α = 50), 

where ΔVBG is the device drift-corrected back-gate potential applied by the PID 

controller to compensate for the increase surface potential applied to the extended top 

liquid-gate and 𝛼 =
Δ𝑉𝐵𝐺

Δ𝑉𝐿𝐺
 (see Chapter 1). Subsequently, the microfluidic cell was 

rinsed to remove any excess streptavidin, and a fresh biotinylated surface was prepared 

for an injection of 1 μM Bovine Serum Albumin (BSA). Because BSA is not known to 

bind to biotin, a BSA injection serves as a control for the streptavidin experiment to 

verify that the change of in surface potential was caused by streptavidin binding, and 

not, for example, by interactions between other charged particles (such as solution ions) 

and the sensing surface in the event the surface was not completely passivated by the 

SAM.  Figure 28 demonstrates that the addition of 1 μM BSA yielded a ΔVBG (light 

blue) no greater than device drift (data not shown) indicating that no detectable 

concentration of BSA bound to the biotinylated surface. 
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Figure 28. Liquid-gated field-effect transistors 

(LGFET) were used to measure the binding of 

streptavidin to a biotinylated sensing surface at 

concentrations as low as 20 nM. 

 

Subsequently, a second LGFET (α = 14) was used in an attempt to measure a lower 

concentration of streptavidin (20 nM). Here, 20 nM streptavidin in 1X PBS was 

injected into a microfluidic cell with a fresh biotinylated surface and a reference 

electrode was inserted into the top port of the microfluidic cell so a change in surface 

potential again could be measured against solution potential (see Section 3.2.5). An α-

adjusted ΔVBG of ≈ 15 mV was measured (Figure 28, dark blue), again not correcting 

for device drift.  

While the limit of streptavidin detection by FETs is studied extensively in other 

works, the scope of this work is merely to demonstrate that the novel dual-gated, 

monolayer MoS2 LGFETs used in this work are capable of detecting reasonably low 

concentrations of streptavidin (20 nM) through their amplification of the binding 

signal, linear response using a PID controller, and consistent operation in a high SNR 

regime. The ultimate goal of this work, as presented in Chapter 6, is to build a case that 
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these FETs can be used for the characterization of more complex proteins such as ion 

channels that are not currently being studied with FETs. 

3.4 Conclusions 

In Chapter 3, dual-gate SSFETs and LGFETs with atomically thin MoS2 channels 

were demonstrated to be a robust and sensitive biosensing platform. The nearly 100-

fold improvement in pH sensitivity above the Nernst value and order of magnitude 

improvement in the LOD over state-of-the-art silicon ISFETs at a bandwidth of 10 Hz 

for the LGFETs allowed the measurement of small changes in solution pH during 

enzyme mediated phosphorylation under physiological conditions. Additionally, 

SSFETs also demonstrated the necessary sensitivity and resolution to measure these 

small changes. This FET biosensing method eliminates the need for specialized 

labeling and hazardous material handling and can decrease the cost and complexity of 

enzyme activity assays appreciably. Another key advantage of the measurements is that 

they are time-resolved, enabling the estimation of both enzyme activity and kinetics in 

a single assay. Because signal transduction is performed remotely, the measurements 

are compatible with standard microtiter plates, and therefore amenable for use in high 

throughput screening to allow rapid evaluation of pharmaceutical candidates for 

neurological diseases. 

The high sensitivity and SNR allowed measurements with 5-fold lower enzyme 

concentrations than physiological values and over an order of magnitude below 

previous demonstrations using FET. This in turn will enable new biomarker diagnostics 

from blood or cerebrospinal fluid to be developed for use at early stages of  

neurodegeneration where the changes to kinase activity are subtle and currently 
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undetectable.173-174 Importantly, these measurements can allow testing several years 

before any observable decline in cognitive function, allowing early interventions to be 

developed. The extended gate configuration of the sensors permit remote 

measurements, which allow them to be adapted for use in cell and tissue culture assays, 

where an increase in kinase activity has been correlated with pH imbalances.175 Such 

measurements can allow assays that interrogate mechanistic behavior across multiple 

spatial scales – from test tube to cell culture experiments – to better quantify the origin 

of disease states.165  

Lastly, direct FET biosensing demonstrated with LGFETs for streptavidin detection 

indicates the ability of these FETs to directly measure the binding of a protein to a 

sensing surface. This will be essential for the proposed measurements outlined in 

Chapter 6 that aim to characterize the function of ion-channels via indirect FET sensing 

of ionic flow through the channels, but at first must be able to detect when the channels 

incorporate into a lipid membrane. The following two chapters, Chapter 4 and 5, 

provide examples of how MD simulations can be used to model the effects of 

membrane lipid type on the function of ion channels the in the future will be 

immobilized in lipid membranes for FET biosensing.  
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Chapter 4: The Impact of Lipid Type on the Immobilization of 

the α-Hemolysin Ion Channel 
 

(This chapter is published in: Guros, N.B., Klauda, J.B., and Balijepalli, A. The Role 

of Lipid Interactions in Simulations of the alpha-hemolysin Ion Channel-forming 

Toxin. Biophysical Journal 2018, 115: 1720–1730.) 

4.1 Introduction 

To better understand the effect of the lipid membrane on the function of FET 

sensing surface-immobilized ion channels, MD simulations were performed on the ion 

channel alpha-hemolysin (αHL) in lipid membranes that were composed of either 1,2-

diphytanoyl-sn-glycero-3-phospho-choline (DPhPC) or 1-palmitoyl-2-oleoyl-sn-

glycero-3-phospho-choline (POPC). Chapter 4 presents the highlights of these 

simulations, including the importance of lipid type in maintaining αHL structure and 

function, enabling direct comparison to biosensing experiments. While the two lipids 

studied are similar in structure, this chapter concludes that DPhPC membranes better 

match the hydrophobic thickness of αHL compared to POPC membranes. This 

hydrophobic match is essential to maintaining proper alignment of β-sheet loops at the 

trans entrance of αHL, which when disrupted creates an additional constriction to ion 

flow that decreases the channel current below experimental values. Agreement with 

experimental channel currents was further improved with sufficient lipid membrane 

equilibration and allowed the discrimination of subtle αHL conduction states with lipid 

type. Lastly, the effects of truncating the extramembrane cap of αHL and its role in 

maintaining proper alignment of αHL in the membrane and channel conductance is also 

explored. These results demonstrate the essential role of lipid type and lipid-protein 

interactions in simulations of αHL and serve as model to demonstrate how MD can be 
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used to predict the effects of immobilizing ion channels in lipid membranes for FET 

biosensing.  

 

4.1.1 Motivation 

Transmembrane proteins regulate the flow of ions, water, and biomolecules across 

membranes to control their concentrations within a cell, both through diffusion and 

active transport.176-179 Porins and ion channels like outer-membrane protein F (OmpF), 

potassium channel from Streptomyces lividans (KcsA), and gramicidin A (GrA) 

function in a wide variety of lipid membrane types, which impact their structure as well 

as function.180-182 Previous experimental work reports the effects of membrane lipid 

composition, headgroup charge, and chain saturation, as well as membrane curvature 

and hydrophobic thickness on the conductive properties of porins and ion channels.61-

62, 183-184 Tomita et al. reports that channel opening of β-barrel ion channels like αHL is 

maintained for a longer period of time in conical lipid membranes than in cylindrical 

shaped lipid membranes, resulting in a substantial difference in channel 

conductance.185 Experimentally, evidence exists from as early as the 1980s 

demonstrating the difference in channel conductance for αHL in membranes composed 

of either phosphatidylcholine (PC) or a mixture of PC and phosphatidylserine (PS) 

lipids.186 However, theoretical models comparing the effects of the lipid membrane 

type on ion channels are lacking, and are needed to reconcile differences between lipids 

used in modeling and experiment. 

Beyond improving the biophysical understanding of ion channels, there is a 

practical need to understand the effect of lipid environment on ion channel function for 

biotechnology applications.183 Specifically, αHL has been demonstrated as a strong 
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candidate for single molecule sensing applications because it forms an Ohmic channel 

across the lipid membrane.187-189 Channel current is reduced when a biomolecule 

obstructs the flow of ions as it passes through the channel; this reduction is proportional 

to the size and charge of the biomolecule,187 potentially enabling clinical applications 

such as DNA and protein sequencing.190-192 In the scope of this work, αHL also serves 

as an excellent model protein to demonstrate how immobilization of an ion channel in 

a lipid membrane affects its function, specifically with respect to the ionic current that 

an ion-sensitive FET could detect. 

4.1.2 Simulation Approach 

To date, there is a lack of MD simulation data that demonstrates the ability of MD 

to accurately reproduce experimentally-determined ionic current as a function of lipid 

membrane type, even through the use of various force fields (FFs, see Chapter 1)193-

196. While MD has been used to assess the effects of ion type, pH, and electrical 

potential on αHL channel conductance,194, 197-198 studies on the effects of the lipid 

environment on αHL conductance are limited.180-182, 185 Generally, MD simulations of 

αHL are performed with either POPC, 1,2-dipalmitoyl-sn-glycero-3-phosphocholine 

(DPPC), or 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) membranes, as 

noted by Desikan et al. who report the effects of these three lipid types using the 

MARTINI model; however, no conclusions regarding channel conductance are 

reported.199  

To address this shortcoming, this chapter reports the effects of lipid membrane type 

on αHL structure and channel conductance using all-atom MD simulations including 

the effects of immobilizing αHL in POPC versus DPhPC, the latter of which is 
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conventionally used for experimental measurements.196, 200-202 This was made possible 

only recently due to additions to C36 that include parameters for DPhPC.203 

Furthermore, the importance of adequate equilibration for membranes containing αHL 

is examined.196 Finally, this chapter describes the effects of truncating αHL similar to 

De Biase et al. by removing the cap (extramembrane) region to reduce the 

computational power necessary to perform such simulations, which increases with the 

number of atoms in the system.193 

 

Figure 29. (A) Cross-section of αHL in a lipid membrane with αHL represented as 

an electrostatic surface colored by residue side-chain type (negative charge: red, 

positive charge: blue, polar: green, non-polar: white). Lipid heads and tails are 

represented with carbon: cyan, oxygen: red, nitrogen: blue, and phosphorous: gold. 

(B) Molecular structures of 1,2-diphytanoyl-sn-glycero-3-phospho-choline (DPhPC) 

and 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-choline (POPC) lipids depicting an 

unsaturated chain in the sn-2 position of POPC. (C) Cross-section of truncated αHL 

in a lipid membrane represented similarly as in (A). (D) Schematic of αHL truncation 

at R104 and K154 colored by residue side-chain type with disulfide linkage shown 

as yellow. 
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4.2 Materials and Methods 

4.2.1 System setup and MD simulation Protocol 

The CHARMM-GUI Membrane Builder204 was used to build protein-membrane 

systems (Figure 29A) with αHL (PDB ID: 7ΑHL205) or truncated αHL (Figure 29C) 

and lipid membranes composed of either DPhPC (CHARMM-GUI: PHPC) or POPC 

(Figure 29B). Each protein-membrane system was built in a tetragonal box containing 

a fully hydrated membrane, and sufficient K+ and Cl- ions to yield an overall 4M 

concentration, with an additional seven K+ ions added to neutralize the system 

(Table 2). A high salt concentration was used to replicate experimental conditions used 

in biotechnology applications that use αHL. However, a higher salt concentration also 

results in additional electrostatic interactions between lipid head groups and salt ions, 

which increases the time needed for the lipid membrane to equilibrate.206  

Eleven total trajectories are reported in this chapter (5 full-length and 6 truncated). 

For the full-length form, two simulations were simulated using a POPC membrane 

(FullPOPC-SX), two using a DPhPC membrane (FullDPhPC-SX), and one using a POPC 

membrane and a 10 ns equilibration period (FullPOPC-S3*) reported by Balijepalli et al. 

(Table 2). Four additional trajectories were generated using the truncated form of αHL 

(β-barrel systems) in a POPC membrane (β-BarrelPOPC-SX) and two using the truncated 

form of αHL in a DPhPC membrane (β-BarrelDPhPC-SX) in an attempt to replicate the 

conductance of the full form of αHL with reduced computational strain. These β-barrel 

systems contain αHL that is truncated at R104 and K154 (resulting in charged N- and 

C- terminals on R104 and K154) such that all residues with a charged side chain in the 

β-barrel portion were left intact (i.e., those involved in gating ions through the channel). 

The seven remaining segments were constrained to prevent β-strand unraveling by 
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removing non-gating residues I107 and F153 and replacing them with CYS residues 

that were linked via disulfide bonds (Figure 29D). The β-barrel systems trajectories are 

discussed in Section 4.3.4. 

 

Table 2. Simulation parameters.  

System  # of Lipids # of waters # of Ions (Cl-/K+) Channel Current (pA) 

FullDPhPC-S1 288 39452 3664/3671 100.9 

FullDPhPC-S2 288 39452 3664/3671 122.6 

FullPOPC-S1 344 41106 3169/3176 60.9 

FullPOPC-S2 344 41106 3169/3176 92.2 

FullPOPC-S3 344 41106 3169/3176 116.7* 

β-BarrelDPhPC-S1 288 23433 1814/1821 83.7 

β-BarrelDPhPC-S2 288 23433 1814/1821 12.8 

β-BarrelPOPC-S1 250 22380 1811/1818 89.9 

β-BarrelPOPC-S2 250 22380 1811/1818 85.4 

β-BarrelPOPC-S3 250 22380 1811/1818 33.0 

β-BarrelPOPC-S4 250 22380 1811/1818 89.8 

Experiment  - - - 150±3* 
 

(*) - Denotes data published previously by Balijepalli et al.196 Simulation data from 

Balijepalli et al. was obtained with 10 ns of membrane equilibration.196 

 

General MD simulation methods can be found in Chapter 1. These simulations used 

the TIP3P water model207-208 with the C36 FF209-210 for lipids. The van der Waals 

interactions were smoothly switched off between 10 Å and 12 Å by a forced-based 

switching function.211 All the bond lengths involving hydrogen atoms were constrained 

using the SHAKE algorithm.212 Particle mesh Ewald213 was used for electrostatic 

interactions with an interpolation order of 6 and a direct space tolerance of 10-6. 

NAMD54 was used to perform the MD simulations at 298.15 K. After the standard 

CHARMM-GUI six minimization and equilibration steps (0.685 ns)204, the simulations 

were further equilibrated for 250 ns under constant semi-isotropic pressure (NPT; x = 

y and z varies independently) with the Nosé-Hoover Langevin-piston algorithm59, 214 

to ensure complete membrane relaxation at a significantly high salt concentration, and 
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finally equilibrated for 10 ns under constant pressure and by fixing the membrane area 

(NPAT). All simulations were then run under constant volume and temperature (NVT) 

for 250 ns with a homogenous electrical field applied in the z direction proportional to 

-40 mV. An initial replicate was performed for 200 ns with a Langevin coupling 

coefficient of 1 ps-1 applied to only protein and lipid atoms. For additional replicates, a 

Langevin coupling coefficient of 1 ps-1 was applied to all non-hydrogen atoms to 

maintain constant temperature. The initial replicate served as a comparison set to verify 

the dampening effects to non-protein and non-lipid atoms would not significantly alter 

simulation results. 

4.2.2 Analysis Methods 

To assess adequate membrane relaxation, surface area per lipid was plotted over 

time. Surface area per lipid was calculated by taking the simulation cell x-y plane area 

(with the x-y ratio held constant at one) and subtracting the cross-sectional surface area 

of the β-barrel portion of αHL (1018 Å2) which spans the height of the membrane. The 

resulting value for the surface area occupied by lipids was divided by the number of 

lipids in one leaflet to yield an average value for surface area per lipid. Membranes 

were determined to be adequately equilibrated when the moving average of the surface 

area per lipid reached a stable value. When this moving average no longer fluctuated 

greater than 0.5 Å2
,
 membranes were determined equilibrated.  

Membrane (hydrophobic) thickness was calculated from the average distance 

between carbonyl carbon atoms just below the lipid head groups in annular segments 

around the center of the protein. The average height (with the membrane centered at 

z = 0) of carbonyl carbon atoms was taken by averaging the z coordinates of all 
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carbonyl carbon atoms in either the outer or inner leaflet within a certain radial distance 

window relative to the center of the protein and subtracting the inner leaflet average 

from the outer leaflet average. These thicknesses are compared both to experiment and 

thicknesses determined through MD simulations performed by Zhuang et al.215 

calculated from the peaks of the electron density profiles for the carbonyl group. In this 

way, an identical comparison is made between hydrophobic thicknesses defined as the 

heights of the carbonyl carbon atoms, as opposed to comparing with the ‘2Dc’ distance 

which is the distance between the midpoints of the volume probability profile of a 

membrane’s hydrocarbon acyl chains.216 

The channel radius for the transmembrane region of αHL was calculated using the 

Hole program217 over the length of the protein along its principal z axis orthogonal to 

the membrane. Channel radius values were averaged over 10 ns blocks to yield 25 

unique block averages for each 250 ns trajectory. Average channel radius values over 

the entire 250 ns for each trajectory were also calculated. Protein tilt was calculated by 

taking the arccosine of the principal z axis of the transmembrane region of αHL 

orthogonal to the membrane. 

Interaction energy between αHL and membrane lipids was calculated using 

CHARMM and includes contributions from electrostatic and van der Waals 

interactions. Three total interaction energies were calculated (defined in Table A1): 

protein – membrane, trans loops – membrane, and constriction – membrane. 

Transmembrane current was calculated for the channel using Equation 13: 

𝑖 =  
(𝑁

𝐾+−𝑁𝐶𝑙−)∙𝑞

∆𝑡
                  (12) 
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where i is the current, NK
+

 and NCl
-
 are the accumulations of crossings of potassium and 

chloride ions (respectively) across the channel at the plane z = 0 (the approximate center 

of the membrane), q is the charge of a single ion, and Δt is the time interval. The ionic 

current is calculated from the slope of the line created by plotting the change in 

accumulation of ion crossings through the channel over time. Reported values for the 

transmembrane current were calculated by taking block averages of the current over 20 

blocks. Current values are reported in picoamperes assuming a charge of 1.6 × 10-19 C 

per ion and calculating the current over the course of the 250 ns trajectories. 

4.3 Results and Discussion 

4.3.1. Membrane Equilibration 

Membrane equilibration, or relaxation, is critical for simulations of both pure lipid 

and protein-containing membranes to replicate experimental conditions. Previous MD 

simulations of αHL in a lipid membrane report equilibration periods as short as 

10 ns,193-194, 196 using an energy relaxation criterion to determine convergence. The 

simulations presented in this chapter suggest that surface area per lipid (SA/lipid) is a 

better metric to determine membrane equilibration, particularly in the presence of an 

ion channel, where lipid packing around the protein modulates its function. For 

example, after a short 10 ns equilibration of αHL in a POPC membrane (FullPOPC-S3*), 

the reported SA/lipid was 25% greater than the experimental value for a pure lipid 

membrane.216 It was found that an equilibration time of at least 200 ns was necessary 

to allow the SA/lipid to converge to its steady-state value (Figure A15). Notably, the 

equilibration time to reach steady-state was found to be independent of lipid type for 

either POPC or DPhPC in the presence of αHL.  
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SA/lipid averages and standard errors calculated from 20 ns blocks of the moving 

average are tabulated in Table 3. With longer equilibration, it was found that the 

simulated values of SA/lipid were within 2 % of experiment for pure DPhPC 

membranes (FullDPhPC-SX), and within 1 % for pure POPC membranes (FullPOPC-SX). For 

both lipid types, SA/lipid decreased slightly in the presence of αHL compared to a pure 

lipid membrane. This may be a result of lipid rearrangement in the vicinity of αHL, as 

well as protein tilt, to accommodate the mismatch between the hydrophobic cores of 

the membrane and αHL. 

Table 3. Surface area per lipid (SA/lipid; Å2) and membrane hydrophobic thickness (Å) for 

pure POPC and DPhPC membranes obtained from experiment (Exp.) and MD, and from MD 

with αHL present (MD) specified as mean and standard error.  

System 

Name 

SA/Lip (Å2) Hydrophobic Thickness (Å) 

Exp.-pure 

lipid 216 

MD-pure 

lipid 215 

MD-αHL 

present 

Exp.-pure 

lipid 216 

MD-pure  

lipid 215 

MD-αHL 

present  

FullDPhPC-SX 78.0 ± 1.6 77.5 ± 0.2 76.4 ± 0.4 27.5 ± 0.5 27.2 ± 0.2 27.6 ± 0.02 

FullPOPC-SX 
62.7 ± 1.3 63.7 ± 0.3 

62.9 ± 0.4 
30.2 ± 0.6 29.3 ± 0.3 

29.6 ± 0.02 

FullPOPC-S2 78.5 ± 0.8* 24.9 ± 0.01* 
 

(*) – Denotes from reference.196 

 

Average hydrophobic membrane thickness and standard errors calculated from 

20 ns blocks of the moving average are also tabulated in Table 3. With longer 

equilibration, it was found that the simulated values of the hydrophobic membrane 

thickness were within 1 % of experiment for pure DPhPC membranes and within 2 % 

for pure POPC membranes. The hydrophobic membrane thickness increased slightly 

in the presence of αHL for DPhPC and decreased slightly for POPC. Without sufficient 

equilibration time (FullPOPC-S3*), POPC membrane thickness was 13 % smaller than the 

experiment and contributed to simulated ionic current through αHL twice that of a 

sufficiently equilibrated POPC membrane (Table 2). 
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4.3.2 Membrane and Protein Hydrophobic Matching 

Previously, MD simulations of αHL were performed using POPC or DPPC lipids 

which are similar in structure (DPPC is fully saturated like DPhPC but does not have 

methyl-branched tails) and considered representative of mammalian lipid 

membranes.193-194, 196 but prevent effective comparison to experimental data in 

biotechnology applications where DPhPC membranes are used. To date, DPhPC lipids 

have been used in MD simulations of channels formed by DNA and antimicrobial 

peptides,218-220 but have not been used with ion channels. In the following subsection, 

how αHL structure is affected by its hydrophobic match to both POPC and DPhPC 

membranes is presented, specifically with respect to the inner leaflet where improper 

matching can result in structural changes at the trans entrance of αHL.  

4.3.2.1 Global Hydrophobic Match 

The choice of membrane lipid type has been previously demonstrated to be critical 

to ion channel function and is a key motivation for understanding the effect of the 

membrane on the immobilization of ion channels to FET sensing surfaces.21, 61, 182, 185, 

221-222 Notably, large differences in experimental observables of αHL due to the subtle 

differences in the structures of POPC and DPhPC (Figure 29B) occur.194, 216 

Specifically, methylation along the hydrophobic tails of DPhPC leads to a ≈25 % 

increase in SA/lipid compared to POPC.215 Furthermore, since DPhPC is saturated, it 

permits a more ordered membrane as opposed to POPC which has a single unsaturation 

in the sn-2 position and lipid tails that are kinked. 
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Figure 30. Schematic of the hydrophobic accessibility of αHL and subsequent match 

to the membrane for (A) DPhPC and (B) POPC. White – αHL secondary structure, 

Blue – first outer leaflet penetrating loop (Loop A) of αHL’s cap, Orange – Y112 

and L146 which align to this loop, Green – H144, L116, and I132 which define the 

boundary for the hydrophobic accessibility of αHL, Gray – head group regions of 

membrane lipids, Cyan – hydrophobic region of the membrane, and Red – 

constriction and trans entrance residues with charged side chains.  

 

Departures from experimental observables (Table 2, channel current) derive, in 

part, from the hydrophobic mismatch of the protein to the membrane, which is often 

used to predetermine the optimal lipid type to preserve ion channel function.223-225 

However, determining the hydrophobic match between an ion channel and lipid 

membrane is not trivial. The hydrophobic thickness of the transmembrane region of 

αHL, defined here as the distance between the average heights of the hydrophobic 

residues of each heptamer that span the membrane (Y112 and L146 below the 

constriction and I132 above the trans entrance as seen in Figure 30A for DPhPC and 

Figure 30B for POPC), was calculated to be 37.3 ± 1.1 Å. However, each heptamer of 

αHL contains five loop motifs which, in part, form the extramembrane cap, and which 

penetrate the outer leaflet of the membrane (Figures 30A and 30B). Therefore, the 



 

 

102 

 

Orientation of Proteins in Membrane (OPM) database reports the net hydrophobic 

thickness of αHL to be 23.5 ± 0.9 Å,226 obtained by subtracting the penetration depth 

of these loops from the hydrophobic thickness of the transmembrane region of αHL. 

The hydrophobic accessibility of αHL to the membrane is between these two values 

and is determined by the hydrophobic residues immediately above the trans entrance 

and the first outer leaflet penetrating loop of αHL’s cap region (Figure 30, Loop A; 

blue). Loop A can be seen aligned with L146 in the transmembrane region (orange) 

before the constriction. However, because this loop is parallel to the membrane, it 

sterically hinders lipid alignment along the hydrophobic core of αHL, effectively 

creating an upper limit for the heights of charged lipid head group (gray). In turn, the 

membrane’s upper hydrophobic terminus (cyan) aligns with residues H144 and L116. 

Herein, hydrophobic accessibility of αHL is defined as the distance between I132 above 

the trans entrance and the average of H144 and L116 as 26.8 ± 0.6 Å. 

The result of the hydrophobic mismatch between membrane thickness and αHL’s 

hydrophobic accessibility is twofold: membrane thickness near αHL decreases 

inducing negative curvature in the membrane and αHL tilts to orient its hydrophobic 

core into an energetically preferential conformation, which can be observed more 

readily in a POPC membrane (Figure 30B) than in a DPhPC membrane (Figure 30A). 

To better understand how membrane thickness decreases near αHL, Table 4 compares 

the hydrophobic membrane thickness for POPC and DPhPC per annular segment 

r < 8Å and r > 8Å from the edge of the hydrophobic core of the protein as described 

in Section 4.2.2. This thickness decreases negligibly for the FullDPhPC-SX, however, it 

decreases by ≈5 % for FullPOPC-SX, because the thicker POPC membrane must 
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compensate for the greater disparity between its thickness and αHL’s hydrophobic 

accessibility. In addition to lipid membrane thickness deformation, ion channels 

attempt to minimize hydrophobic mismatch by tilting within the membrane.223 

FullPOPC-SX tilt was almost three times as large as that of FullDPhPC-SX (Table 3), 

indicating  that αHL undergoes a greater change in its conformation to achieve 

hydrophobic matching with POPC compared to DPhPC. The difference in αHL tilt in 

DPhPC versus POPC lipids can be readily observed when comparing Figures 30A and 

30B. 

Table 4. Membrane hydrophobic thickness (tr<8Å and tr>8Å) and αHL tilt specified as 

mean and standard error. 

 

System Name Membrane  

thickness (Å): tr>8Å 

Membrane  

thickness (Å): tr<8Å 

αHL tilt (degrees) 

FullDPhPC-SX 27.6 ± 0.02 27.5 ± 0.01 3.08 ± 0.04 

FullPOPC-SX 30.0 ± 0.02 28.4 ± 0.01 8.68 ± 0.06 

 

4.3.2.2 Membrane Inner Leaflet Distortion 

Because steric hindrance between Loop A and residues Y112 and L146 result in an 

effective upper limit for the outer leaflet of the membrane to reside with respect to the 

hydrophobic core of αHL, curvature is induced on the inner leaflet near the trans 

entrance of the β-barrel. For FullPOPC-SX, the average depth of the inner leaflet extends 

past the trans entrance of αHL by 9.1 Å resulting in significant local negative curvature 

in the POPC inner leaflet in an attempt to match the lower terminus of the 

hydrophobically accessible region of αHL (Figure 30B). In comparison, while 

FullDPhPC-SX experiences a similar effective upper limit for the outer leaflet of the 

membrane, the average depth of the inner leaflet extends past the trans entrance of αHL 

by only 2.7 Å (Figure 30A) and exhibits minimal local negative curvature at the inner 
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leaflet. This difference in membrane penetration depth is further described and 

compared to truncated αHL in Figure A16. 

The induced local negative curvature on the inner POPC leaflet results in lipid 

kinking and increased membrane disorder while simultaneously αHL undergoes 

significant tilt driven by the need to hydrophobically match the membrane’s 

hydrophobic core. The combination of these changes to the protein and membrane 

results in the charged lipid head groups deforming the trans entrance of αHL 

(Figure 31A). Specifically, the β-sheet trans entrance loops (residues V124 to L135) 

are perturbed from their native state into conformations where the loops bend inwards 

towards the center of the channel causing channel occlusion or outwards between head 

groups causing membrane distortion. These loops are natively stabilized by 

electrostatic interactions with neighboring loops, because D127 and K131 which 

contain oppositely charged side chains, within the loops are aligned with the residue of 

opposite charge alternatingly radially along the trans entrance of αHL. Figure 31C 

depicts the result of this destabilization with respect to channel occlusion by charged 

residues (depicted as red and blue) bending inwards towards the center of the channel.  

In contrast, because DPhPC membranes are thinner and form a better hydrophobic 

match with αHL (Figure 31B), smaller curvature is observed compared to POPC, which 

results in less lipid kinking. Furthermore, decoupling of neighboring loop residues is 

not observed resulting in minimal channel occlusion (Figure 31D). The net result is a 

strong correlation (R = 0.98) between the average ionic current (Table 2) through the 

channel and the sum of the squares distances between neighboring β-sheet trans 

entrance loops, and better agreement with experimentally observed conductance.  



 

 

105 

 

4.3.2.3 Channel Constriction due to Hydrophobic Mismatch 

Because the β-sheet trans entrance loops can create an additional constriction in the 

channel, the channel radius was calculated over the length of the transmembrane region 

of αHL to further assess correlation between channel constrictions and a reduction of 

ionic current. Channel radius was calculated over 0.25 Å segments and averaged over 

 
Figure 31. (A)  Representative cross-section snapshot of FullPOPC-S1 depicting 

negative membrane curvature near the trans entrance resulting in deformation of the 

β-sheet trans entrance loops. (B) Representative cross-section snapshot of FullDPhPC-

S1 depicting minimal deformation of the β-sheet trans entrance loops. (C) 

Representative snapshot of FullPOPC-S1 looking up through αHL depicting channel 

occlusion. (D) Representative snapshot of FullDPhPC-S1 looking up through αHL 

depicting minimal channel occlusion. Protein represented as an electrostatic surface 

with charged residues as red and blue. Lipids represented as a grey electrostatic 

surface (A) and (B) or lines (C) or (D). 
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time for the transmembrane region of αHL (Figure 32). Near the principal constriction 

(z ≈ 36 Å), the average radius appears equivalent between FullDPhPC-SX and FullPOPC-SX. 

However, towards the trans entrance where charged D127 and K131 reside, the average 

radius decreases to ≈4 Å for FullPOPC-S1, while increasing to ≈7 Å for FullDPhPC-SX and 

≈6 Å for FullPOPC-S2*. The correlation between the average channel radius between 

−10 < z < 10 Å and average ionic current (Table 2) was found to be R = 0.94, that is a 

smaller trans entrance average radius is correlated to a reduction in ionic current. This 

correlation was calculated by taking the average channel radius between the 

aforementioned 20 Å range for the four full system replicates as one variable and the 

corresponding average ionic current for that system as the second variable. Therefore, 

there is strong evidence that the destabilization of the β-sheet trans entrance loops 

manifests as an additional constriction to the channel radius which reduces the ionic 

current through the channel. 

Figure A17 provides a more detailed depiction of channel radius fluctuation over 

time for each trajectory. The channel radius in Figure A16 is shown at 10 ns snapshots 

as a temperature map (blue: 0 ns, yellow: 125 ns, red: 250 ns). FullDPhPC-SX displayed 

the least fluctuation in channel radius over time (Figure A16) and maintained a trans 

entrance radius of 5.5 < r < 6.5 Å. In contrast, FullPOPC-SX displayed more significant 

fluctuations of 3 < r < 4.5 Å (Figure A166) at the trans entrance which partially 

accounts for the lower ionic currents observed relative to experiment. These trans 

entrance restrictions associated with channel collapse are correlated to reductions in 

channel current as described in Figure A18. Lastly, FullPOPC-S3* displayed the most 
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fluctuation of channel radius near the trans entrance (5 < r < 7.5 Å) due to insufficient 

equilibration and reduced protein-lipid interactions. 

 

Figure 32. Average channel radius profiles. The 

average channel radius of αHL at the principal 

constriction is similar for all replicates, however 

it decreases significantly towards the trans 

entrance in a POPC membrane. 

4.3.2.4 Favorability of Protein-lipid Interactions 

Protein-lipid interaction energies were computed to support the hypothesis that 

DPhPC creates a more favorable environment for αHL compared to POPC due to better 

hydrophobic matching. The interaction energy between αHL and the membrane for 

FullPOPC-SX was −126 ± 1.8 kcal/mol, ≈38 kcal/mol less attractive than that for FullDPhPC-

SX, which averaged −164 ± 0.4 kcal/mol. The interaction energy between αHL and the 

β-sheet trans entrance loops (defined in Table A1) for FullPOPC-SX was 

−48.2 ± 1.1 kcal/mol, ≈40 kcal/mol less attractive than that for FullDPhPC-SX, which 

averaged −78.6 ± 0.4 kcal/mol. Interaction energies between the principal constriction 
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and membrane were also computed and found to be negligible suggesting that the 

constriction is not influenced by membrane effects. These interaction energies indicate 

that DPhPC creates an environment that is more accommodating for αHL compared to 

POPC, specifically with respect to the β-sheet trans entrance loops that can strongly 

influence ion flow through the channel. 

4.3.3 Ionic Current and Distribution 

Membrane lipids do not directly restrict the flow of ions through αHL, but indirectly 

affect ionic current by altering αHL structure. The mean ionic current through the αHL 

channel is the primary experimental observable used to validate these simulations 

(Figure 33A) and was calculated using the net flux of ions across the channel with 

Equation 13. Best fit values for each trajectory are included in Table 2. First, the 

average transmembrane ionic current was calculated for the 200 ns replicate of 

FullDPhPC-SX with Langevin coupling applied only to non-hydrogen protein and lipid 

atoms to verify the dampening effects did not significantly alter diffusion of water and 

ions. The current obtained from this replicate was 115.6 pA, which is only 3.3% greater 

than the average ionic current of the two 250 ns FullDPhPC-SX replicates where a 

Langevin coupling coefficient of 1 ps−1 was applied to all non-hydrogen atoms. Clearly, 

the Langevin coupling on water and ions has a minimal effect on the calculated ion 

current and therefore Langevin coupling was applied to all atoms in subsequent ionic 

current analysis.  

The average transmembrane ionic current obtained from two independent replicates 

of FullDPhPC-SX was 74.5  7.2 % of the experimental value. In contrast, ionic current 

obtained from two independent replicates of FullPOPC-SX was found to be only  
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Figure 33. (A) Ionic current through αHL shown as the accumulation of 

ion crossings. (B) Probability density of Cl- ion positions along the z axis 

of the channel. (right) Enlarged view of the transmembrane region. (C) 

Probability density of K+ ion positions along the z axis of the channel in 

the transmembrane region. Probability density of ion positions along the 

z axis of the channel was calculated with 1.0 Å bins. Only ions within a 

25 Å radius of the channel axis were included. The distributions were 

calculated over the entire length of αHL and the standard error associated 

with each bin was ≤ 1 %.  
 

51.9  11 % of the experimental value. Ionic currents initially match the experimental 

value for a short period of time, ≈10 ns for FullPOPC-S1 and ≈50 ns FullDPhPC-SX, which 

is consistent with previous simulations.194 However, simulated currents deviated from 

experiment when performed over longer timescales, indicating that longer timescales 
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are necessary to obverse transient changes to ionic current and to probe changes in 

protein structure that cause these changes.  

Ionic distributions are shown separately for K+ (Figure 33B) and Cl- (Figure 33C) 

ionic species over the transmembrane region of αHL to highlight the effects of lipid 

type. The constriction points are evident from minima in the distribution, which can 

then be correlated to specific protein-ion interactions. For αHL, electrostatic 

interactions between residues with charged sidechains govern the ability of ions to pass 

through the channel, which can be explained by the charged side chain-containing 

minima near the principal constriction (E111 and K147; z ≈ 36 Å) and trans entrance 

(D127 and K131; z ≈ 0 Å).  

The principal constriction of αHL occurs near z = 36 Å (with the membrane 

centered at the origin) along the principal axis of αHL and coincides with the minimum 

channel radius of the crystal structure. This constriction is formed by seven alternating 

E111 and K147 residue pairs (Figure 29A), one pair per heptamer, creating a ring of 

fourteen alternating positive and negative charged sidechains. This constriction is 

evident by minima which are more distinct for K+ ions in FullPOPC-SX and FullDPhPC-SX 

than for Cl- ions (Figure 33B, C), which is in agreement with previous studies which 

indicate that αHL is slightly anion selective.195, 227 Below the principal constriction, 

both FullDPhPC-SX and FullPOPC-S1 display an increased ion density with a maximum near 

z = 15 Å for Cl- ions and z = 20 Å K+ for ions and a lower density near the trans entrance 

(Figure 33B, C). Differences between FullDPhPC-SX and FullPOPC-SX are amplified at the 

trans entrance of αHL. Ion densities with FullPOPC-S1 were 50 % lower on average than 

FullDPhPC-SX for both ion species, indicating that trans entrance effects, and not the 
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principal constriction, appear to dominate the ionic distribution through αHL across a 

POPC membrane. Interestingly, the disparity between the trans entrance minima 

between lipid types is greater than that for the principal constriction, suggesting that 

deformation of the trans entrance due to hydrophobic mismatch to the membrane is the 

cause of deviation from experimental ionic currents. 

4.3.4 Cap Truncation Effects 

The final part of this chapter aims to accurately model the function of αHL through 

truncating the protein as described in Section 4.2.2. The primary benefit of this is to 

reduce the computational cost of performing simulations of αHL by reducing the 

system size. To date, simulations of a truncated form of αHL have been unable to 

describe experimentally observed currents,193, 228 however in several cases the trans 

entrance loops were truncated as well,229-230 which this section shows are essential in 

regulating the flow of ions through αHL.  

A truncation scheme similar to past schemes which removes the cap of αHL, 

retaining the principal constriction, and connects the unconstrained tails of the seven 

heptamer pairs through disulfide bonds to preserve the β-barrel motif was used 

(Figure 29D). This truncation scheme is reasonable because the cap does not directly 

play a role in regulating ion flow, whereas the principal constriction and trans entrance 

loops do. However, the ionic currents through these truncated β-barrel systems 

(Table 2) do not accurately reflect experimental current or the ionic current through the 

full protein across the same lipid membrane type. Possible reasons for discrepancies 

between experimental and full system currents are presented in the following 

paragraphs.  
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Without the cap, there is no Loop A (Figure 30, Loop A; blue) to sterically hinder 

lipid alignment to the hydrophobic core of αHL, and no penetration by other loops to 

disturb lipid alignment. Therefore, instead of the corrected length for hydrophobic 

accessibility (26.8 ± 0.6 Å), the full 37.3 ± 1.1 Å of αHL’s core is accessible to 

membrane lipids. This creates the opposite discrepancy between αHL’s hydrophobic 

core and the hydrophobic core of DPhPC and POPC membranes (27.6 ± 0.02 and 

30.1 ± 0.02 Å, respectively) which must be reconciled by conformational changes to 

αHL and the membrane. For both β-BarrelDPhPC-SX and β-BarrelPOPC-SX, the result is 

induced positive curvature in both membrane leaflets to align the termini of the 

hydrophobic core with Y112 and L146 at the outer leaflet and I132 (or V124 for β-

BarrelPOPC-SX) at the inner leaflet (Figure 34A and 34B). The trans entrance loops then 

extend below the inner leaflet height by 11.2 Å for β-BarrelDPhPC-SX and 6.4 Å for β-

BarrelPOPC-SX because the membrane exhibits positive curvature, as opposed to the 

negative curvature in the case of the full protein. Significant tilting can also be observed 

(Figure 34A and 34B), which is indicative of changes in αHL conformation to achieve 

energetically favorable hydrophobic matching. 

The net result of membrane curvature and αHL tilt is that the trans entrance loops 

are now exposed to the aqueous phase instead of into alignment with the inner leaflet 

of the membrane, which is seen in the full systems (Figure 34). However, the 

correlation between the decoupling of the trans entrance loops, measured as the root-

mean-squared-deviation (RMSD) between neighboring trans entrance loops, and 

channel radius near the trans entrance with ionic current are less clear (R = 0.54 and 

R = 0.46), which indicates the presence of an additional ionic current reducing factor, 
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hypothesized here to occur via residues with charged side chains (R104 and K154) 

immediately above the principal constriction (Figure 29D). This correlation was 

calculated by taking either the average channel radius or the trans entrance loops 

RMSD for the four full system replicates as one variable and the corresponding 

average ionic current for that system as the second variable. While the disulfide 

restraints did effectively maintain the β-barrel motif, they result in self-coupling 

between single β-strands (Figure A19A), while in the full systems coupling is 

observed between neighboring β-strands (Figure A18B). The coupled β-strands were 

constrained by the cap, which restrained them away from the center of the channel, 

preventing channel occlusion by R104 and K154.  

 

Figure 34. Schematic of the hydrophobic accessibility of αHL and subsequent match 

to the membrane for DPhPC (A) and POPC (B). White – αHL secondary structure, 

Orange – Y112 and L146 which define the upper boundary of hydrophobic 

accessibility, Green – H144 and L116 which now align well within the hydrophobic 

core of the membrane, and I132 or V124 which define the lower boundary for the 

hydrophobic accessibility. 
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Unfortunately, when constrained by disulfide bonds and not the cap, the termini of 

the β-strands, which contain R104 and K154, are more flexible and able to move 

towards the center of the channel creating an additional degree of channel occlusion 

and reduction of ionic current (Figure A18C), as opposed to the full system where these 

residues are restrained by the cap (Figure A18D). Overall, this truncation scheme was 

unable to faithfully depict αHL structure and function over 250 ns. This is particularly 

evident in β-BarrelPOPC-S3, where ionic current is approximately one third that of the 

three identical corresponding replicates and β-BarrelDPhPC-S2, where ionic current is 

approximately one fourth that of the other identical corresponding replicate. In these 

replicates, the flexible termini containing R104 and K154 enter conformations of 

greater channel occlusion, which causes a reduction in ionic current. These 

conformations are not observed in every replicate, which creates significant statistical 

error around the mean ionic current. The effect of removing R104 and K154 to 

potentially stabilize the mean ionic current will needed to be explored in subsequent 

simulations to accurately model the ionic current through αHL. 

4.4 Conclusion 

This chapter demonstrated a vastly improved all-atom model of the αHL ion 

channel in lipid membranes to better match experimental results in biotechnology 

applications. The results highlight the strong effect of proper membrane equilibration 

and lipid type on the structure and thereby function of the protein channel. With a better 

understanding of the lipid-protein structural relationship, more accurate and predictable 

FET biosensing measurements of ion channels like αHL can be achieved, as described 

in Chapter 6. 
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This chapter argued that SA/lipid is a more robust metric of measuring membrane 

equilibration rather than using energy criteria.203, 210, 215 Insufficient equilibration 

results in incomplete packing of lipids around αHL, reducing protein-lipid interactions, 

skewing protein-lipid hydrophobic matching, and subsequently causing deviations in 

the ionic current compared to experiment.  

Ion channel function is sensitive to lipid type, which influences the membrane 

hydrophobic match. In this chapter it was demonstrated that otherwise identical 

systems of αHL in DPhPC result in ionic currents that are twice as high as αHL in 

POPC and show better overall agreement with experiment.  Furthermore, differences 

in the hydrophobic match due to lipid type generate large structural changes at the trans 

entrance of αHL giving rise to an additional constriction point that limits the ionic 

current across the channel. This is in contrast to existing simulation work that assumes 

a rigid αHL structure and reports ionic currents that exceed the experiment by 50 %193 

or show good agreement at very short time scales.194 Strong coupling between 

membrane type, structural changes, and channel conductance are consistent with results 

from other porins and ion channels such as OmpF, KcsA, and GrA.180-182 

Finally, the preceding results were used as a guide to determine an optimal strategy 

to truncate the αHL ion channel to improve computational performance. Proper 

hydrophobic matching is even more essential to maintaining the function of the 

truncated ion channel because the removed cap domain no longer stabilizes the 

transmembrane region. Consequently, the trans entrance is exposed to the aqueous 

phase, which results in decoupling of stabilizing interactions. This will occur 

irrespective of how the truncation is done (disulfide or no disulfide bonds). This  
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analysis provides a physical basis for the higher ionic currents reported in previous 

truncation schemes that remove the trans entrance loops and the cap.193, 229-230 

In conclusion, the data in this chapter demonstrates that ionic currents calculated 

from all-atom MD simulations of the αHL ion channel show better agreement with 

experiment by using C36 DPhPC lipid membranes that better match the hydrophobic 

length of the channel and by sufficiently equilibrating the membrane. Using αHL as a 

model, these results demonstrate the potential effects of immobilizing an ion channel, 

such as on a FET sensing surface as described in Chapter 6, specifically with respect 

to how the type of lipid used for immobilization can affect channel current. The next 

chapter, Chapter 5, builds on these conclusions by presenting the results of MD 

simulations that aim to model the serotonin receptor and ion channel 5-HT3A, 

specifically with respect to the predicted currents through the channel when activated.   
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Chapter 5: Modeling the Biorecognition and Activation of the 5-

HT3A Serotonin Receptor with Different Membrane Lipids  

5.1 Introduction 

Chapter 5 builds upon Chapter 4 by providing a second example of how MD 

simulations can be used to model ion channel function and to assess the effects of the 

lipid membrane on ion channel current. Specifically, it demonstrates how MD can be 

used model ion channels that could be better characterized with FETs, where the setup 

for this FET characterization is described in Chapter 6, including how different lipid 

membrane types used in the immobilization of these ion channels regulate ion channel 

structure during activation. Also, significant details were elucidated regarding the 

mechanism of 5-hydroxytryptamine (5-HT, i.e., serotonin) binding to the 5-

hydroxytryptamine 3A (5-HT3A) serotonin receptor, i.e., the biorecognition of 5-HT3A 

by an activating ligand. 

Aided by efforts to improve their speed and efficiency, MD simulations provide an 

increasingly powerful tool to study the structure-function relationship of a specific 

family of ion channels, pentameric ligand-gated ion channels (pLGICs), which include 

5-HT3A. However, accurate reporting of the channel state and observation of allosteric 

regulation by agonist binding with MD remains difficult due to the timescales 

necessary to equilibrate pLGICs from their artificial and crystalized conformation to a 

more native, membrane-bound conformation in silico. Here, MD simulations of the 5-

HT3A for 15 – 20 μs were performed to demonstrate that such timescales are critical to 

observe the equilibration of a pLGIC from its crystalized conformation to a membrane-

bound conformation. These timescales, which are an order of magnitude longer than 
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any previous simulations of 5-HT3A, allow the observation of dynamic binding and 

unbinding of 5-hydroxytryptamine (5-HT, i.e., serotonin) to the binding pocket located 

on the extracellular domain (ECD) and allosteric regulation of the transmembrane 

domain (TMD) from synergistic 5-HT binding. While these timescales are not long 

enough to observe complete activation of 5-HT3A, the allosteric regulation of ion gating 

elements by 5-HT binding is indicative of a pre-active state, which provides insight 

into molecular mechanisms that regulate channel activation from a resting state. This 

mechanistic insight, enabled by microsecond-timescale MD simulations, allows a 

careful examination of the regulation of pLGICs at the molecular level, expanding the 

understanding of their function which provides insight for the design of FET biosensing 

experiments to further characterize this family of ion channels, which are described in 

detail in Chapter 6. 

5.1.1 Background and Motivation 

The homomeric 5-hydroxytryptamine 3A (5-HT3A) serotonin receptor is a 

pentameric ligand-gated ion channel (pLGIC) located at the post-synaptic cleft that 

converts chemical signals to electrical responses in the central and peripheral nervous 

system.231-232 The primary chemical signal responsible for 5-HT3A activation is the 

neurotransmitter 5-HT (i.e., serotonin). The binding of 5-HT causes conformational 

changes in the structure of 5-HT3A that permit the flow of ions through the channel 

formed between its five monomer subunits, generating an action potential at the post-

synaptic cleft.233 Clinically, pLGICs including 5-HT3A regulate physiological functions 

such as nausea and are implicated in numerous psychiatric disorders including major 

depressive disorder, post-traumatic stress disorder, and Parkinson’s disease.234-235 
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However, the mechanism by which agonist binding activates pLGICs and the structural 

basis that governs the transition between functional states is not well understood, and 

remains a critical element hindering the design of therapeutics for many psychiatric 

disorders.236-237 This mechanism is postulated to be more complex than a simple binary 

binding by activating ligands to a pLGIC, instead requiring the ‘priming’ of a pLGIC 

by dynamic binding through transitional pre-active states,238-239 a mechanism which is 

further supported by the conclusions of this work.   

Molecular dynamics (MD) simulations are a useful technique for examining the 

basis of pLGIC function, including the mechanisms that govern rapid and dynamic 

transitions between states that cannot be observed through experimental techniques.240-

242 Numerous pLGICs have been investigated using all-atom MD simulations, 

including the nicotinic acetylcholine (nAChR),243 glutamate-gated chloride channel 

(GluCl),244 and glycine (GlyR)245 receptors, which has provided valuable insight into 

the structural response of pLGICs to agonist binding. MD simulations of 5-HT3A have 

only been performed more recently, since its structure (excluding the intrinsically 

disordered intracellular domain) was first reported using X-ray crystallography in 2014 

(PDB ID: 4PIR246) and later through cryo-electron microscopy (cryo-EM) in 2018 

(PDB ID: 6BE1247). These apo structures, i.e., structures without 5-HT bound, have 

been reported as non-conductive,247-249 while more recently additional structures of 5-

HT3A have been resolved with various agonists and antagonists and have been reported 

as both conductive and non-conductive.248, 250 Such states are initially assigned based 

on pore radius through the channel, where a minimum pore radius greater than that of 
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a given wetted ion, such as Na+ or K+, represents a pLGIC in a conductive state because 

it is sufficiently wide to permit the translocation of ions.  

However, assigning states to these static structures is not trivial due to limitations 

in structural resolution, symmetry assumptions, removal of highly flexible residues, 

and the addition of molecular components that may artificially constrain the protein in 

a given conformation, such as the nanobodies used in the original crystallization of 5-

HT3A.246 Therefore, MD simulations are performed to confirm the assignment of a state 

using careful analysis of structural dynamics including the pore radius profile, changes 

to the agonist-binding regions, and changes to secondary structure elements in the TMD 

and extracellular domain (ECD). However, most simulations generally suffer from 

inadequately short timescales, usage of non-native membrane lipids, and a lack of 

validation of critical simulation parameters including protein equilibration, membrane 

equilibration, and ligand representation in a force field that if not properly validated, 

may bias a pLGIC in a non-native conformation, subsequently yielding an inaccurate 

assignment of channel state. 

5.1.2 Simulation Approach 

In Chapter 5, all-atom MD simulations of both apo and 5-HT-bound 5-HT3A 

starting with PDB ID: 4PIR246 were performed to determine the native protein state 

under conditions comparable with experiment. These simulations build upon previous 

MD simulations of full-length 5-HT3A
248-250 in several notable ways. Firstly, each 

simulation was performed for 15 – 20 μs, which is an order of magnitude longer than 

any previous simulations of 5-HT3A. This chapter demonstrates that such timescales 

are necessary to adequately equilibrate 5-HT3A using C36 for lipids209-210 and for 
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proteins251 in a lipid membrane and to observe the dynamic nature of 5-HT binding 

during channel priming, i.e., observation of a pre-active state. Secondly, a ternary lipid 

membrane composed of 1-palmitoyl-2-oleoyl-SN-glycero-3-phosphocholine (POPC), 

polyunsaturated 1-stearoyl-2-docosahexaenoyl-sn-glyerco-3-phosphocholine (SDPC), 

and cholesterol was used to mimic the neuronal lipid environment in which 5-HT3A 

resides,252 whereas past simulations used only POPC to represent the lipid 

environment.248-250 The importance of lipid membrane type cannot be understated. It 

has been shown experimentally that cholesterol and polyunsaturated lipids interact 

directly with pLGICs such as nAChR,253-257 which is largely homologous in structure 

to 5-HT3A, to strongly regulate receptor structure and conductance. Lastly, several 

levels of simulation validation were included to ensure this model accurately represents 

experiment, including sufficient lipid membrane equilibration to ensure realistic lipid 

packing and careful parameterization of 5-HT for the CHARMM General Force Field 

(CGenFF)53 using free energy perturbation (FEP) simulations to determine its solvation 

free energy, ensuring the accurate representation of 5-HT binding to 5-HT3A. These 

two parameters are specifically highlighted because insufficient lipid packing can result 

in a reduction of protein-lipid interactions around the TMD and because improper 

ligand parameterization can result in an unrealistic affinity of 5-HT to the binding 

pocket of 5-HT3A. Together, these simulations provide a framework for how 

microsecond-timescale MD simulations must be used to examine the equilibration of 

pLGICs from a crystalized conformation and to examine allosteric regulation from 

ligand binding that can help reveal the nature and functional state of the ion channel. 

This framework can be used for other pLGIC conformations, including the recently 
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resolved open conformation of 5-HT3A,258 to model the ionic current through such ion 

channels providing useful predictions for the expected ionic gradient detectable by a 

FET sensing surface (see Chapter 1).  

 

Figure 35. (A) Cross-section of 5-hydroxytryptamine 3A (5-HT3A) in a lipid membrane with 

5-HT3A represented by secondary structure and colored by monomer (A, green; B, purple; C, 

pink; D, yellow; E, orange), lipids represented as lines and lipid type represented by color: 

1-palmitoyl-2-oleoyl-SN-glycero-3-phosphocholine (POPC), cyan; 1-stearoyl-2-

docosahexaenoyl-sn-glyerco-3-phosphocholine (SDPC), magenta; cholesterol, gray), and 5-

HT also represented as lines (aqua). (B) A single monomer of 5-HT3A represented by 

secondary structure and colored as red and blue to create contrast for specific secondary 

structure motifs. (C) Lipid structures of POPC, SDPC, and cholesterol. 

5.2 Materials and Methods 

5.2.1 Simulation Setup 

The CHARMM-GUI Membrane Builder204 was used to build protein-membrane 

systems (Figure 35A) with 5-HT3A (PDB ID: 4PIR246) and lipid membranes composed 

of either 7:7:6 SDPC/POPC/cholesterol, which has been shown to mimic the neural 

membrane environment,252 or POPC. The unresolved M2-M3 loop was added using 

Modeller.259 The 57 unresolved intracellular and intrinsically disordered residues 

linking the M4 helix to the MX helix were not added; however, the membrane served 

as a scaffold and ensured that the M4 helix did not separate from the rest of the TMD. 

A single monomer of 5-HT3A depicting relevant secondary structure motifs is depicted 
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in Figure 35B. Four total trajectories are reported in this study. The first system is 5-

HT3A with no 5-HT added (5-HT3A-Apo), i.e., the apo system. The next two systems are 

5-HT3A with either ≈ 5 mM 5-HT (5-HT3A-5mM) or ≈ 15 mM 5-HT (5-HT3A-15mM) added 

to the system, i.e., 5 and 15 5-HT molecules respectively. The last system is also 5-

HT3A with ≈ 5 mM (5-HT3A-5mM-POPC) added to the system, i.e., five 5-HT molecules, 

except the membrane was composed of only POPC lipids to compare the effects of a 

POPC versus mixed lipid membrane, where lipid structures are shown in Figure 35C. 

Each protein-membrane system was built in a tetragonal box containing a fully 

hydrated membrane, and sufficient K+ and Cl- ions to yield an overall 0.15 M 

concentration (physiological), with an additional 25 K+ ions added to neutralize the apo 

system and proportionally less K+ ions when 5-HT (charge: +1) was added to the 5 

mM, 15 mM, and 5 mM-POPC systems (Table 1).  

These simulations used the TIP3P water model207-208 with C36 for lipids209-210 and 

for proteins.251 The van der Waals interactions were smoothly switched off between 

10 Å and 12 Å by a forced-based switching function.211 All the bond lengths involving 

hydrogen atoms were constrained using the SHAKE algorithm.212 Particle mesh 

Ewald213 was used for electrostatic interactions with an interpolation order of 6 and a 

direct space tolerance of 10-6. NAMD54 was used to perform the equilibration of the 

simulations at 310.15 K and Anton2260 was to perform the production runs of the 

simulations also at 310.15 K.  

For the equilibration, after the standard CHARMM-GUI six minimization and 

equilibration steps (0.685 ns),204 the simulations were further equilibrated for 250 ns 

under constant semi-isotropic pressure (NPT; x = y and z varies independently) with 
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the Nosé-Hoover Langevin-piston algorithm59, 214 to ensure complete membrane 

relaxation which has been demonstrated previously as necessary,21 and finally 

equilibrated for 10 ns under constant pressure and by fixing the membrane area 

(NPAT).  

Next, 5-HT was docked to 5-HT3A using AutodockVina and including flexible side 

chains.261 The center of the docking search space was specified as the center of mass 

of the ten residues previously identified as important for 5-HT binding.232, 249 A search 

space of (30 × 30 × 30) Å was used to ensure all possible conformations of 5-HT and 

flexible side chains were surveyed. The conformation which yielded the lowest energy 

was selected for each of the five binding pockets, all of which were practically identical, 

except for minor variations that arose from side chain rearrangement during the 250 ns 

equilibration period. An example of a 5-HT molecule docked into a binding pocket is 

shown in Figure A20. 

CGenFF was used to obtain initial parameters for 5-HT,262 which were modified 

based on free energy perturbation (FEP). FEP was used to determine ΔG° for 5-HT in 

aqueous and octanol phases which were used as inputs for the relationship 

𝑙𝑜𝑔 𝑃𝑂𝑐𝑡/𝑊𝑎𝑡 =
(ΔG°𝑊𝑎𝑡−ΔG°𝑂𝑐𝑡) 

𝑅𝑇
, where log POct/Wat is the base-ten logarithm for the 

partition coefficient, a ratio of the concentrations of 5-HT between water and octanol, 

ΔG°Wat and ΔG°Oct are the Gibbs free energies of 5-HT in water and octanol in 

kcal mol−1, respectively, R is the gas constant in kcal K−1 mol−1, and T is temperature 

in K. The partition coefficient Po/w is experimentally determined for 5-HT, therefore 

ΔG°Wat and ΔG°Oct calculated from FEP must yield the experimentally determined 
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POct/Wat using the above relationship. To achieve this end, the charge parameters of 5-

HT are changed from those initially provided by CGenFF to satisfy these conditions. 

For production runs, all simulations were performed on Anton255 under constant 

volume and temperature (NVT) and semi-isotropic pressure for 15 – 20 μs with a 

homogenous electrical field applied in the z direction proportional to −60 mV to match 

experimental conditions where an electric field is applied to generate a current through 

5-HT3A
263-264. The Anton Multigrator framework265 with a Nosé-Hoover thermostat60, 

266 and a MTK barostat214 was used with a 2.5 fs time step, short-range electrostatic 

interactions were calculated with a cutoff of 9 Å, and long-rage electrostatic 

interactions were calculated using the u-series method.55 

5.2.2 Analysis Methods 

Surface area per lipid was calculated by taking the simulation cell x-y plane area 

(with the x-y ratio held constant at one) and subtracting the average cross-sectional 

surface area of the TMD of 5-HT3A which spans the height of the membrane, similarly 

to αHL (see Chapter 4). The resulting value for the surface area occupied by lipids was 

divided by the number of lipids in one leaflet to yield an average value for mean surface 

area per lipid. Membranes were determined to be adequately equilibrated when the 

moving average of the surface area per lipid reached a stable value. When this moving 

average no longer fluctuated greater than 0.5 Å2
,
 membranes were determined 

equilibrated.  

Root-mean-square deviation (RMSD) for the protein backbone was calculated 

using CHARMM where only amine nitrogen, carbonyl carbon, and alpha carbon atoms 

were selected (no side-chain atoms). RMSD was also calculated for each secondary 
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structure motif as well to help determine which motifs contributed to overall 

perturbations in backbone RMSD, specifically in the transmembrane (TMD) versus 

extracellular (ECD) domains. A list of the residue numbers in each motif are included 

in Table A2. 

Pore radii for all simulations and the crystal structures for PDB IDs 4PIR and 6HIN 

were calculated using the Hole program217 over the length of the protein in the ‘z’ 

direction orthogonal to the membrane and averaged over 240 ps blocks. Snapshots of 

the TMD were obtained using Visual Molecular Dynamics (VMD)267 and aligned to 

6HIN using the MuliSeq Plugin. All other snapshots including those of the binding 

pockets, domain interactions, transitions of loop c, and the lipid membrane were also 

obtained using VMD.267 

Binding events were determined by distance between 5-HT and the ECD. A 

maximum distance of at least 4 Å between 5-HT and the ECD for at least 50 ns was 

considered a significant binding event. Interaction energies (enthalpic contribution) 

were calculated using CHARMM and includes contributions from electrostatic and van 

der Waals interactions to verify 5-HT-ECD interactions. Extent of loop c opening was 

calculated by taking the distance between D202 and R65 of neighboring monomers 

which form a salt bridge that stabilizes the binding pocket and 5-HT binding. 

Lipid density was obtained by projecting the z coordinate of the carbonyl carbon 

for each lipid onto the x-y plane at 240 ps steps. SDPC penetration of the TMD of 5-

HT3A-5mM was quantified to be when any non-hydrogen atom of SDPC was within 5 Å 

of the TMD helices M1-M4 which can only occur when SDPC is within an individual 

monomer and not between neighboring monomers due to the diameter of each helix. 
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The same criteria were used to quantify the penetration of the TMD of 5-HT3A-5mM 

monomer-D by all three lipid types, including the binding pocket formed for cholesterol 

due to the expansion of the TMD. The intra-TMD area was calculated by taking the 

cross-sectional area of the quadrilateral whose corners were the center of masses of the 

TMD helices M1-M4.  

5.3 Results and Discussion 

Accurately modeling the native structure of 5-HT3A is an essential step to 

unraveling the structural elements that govern its function on a molecular level. To this 

end are described three keys to achieving accurate modeling of the ion channel: the 

equilibration of 5-HT3A from a crystalized conformation to a more native, membrane-

bound conformation; the allosteric regulation of its TMD from dynamic binding of 5-

HT to its principal binding pockets located on its ECD; and differences in systems with 

varied 5-HT concentration and lipid membrane composition. Table 5 defines the key 

parameters for these systems: three are composed of 5-HT3A embedded in a 

POPC/SDPC/Cholesterol membrane without 5-HT (apo), with ≈ 5 mM 5-HT (five 

docked 5-HT), and with ≈ 15 mM 5-HT (five docked 5-HT plus ten 5-HT added to the 

aqueous phase). A fourth system is composed of 5-HT3A embedded in a POPC 

membrane with ≈ 5 mM 5-HT (five docked 5-HT) to directly compare differences that 

arise from lipid membrane composition (Table 5). An example docking pose of 5-HT 

can be found in Figure A20. 
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Table 5. Simulation parameters for the four 5-HT3A systems simulated with membranes 

composed of 1-palmitoyl-2-oleoyl-SN-glycero-3-phosphocholine (POPC), 1-stearoyl-2-

docosahexaenoyl-sn-glyerco-3-phospho-choline (SDPC), and cholesterol (CHOL) or POPC 

only. 

System  # POPC # SDPC # CHOL # of waters # of ions 

(Cl-/K+) 

Time 

(μs) 

5-HT3A-Apo 126 126 108 43395 138/163 20 

5-HT3A-5mM  126 126 108 48528 150/170 15 

5-HT3A-15mM 126 126 108 48994 153/163 15 

5-HT3A-5mM-POPC  250 0 0 41552 132/152 15 

 

5.3.1 Equilibration and Stability 

Both membrane and protein equilibration are critical for accurate simulations of 

membrane embedded transmembrane proteins. To demonstrate adequate membrane 

equilibration, the average surface area (SA)/lipid for the mixed 

(POPC/SDPC/cholesterol) and POPC membranes was calculated during 250 ns of 

system equilibration at constant pressure and temperature (NPT) until the moving 

average for each case converged to an equilibrium value (Figure A21), similarly to αHL 

(see Chapter 4). For POPC, the equilibrium SA/lipid was (63.5 ± 0.5) Å2, 

demonstrating good agreement with the experimental average of (62.7 ± 1.3) Å2,216 

where the error bars represent the standard error. The average SA/lipid for the 

POPC/SDPC/cholesterol membrane was found to be (51.6 ± 0.4) Å2, which is 

expectedly lower than the experimental SA/lipid of a pure POPC, due to the membrane 

condensing effects of cholesterol.268 Unless noted otherwise, all errors are defined as 

the standard deviation of the mean. 

Adequate protein equilibration during microsecond production at constant volume 

and temperature (NVT) is demonstrated in Figure 36A through backbone root-mean-

square deviation (RMSD) of 5-HT3A, excluding the MX helix (located at the terminus  
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Figure 36. (A) Total backbone root-mean-square 

deviation (RMSD) for the four 5-HT3A systems 

simulated. (B) RMSD of the extracellular domain 

(ECD) for the four systems. (C)  RMSD of the 

transmembrane domain (TMD) for the four systems. 

 

of the M3 helix, see Figure 35). Figure 36A demonstrates that all three 5-HT-bound 

structures stabilize by 10 μs in both mixed and POPC membranes (as listed in Table 5), 

whereas 5-HT3A-Apo stabilizes by 14 μs. The additional equilibration time in the apo 

case is likely due to increased flexibility of loop c of the binding pocket that is stabilized 

through 5-HT binding in the other systems. The MX helix was excluded from the 

backbone RMSD because it is highly flexible due to the lack of 57 intracellular and 

intrinsically disordered residues linking it to the M4 helix that were unresolved during 
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the crystallization of 5-HT3A.246 RMSD per secondary structure element (where 

definitions by residue number can be found in Table A2) was also calculated and is 

shown in Figure A22 to demonstrate the highly flexible nature of the MX helix 

compared to the other secondary structure elements. 

Backbone RMSD for the ECD (Figure 36B) and TMD (Figure 36C) was also 

calculated to assess the structural response in the ECD to 5-HT binding and subsequent 

allosteric regulation of the TMD. Differences in the ECD RMSD trends for 5-HT3A-Apo 

and 5-HT3A-15mM are unremarkable (Figure 36B). ECD RMSD for 5-HT3A-5mM-POPC, on 

the other hand, demonstrates a distinct departure from the other three trends between 

2 – 3 μs (Figure 36B). However, this departure does not appear correlated to a departure 

in TMD RMSD (Figure 36C) and can be explained by rapid opening and closing of the 

flexible loop c on multiple monomers which ultimately does not result in allosteric 

regulation of the TMD. Conversely, ECD RMSD for 5-HT3A-5mM demonstrates a 

distinct departure from the other three trends between 5 – 10 μs (Figure 36B) which 

appears correlated to a distinct departure in TMD’s RMSD between 5 – 10 μs (Figure 

36C). RMSD per secondary structure element is shown in Figure A23, including the 

elements that contribute most significantly to this departure, including the M2-M3 

loop, the cys-loop, and the β8-β9 loop, which exist at the interface between the ECD 

and TMD and are reported to be involved in the allosteric activation of 5-HT3A.236, 248, 

269 The cause of these departures in 5-HT3A-5mM RMSD were subsequently explored, 

specifically as to how they relate to allostery between the binding of 5-HT to its 

principal binding pockets on the ECD and resultant structural shifts between domains, 

as discussed further in Section 5.3.4.   
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5.3.2 Structural Overview 

The assignment of ion channel state between conductive and non-conductive is 

generally determined through the pore radius profile which demonstrates the pathway 

available for ion translocation through the channel (see Section 5.2.2). In Figure 37A, 

pore radius profiles are shown for the initial crystal structure, PDB ID: 4PIR,246 (light 

blue, dashed) and for 5-HT3A-Apo (orange) averaged over 20 μs after the 250 ns of 

equilibration from the crystal structure, where the standard error of the pore radius is 

within the thickness of the trend line. PDB ID: 4PIR is non-conductive because while 

the entire ECD is hydrated and accessible to ion translocation, the minimum pore radius 

is < 2 Å through the TMD (gray), below the threshold needed to permit the passage of 

hydrated K+ ions. Figure A24 clearly shows the contrast between PDB ID: 4PIR and 

an open conformation of 5-HT3A (PDB ID: 6HIN250), which would permit the 

translocation of ions with a slight movement of pore-lining helices and the L260 

sidechain.  

The minimum pore radius along the ECD of 5-HT3A-Apo deviates by less than 1 Å 

from the crystal structure. This allows the ECD to remain hydrated and thereby 

accessible to ion translocation. However, the pore closes across the TMD 

(−50 Å < z < 0 Å) as demonstrated by the pore radius approaching a minimum value of 

0 Å for 20 μs of simulation time (Figure 37A, gray region). Furthermore, the snapshot 

of the TMD shown in Figure 37B reveals that symmetry is maintained between the M2 

helices of each monomer in this closed conformation, as depicted by the red-dashed 

line connecting the centers of the pore-lining M2 helices and shown in the associated 

plot of the interior angle θ for each of the five monomers (Figure 37C). Any fluctuations 

in the orientation appear cooperative and mostly in parallel to these lines of symmetry,  
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Figure 37. (A) Pore radius profiles for the starting structure (light blue, dashed) and 5-HT3A-

Apo (orange) averaged over 20 μs with the transmembrane domain (TMD) shaded gray and 

error bars smaller than the thickness of the profile trend. (B) TMD snapshot for 5-HT3A-Apo 

(including L260) shown as secondary structure and lines (respectively), with the initial 

structure as transparent white and the final structure colored by monomer (A, green; B, 

purple; C, pink; D, yellow; E, orange), with lipids, water, and ions removed for clarity. 

Representative helix labels for M1-M4 shown for monomer C with red, dashed lines 

connecting the centers of pore-lining M2 helix to demonstrate symmetry and red, solid 

arrows indicating the principal direction of M2 fluctuation. (C) Interior angle θ for the five 

monomers in (A) versus time. (D) Representative trend of current (i, pA) versus time (t, s) 

for the lifecycle of a 5-HT3A receptor with instantaneous currents shown for the resting (1), 

pre-active (2), activated/open (3), and desensitized (4) states. Arrows indicate the possible 

states suggested by 5-HT3A-Apo. (E) Pore radius profiles for the starting structure and 5-HT3A-

5mM (blue) averaged over 15 μs with the TMD shaded in gray and error bars smaller than the 

thickness of the profile trend. (F) TMD snapshot of 5-HT3A-5mM depicted the same as (C) with 

cartoon 5-HT indicating 5-HT-binding between monomers for the entire 15 μs (solid) and 

transient binding (transparent with dashed arrows). (G) Same as for (C), but for 5-HT3A-5mM. 

(H) Same as for (D), but for 5-HT3A-5mM. 

 

 

as opposed to orthogonal to the center of the pore. Figure 37D shows the lifecycle of 

activation for 5-HT3A and indicates that this conformation is most consistent with a 

non-conductive resting state; however, a post-desensitized state cannot be ruled out, 
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which is also functionally non-conductive, but exists after the activation and 

desensitization of 5-HT3A and is unresponsive to 5-HT binding.   

In Figure 37E, pore radius profiles are shown for the initial crystal structure, PDB 

ID: 4PIR, (light blue, dashed) and for 5-HT3A-5mM (blue) averaged over 15 μs after the 

250 ns of equilibration from the crystal structure, where the standard error of the pore 

radius is within the thickness of the trend line. The average minimum pore radius along 

the ECD of 5-HT3A-5mM deviates by less than 1 Å from the crystal structure, but remains 

hydrated and accessible to ion translocation (Figure 37E). Similarly to 5TH3A-Apo, the 

pore radius across the TMD (−50 Å < z < 0 Å) approaches a minimum value of 0 Å 

and the pore remains closed for 15 μs (Figure 37E, gray region). Alone, this result 

suggests that the presence of bound 5-HT only impacts the ECD and not the TMD of 

5-HT3A, suggesting a lack of allostery and a desensitized state of 5-HT3A. However, in 

Figure 37F a snapshot of the TMD of 5-HT3A-5mM demonstrates that there is a significant 

antisymmetric shift between monomers D (yellow) and E (orange). Such an 

antisymmetric shift is depicted by a similar M2 helix center connecting red-dashed line 

and red arrows to demonstrate the direction of monomer shift conversely to the 

symmetric closure observed in 5-HT3A-Apo and by the associated plot of the interior 

angle θ for each of the five monomers (Figure 37G) that demonstrates significant 

deviations in interior angle symmetry. The shift begins around 5 μs and appears 

correlated to the departures in RMSD of both the ECD and TMD at around 5 μs 

(Figures 2B and 2C). The shift dynamics (data not shown) can be summarized as 

follows: M2-D shifts outwards from the center of the pore in a cooperative fashion with 

M1-D, M3-D, and M4-D (M2-C also displays an outward shift, but to a lesser extent), 
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which would result in incremental pore opening if not for M2-E subsequently shifting 

inwards toward the center of the pore in a cooperative fashion with M1-E, M3-E, and 

M4-E and occupying the space voided by M2-D, resulting in the final conformation 

shown in Figure 37F. M2-A and M2-B display fluctuations parallel to the pore center 

similar to the M2 helices of 5-HT3A-Apo.  

Shown schematically in Figure 37F, 5-HT binds within binding pockets (bp) 

formed between pairs of monomers in the ECD (removed for clarity), for example 

bpCD is formed between the complementary monomer C and primary monomer D, 

while bpDE is formed between complementary monomer D and primary monomer E 

(an example of the initial binding pose in shown in Figure A20). The asymmetric shifts 

observed in 5-HT3A-5mM appear correlated to 5-HT binding in these binding pockets. 

Monomer D is bound on either side by two 5-HT, and subsequently undergoes a 

conformational change as described in the previous paragraph. On the other hand, 

monomer C is only bound by 5-HT on its complimentary face and subsequently 

displays a minor M2 conformational change, while monomer E is only bound by 5-HT 

on its primary face and subsequently displays significant M2 collapse into the channel. 

Furthermore, Figure 37F shows that monomers A and B do not undergo observable 

conformational changes, and do not appear to be allosterically regulated by 5-HT. 5-

HT appears to only rebinds transiently to bpAB and bpBC and does not rebind 

substantially to bpEA, in contrast to the binding observed in bpCD and bpDE. Because 

the conformational changes caused by the binding of only two 5-HT does not result in 

the channel opening sufficiently to permit the translocation of ions,239, 270 an activated 

state cannot be assigned to the simulated conformation 5-HT3A. However, because this 
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5-HT binding causes conformational changes to a single monomer of 5-HT3A that 

resemble the initialization of channel opening, it can be concluded that 5-HT appears 

to be priming the receptor for activation, i.e., the conformation resembles a pre-active 

state, as indicated by in Figure 37H, and not a desensitized or post-desensitized state.  

Symmetric pore closure is also observed in 5-HT3A-5mM-POPC and in 5-HT3A-15mM 

(Figure A25), similar to 5-HT3A-Apo. In 5-HT3A-5mM-POPC (Figure A25A), only one 5-HT 

is bound over the duration of the simulation and no large conformational change is 

observed in the TMD, suggesting that the binding of a single 5-HT is also insufficient 

to cause channel opening or even priming of the channel. However, monomer D of 5-

HT3A-15mM (Figure A25B, yellow) is bound on either side by 5-HT, similar to 5-HT3A-

5mM, but does not demonstrate a large outwards shift in M2-D from the center of the 

pore, in contrast to the shift observed for M2-D of 5-HT3A-5mM. Subsequently, the nature 

of the binding events at each 5-HT concentration to determine differences in 5-HT 

binding which result in different apparent outcomes with respect to monomer D 

between these two systems. Additionally, a full comparison of the TMD conformations 

for all four systems compared to the open conformation (PDB ID: 6HIN) is shown in 

Figure A26. 

5.3.3 5-HT Binding Events 

Numerous binding events were observed in 5-HT3A-5mM and 5-HT3A-15mM 

throughout each 15 μs simulation. Here, binding is defined as when 5-HT is within 4 Å 

of the ECD of 5-HT3A for at least 50 ns to exclude inconsequential collisions between 

the two biomolecules. Binding events ranged from completely stable to transient, in 

some cases lasting the entire 15 μs simulation time. The number of 5-HT molecules 



 

 

136 

 

bound to 5-HT3A at a given point in time are plotted in Figure 38A for 5-HT3A-5mM and 

Figure A27A for 5-HT3A-15mM. While initial docking orientations and binding energies 

were nearly identical after the 250 ns equilibration (which resulted in minor structural 

changes to the binding pocket, see Section 5.2.1), bound 5-HT ultimately sampled a 

range of conformations in each of the five binding pockets where the stability of each 

binding event varied substantially between orientations.  

 

Figure 38. (A) Total binding events of 5-HT with 5-HT3A-5mM. (B) enthalpic contribution to 

binding energy between 5-HT and the extracellular domain (ECD) where letters correspond 

to binding orientations on the right: bpAB (a, ≈ 4.6 μs), bpBC (b, ≈ 4.6 μs), bpCD (c, ≈ 4.6 

μs), bpCD (d, ≈ 14.7 μs), and bpDE (e, ≈ 4.6 μs) and monomers colored as: A, green; B, 

purple; C, pink; D, yellow; E, orange. 

 

For 5-HT3A-5mM, bpCD and bpDE were occupied by a single 5-HT for the duration 

of the simulation, whereas bpAB and bpBC experienced transient binding of 5-HT, i.e., 

several instances of binding and rebinding for different durations (Figure 38B). bpEA 

experienced no significant binding events after the unbinding of 5-HT within the first 

50 ns, due likely to the opening of loop c on monomer A which contributes substantially 
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to the stability of 5-HT in the binding pocket and which remained in an open 

conformation for the duration of the simulation. Binding poses corresponding to the 

five markers in Figure 38B are shown for bpAB, bpBC, bpCD, and bpDE in Figure 38 

with panel letters corresponding to the marker letter. Four binding poses are shown at 

around 4.6 μs, where the highest number of 5-HT are bound (four) for ≈ 1 μs, which 

occurs immediately prior to structural changes in the ECD and TMD demonstrated in 

Figures 36 and 37. Lastly, a binding pose at around 11.4 μs is shown for bpCD to 

demonstrate a significant change in binding orientation not observed for bpDE that is 

stable for the duration of the simulation and suggests an alternative binding pocket for 

5-HT which could be related to the binding dynamics of pre-activation.  

Each panel in Figure 38 depicts the residues of 5-HT3A involved in the binding of 

5-HT, residues that are generally conserved between events with some exceptions. For 

bpAB (where transient binding is observed), E209 of the primary monomer forms a 

salt bridge with the amine group of 5-HT, the hydroxyl group of 5-HT only experiences 

transient stabilization through charge-dipole interactions with R65, and the indole 

group experiences only transient stabilization through effective π-π stacking with Y207 

and F199 (Figure 38a). Meanwhile, bpBC displays dual electrostatic stabilization of 5-

HT through E209 and E102, but only transient π-π stacking with W63 and F199 and 

has virtually no interaction with R65 (Figure 38b). The transient binding in these 

pockets appears to be governed by the breaking of a salt bridge between D202 of the 

primary monomer and R65 of the complimentary one; loop c of the primary monomer 

locks at the salt bridge, over the binding pocket (Figure A28). Because binding-pocket 

residues Y207, W156, F199, and E209 are located on loop c, it is not surprising that 
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only transient binding is observed when loop c opens from the binding pocket, whereas 

loop c remains locked by the D202-R65 salt bridge for bpCD and bpDE. 

The binding poses for bpCD and bpDE are nearly identical at around 4.6 μs, with 

E209 and E102 interacting electrostatically with the amine group of 5-HT and R65 and 

the hydroxyl group of 5-HT interacting through charge-dipole interactions (Figure 38c 

and  38e). Simultaneously, the indole group of 5-HT is stabilized through π-π stacking 

with W156 and F199 and occasionally with Y207. The aforementioned D202-R65 salt 

bridge keeps loop c residues Y207, F199, and E209 near the binding pocket’s 

complimentary residues and ultimately enables more residues to stabilize 5-HT in the 

pocket (Figure A27). Lastly, Figure 38d shows that the binding orientation for bpCD 

results in a decrease in the enthalpic contribution starting at around 7.2 μs, but is still 

sufficiently stable to maintain a bound conformation with 5-HT3A. A similar 

electrostatic stabilization between the amine group of 5-HT and E209 and E102 is 

observed, however the only other stabilization interactions are π-π stacking with Y46 

and transient π-π stacking with F199.  

Presumably, the additional 5-HT in 5-HT3A-15mM would yield better activation than 

in 5-HT3A-5mM; however, due to conflicts between multiple 5-HT in a single binding 

pocket and channel blocking (data not shown), better activation was not achieved. 

Experimentally, concentrations as low at 10 μM are used yield complete channel 

activation,239, 270 but achieving such a low concentration in silico would require an 

impractical volume of water for MD simulations. Notably, the enthalpic contributions 

to binding energy in 5-HT3A-5mM for bpCD and bpDE are more favorable than any of 

the sustained (and most of the transient) binding events observed in 5-HT3A-15mM 
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(Figure A27B). For example, 5-HT is bound to bpAB for over 10 μs in 5-HT3A-15mM 

(Figure A27a), initially bound in an orientation as favorable as bpDE in 5-HT3A-5mM. 

However, this orientation shifts to one where 5-HT is bound only to the bottom 

interface of the binding pocket (Figure A27b), resulting in an interaction with only a 

single conserved binding residue (E209) and an enthalpic contribution to binding 

energy of ≈ −40 kcal/mol. Binding pockets bpCD and bpDE, which are also occupied 

for a large portions of the simulation, demonstrate similarly unfavorable orientations 

(Figure A27e and A27g), which is a possible explanation that while sustained, these 

binding events do not result in the outward M2 shifts observed in 5-HT3A-5mM and why 

evidence of pre-activation was not readily observed in 5-HT3A-15mM. Binding 

orientations with enthalpic contributions to binding energy on par with those for bpCD 

and bpDE of 5-HT3A-5mM are also observed in 5-HT3A-15mM (Figures A27c, A27d, A27f, 

and A27h), however these events are not as long in duration as those in 5-HT3A-5mM, 

further explaining why M2 shifts indicative of pre-activation are not observed in 5-

HT3A-15mM. Moreover, the salt bridge between R65 and D202 was not maintained for 

any of the binding pockets in 5-HT3A-15mM, resulting in the opening of loop c to various 

extents in all five binding pockets. Notably, 5-HT remained bound in several instances 

without the additional stability provided by loop c, but these events appeared 

insufficient with respect to allosterically converting 5-HT binding to changes in the 

TMD. Subsequently, specific residue-based evidence for the allosteric mechanism by 

which the binding events observed in bpCD and bpDE of 5-HT3A-5mM regulate structural 

shifts in the TMD of monomer D is presented as they relate to pre-activation and 

possible causes for the inwards collapse of M2-E. 
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5.3.4 Domain Interactions 

The mechanism that governs the transition between states of 5-HT3A lies in the 

allostery between 5-HT binding and secondary structure elements in the TMD and 

ECD, namely the M2-M3 loop (TMD), the β1-β2 loop (ECD), the β8-β9 loop (ECD), 

and the pre-M1 region (TMD/ECD),236, 248, 269 which are shown for 5-HT3A-5mM 

monomers C, D, and E in Figure 39A. The β1-β2 loop, the β8-β9 loop, and the pre-M1 

region are all directly connected to residues involved in 5-HT binding through β-strands 

and all interact either directly or indirectly with the M2-M3 loop. The M2-M3 loop is 

critical to channel gating because it acts as a spring that regulates the orientation M2, 

which is critical because separation between neighboring M2 helices is needed to allow 

the turning of L260 away from the center of the pore (shown in an open conformation 

PDB ID: 6HIN250 as an indication of a conductive state, Figure 24), and outwards tilt 

and/or translation of M2 allows this separation of helices to occur. The M2-M3 loop 

has been reported as natively restrained in the apo form,248 which is also observed here, 

meaning that pore opening is an active process that requires the release of the loop from 

a native restraint. 

The disparity between the conformational change observed in monomer D and the 

collapse observed in monomer E initiates with the M2-M3 loop which in monomer D 

coils into a helix that causes M2-D to tilt outwards along with M3-D (Figure 39A). The 

opposite occurs in the M2-M3 loop of monomer E which becomes more elongated 

allowing M2-E to tilt inwards along with M3-E. Coiling of M2-M3-D is permitted 

because of a shift in β1-β2-D away from M2-M3-D (and towards β1-β2-E), while β1-

β2-E and β1-β2-C do not demonstrate significant shifts (Figure 39A). Distances 

between the center of masses of the five β1-β2 loops are shown in Figure 39B for 5-
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HT3A-5mM to demonstrate the deviation from the average distance between β1-β2 loops 

and the distances between β1-β2-D and its neighbors and in Figure 39C for 5-HT3A-Apo 

which serves as a control case (no 5-HT is bound). Of the β1-β2 loops, as proposed, 

only β1-β2-D shifts because bpDE residues D-Y46, D-W63, and D-R65 all lie on β-

strands 1 and 2 of monomer D which at the onset of binding are pulled toward the 

primary monomer E through 5-HT in bpDE as the intermediary, while the pentameter 

D residues of bpCD are pulled toward the complimentary monomer C through 5-HT in 

bpCD as the intermediary, causing a twisting of monomer D which includes twisting 

of β1-β2-D. Neither monomers C or E are bound on either side by 5-HT, so they do not 

display the same twisting as seen in monomer D, but rather are constrained in only one 

direction by 5-HT binding. Moreover, this twist of monomer D and coiled orientation 

of M2-M3-D is stabilized by a salt bridge that forms between D271 of M2 and K54 of 

β1-β2-D which locks monomer M2-D in a conformation that reduces channel occlusion 

(Figure 40A). Alternatively, because β1-β2-E does not exhibit a twisting motion, K54 

of monomer E is stabilized by forming a salt bridge with D52 and E53 of β1-β2-D 

when β1-β2-D twists toward β1-β2-E (Figure 39A). The twisting of β1-β2-D further 

allows D271 of M2-E to also form a salt bridge with K54 of monomer D, but unlike 

D271 of M2-D, this salt bridge constrains M2-E in an orientation that creates channel 

occlusion instead of decreasing restriction through the channel (Figure 40B).  
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Figure 39. (A) Principal shifts in secondary structure 

motifs at the transmembrane domain (TMD)/extra 

cellular domain (ECD) interface for 5-HT3A-5mM due 

to sustained binding events in bpCD and bpDE. 

Monomers C (pink), D (yellow), and E (orange) 

shown as secondary structure with initial structures 

colored as transparent white. Monomers A and B, and 

all M4 helices removed for clarity. Distances 

between the center of masses of the β1-β2 loops 

colored by monomers for 5-HT3A-Apo (B) and 5-HT3A-

5mM (C). 
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Figure 40. Stabilizing interactions depicted as 

secondary structure and colored by monomer (C, pink; 

D, yellow; E, orange) with relevant residues depicted 

as sticks and atoms following the standard coloring 

scheme. (A) K54 of β1-β2-D forms a salt bridge with 

D271 of M2-D stabilizing it in a conformation that 

reduces channel occlusion. β1-β2-D shifts with the 

twisting of monomer D and does not interact with β1-

β2-C. (B) K54 of β1-β2-D also forms a salt bridge with 

D271 of M2-E stabilizing it in a closed conformation. 

Meanwhile, K54 of β1-β2-E forms salt bridges with 

D52 and E53 of β1-β2-D , the only β1-β2 loop that 

shifts due to twisting of monomer D. (C) T276 of M2-

M3-D is stabilized with hydrogen bonding with Q184 

of β8-β9-C conversely to (D) where T276 of M2-M3-

E is stabilized with hydrogen bonding with E186 of β8-

β9-D instead due to differences in shifts of the β8-β9 

loops that arise from either partial or complete binding 

of their associated monomers. Both instances of 

hydrogen bonding are stabilized by a salt bridge 

between E186 of β8-β9 of R218 of the pre-M1 region. 
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Additionally, differences in shifts observed in the β8-β9 loops of monomers C and 

D appear to play a role in stabilizing the conformation of monomer D that reduces 

channel occlusions and the conformation of monomer E that increases it. The M2-M3 

loop is natively constrained by hydrogen bonding to the β8-β9 loop and pre-M1 region 

of the complimentary monomer, constraints which are broken, but then reconfigured 

between T276 of M2-M3-D and Q184 of β8-β9-C in the form of hydrogen bonding 

(Figure 40C). However, due to an upwards shift in β8-β9-D as a result of twisting 

observed in monomer D, T276 of M2-M3-E and E186 of β8-β9-D also form a hydrogen 

bond (Figure 40D), but much like the D271-K54 salt bridge, this hydrogen bond 

contributes to lock M2-M3-D in an conformation that reduces channel occlusion and 

M2-M3-E in a conformation that increases it. In both cases a salt bridge is formed 

between E186 and R218 (Figure 40C-D) which strengthens the configurations 

governed by hydrogen bonding with T276. 

In summary, bound only to the primary face of 5-HT3A-5mM monomer C, 5-HT 

appears to regulate the β8-β9 loop which is connected through β-strand linkage to the 

primary face, but not to the β1-β2 loop which is only connected to the complimentary 

face (Figures 39 and 40). Conversely, bound only to the complimentary face of 5-HT3A-

5mM monomer E, 5-HT appears to regulate the β1-β9 loop which is connected through 

β-strand linkage to the complimentary face, but not to the β8-β9 loop which is only 

connected to the primary face, preventing the M2-M3-E loop from expanding 

outwards, and allowing M2-E to collapse inwards (Figures 39 and 40). Only in the case 

of 5-HT3A-5mM monomer D, is full allosteric regulation and activation of a 5-HT3A 

monomer observed, in contrast to its neighboring monomers which are only partially 
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bound by 5-HT. Significant shifts of these loops in the other monomers of 5-HT3A-5mM 

and in the three other systems were not observed, indicating that the binding of 5-HT 

that allosterically regulates monomer D of this system is indicative of pre-activation, 

whereas at least three bound 5-HT are required to achieve complete activation.239, 270 

Lastly, changes in the TMD are not solely related to agonist binding in pLGICs, 

and can also be regulated by antagonists, glycosylation, phosphorylation, and the lipid 

membrane itself. This last effect of lipid interactions is relevant to the conformational 

transition of monomer D in 5-HT3A-5mM. Therefore, subsequently discussed is the 

differences between the three systems with a membrane composed of a 7:7:6 mixture 

of POPC/SDPC/cholesterol and the final system with a membrane composed of pure 

POPC, as defined in Table 5.  

 

5.3.5 Impact of Lipid Type 

These simulations are unique compared to past simulations of 5-HT3A because they 

are the first to use a lipid membrane composition representative of a neuronal 

membrane (a 7:7:6 mixture of POPC/SDPC/cholesterol) and the first to compare 

simulations of a pLGIC in two different membrane lipid compositions (this mixture 

versus pure POPC). This is particularly important with respect to probing the role 

which lipids have on the immobilization of 5-HT3A for applications like FET 

biosensing. POPC is commonly used for simulations of mammalian proteins because 

it is considered representative of mammalian lipid membranes, however both 

polyunsaturated fatty acid (PUFA) lipids such as SDPC and cholesterol have been 

found to make up a significantly high percentage of the lipids found in 5-HT3A-

containing membranes.253 While to date there is a lack of evidence demonstrating the 
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direct effects of these lipids on 5-HT3A, there is evidence demonstrating that these lipids 

interact directly with and regulate the function of other pLGICs such as the nAChR, 

the Gloeobacter violaceus ligand-gated ion channel (GLIC), and the γ-aminobutyric 

acid receptor (GABA), which are largely homologous in structure to 5-HT3A.253-257, 271-

274 This indicates a need to study the effects of these lipids on 5-HT3A to determine if 

they play a role in regulating its function similar to other pLGICs. Therefore, in this 

subsection differences in lipid distribution and lipid interaction with 5-HT3A between 

5-HT3A-5mM and 5-HT3A-5mM-POPC are reported, as depicted by representative snapshots 

for the two simulations in Figure 41A and 41B, respectively.  

The first observable difference in lipid distribution is greater clustering of SDPC 

(cyan) compared to POPC (magenta) around the TMD of 5-HT3A-5mM, quantified by 

the average number of SDPC within 3.5 Å of 5-HT3A (46.2 ± 0.03) compared to POPC 

(35.6 ± 0.02). SDPC demonstrates a tendency to transiently penetrate the TMD with its 

saturated chain (Figure 41A, small red circle), in contrast to POPC (Figures 41A-B). 

The TMD of each 5-HT3A-5mM monomer is transiently penetrated by at least one SDPC 

(with the exception of monomer E), as shown in Figure A29. Sustained penetration of 

the TMD is only observed in the 5-HT3A-5mM monomer D (Figure 41A, large red circle), 

which experiences twisting and expansion due to sustained 5-HT binding to both its 

primary and complimentary faces (see Section 3.2, Structural Overview). Occupation 

of the TMD within monomer D (yellow) can also be seen in Figure 41C (indicated by 

a red circle) which depicts lipid density for the three lipid types in 5-HT3A-5mM over the 

entire 15 μs and average center of masses for helices M1-M4.  
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Figure 41. (A) Representative snapshot of 5-HT3A-5mM colored by monomer (A, green; B, 

purple; C, pink; D, yellow; E, orange) depicting transient penetration of the TMD by 1-

stearoyl-2-docosahexaenoyl-sn-glyerco-3-phosphocholine (SDPC, cyan) and sustained 

penetration by 1-palmitoyl-2-oleoyl-SN-glycero-3-phosphocholine (POPC, magenta), 

SDPC, and cholesterol (gray). (B) Representative snapshot of 5-HT3A-5mM-POPC depicting no 

such penetration when only POPC is present. (C) Lipid density over 15 μs for 5-HT3A-5mM 

depicting clustering of SDPC around the TMD and sustained penetration of the TMD. (D) 

Snapshot of 5-HT3A-5mM monomer D (yellow) shown as secondary structure with penetrating 

lipids shown as sticks and other lipids removed for clarity. 

 

Figure A30 demonstrates the relationship between the expansion of the intra-helical 

space within helices M1-M4 of monomer D, represented by the area formed between a 

quadrilateral whose four corners are the center of masses of these helices, and lipids 

that penetrate the intra-helical space as it expands. At the onset of this expansion at 

around 5 μs, the saturated tail of a SDPC lipid packs into the intra-helical space, 
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followed by the saturated tail of a POPC lipid that also packs into the intra-helical space 

at around 6 μs. Over the next six microseconds, the entire POPC lipid packs within the 

intra-helical space, which is followed by the packing of a second POPC lipid that 

replaces the saturated tail of the SDPC lipid. This second POPC lipid is subsequently 

replaced by a single cholesterol at around 12 μs, followed by the packing of a SDPC 

lipid at around 13 μs into the intra-helical space. Finally, the packing of two additional 

lipids, one POPC and one SDPC lipid, into the intra-helical space, but towards the 

bottom of this space to result in the final conformation observed in Figure 41D, which 

is stable for the remaining 3 μs of the simulation. This packing of three different lipid 

types stabilizes the final conformation of monomer D and is not observed in any other 

monomers in this replicate or in the 5-HT3A-Apo and 5-HT3A-15mM simulations.  

In addition to the monomer D-penetrating cholesterol, which demonstrated 

sustained hydrogen bonding to Y442 on M4-D, two more cholesterols were identified 

as hydrogen bonding with a Glu residue on M3-A and an Arg residue on M4-B, 

respectively, for the final 10 μs of the simulation, though no significant changes in 5-

HT3A structure were associated with the binding of these cholesterols to the TMD. 

Notably, the sustained hydrogen bonding of cholesterol to Y442 of M4-D was only 

made possible through the trapping of cholesterol via π-π interactions with monomer 

D (Figure A31). The first stable interaction with monomer D was π-π stacking with 

F439 of M4-D for ≈ 50 ns, which transitioned to π-π stacking with F242 of M1 for ≈ 

50 ns and finally to hydrogen bonding with Y442 (Figure A31). Direct hydrogen 

bonding with Y442 would likely not be possible without first π-π stacking with Y442 

and/or F439 which face outwards into the membrane on the M4 and M1 helices, 
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respectively. The end result is a stable binding pocket for cholesterol within monomer 

D of the TMD, which maintains the final conformation of the monomer (FigureA31).  

5.4 Conclusion 

In this chapter, all-atom MD simulations using the first resolved structure of 5-

HT3A, PDB ID: 4PIR.246 This allowed both the observation of an equilibrated 

membrane-bound conformation of the pLGIC, and the allosteric regulation of its 

structure by 5-HT. These microsecond-scale simulations permitted the depiction, for 

the first time, of a dynamic representation of 5-HT binding, and allosteric regulation 

during the pre-activation or priming of 5-HT3A. From these results it can be concluded 

that a pre-active rather than fully activated state was observed because the ion channel 

through 5-HT3A remained closed to ion translocation even with stable binding of two 

5-HT ligands in the five possible binding pockets on the ECD. During this state, a 

twisting and expansion of the 5-HT3A monomer bound on both sides by these 5-HT 

was observed, indicative of the channel being primed for activation. The observed 

structural changes during 5-HT binding is in agreement with the proposed mechanism 

of pLGIC activation.244 However, because only two 5-HT ligands remained bound for 

the full 15 μs simulation, with the other three 5-HT ligands transiently bound, full 

activation of the channel was not observed. This is in agreement with kinetic models 

of experimental data that indicate at least three 5-HT ligands must remain bound to 

achieve a measurable current through 5-HT3A.239, 270  

Notably, the kinetic models of 5-HT3A that best describe experimental data require 

the inclusion of a pre-active state, designated by 5-HT binding that primes the pLGIC 

for activation,239, 270 proposed to enhance cooperativity.275-276 While there was an 
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observed transition of a bound 5-HT neighboring a second bound 5-HT to a less 

enthalpically favorable orientation, the entropic favorability of this orientation is 

difficult to obtain with limited sampling. Therefore, it cannot be fully quantified 

whether 5-HT binding caused higher affinity for 5-HT in a neighboring binding pocket 

as hypothesized for other pLGICs.275-276 However, other conformational changes from 

5-HT binding which appear to prime the ECD-TMD interface for channel activation 

were presented, such as the stabilization of an open conformation of the M2 helix 

through stabilization of the M2-M3 loop of the TMD by the β1-β2 and β8-β9 loops of 

the ECD, in agreement with previous observation.248, 250 The stable binding of only two 

of five 5-HT ligands to 5-HT3A further allowed the reporting of, for the first time, 

differences in allosteric regulation based on monomers that are bound on either the 

primary, complimentary, or both faces by 5-HT. 

Critically, these observations of 5-HT3A pre-activation are based on the assumption 

that the starting structure, PDB ID: 4PIR,246 represents a resting state and not a 

desensitized state as previously hypothesized.247 To this end, the accurate 

representation of 5-HT3A in silico was promoted by embedding the pLGIC in a lipid 

membrane representative of the native membrane, measuring structural equilibration 

with RMSD, and comparing differences between 5-HT-bound and apo conformations. 

The lipid membrane environment, including the adequate packing of lipids in the 

membrane, has been shown to be essential for accurate MD simulations of ion channels, 

and can even regulate ion channel conductance.21, 61-65 Chapter 5 reports for the first 

time the use of a well-equilibrated POPC/SDPC/Cholesterol lipid membrane that 

mimics the native neuronal membrane (specific benefits of adding SDPC and 
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cholesterol are presented at the end of the discussion). 250 ns of equilibration was 

necessary to achieve membrane equilibration, i.e., lipid packing, as reported through 

SA/lipid (Figure A21) for the POPC/SDPC/Cholesterol membranes (as well as pure 

POPC membranes). This equilibration is important because if the membrane is not 

natively packed it promotes the TMD to spontaneously expand outwards into the 

membrane, which may be erroneously observed as channel opening. Previous 

simulations of 5-HT3A that used pure POPC membranes248-250 have not reported metrics 

such as SA/lipid that would indicate sufficient lipid packing, and may have erroneous 

conclusions based on less packed membranes.  

Protein structure determined through crystallization is not necessarily 

representative of the native structure under physiological conditions, especially when 

nanobodies are needed to resolve the structure, such as the 5-HT3A structure used 

here.246 To reconcile this, structural changes from a crystalized structure of 5-HT3A to 

a more native state are reported and required up to 12 μs to relax. Notably, apo 5-HT3A 

took the most time to stabilize (12 μs), whereas 5-HT-bound forms took less time 

(8 μs – 10 μs), which is likely due to loop c and other binding pocket residues that are 

restrained by 5-HT binding, but exhibit greater flexibility without 5-HT in the apo case. 

This essential RMSD metric to confirm 5-HT3A equilibration in the lipid membrane 

was not reported for previous simulations that only equilibrated 5-HT3A for at most 60 

ns, whereas these results indicate that these timescales are orders of magnitude less 

than what is required to achieve structural equilibration.248-250 Similarly to under-

equilibrated lipid membranes, incomplete equilibration of protein structure can lead to 

the erroneous observations regarding 5-HT3A structure. 
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A conductive or open state can be easily discerned from the translocation of 

hydrated ions across the pLGIC. However, assigning a channel state to a closed pLGIC 

(i.e., a pre-active, desensitized, or resting state) is more difficult, requiring a 

comparison between the apo and ligand-bound conformations. The pore radius profiles 

for all four systems reported demonstrate that the TMD pore closes for both apo and 5-

HT-bound conformations of 5-HT3A to less than the radius of a hydrated K+ ion, 

resulting in a closed conformation. In 5-HT3A-Apo, this closure is symmetric through the 

TMD, and there is little change to the pore radius profile of the ECD compared to the 

crystalized conformation, suggesting a resting state either before activation or after 

desensitization (Figure 37). Similarly, previous MD simulations of apo 5-HT3A (PDB 

IDs: 4PIR and 6BE1) also report that the apo conformation remains closed to ion 

translocation and resembles a resting state.248, 250 

Conversely to 5-HT3A-Apo, 5-HT3A-5mM demonstrated asymmetric closure through 

the TMD in combination with evidence of pre-activation, which has not been observed 

previously for 5-HT3A.248-250 Notably, asymmetric closure in 5-HT3A-5mM was observed 

with the expansion of at least one monomer through the TMD due to 5-HT-binding. 

Therefore, this conformation likely represents a desensitized state which would not 

demonstrate an allosteric response from 5-HT binding, in contrast to a previous 

hypothesis.247 Previous MD simulations of 5-HT3A have not conclusively demonstrated 

activation of the pLGIC with five 5-HT ligands bound for the entire simulation, 

including a lack of maintaining an initially open conformation in an activated state.248-

250 Evidence of partial activation that was observed may be an artifact of insufficient 
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protein equilibration, insufficient lipid packing, and the application of artificial 

restraints that bias the structure of 5-HT3A in a given conformation.248-250  

 In short, closure through the TMD of 5-HT3A is not unprecedented, but the 

timescales used in these simulations, an order of magnitude greater than any previous 

work, allowed for the observation of the unbinding and rebinding of 5-HT to 5-HT3A, 

and the priming of 5-HT3A after the structure was allowed to equilibrate to a more 

native conformation. While the unbinding of 5-HT from 5-HT3A is a novel observation, 

ligand unbinding has been observed previously for other pLGICs including GluCl,244 

where four of five glutamate ligands became unbound before 500 ns, with only one 

rebinding transiently over the final 1 μs. This unbinding resulted in channel closure 

similarly to that observed for these simulations, described as ‘spontaneous relaxation 

of the channel’, and supported a conclusion that crystalized conformations of pLGICs 

may be in a pre-active state that require microsecond timescales to observe priming or 

pre-activation.244  

Lastly, evidence demonstrating the direct effects of lipids on 5-HT3A, including 

from cholesterol and PUFA lipids, is lacking compared to other pLGICs.253 This 

chapter presents the sustained interactions between cholesterol and the TMD of 5-

HT3A, specifically that cholesterol, along with POPC and SPDC, penetrate the TMD of 

5-HT3A-5mM monomer D (Figure A32) as it twists and expands due to 5-HT binding and 

stabilize it in a presumed pre-active state. This suggests that lipid types other than 

POPC are required to modulate the 5-HT3A-5mM response to 5-HT binding including the 

stabilization of the pre-active state. Also observed was hydrogen bonding between 

cholesterol and M4, which also has not been previously reported, and appears critical 
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to catch cholesterol through π-π bonding before it is able to fully penetrate the TMD. 

Experimentally, cholesterol has been included in lipid membranes to study the structure 

of 5-HT3A,246, 277 but few conclusions have been reported besides the distribution of 5-

HT3A in the membrane changing from evenly distributed to tightly packed clusters as a 

result of the removal of cholesterol.277  However, because the structure of 5-HT3A is 

largely homologous to other pLGICs including the nAChR, GLIC, and GABA 

receptors, whose amplitude of channel conductance and rate of desensitization are 

regulated by cholesterol253-257 and PUFA lipids271-274, it is likely that cholesterol and 

PUFA lipids play a role in regulating the structure and function of 5-HT3A. Notably, 

MD simulations have previously demonstrated a binding site for cholesterol on 

GABA,271 which demonstrated that cholesterol interacts with the M2 helix of the TMD, 

strongly suggesting the regulation of channel conductance. While no direct interactions 

between M2 and cholesterol were observed, previously271 cholesterol was docked at 

the M2 helix, as opposed to these simulations which required the diffusion of lipids to 

penetrate 5-HT3A5mM  monomer D. Additional simulations of 5-HT3A will be needed to 

fully understand the role of cholesterol and PUFA lipids in regulating 5-HT3A function, 

including ones that leverage the potential cholesterol binding site by homology to 

GABA.271 

5.5 Transition to Proposed FET Measurements of 5-HT3A 

The previous two chapters, Chapter 4 and Chapter 5, provided examples of how 

MD simulations are used to model ion channel function including the ionic current 

through the channel, including the effects of lipid membranes on the ion channels.  

These predictions can be particularly useful for applications such as FET biosensing, 
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which provide an excellent ion-sensitive platform for characterizing ion channels, but 

require the immobilization of ion channels above the sensing surface with lipid 

membranes, which as described in Chapter 4, can significantly impact channel current. 

Chapter 5 also provided significant impact regarding the biophysical mechanisms of 

the biorecognition of 5-HT by 5-HT3A which has implications in understanding the 

activation mechanism of 5-HT3A as characterized with FET biosensing. The final 

chapter of this work provides a brief summary of how ion channels are currently 

characterized, and briefly describes how novel FET fabrication (Chapter 2) and novel 

FET design, as used for other ultra-sensitive protein measurements (Chapter 3), can be 

used for the characterization of ion channels. 

 

 

 

 

 

 

 

 



 

 

156 

 

Chapter 6:  Conclusions and Outlook: Using FETs to Study Low-

Conductance Ion Channels Leveraging Lessons Learned from 

MD Simulations 

6.1 Conclusions 

The primary purpose of this work was to demonstrate the benefits and potential of 

using FETs for biosensing applications. The following four objectives were achieved 

in the six chapters that make up this work: 

(i)  An effective and repeatable method to fabricate FETs from monolayer MoS2 

with electrical performance sufficient to be used for biosensing applications 

was demonstrated in Chapter 2. 

(ii) The ability of these FETs to detect pH with sensitivity several times greater 

than the Nernst Limit as an indirect measurement of Cdk5 activity and to 

directly detect streptavidin binding was demonstrated in Chapter 3. 

(iii) MD simulations of the ion channels 5-HT3A and αHL were used to model their 

immobilization in lipid membranes and biomarker biorecognition (in the case 

of 5-HT3A) in Chapters 4 and 5 which provides valuable insight into the 

effects of lipid membrane type on ion channel immobilization and the 

biophysical phenomena that govern biorecognition, as they pertain to FET 

biosensing. 

(iv) Experiments that use FET biosensing to characterize ion channels such as 5-

HT3A are outlined in Chapter 6 which provides an accumulation of all the 

conclusions elucidated in this work. 
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This work demonstrated how experimental and simulation methods can be used to 

advance the application of label-free biosensing, which will serve as a useful tool for 

medical diagnosis and therapeutic characterization in the immediate future.   

6.2 Outlook: Introduction 

6.2.1 Background: Method for Ion Channel Characterization 

Ion channels such as 5-HT3A are typically characterized with experimental 

techniques such as patch-clamp, an electrochemical biosensing method which was 

developed in the early 1980s.278 A simplified diagram of how patch-clamp is performed 

is shown in Figure 42, where a glass micropipette filled with electrolyte solution is used 

to isolate a patch of cellular membrane containing a single ion channel, e.g., of a 

neuronal cell. A working electrode is inserted into this micropipette and connected to 

a reference electrode that is added to the surrounding solution, creating an electrical 

circuit over which a change in potential can be measured.278 The effective electrical 

circuit is the glass micropipette (RP) in series with two parallel elements, the 

capacitance of the membrane (CM) and the resistance of the ion channel (RIC), where 

RP and CM are presumed constant RIC, a resistance to ionic current, changes as a 

function of the activation of the channel by a given agonist. Generally reported is the 

channel current, using the applied potential, the channel resistance, and Ohm’s Law 

(V=IR).278  

While patch-clamp generally leverages an amplifier to increase the electrical signal 

obtained from such a measurement, the resolution is not sufficient to characterize the 

channel current though native 5-HT3A.232, 236, 263, 279 This is presumed to be because of 

several arginine residues at the trans entrance of 5-HT3A which serve as a selectivity 
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filter for negatively charged ions,232, 236 rendering very low channel currents (< 1 pA). 

Therefore, novel sensing techniques, such as ion-sensitive FET biosensing are needed 

to characterize the ultra-low currents through 5-HT3A, to provide a platform to study 

the effectiveness of therapeutics, such as activation inhibitors, on the ion channel. FETs 

are also significantly less inexpensive to produce when mass-produced, potentially 

providing a significant cost reduction compared to the patch-clamp technique.  

 

Figure 42. Simplified diagram of the patch-

clamp technique. A micropipette is used to 

isolate a batch of a cell (e.g., neuron) 

membrane containing an ion channel. An 

electrode is inserted into the pipette and 

connected to a reference electrode in the bath 

water forming an electrical circuit over which 

a potential difference us measured. The 

potential is converted to a channel current 

where the ion channel acts a resistor to ionic 

current.  



 

 

159 

 

6.3 Outlook: Experimental Outline for Ion Channel Characterization with 

FETs 

6.3.1 Materials and Methods: Immobilization 

The immobilization of ion channels on a sensing surface such that their native 

function is faithfully recreated requires a lipid membrane composed of lipid types 

necessary to maintain this function (see Chapters 4 and 5). A popular tool used to 

achieve this is a tethered-lipid membrane (TLM), which is depicted in Figure 43.200, 220, 

280 TLMs have been used to study numerous ion channels, including αHL, the ion 

channel that was the subject of Chapter 4.200, 220, 280-282 TLMs are composed of two 

lipids types, the first is a mobile lipid known to form a bilayer membrane (Figure 43, 

red), and the second is the same lipid but with the head group removed and replaced 

with a hydrocarbon chain (Figure 43, long blue/red chains with brown termini) that 

terminates with some functional group (Figure 43, yellow) known to bind to the sensing 

surface, collectively known as the tethering lipid. The hydrocarbon chain of the 

tethering lipid serves to create sufficient space between the lipid membrane and the 

sensing surface, so that the ion channel of interest can be inserted into the membrane 

without sterically clashing with the sensing surface. This is not to be confused with the 

spacer molecule (Figure 43, short blue/red chain) that is added with the tethering lipid 

to permit the even spacing of tethering lipids along the sensing surface, as to not create 

clusters of tethers where ion channels would sterically clash with the tether chains. 
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Figure 43. Schematic of a tethered-lipid membrane (TLM). First, 

spacer molecules (short blue/red chains) and tethering molecules (long 

blue/red chains with brown termini) are adhered to the surface (gold). 

Next, mobile lipids (red) are added, spontaneously forming a lipid 

membrane bilayer. Figure adapted from reference 281. 

 

TLMs can be created by first adding a mixture of spacer molecules and tether lipids 

onto a cleaned sensing surface which spontaneously create a monolayer and then 

adding mobile lipids that spontaneously create a bilayer membrane from this 

monolayer.200, 220, 280-282 The remaining lipids are then rinsed away forming a pristine 

TLM. Spacer molecules and tethered lipids of varied length are commercially available 

to accommodate for ion channels of different length and size.281-282 Essential to 

performing FET measurements with this setup will be short spacer molecules to allow 

for the sensing surface to detect ions with minimal screening from the Debye-Hückel 

Model (see Chapter 1). The formation of a robust TLM can be verified with techniques 

such as impendence spectroscopy,283-284 where a robust TLM should demonstrate a 

strong capacitive component and a weak resistive component, where the latter is 

indicative of defects in a membrane.  

The insertion of non-gating ion channels such as αHL can be measured through 

increases in the resistive component of these impendence measurements,200 however, 

because ion channels like 5-HT3A require activation, more sophisticated techniques will 
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be required to verify their incorporation into the TLM, such as direct FET sensing, as 

described for streptavidin in Section 3.3.5. The significant electrostatic potential of an 

ion channel such as 5-HT3A is well within the limit of detection of the monolayer MoS2 

FETs discussed in Chapter 2 and 3, providing that the lipid tethers are sufficiently short 

to keep the ion channel near the sensing surface and that sufficiently low concentrations 

of electrolyte are used to avoid electrostatic potential screening effects as predicted by 

the Debye-Hückel Model (see Chapter 1). 

 

Figure 44. Schematic of proposed FET biosensing measurements for the 

characterization of ion channels. Details of the circuit diagram are the same as in 

Figure 22a for pH sensing. For ion channel characterization, ion channels will be 

connected near the sensing surface via a tethered-lipid membrane (TLM). Direct FET 

biosensing will be used to detect the incorporation of ion channels into the TLM and 

indirect FET biosensing will be used to detect ionic currents at the onset of activation 

by an ion channel agonist  

 

As introduced at the start of this section, the choice of mobile lipid type is essential 

to maintaining ion channel function, as demonstrated with MD simulations in 



 

 

162 

 

Chapters 4 and 5. For 5-HT3A the use of a mixture of POPC, SDPC, and cholesterol 

lipids was shown to be important for maintaining ion channel function with these MD 

simulations, and therefore a similar mixture should be considered for the TLM in the 

experiments outlined in this section.  

6.3.2 Experimental Setup 

After direct FET sensing measurements confirm the incorporation of closed 5-HT3A 

into the TLM, the same configuration for the indirect FET measurements described in 

Chapter 3 will be used where the sensing surface is utilized as an ion-sensitive surface. 

Figure 44 shows the same circuit diagram for this setup, except with the sensing surface 

shown with a TLM (dark blue) attached and 5-HT3A inserted into the TLM. In Figure 

44, ions are shown as yellow, where the addition of the agonist 5-HT will open up the 

5-HT3A ion channels and the application of a potential to the surface will drive ions 

through the channels.  

6.3.3 Interpretation of Results and Specificity 

As an ion-sensitive FET operating in constant current mode under PID control, the 

measured output will be ΔVBG, where ΔVBG will increase with the opposite polarity of 

the ions driven to the surface, which will have the opposite polarity of the potential 

applied to the solution. Furthermore, it will be important to use a buffered electrolyte 

solution to avoid unwanted changes in pH that could be interpreted as changes in the 

ionic potential on the sensing surface. In this way, the only element governing a 

measured change in potential is the TLM bound 5-HT3A that restricts the flow of ions 

to the surface, which will yield high specificity for such an experiment, in that only an 

activator like 5-HT should be able to open 5-HT3A and create ion flow to the sensing 
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surface. Nevertheless, control experiments with other small molecules such as 5-HT3A 

inhibitors will need to be performed, to ensure that the binding of a small molecule to 

5-HT3A or the TLM will be create a significant FET signal. In the event the FET is 

sensitive enough to measure activator binding, differential measurements will be 

performed to account for this additional charge, much like the control measurements to 

account for the additional charge of ATP for the Cdk5 measurements presented in 

Chapter 3. 

The key to maximizing sensitivity in FET biosensing is the distance that the charged 

biomarker can be sensed by the sensing surface, as demonstrated by the Debye-Hückel 

Model. Therefore, it will also be essential for these indirect biosensing experiments to 

leverage a spacer molecule that is as short as possible to minimize the distance between 

the ions and maximize the electric field they impose onto the sensing surface. Spacers 

are varying length are available for the creation of TLMs, therefore selection of spacers 

should not demonstrate to be a major challenge in these experiments. 

6.4 Outlook: Conclusion 

In conclusion, this chapter provides a brief outline for how FETs can be leveraged 

for the characterization of ion channels. The use of TLMs to recreate the function of 

these ion channels, with membrane lipid types found in the tissues that these proteins 

are natively found, should provide to be an adequate immobilization platform that 

permits the native biorecognition of agonists by the ion channels. The excellent 

performance characteristics of dual-gated, monolayer MoS2 FETs should permit 

sufficiently low LODs to detect the ultra-low currents though ion channels such as the 

homomeric 5-HT3A serotonin receptor.  
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This chapter builds upon numerous lessons learned demonstrated in the preceding 

four chapters, which were only elucidated through the novel experiments and 

simulations performed as part of this work. In summary, this final chapter demonstrates 

synergy between FET biosensing and MD simulations, specifically as to how FET 

biosensing can be used to characterize ion channels whose structure-function 

relationship can be best modelled with MD. Specifically, while current MD simulations 

(see Chapter 5) have only provided mechanistic information regarding the pre-

activation of 5-HT3A, future simulations will be used to model the channel current 

through an activated/open conformation of 5-HT3A. These simulations will provide 

predictions on the ionic current through activated 5-HT3A, which is unknown from 

experiment.232, 236 Presently, as part of this work, these MD simulations are being 

performed on recently resolved open/activated conformations of 5-HT3A that were 

resolved with 5-HT bound to the structure.250, 258 Ultimately, FET measurements will 

be used to quantify the actual ionic current to validate these models with experimental 

data, which will also provide information useful to assigning channel state, i.e., 

activated versus desensitized. 
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Appendices 
Appendix Figures. 

 
Figure A1. Transfer curves for all 17 exposed material forming gas anneal (EM-FGA) field-

effect transistors (FET) for VDS = 1.05 V demonstrating back-gate performance. All 

measurements were performed after deposition of a top-gate oxide and prior to the deposition 

of a top-gate metal. 
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Figure A2. Transfer curves for all 5 control field-effect transistors (FET) for VDS = 1.05 V 

demonstrating back-gate performance. All measurements were performed after deposition of a 

top-gate oxide and prior to the deposition of a top-gate metal. 
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Figure A3. IDS-VDS curves for all 17 exposed material forming gas anneal (EM-FGA) field-

effect transistors (FET) at varying VBG (10 V, 0 V, and −10 V) demonstrate improved contact 

performance. All measurements were performed after deposition of a top-gate oxide and prior 

to the deposition of a top-gate metal. 
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Figure A4. IDS-VDS curves for all 5 control field-effect transistors (FET) at varying VBG  (10 V, 

0 V, and −10 V). All measurements were performed after deposition of a top-gate oxide and 

prior to the deposition of a top-gate metal. 

 

 
Figure A5. (a) 2-point and 4-point probe I-V curves used to calculate contact resistance for an 

EM-FGA FET and the same I-V curves for a control FET (b). 
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Figure A6. Transfer curves for all 17 exposed material forming gas anneal (EM-FGA) field-

effect transistors (FET) for VDS = 1.05 V demonstrating top-gate performance. All 

measurements were performed after deposition of a top-gate oxide and a top-gate metal. 
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Figure A7. IDS-VDS curves for all 17 exposed material forming gas anneal (EM-FGA) field-

effect transistors (FET) at varying VTG (4 V, 0 V, and −4 V) demonstrate improved contact 

performance. All measurements were performed after deposition of a top-gate oxide and a top-

gate metal. 
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Figure A8. IDSVDS curves for all 5 control field-effect transistors (FET) at varying VTG (4 V, 0 

V, and −4 V). All measurements were performed after deposition of a top-gate oxide and a top-

gate metal. 
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Figure A9. Transfer curves for all 5 control field-effect transistors (FET) for VDS = 1.05 V 

demonstrating top-gate performance. All measurements were performed after deposition of a 

top-gate oxide and a top-gate metal. 

 

 

 
Figure A10. Chemical structure of Diethylmethyl(2-methoxyethyl)ammonium 

bis(trifluoromethylsulfonyl)imide, the ionic liquid using to top-gate the ionic liquid-gated 

field-effect transistors (LGFETs)  
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Figure A11. AC Capacticance data for ionic liquid on gold electrodes. VAC = 10 mV, bias = 

0 V. (inset) Capacitance with fixed frequency and measured with a variable voltage bias. 

Quantum capacitance was extracted following a standard practice used previously when 

analyzing the performance of ionic liquid gated MoS2 field effect transistor.107, 162 The 

extracted value compares favorably with both theory and previous experiment data 

confirming the approach of the method used here. 
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Figure  A12. The fluorescently tagged Streptavidin Alexa Fluor-488 permitted 

fluorescent measurements to be performed that verified the binding of streptavidin to the 

biotinylated surface. False green coloring was added in post-processing to enhance 

contrast: black regions are the SiO2 substrate, the dark green region (left) is the biotinylated 

gold outside the area partitioned with a rubber o-ring for streptavidin binding, and the light 

green region (right) is the biotinylated gold inside the area partitioned with a rubber o-ring 

where fluorescent streptavidin bound to the substrate. 
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Figure A13. Schematic and associated images of both direct FET biosensing for 

streptavidin detection (orange) and indiret FET biosensing for measurements of pH or 

enzymatic acitivty (green). For streptaivind measurements, either an in-line reference 

electrode or reference electrode inserte dinto the injection port were used. FET shown in 

reddish purple, PID controller and current preamplifier shown in sky blue and wave 

function generator and offset voltage shown in vermillion.  
 



 

 

176 

 

 

 

 

 
Figure A14. Power spectral densities for a ionic liquid-gated FET (LGFET) of (a) 

VBG (300 nm SiO2) and (b) VBG 70 nm SiO2 under PID control, of (c) ID (300 nm SiO2) 

under open loop operation, and for a solid-state FET (SSFET) of (d) VBG (300 nm 

SiO2), which were used to estimate the signal to noise ratio (SNR). 
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Figure A15. Lipid surface area (SA) versus time depicting convergence to stable SA/lipid 

values after sufficient membrane equilibration. 
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Figure A16. (A) Representative cross section snapshot of truncated β-barrelPOPC-S1 depicting 

the β-barrel of αHL extending downwards into the membrane exposing the β-strand trans 

entrance loops to the aqueous phase which destabilizes the loops. (B) Representative cross 

section snapshot of FullPOPC-S1 for comparison of relative height of αHL in the membrane. 

(C) Representative cross section snapshot of truncated β-barrelDPhPC-S1 depicting the β-barrel 

of αHL extending downwards into the membrane also exposing the β-strand trans entrance 

loops to the aqueous phase which destabilizes the loops. (D) Representative cross section 

snapshot of FullDPhPC-S1 also for comparison of relative height of αHL in the membrane. αHL 

is shown as an electrostatic surface colored by residues charge type. Lipid membrane is 

shown as a gray electrostatic surface. 
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Figure A17. Channel radius profiles of the transmembrane region shown over 

time as a temperature map (blue: 0 ns, yellow: 125 ns, red: 250 ns). Top row 

from left to right: FullPOPC-S1, FullPOPC-S2, FullPOPC-S3*; bottom row from left to 

right: FullDPhPC-S1, FullDPhPC-S2 
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Figure A18. Ionic current through αHL shown as the accumulation of ion crossings for 

individual replicates. While average trends (Figure 5A) demonstrate overall differences 

between POPC and DPhPC, individual trends show FullDPhPC-SX display excellent 

agreement to experimental current through ≈60 ns and less variability between replicates 

in contrast to FullPOPC-SX which display agreement to experimental current only through 

≈20 ns and significant variability after 150 ns. The divergence in channel current for 

FullPOPC-SX after 150 ns is correlated to pore collapse which is not observed as significantly 

in DPhPC membranes. FullDPhPC-SLCPL (Langevin coupling applied only to non-hydrogen 

protein and lipid atoms) demonstrates an insignificant difference in DPhPC currents when 

Langevin coupling is applied to only non-hydrogen protein and lipid atoms or too all non-

hydrogen atoms (including water). 
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Figure A20. (A) BarrelDPhPC-SX depicting disulfide linkages (yellow) between β-strands to 

prevent unravelling. (B) FullDPhPC-SX depicting coupling between neighboring β-strands and 

not individual strands. (C) Channel occlusion and obfuscation of the principal constriction 

by R104 and K154. (D) Restraint of R104 and K154 by the cap prevents additional channel 

occlusion above the principal constraint. αHL shown by secondary structure with residues 

colored by side-chain charge type. 

 

 

 

 

Figure A20. Example binding pose of 5-HT obtained 

using Autodock Vina.  
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Figure A21. Average surface area per lipid (SA/lipid) 

during constant pressure and temperature (NPT) 

equilibration of the mixed 7:7:6 1-stearoyl-2-

docosahexaenoyl-sn-glyerco-3-phosphocholine 

(SDPC)/1-palmitoyl-2-oleoyl-SN-glycero-3-

phosphocholine (POPC)/cholesterol (top, green) 

membrane and POPC (bottom, blue) membrane.  
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Figure A22. Total backbone root-mean-square deviation (RMSD) of the secondary structure 

motifs (Table S1) for 5-HT3A-Apo. 

 

 

 

Figure A23. (Top Row) Total backbone root-mean-square deviation (RMSD) of the 

secondary structure motifs (Table S1) for 5-HT3A-5mM. (Bottom Row) Total backbone RMSD 

highlighted for the β8-β9, cys, and M2-M3 loops. 
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Figure A24.  Transmembrane domain (TMD) of an 

open conformation of 5-HT3A (PDB ID: 6HIN, cyan) 

overlaid with the closed conformation of 5-HT3A (PDB 

ID: 4PIR) colored by monomer (A, green; B, purple; 

C, pink; D, yellow; E, orange) where L260 is shown 

for both structures as sticks. 

 

 

Figure A25. (A) Transmembrane domain (TMD) snapshot for 5-HT3A-5mM-POPC (including 

L260) shown as secondary structure and lines (respectively), with the initial structure as 

transparent white and the final structure colored by monomer (A, green; B, purple; C, pink; 

D, yellow; E, orange), with lipids, water, and ions removed for clarity. Representative helix 

labels for M1-M4 shown for monomer C with red, dashed lines connecting the centers of 

pore-lining M2 helix to demonstrate symmetry and red, solid arrows indicating the principal 

direction of M2 fluctuation with cartoon 5-HT indicating 5-HT-binding between monomers 

for the entire 15 μs (solid) and transient binding (transparent with dashed arrows). (B) Same 

as (A) for 5-HT3A-15mM 
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Figure A26. Comparison of representative transmembrane domain (TMD) snapshots from 

Figure 3 and Figure S6 overlaid with the open conformation of 5-HT3A (PDB ID: 6HIN, 

cyan) colored by monomer (A, green; B, purple; C, pink; D, yellow; E, orange), with lipids, 

water, and ions removed for clarity: (A) 5-HT3A-Apo, (B) 5-HT35mM, (C) 5-HT3A-15mM, and (D) 

5-HT3A-5mM-POPC. The primary constriction residue L260 is shown as sticks. 
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Figure A27. (A) Total binding events of 5-HT with 5-HT3A-15mM. (B) enthalpic contribution 

to binding energy between 5-HT and the extracellular domain (ECD) where letters 

correspond to binding orientations on the bottom and right: bpAB (a, ≈ 1.2 μs), bpAB 

(b, ≈ 6.4 μs), bpBC (c, ≈ 9.1 μs), bpCD (d, ≈ 2.2 μs), bpCD (e, ≈ 6.4 μs), bpCD (f, ≈ 14.1 

μs), bpDE (g, ≈ 6.4 μs), and bpEA (h, ≈ 12.2 μs). 
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Figure A28. (A) Secondary structure of a binding pocket with D202 and R65 represented 

with sticks to demonstrate the essential salt bridge that helps maintain an optimal binding 

environment for 5-HT (cyan). (B) When this salt bridge is broken, 5-HT rapidly unbinds 

from the binding pocket because several of the residues involved in 5-HT binding are located 

near D202 of loop c which swings open without stabilization from the D202-R65 salt bridge. 

 

 
Figure A29. Total number of SDPC penetrating the 

transmembrane domain (TMD) of 5-HT3A-5mM.  
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Figure A30. Correlation between the intra-

transmembrane domain (TMD) area of monomer D 

(left axis) and number of lipids penetrating this area 

(right axis). Legend: SDPC: 1-stearoyl-2-

docosahexaenoyl-sn-glyerco-3-phosphocholine, 

POPC: 1-palmitoyl-2-oleoyl-SN-glycero-3-

phosphocholine. 

 

 

 
Figure A31. Trapping and transition of cholesterol (gray) within 5-HT3A-5mM monomer D (yellow) with 

relevant side chains depicted as lines. Cholesterol is initially stabilized through π-π stacking with F439 of 

M4, but switches to π-π stacking with F242 of M1. After stabilization within monomer D, cholesterol flips 

orientation and is ultimately stabilized through hydrogen bonding with Y442 of M4. 
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Figure A32. Initial (white, transparent) and final 

(yellow, solid) conformations of the transmembrane 

domain (TMD) helices M1-M4 and the M2-M3 loop 

of 5-HT3A-5mM monomer D before and after twisting 

and expansion due to 5-HT binding to the 

extracellular domain (ECD) on either side of the 

monomer (shown schematically). Also depicted are 

the three primary lipids that penetrate the intra-TMD 

space created from this conformational shift. 
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Appendix Tables. 

System Name Protein – 

Membrane 

trans entrance – Membrane Constriction – 

Membrane 

Definition 

(selection) 

Entire protein – 

entire lipid 

membrane 

Residues from V124 to L135 (including D127 

and K131 with charged side chains) – entire 

lipid membrane 

Residues E111 and 

K147 – entire lipid 

membrane 

Table A1. Definitions (selections) of αHL regions and membrane for interactions energy calculations 

 

 

Table A2. Relevant secondary structure motifs and 

associated residue numbers. 

Secondary Structure Motif  Residue #s 

n-terminal tail 8:36 

β-sandwich (1/2) 37:134 

(β1-β2 loop) 52:57 

cys loop 135:147 

β-sandwich (2/2) 148:176 

β8-β9 loop 177:180 

Loop c  181:219 

M1 helix 220:244 

M1-M2 loop 245:248 

M2 helix 249:272 

M2-M3 loop 273:281 

M3 helix 282:308 

M3-MX loop 309:317 

MX helix 318:334 

M4 helix 399:459 
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