
ar
X

iv
:1

80
8.

01
25

8v
2 

 [
qu

an
t-

ph
] 

 6
 A

ug
 2

01
8

Selective and Efficient Quantum Process Tomography in Arbitrary Finite Dimension

Ignacio Perito,1 Augusto Roncaglia,1 and Ariel Bendersky2

1Departamento de F́ısica, Facultad de Ciencias Exactas y Naturales,
Universidad de Buenos Aires and IFIBA, CONICET,
Ciudad Universitaria, 1428 Buenos Aires, Argentina.

2Departamento de Computación, Facultad de Ciencias Exactas y Naturales,
Universidad de Buenos Aires and ICC, CONICET,
Ciudad Universitaria, 1428 Buenos Aires, Argentina.

(Dated: August 7, 2018)

The characterization of quantum processes is a key tool in quantum information processing tasks
for several reasons: on one hand, it allows to acknowledge errors in the implementations of quantum
algorithms; on the other, it allows to charcaterize unknown processes occurring in Nature. In [1, 2]
it was introduced a method to selectively and efficiently measure any given coefficient from the
matrix description of a quantum channel. However, this method heavily relies on the construction of
maximal sets of mutually unbiased bases (MUBs), which are known to exist only when the dimension
of the Hilbert space is the power of a prime number. In this article, we lift the requirement on the
dimension by presenting two variations of the method that work on arbitrary finite dimensions: one
uses tensor products of maximally sets of MUBs, and the other uses a dimensional cutoff of a higher
prime power dimension.

I. INTRODUCTION

Being able to efficiently characterize the temporal evo-
lution of a quantum system is one of the main tasks that
is needed to accomplish in order to reliably operate large-
scale and general purpose quantum devices. In the last
few years, there were proposed several methods for this
issue, commonly known as quantum process tomography
[1–8]. In general, for an unknown evolution, full pro-
cess tomography is inefficient since it requires resources
that scale exponentially with the number of subsystems.
However, it has been shown that is possible to efficiently
obtain partial and relevant information about the process
under consideration [1, 2, 6–8].
The temporal evolution of a quantum system can be

described by a linear, completely positive, trace pre-
serving map ρout = E (ρin). If the system under con-
sideration has dimension d, one can choose a basis
{

Em,m = 0...d2 − 1
}

of operators and write the map as:

E (ρ) =
∑

mn

χmnEmρE
†
n (1)

where the trace preserving condition is given by
∑

mn χmnE
†
nEm = 1 and the matrix χ is Hermitian and

positive, making the map completely positive. In [1, 2, 7]
the authors present a method that efficiently estimates
any coefficient from the χ–matrix of a quantum channel.
Their method relies on averaging the survival probabil-
ity of a particular set of states, namely a state 2–design,
when being acted upon by modified versions of the chan-
nel E . The state 2–designs in this case are constructed us-
ing maximal sets of mutually unbiased bases (MUBs) [9].
These bases are such that if a system is prepared in any
state from one of them, then a measurement with respect
to other basis of this set provides maximal uncertainty.
The construction of state 2–designs imposes several lim-
itations on the dimension d for which this protocol can

be implemented, since these maximal sets of bases are
known to exist only for dimensions that are powers of
prime numbers [10–12]. For arbitrary dimensions only
approximate constructions are known [13].
In this paper we present two variations of the above

protocol that can be implemented in an arbitrary dimen-
sion. The first one is based on the construction of tensor
products of 2–designs and measure the survival probabil-
ity over modified channels. This idea not only allows to
do selective and efficient quantum process tomography
in arbitrary systems, but also requires the preparation of
product states in smaller dimensions. The other scheme
relies on the preparation of state 2–designs in a higher
dimension and then project this design onto the desired
dimension.
This paper is organized as follows. In Sec. II, we re-

view some properties of state 2–designs, MUB sets and
the results of Ref. [1], specifically, a protocol for selective
and efficient quantum process tomography (SEQPT). In
Sec. III, we show that tensor products of 2–designs are
approximate 2–designs up to local corrections, making
them suitable for SEQPT; then we describe our first
scheme. In Sec. IV, we introduce our second scheme,
that performs SEQPT based on the construction of a
state 2–design on a higher dimension.

II. SEQPT IN PRIME POWER DIMENSIONS

In this section we review the fundamental concepts for
the protocol developed in [1] that allows to perform se-
lective and efficient quantum process tomography. The
method is based on the concept of state 2–designs, that
allows to efficiently perform averages of quadratic func-
tions over the Haar measure. Interestingly, the construc-
tion of 2–designs is intimately related to the existence of
maximal sets mutually unbiased bases.
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A. 2–designs and Mutually Unbiased Bases

A finite set of states X = {|ψm〉 ,m = 1, ..., N} is a
state 2–design if there is some fixed probability distribu-
tion {pi}i=1,...,N such that

∫

H
dψ f (Pψ) =

N
∑

m=1

pif (Pψm
) (2)

for any f that is quadratic in Pψ = |ψ〉〈ψ|, and the inte-
gral is made over the only normalized unitarily invariant
measure on H, namely, the Haar measure. That is, a
state 2–design is a set of states such that the mean value
of any quadratic function in Pψ over such a set gives the
same mean value over the set of all possible states. When
the probability distribution over the states in the set is
uniform, we have pi = 1/|χ| = 1/N for all i = 1, . . . , N
and we refer to the set as a uniform 2–design. In the fol-
lowing, unless explictly noted, all 2–designs considered
will be uniform. An interesting property that we will use
extensively is that, for every pair of operators A and B
in a Hilbert space of dimension d, it holds that

〈A,B〉 =
∫

H
dψTr[Pψ APψB] =

TrA TrB +Tr[AB]

d(d+ 1)
.

(3)
A simple way to find a state 2–design is to consider a

set of mutually unbiased bases (MUB), which automat-
ically form a state 2–design [14, 15]. Two orthonormal
basis B1 and B2 of H are unbiased if every state of B1 has
the same overlap with every state from B2 and viceversa.
A set of orthonormal bases {B1, ...,BM} will be a mutu-
ally unbiased bases set if every pair of bases is unbiased.
That is,

∣

∣

〈

ψJl |ψKm
〉∣

∣

2
= δJKδlm + (1− δJK)

1

d
, (4)

where
∣

∣ψJl
〉

is the l–th state from basis J . When the
dimension d is a power of a prime, the maximum num-
ber of mutually unbiased basis is d + 1 [10, 11], and the
d(d + 1) states form such set form a state 2–design [14].
For arbitrary dimension d it is not known the maximum
number of MUB.

B. SEQPT

First, let us briefly describe the quantum algorithm
for QPT introduced in Ref. [1]. The method allows to
efficiently obtain the elements of the χ–matrix defined
in Eq. (1), and can be easily understood if one con-
siders an orthonormal operator basis {Em} satisfying
Tr(EmE

†
n) = d δm,n (orthonormality), EmE

†
m = 1 (uni-

tarity), and E0 = 1. From Eq. (3) and the orthogonality
of the operators, it is straightforward to verify that the
mean fidelity or survival probability is given by:

F̄ (E) =
∫

H
dψ Tr[Pψ E (Pψ)], (5)

|0〉
aux H • ✌

✌ σx

|ψi〉 Ej Ei E ✌
✌ |ψi〉 〈ψi|

FIG. 1. Circuit depicting the protocol for SEQPT. When
averaging over all the states |ψi〉 from a state 2–design, the
mean value of σx (σy) conditioned to the survival of state |ψi〉
yields the real (imaginary) part of χij .

and provides information about the diagonal contribution
of E0. In general, each element χij can be obtained by
measuring the following averaged survival probability:

F̄ (Eij) =
dχij + δij
d+ 1

. (6)

where Eij(ρ) ≡ E(E†
i ρEj). Thus, using a slightly modi-

fied channel, it would be possible to measure the elements
of the χ–matrix provided one is able to perform the aver-
age over the Haar measure. The key point of the method
is that, since both expressions are quadratic in Pψ, this
average can be evaluated by considering just a finite set
of states from a 2–design. Notice that the modified chan-
nel Eij is not physical, however, it can be implemented
via the tomographic protocol depicted in Fig. 1. Then, it
is straightforward to show that the real (imaginary) part
of χij is obtained by measuring the mean value of σx (σy)
conditioned on the survival of the state |ψi〉, where |ψi〉
is randomly chosen from a state 2–design.

III. GENERAL SEQTP WITH TENSOR

PRODUCTS OF 2–DESIGNS

A. Tensor products of 2–designs

In this Section we will first describe how tensor prod-
ucts of 2–designs can be used to approximate 2–designs,
and then we show that tensor products of maximally
MUB sets provide a good approximation for integration
purposes.
Let us start with the bipartite case. Consider a Hilbert

space H = H1 ⊗ H2 of dimension d = D1D2 = pn1

1 pn2

2 ,
with p1 and p2 different prime numbers. This ensures
that a maximally set of MUBs exists for both dimensions
D1 and D2, and that those MUB sets are 2–designs. Let
A and B be operators in dimension d, and consider the
following integral

〈A,B〉⊗ =

∫

H1

∫

H2

dψ1 dψ2 Tr[Pψ1ψ2
APψ1ψ2

B], (7)

where Pψ1ψ2
= |ψ1〉〈ψ1| ⊗ |ψ2〉〈ψ2| and the integrations

are performed over the Haar measure for H1 and H2 re-
spectively. It is easy to see that the above expression can
be evaluated using 2–designs in H1 and H2: 〈A,B〉⊗ =

1
|X⊗|

∑

ψ∈X⊗
Tr[Pψ APψ B], where the sum is taken over
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the product states |ψ〉 ≡ |ψ1〉 |ψ2〉 ∈ X⊗ ≡ X1 ⊗X2 with
|ψ1〉 ∈ X1 and |ψ2〉 ∈ X2, X1 and X2 are 2–designs in
H1 and H2 respectively. Now, expanding the operators
A and B in a product basis and using the identity of
Eq. (3) for each dimension Di we arrive at:

〈A,B〉⊗ =
1

d(D1 + 1)(D2 + 1)

(

TrATrB + Tr(AB) +

+Tr [A (I1 ⊗ Tr1(B))] + Tr [A (Tr2(B)⊗ I2)]
)

(8)

where Ii is the identity over system i and Tri is the partial
trace over system i. Notice that the first two terms in
Eq. (8) are proportional to the ones that would appear
in averages over a 2–design (see Eq. (3)). In fact, for an
average like 〈A,B〉⊗, one can use two 2–designs and the
resulting expression would be similar to Eq. (3), with the
addition of two new terms. Thus,

〈A,B〉 = (D1 + 1) (D2 + 1)

(d+ 1)
〈A,B〉⊗ +

−Tr [A (I1 ⊗ Tr1(B))] + Tr [A (Tr2(B)⊗ I2)]

d (d+ 1)
. (9)

We will see later, in the context of QPT, that the last
two terms can either be neglected (depending on the val-
ues of Di) or measured. Thus, Eq. (9) establishes the
connection between averages over 2-designs 〈A,B〉 and
averages over tensor product of 2-designs 〈A,B〉⊗ in the
bipartite case.
In general, when the dimension d is the product of

more than two prime power factors d = pn1

1 ...pnN

N , we will
consider tensor products of N different 2–designs. In this
case, one can show that the following identity holds:

〈A,B〉⊗ =
∑

X∈{0,1}N

Tr
[

A
(

1

(X) ⊗ TrXB
)]

d
∏N
k=1(Dk + 1)

, (10)

where I
(X) is the identity operator on the subsystems

for which the binary N–uple X has a 1, and TrX is the
partial trace over those subsystems. Hence, this identity
is the extension of Eq. (8) when the average is taken over
general tensor products of 2–designs.

B. SEQPT with tensor products of 2-designs: the

bipartite case

1. Mean survival probabilities

Consider that d = D1D2 with D1 = pn1

1 and D2 = pn2

2 .
As it was shown in Sec. II B, the original method relies
on the fact that one can efficiently perform averages, like
the one in Eq. (6), when the dimension of the system
is a prime power. Here we will show that this could
also be done by taking averages over tensor product of
2-designs. First, let us expand the channel of Eq. (1) in a
product basis of operators acting on H = H1 ⊗H2. This
basis can be written in terms of two orthogonal basis

of each system: {Ej1j2 ≡ Ej1 ⊗ Ej2}
j2=0,...,D2

2
−1

j1=0,...,D2

1
−1

, where

each element Eji is a unitary matrix. Thus, the channel
in this basis is defined as:

E(ρ) =
∑

µ1µ2ν1ν2

χµ1µ2

ν1ν2 Eµ1µ2
ρEν1ν2 , (11)

for some coefficients χµ1µ2

ν1ν2 . We have adopted the con-

vention Ej1j2 ≡ E†
j1j2

and Eji ≡ E†
ji
, and from now on

we will also consider δji ≡ δij .

In order to obtain an arbitrary coefficient χj1j2i1i2
, we can

consider the modified channel E i1i2j1j2
(ρ) ≡ E

(

Ei1i2ρEj1j2
)

.
Using this modified channel, the averaged survival prob-
ability is equal to:

F̄ (E i1i2j1j2
) =

dχi1i2j1j2
+ δi1j1δ

i2
j2

d+ 1
. (12)

Which is useful provided one can implement the average
using state 2-designs but, as we mentioned before, this
is not the case for an arbitrary dimension d. So let us
consider the following mean survival probability:

F̄⊗(E i1i2j1j2
) =

∫

H1

∫

H2

dψ1dψ2 Tr[Pψ1ψ2
E i1i2j1j2

(Pψ1ψ2
)].

Notice that this expression can be evaluated by averaging
over a finite set of states belonging to X⊗. Additionally,
one can show that the elements of the χ-matrix obey the
following identity (see Appendix A):

χi1i2j1j2
= F̄⊗(E i1i2j1j2

)
(1 +D1)(1 +D2)

d
+
δi1j1δ

i2
j2

d

−F̄1(E i1i2j1j2
)
(1 +D1)

d
− F̄2(E i1i2j1j2

)
(1 +D2)

d
. (13)

The last terms in the expression have a clear in-
terpretation: F̄1 can be thought as a reduced
mean survival fidelity over system 1: F̄1(E i1i2j1j2

) =
1

d2|X1|
∑

ψ1∈X1
Tr
[

(Pψ1
⊗ 12) E i1i2j1j2

(Pψ1
⊗ 12)]

]

. In terms

of integrals over the Haar measure it can be written as:
F̄1(E i1i2j1j2

) =
∫

H1

dψ1 〈ψ1|Tr2(E i1i2j1j2
(Pψ1

⊗ 12/d2)) |ψ1〉,
and similarly for F̄2(E i1i2j1j2

). Thus, the above identity
tells us that we do not need to compute Haar integrals
in order to evaluate the elements χi1i2j1j2

, it is enough to
perform a sampling over a finite set of states from X⊗.
Notice also that the first term in the right hand side of
the last equation is the mean survival probability of the
elements of our approximate 2–design over a channel
that is non-physical. This feature already appears in the
prime power dimension case, and how to circumvent this
issue was described in Ref. [1]. Bellow, we describe how
to determine each of the terms with a single quantum
circuit.

2. Estimation of the elements of the χ-matrix

In order to estimate the coefficients χi1i2j1j2
we have to

determine three different complex terms, as it is shown
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|0〉
aux H • ✌

✌ σx

|ψ1〉

Ei1i2 Ej1j2 E

✌
✌ |ψ1〉 〈ψ1|

|ψ2〉 ✌
✌ |ψ1〉 〈ψ1|

FIG. 2. Circuit that estimates the real part of χi1i2
j1j2

. The
initial states |ψ1〉 and |ψ2〉 are uniformly sampled from the
set of states that belongs to the 2-designs X1 and X2 respec-
tively. A measurement of the expectation value of σx (σy)
conditioned to the results of the measurements at the other
two systems allows to estimate the Re(χi1i2

j1j2
) (Im(χi1i2

j1j2
)).

in Eq. (13). These terms can be written as mean survival
probabilities over non-physical quantum channels. The
real part of these terms can be estimated through the
circuit represented in Fig. 2. This is a variation of the
strategy used in Ref. [1]. The method utilizes one auxil-
iary qubit whose polarization is measured. The inputs of
the circuit are the clean qubit and states randomly chosen
from each 2-design. It is easy to show that by measuring
the expectation value of σx ⊗ Pψ1

⊗ Pψ2
one estimates

Re(F̄⊗(E i1i2j1j2
)). Analogously, with the expectation value

of σy ⊗ Pψ1
⊗ Pψ2

one estimates Im(F̄⊗(E i1i2j1j2
)).

The other terms, F̄1(E i1i2j1j2
) and F̄2(E i1i2j1j2

), can also be
estimated with the same circuit. Thus, for instance,
in order to estimate Re(F̄1(E i1i2j1j2

)) one has to measure
the expectation of σx ⊗ Pψ1

⊗ 12 given the initial state
|0〉〈0|aux ⊗ Pψ1

⊗ 12

D2

. This is achieved by looking at the
statistics of the measurements of the auxiliary qubit and
system 1 independently from the results of the measure-
ments at system 2. This is so because the initial state
of system 2 is a random state from (1 +D2) orthogonal
bases, which is a possible implementation of 12 provided
the result of the measurement of system 2 is not taken
into account. Thus, each run of the circuit in Fig. 2
yields one of eight possible outputs for each polarization
measurement. The number of outputs is the result of the
product of 2 values for the polarization, 2 values for Pψ1

and 2 values for Pψ1
. In summary, detection of Pψ1

along
with Pψ2

contributes to the estimation of F̄⊗, detection
of just Pψ1

to the estimation of F̄1, and detection of just
Pψ2

to the estimation of F̄2.

So far this protocol seems to be inefficient: given that
|X⊗| grows exponentially with n1 and n2, one would ex-
pect that also the number of experiments required to esti-
mate Re(F̄⊗(E i1i2j1j2

)) grows exponentially with n1 and n2.
Fortunately, will show that, altough the number of exper-
iments required to estimate an element of the χ-matrix
depends upon the desired precision, it is independent of
n1 and n2. This can easily be understood by looking at
Eq. (13) and realising that Re

(

χi1i2j1j2

)

can be thought of
as an average of a random variable which can take eight
values. Then, one can relate the number of trials needed
to estimate this average,M , with the desired error ǫ and

failure probability p as (see Appendix B):

p ≤ 2 exp

( −Mǫ2

2(1− 1
d )

2

)

. (14)

This implies the estimation of an element of the χ-
matrix requires a number of experiments of the order
M ≥ 2 ln(2/p)/ǫ2.

C. SEQPT with tensor products of 2-designs: the

general case

Now we consider the tensor product approach for a
system of arbitrary dimension d. In this case, we can

always factorize it as d =
∏N
a=1 p

na
a where pa are prime

numbers and na ≥ 1 their respective multiplicity in the
prime number factorization of d. Thus, the Hilbert space

of the system is H =
⊗N

a=1 Ha and each subspace has
dimension Da = pna

a . As it was done before, we will
consider unitary orthogonal operator bases for each sub-
system

{

Eaia
}

ia=1,...,D2
a

, and the basis of operators for the

composite system as
{

⊗N
a=1E

a
ia ≡ Ei

}

, where from now

on we will assume that i ≡ i1...iN . Thus, an arbitrary
channel E can be expanded as:

E(ρ) =
∑

ν,µ

χµν Eµ ρE
ν . (15)

Our objective is to estimate effciently an arbitrary co-
efficient χij . The crucial objects we need to compute are

integrals of the form 〈M,Q〉 =
∫

H dψTr[PψMPψQ]. Let
us consider the 2-designs Xa ∈ Ha for a = 1, . . . , N ,
which we know how to construct because each Ha has
prime power dimension. Now we can define our approxi-

mate 2-design X⊗ ∈ H as X⊗ =
⊗N

a=1Xa. It is easy to

check that, if M =
⊗N

a=1Ma and Q =
⊗N

a=1Qa:

〈M,Q〉⊗ =

N
∏

a=1

(TrMa TrQa +Tr[MaQa]) . (16)

If we expand the right hand side of the last equation, we
obtain 2N terms. A convenient way to refer to each of
those terms is the following:

fMQ(m1, . . . ,mN ) ≡
N
∏

a=1

Tr[MaQa]
ma⊕1(TrMa TrQa)

ma ,

where m1 . . .mN take values in {0, 1} and ⊕ is the addi-
tion modulo-2. Note that the sum of two of these terms
is given by:

fMQ(0, . . . , 0) + fMQ(1, . . . , 1) = d(d + 1)〈M,Q〉. (17)

Therefore, the integral we are interested in appears in
equation Eq. (16), but we have to deal with some extra
terms in order perform the process tomography. We will
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show that the circuit for the estimation of non-diagonal
coefficients is analogous to the one presented for N = 2
and it is shown in Fig. 3.
The procedure we can use to obtain the elements of

the χ-matrix in terms of mean survival probabilities is
analogous as the one we follow in the bipartite case (see
Appendix A). Thus, one can show that the elements of
the χ-matrix obey:

χij = F̄⊗(E ij)
∏N
a=1(Da + 1)

d
+

(2N − 3)
∏N
a=1 δ

ia
ja

d

−
∑

~m 6={~0,~1}

F̄~m(E ij)
∏

a/ma=1(Da + 1)

d
, (18)

where ~m is a vector with N components each of which
take values in {0, 1}. In this case, the reduced mean
survival probabilities are defined as:

F̄~m(E ij) =
∏

a/ma=0(Da + 1)

|X⊗|
∑

ψ∈X~m

Tr[ρ~mψ E ij(ρ~mψ )],

where the averages are taken over the states in
X~m ≡⊗a/~ma=1Xa, and states defined as:

ρ~mψ =





⊗

a/ma=0

1

(a)

Da



⊗ Pψ with ψ ∈ X~m. (19)

These are completely mixed states in the subsystems la-
belled by ma = 0, and elements of a 2-design for the
rest.
The circuit that estimates the elements of the χ-matrix

is shown in Fig. 3. There, as in the bipartite case, the
real and imaginary part of the fidelities are estimated
by measuring mean values associated to σx and σy , re-
spectively. Furthermore, all the terms in Eq. (18) can
be evaluated by considering many runs of the same cir-
cuit, where the initial states |ψa〉 are sampled from the
state 2-design in Ha. In this case, the circuit has 2N+1

outputs: 2 for the auxiliary qubit, and 2 for each of the
N subsystems (the projective measurement gives binary
results). Thus, one can discriminate between these re-
sults to evaluate all these fidelities. The efficiency of this
protocol is discussed in Appendix B.

IV. GENERAL SEQPT USING LOW

DIMENSIONAL PROJECTION

In this section we show a different strategy that allows
to construct a non-uniform 2–design in any dimension d
different from a prime power. The method is based on
taking a 2–design in a dimension grater than d, and then
project this set over dimension d.
Let us consider D an integer such that D > d and

D = pn for some prime number p and natural number
n. D could be, for instance, the smallest dimension

|0〉
aux H • ✌

✌ σx

|ψ1〉

Ei Ej E

✌
✌ |ψ1〉 〈ψ1|

|ψ2〉 ✌
✌ |ψ2〉 〈ψ2|

...
...

|ψN 〉 ✌
✌ |ψN 〉 〈ψN |

FIG. 3. Circuit that estimates the real part of χi
j for a process

that acts on a system of arbitrary dimension d =
∏N

a=1
pna
a .

The initial states |ψi〉 are uniformly sampled from the set of
states that belongs to the 2-designs X1, . . . , XN . A measure-
ment of the expectation value of σx (σy) conditioned to the
results of the measurements at the other systems allows to
estimate the Re(χi

j) (Im(χi
j)).

grater than d for which we know how to generate 2–
designs. We assume that in dimension D a maximal
MUB set is made up of the bases B0, ...,BD. The ba-
sis B0 =

{∣

∣ψ0
0

〉

, ...,
∣

∣ψ0
D−1

〉}

can be arbitrary chosen, and
the sates from the other bases of the MUB set can be
written as

∣

∣ψMk
〉

=

D−1
∑

j=0

eiα
M
jk

√
D

∣

∣ψ0
j

〉

, (20)

where
∣

∣ψMj
〉

denotes the j–th state from basis BM [11].

The set of states XD =
{∣

∣ψMj
〉}M=0,...,D

j=0,...,D−1
form a state

2–design in dimension D [14].
The key point of the method is, as before, the efficient

estimation of Haar integrals of quadratic forms. Given
two arbitrary operators A and B in Hd, and their expan-
sion in an orthonormal basis {|j〉}j=0,...,d−1:

A =

d−1
∑

j,k=0

ajk |j〉 〈k| , B =

d−1
∑

j,k=0

bjk |j〉 〈k| , (21)

we can define two operators that can be considered as
their extensions to HD:

Ã ≡
d−1
∑

j,k=0

ajk
∣

∣ψ0
j

〉 〈

ψ0
k

∣

∣ , B̃ ≡
d−1
∑

j,k=0

bjk
∣

∣ψ0
j

〉 〈

ψ0
k

∣

∣ . (22)

Then, as XD is a 2-design in HD, we have that:

1

|XD|
∑

j,M

Tr[ÃPψM
j
] Tr[B̃PψM

j
] =

TrÃTrB̃ +Tr[ÃB̃]

D(D + 1)

(23)
with PψM

j
= |ψMj 〉〈ψMj |. We can define the projector

ΠDd =
∑d−1

j=0

∣

∣ψ0
j

〉 〈

ψ0
j

∣

∣ and the following set of unnor-

malized vectors
{∣

∣

∣φ̃Mj

〉

≡ ΠDd
∣

∣ψMj
〉

}M=0,...,D

j=0,...,D−1
. Since

both Ã and B̃ act on the subspace spanned by the
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first d elements of B0, they satisfy Ã = ΠDd ÃΠDd and

B̃ = ΠDd B̃ΠDd , then:

Tr[Ã PψM
j
] =

〈

φ̃Mj

∣

∣

∣ Ã
∣

∣

∣φ̃Mj

〉

Tr[B̃ PψM
j
] =

〈

φ̃Mj

∣

∣

∣ B̃
∣

∣

∣φ̃Mj

〉

. (24)

Now, let us consider the set XD
d =

{∣

∣φMj
〉}

∈ Hd de-
fined by the following states:

∣

∣φMj
〉

=











|j〉 if M = 0 and 0 ≤ j ≤ d− 1
∑d−1

k=0
e
iαM

kj√
d

|k〉 if 1 ≤M ≤ (D + 1)

and 0 ≤ j ≤ D − 1 .

This set is composed by |XD
d | = d+D2 states, and it is

easy to check that:

Tr[Ã PψM
j
] =



















Tr[APφM
j
] if M = 0 and j ≤ d− 1

0 if M = 0 and j ≥ d
d
DTr[APφM

j
] if 1 ≤M ≤ (D + 1)

and 0 ≤ j ≤ D − 1 ,

in the same way for the operator B. Taking into account
the fact that, by definition, TrÃ = TrA, TrB̃ = TrB and
Tr[ÃB̃] = Tr[AB], we obtain:

∑

ϕ∈XD
d

cϕTr[APϕ] Tr[BPϕ] = TrATrB +Tr[AB] , (25)

where cϕ = 1 if |ϕ〉 is one of the d states withM = 0, and
cϕ = d2/D2 otherwise. Defining Z ≡ ∑

cϕ = d(d + 1)
and the probabilities pϕ ≡ cϕ/Z, we can rewrite the last
equation as:

∑

ϕ∈Xd

pϕ 〈ϕ|A |ϕ〉 〈ϕ|B |ϕ〉 =
∫

Hd

dψ 〈ψ|A |ψ〉 〈ψ|B |ψ〉 ,

(26)
which shows that the set XD

d is indeed a proper 2-design
in Hd. As we said before, unlike a complete set of mutu-
ally unbiased bases in prime power dimension, this set is

not a uniform 2-design. The set XD
d splits in two subsets

whose weights are different when it comes to estimate
Haar integrals. For the d states with M = 0 we have

pϕ = 1
Z , and for the remaining D2 states pϕ = d2

ZD2 .
Finally, the application for SEQPT is direct: the

protocol is exactly the same as the one in Ref. [1], but
the sampling of the states from the 2-design XD

d is
done according to the probability distribution pϕ. The
efficiency of the protocol is also the same, and can also
be obtained as the efficiency of the method in dimension
D, as shown in [1]. That is, to obtain an error lower
than ǫ with a probability of failure lower than p one has
to perform M experiments, where M ≥ ln (2/p) /2ǫ2.
The efficiency of the method comes from the fact that
M does not depend on the dimension d (nor it depends
on D).

V. SUMMARY

Quantum process tomography is a key tool for quan-
tum information processing. In general, full quantum
tomography is an inefficient task and protocols for par-
tial tomography provide essential information about a
given process. In this article we showed two schemes
that allow to perform efficient selective process tomogra-
phy in arbitrary dimensions. These protocols are based
on the idea presented in Ref. [1], and are extended to
arbitrary finite dimensions. Our approach requires the
estimation of Haar integrals of quadratic forms in di-
mensions where the construction of uniform 2-designs is
not known. Thus, we showed how one can achieve this
task using two methods: on one hand, an approximate
2-design can be constructed using tensor product of 2-
designs and, on the other, a non-uniform 2-design can be
obtained by projecting 2-designs over smaller dimensions.

ACKNOWLEDGMENTS

We acknowledge financial support from ANPCyT
(PICT 2014-3711 and PICT 2015-2293), CONICET and
UBACyT.

[1] Bendersky, A., Pastawski, F. & Paz, J. P. Selective and
efficient estimation of parameters for quantum process
tomography. Phys. Rev. Lett. 100, 190403 (2008).

[2] Bendersky, A., Pastawski, F. & Paz, J. P. Selective and
efficient quantum process tomography. Phys. Rev. A 80,
032116 (2009).

[3] Nielsen, M. A. & Chuang, I. L. Quantum Com-
putation and Quantum Information (Cambridge Se-
ries on Information and the Natural Sciences) (Cam-
bridge University Press, 2004), 1 edn. URL
http://www.worldcat.org/isbn/521635039.

[4] Mohseni, M. & Lidar, D. A. Direct characterization of
quantum dynamics. Phys. Rev. Lett. 97, 170501 (2006).

[5] Mohseni, M., Rezakhani, A. T. & Lidar, D. A. Quantum-
process tomography: Resource analysis of different
strategies. Phys. Rev. A 77, 032322 (2008).
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Appendix A: Estimating the elements of the

χ-matrix with tensor product of 2-designs

Here we sketch a derivation of Eq. (13). In this case,

the action of the channel E i1i2j1j2
over states of the 2-designs

X1 and X2 is given by:

E i1i2j1j2
(Pψ1

⊗ Pψ2
) =

∑

µ1ν1
µ2ν2

χµ1µ2

ν1ν2

(

Eµ1
Ei1Pψ1

Ej1E
ν1
)

×
(

Eµ2
Ei2Pψ2

Ej2E
ν2
)

. (A1)

In order to compute the average in this expression, we
will consider that the initial states Pψ1

⊗Pψ2
are sampled

from the set of states X⊗, i.e. the tensor product of 2-
designs.
First, let us consider the average of the survival proba-

bility over the set X⊗. Using Eq. (6) this average is given
by:

F̄⊗(E i1i2j1j2
) =

∑

µ1ν1
µ2ν2

χµ1µ2

ν1ν2

(

D2
1 δ

i1
µ1
δν1j1 +Tr[Eµ1

Ei1Ej1E
ν1 ]

D1(D1 + 1)

)

×
(

D2
2 δ

i2
µ2
δν2j2 +Tr[Eµ2

Ei2Ej2E
ν2 ]

D2(D2 + 1)

)

. (A2)

Now, let us consider the survival probability of system
1 independent of the result of the measurement over sys-
tem 2. This mean value can be thought of as a reduced

mean survival probability over system 1, and it can be
evaluated just by tracing out system 2 in the circuit de-
scribed in Sec. III B. Thus, using this idea and Eq. (6)
over system 1:

F̄1(E i1i2j1j2
) =

∑

µ1ν1
µ2ν2

χµ1µ2

ν1ν2

(

D2
1 δ

i1
µ1
δν1j1 +Tr[Eµ1

Ei1Ej1E
ν1 ]

D1(D1 + 1)

)

×





∑

ψ2∈X2

Tr[Eµ2
Ei2Pψ2

Ej2E
ν2 ]

D2(D2 + 1)



 .

Then, using that
∑

ψ2∈X2
Pψ2

= (1+D2)12 and the trace

preserving condition
∑

µ1ν1
µ2ν2

χµ1µ2

ν1ν2 E
ν1ν2Eµ1µ2 = 1 we ar-

rive at:

F̄1(E i1i2j1j2
) =

∑

µ2ν2

χi1µ2

j1ν2
Tr[Eµ2

Ei2Ej2E
ν2 ]

D1

D2(D1 + 1)
+

+
δi1j1δ

i2
j2

D1 + 1
. (A3)

Similarly, we can obtain an analogous expression if we
consider the reduced mean survival probability over sys-
tem 2. Finally, we can relate the mean fidelities by:

F̄⊗(E i1i2j1j2
) =

d χi1i2j1j2
− δi1j1δ

i2
j2

(D1 + 1)(D2 + 1)
+
F̄1(E i1i2j1j2

)

D2 + 1
+
F̄2(E i1i2j1j2

)

D1 + 1
(A4)

We can also see explicitly the correction to the average
over the Haar given by the mean fidelity:

F̄ (E i1i2j1j2
) = F̄⊗(E i1i2j1j2

)
(D1 + 1)(D2 + 1)

d+ 1
+ δi1j1δ

i2
j2

2

d+ 1

−F̄1(E i1i2j1j2
)
(D1 + 1)

d+ 1
− F̄2(E i1i2j1j2

)
(D2 + 1)

d+ 1
.

Appendix B: Efficiency

In the bipartite case, the circuit of Fig. 2 can give eight
different results: they are of the form ±~r where the first
symbol (±) refers to the polarization obtained for the
auxiliary qubit, and ~r is a binary string of length two such
that ri = 1 if the projective measurement on subsystem
Hi gives survival of the initial state and ri = 0 if not. If
we perform M runs of the experiment (where each run
corresponds to choosing the initial states randomly from
the 2-designs X1 and X2), we define M±~r as the number
of times we obtain result ±~r. So, for example, M−01 is
the number of times we measure −1 for the polarization
of the auxiliary qubit, non-survival of the initial state on
H1 and survival of the initial state on H2. Having said
that, if we performM runs of the experiment, estimations

http://dx.doi.org/10.1126/science.1145699
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of F̄⊗(E i1i2j1j2
), F̄1(E i1i2j1j2

) and F̄2(E i1i2j1j2
) will be given by:

F̄⊗(E i1i2j1j2
) ≃ 1

M
(M+11 −M−11)

F̄1(E i1i2j1j2
) ≃ 1

M
(M+11 +M+10 −M−11 −M−10) (B1)

F̄2(E i1i2j1j2
) ≃ 1

M
(M+11 +M+01 −M−11 −M−01) .

Using this in Eq. (13) we obtain an expression for the

estimation of χi1i2j1j2
:

χi1i2j1j2
≃ 1

M

{(

1− 1

d

)

[M+11 −M−11]

−
(

D1 + 1

d

)

[M+10 −M−10] (B2)

−
(

D2 + 1

d

)

[M+01 −M−01]

}

,

so we can think of χi1i2j1j2
as the average of a random

variable which can take values ±
(

1− 1
d

)

, ±
(

D1+1
d

)

,

±
(

D2+1
d

)

and 0 (corresponding to the experiments where
none of the initial states survive). Hoeffding’s inequality
[16] tells us that if x is a random variable that takes val-
ues in the interval [a, b] and x = 1

n

∑n
i xi is the average

of n realizations of this variable, then:

Prob (|x− E[x]| ≥ ǫ ) ≤ 2 exp

( −2nǫ2

(b − a)2

)

, (B3)

where E[x] is the mean value of x. In our case, χi1i2j1j2
is

estimated as the mean value of M realizations of a ran-
dom variable which takes values in

[

−
(

1− 1
d

)

,
(

1− 1
d

)]

,
so the probability p of failure when estimating this coef-
ficient with error ε is bounded as:

p ≤ 2 exp

( −Mε2

2(1− 1
d )

2

)

, (B4)

which is the same as in Eq. (14).

In the general case of N subsystems, a similar reasoning gives

χij ≃
1

M

∑

~r

C~r (M+~r −M−~r) , (B5)

where now ~r is a binary string of length N indicating survival (or not) in each subsystem. The coefficients C~r are:

C~r =















0 if ~r = ~0
1
d

[

∏N
a=1(Da + 1)−∑~m/∈{~0,~1}

∏

a/~ma=1(Da + 1)
]

if ~r = ~1

− 1
d

∑

~m/∈{~0,~1}/~m·~r=‖~m‖
1

∏

a/~ma=1(Da + 1) otherwise ,

(B6)

where ‖~w‖1 is the sum of the elements of ~w. From the
last equation, it is easy to get a useful bound for those
coefficients: |C~r| < 4N . Hence, in general, we can think
of χij as the mean value of a random variable in [−4N , 4N ]
and Hoeffding’s inequality gives:

p ≤ 2 exp

(−Mε2

2× 4N

)

, (B7)

where p is the failure probability for the estimation of χij
with error ε using the results of M experiments. From
there, it is easy to show that

M ≥ 2 log(2/p)4N

ε2
(B8)

experiments are enough to achieve the desired precision.
By definition, N = ω(d) (the number of distinct prime
divisors of d), and the Hardy–Ramanujan theorem [17]

states that:

|ω(d)− log(log(d))| < (log(log(d)))
1

2
+δ

(B9)
for almost all d ∈ N and for all δ > 0. In particular,
ω(d) < log(log(d)) + (log(log(d)))

1

2
+δ. Picking δ = 1/2,

we get:

ω(d) < 2 log(log(d)) (B10)

for almost all d ∈ N. Using this in Eq. (B8), and recalling
that N = ω(d), we obtain that

M ≥ 2 log(2/p) log(d)4

ε2
(B11)

experiments are enough for almost all dimensions d.
Thus, the efficiency of the protocol follows from the fact
that the number of experiments grows polynomially with
the logarithm of the dimension.


