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#### Abstract

A fundamental problem in statistics and learning theory is to test properties of distributions. We show that quantum computers can solve such problems with significant speed-ups. We also introduce a novel access model for quantum distributions, enabling the coherent preparation of quantum samples, and propose a general framework that can naturally handle both classical and quantum distributions in a unified manner. Our framework generalizes and improves previous quantum algorithms for testing closeness between unknown distributions, testing independence between two distributions, and estimating the Shannon / von Neumann entropy of distributions. For classical distributions our algorithms significantly improve the precision dependence of some earlier results. We also show that in our framework procedures for classical distributions can be directly lifted to the more general case of quantum distributions, and thus obtain the first speed-ups for testing properties of density operators that can be accessed coherently rather than only via sampling.
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## 1 Introduction

Distributional property testing is a fundamental problem in theoretical computer science (see, e.g. [22]) aiming at determining properties of probability distributions with the least number of independent samples. It has intimate connections and applications to statistics, learning theory, and algorithm design.

The merit of distributional property testing mainly comes from the fact that the testing of many properties admits sublinear algorithms. For instance, given the ability to take samples from a discrete distribution $p$ on $[n]:=\{1, \ldots, n\}$, it requires $\Theta\left(n / \epsilon^{2}\right)$ samples to "learn" $p$,
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i.e., to construct a distribution $q$ on $[n]$ such that $\|p-q\|_{1} \leq \epsilon$ with success probability at least $2 / 3$ ( $\|\cdot\|_{1}$ being $\ell^{1}$-distance). However, testing whether $p=q$ or $\|p-q\|_{1}>\epsilon$ requires only $\Theta\left(\max \left\{\frac{n^{2 / 3}}{\epsilon^{4 / 3}}, \frac{n^{1 / 2}}{\epsilon^{2}}\right\}\right)$ samples from $p$ and $q$ [19], which is sublinear in $n$ and significantly smaller than the complexity of learning the entire distributions. See Section 1.4 for more examples and discussions.

In this paper, we study the impact of quantum computation on distributional property testing problems. We are motivated by the emerging topic of "quantum property testing" (see the survey of [30]) which focuses on investigating the quantum advantage in testing classical statistical properties. Quantum speed-ups have already been established for a few specific problems such as testing closeness between distributions [13, 29], testing identity to known distributions [18], estimating entropies [27], etc. In this paper we propose a generic approach for quantum distributional property testing, and illustrate its power on a few examples. This is our attempt to make progress on the question:

Can quantum computers test properties of distributions systematically and more efficiently?

### 1.1 Problem statements

Throughout the paper, we denote probability distributions on $[n]$ by $p$ and $q$; their $\ell^{\alpha}$-distance is defined as $\|p-q\|_{\alpha}:=\left(\sum_{i=1}^{n}\left|p_{i}-q_{i}\right|^{\alpha}\right)^{\frac{1}{\alpha}}$. Similarly, we denote $n \times n$ density operators ${ }^{1}$ (i.e., quantum distributions) by $\rho$ and $\sigma$; their $\ell^{\alpha}$-distance is defined via the corresponding Schatten norm.

Input models. To formulate the problems we address, we define classical and quantum access models for distributions on $[n]$. We begin with the very natural model of sampling.

- Definition 1 (Sampling). A classical distribution $\left(p_{i}\right)_{i=1}^{n}$ is accessible via classical sampling if we can request independent samples from the distribution, i.e., get a random $i \in[n]$ with probability $p_{i}$. A quantum distribution $\rho \in \mathbb{C}^{n \times n}$ is accessible via quantum sampling if we can request independent copies of the state $\rho$.

Now we define a coherent analogue of the above sampling model. To our knowledge this type of query-access was only studied by a few earlier works [29, 24] and only in the special case of classical distributions. The motivation for this input model is the following: we can think about a density operator as the outcome of some physical process modeled by some black-box. Suppose that the black-box can generate samples on demand. Unlike in the classical (randomized) setting, in a quantum scenario in principle it is always possible to reverse every computational / physical process - including this black-box. If reversion is not feasible, then we get the plain sampling model; however if it is possible to reverse the (quantum) black-box then we get the purified query access model that we describe. For example, if a quantum computer produces the samples via, say, a Monte Carlo method, then the process is easily reversible. However, if the samples come from some source "outside the lab", then reversing the process might not be possible. Therefore, both input models (purified quantum query access and sampling access) are well-motivated. The surprising fact is that this subtle difference in the input models gives rise to significantly different complexities, as we show later for several problems.

[^0]Definition 2 (Purified quantum query-access). A density operator $\rho \in \mathbb{C}^{n \times n}$, has purified quantum query-access if we have access to a unitary oracle $U_{\rho}$ (and its inverse) acting as ${ }^{2}$

$$
U_{\rho}|0\rangle_{A}|0\rangle_{B}=\left|\psi_{\rho}\right\rangle_{A B}=\sum_{i=1}^{n} \sqrt{p_{i}}\left|\phi_{i}\right\rangle_{A}\left|\psi_{i}\right\rangle_{B}, \quad\left(\text { where }\left\langle\phi_{i} \mid \phi_{j}\right\rangle=\left\langle\psi_{i} \mid \psi_{j}\right\rangle=(\text { Kronecker }) \delta_{i j}\right)
$$

such that $\operatorname{Tr}_{A}\left(\left|\psi_{\rho}\right\rangle\left\langle\psi_{\rho}\right|\right)=\rho$. If $\left|\psi_{i}\right\rangle=|i\rangle$, then $\rho=\sum_{i}^{n} p_{i}|i\rangle\langle i|$ is a diagonal density operator which can be identified with the classical distribution $p$, so we can simply write $U_{p}$ instead of $U_{\rho}$. With a slight abuse of notation sometimes we will concisely write $|\rho\rangle$ instead of $\left|\psi_{\rho}\right\rangle$.

We also define an even stronger input model that is considered in a series of earlier works, see, e.g., $[13,18,27,15]$.

- Definition 3 (Classical distribution with discrete query-access). A classical distribution $\left(p_{i}\right)_{i=1}^{n}$, has discrete query-access if we have classical / quantum query-access to a function $f: S \rightarrow[n]$ such that for all $i \in[n], p_{i}=|\{s \in[S]: f(s)=i\}| /|S|$. (Typically the interesting regime is when $|S| \gg n$.) In the quantum case a query oracle is a unitary operator O acting on $\mathbb{C}^{|S|} \otimes \mathbb{C}^{n}$ as

$$
\mathrm{O}:|s, 0\rangle \leftrightarrow|s, f(s)\rangle \text { for all } s \in S
$$

Note that if one first creates a uniform superposition over $S$ and then makes a query, then the above oracle turns into a purified query oracle to a classical distribution as in Definition 2. Therefore all lower bounds that are proven in this model also apply to the purified queryaccess oracles. In fact all algorithms that the authors are aware of do this conversion, so they effectively work in the purified query-access model. Moreover, we conjecture that the two input models are equivalent when $|S| \gg n$. For this reason we only work with the purified query-access model in this work.

Another strengthening of the purified query-access model for classical distributions is when we assume access to a unitary (and its inverse) acting as $|0\rangle \mapsto \sum_{i=1}^{n} \sqrt{p_{i}}|i\rangle$. A very similar input model was thoroughly studied by [4].

- Definition 4 (Classical distribution with pure-state preparation access). A classical distribution $\left(p_{i}\right)_{i=1}^{n}$, is accessible via pure state preparation oracle if we have access to a unitary oracle $U_{\text {pure }}$ (and its inverse) acting as

$$
U_{\text {pure }}:|0\rangle \mapsto \sum_{i=1}^{n} \sqrt{p_{i}}|i\rangle
$$

This is strictly stronger ${ }^{3}$ than the purified query-access model. In order to simulate purified queries we can first do a pure state query and then copy $|i\rangle$ to a second fresh ancillary

[^1]register using, e.g., some CNOT gates. Finally, for completeness we mention that one could also consider a model similar to the above where one can only request samples of pure states of the form $\sum_{i=1}^{n} \sqrt{p_{i}}|i\rangle$, as studied for example in $[6,5]$.

We will mostly focus on the first two input models and will only use the latter strengthenings of the purified query-access model for invoking and proving lower bounds.

Property testing problems. We study three distributional properties: $\ell^{\alpha}$-closeness testing, independence testing, and entropy estimation. In the classical literature these are well-studied properties, and the corresponding testers motivate general algorithms for testing properties of discrete distributions $[20,1]$.

For brevity we only give the definitions for classical distributions; similar definitions apply to quantum density matrices if we replace vector norms by the corresponding Schatten norms.

- Definition 5 ( $\ell^{\alpha}$-closeness testing). Given $\epsilon>0$ and two probability distributions $p, q$ on [ $n$ ], $\ell^{\alpha}$-closeness testing is to decide whether $p=q$ or $\|p-q\|_{\alpha} \geq \epsilon$ with success probability at least $\frac{2}{3}$. Tolerant testing: decide whether $\|p-q\|_{\alpha} \leq 0.99 \epsilon$ or $\|p-q\|_{\alpha} \geq \epsilon$ with success probability at least $\frac{2}{3}$.
- Definition 6 (Independence testing). Given $\epsilon>0$ and a probability distribution $p$ on $[n] \times[m]$ with $n \geq m$, independence testing is to decide, with success probability at least $\frac{2}{3}$, whether $p$ is a product distribution or $p$ is $\epsilon$-far in $\ell^{1}$-norm from any product distribution on $[n] \times[m]$.
- Definition 7 (Entropy estimation). Given $\epsilon>0$ and a density operator $\rho \in \mathbb{C}^{n \times n}$, entropy estimation is to estimate the Shannon / von Neumann entropy $H(\rho)=-\operatorname{Tr}[\rho \log (\rho)]$ within additive $\epsilon$-precision with success probability at least $\frac{2}{3}$.


### 1.2 New results

We give a systematic study of distributional property testing for classical / quantum distributions, and obtain the following results for the purified quantum query model of Definition 2:

- Entropy estimation of classical / quantum distributions costs $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon^{1.5}}\right)$ and $\widetilde{\mathcal{O}}\left(\frac{n}{\epsilon^{1.5}}\right)$ queries respectively, ${ }^{4}$ as we prove in Theorem 12 and Theorem 13.
- Tolerant $\ell^{2}$-closeness testing of classical / quantum distributions costs $\tilde{\Theta}\left(\frac{1}{\epsilon}\right)$ and $\mathcal{O}\left(\min \left(\frac{\sqrt{n}}{\epsilon}, \frac{1}{\epsilon^{2}}\right)\right)$ queries respectively, as we prove in Theorem 14 and Theorem 15.
- $\ell^{1}$-closeness testing of classical / quantum distributions costs $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon}\right)$ and $\mathcal{O}\left(\frac{n}{\epsilon}\right)$ queries respectively, as we prove in Corollary 17.
- Independence testing of classical / quantum distributions costs $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n m}}{\epsilon}\right)$ and $\mathcal{O}\left(\frac{n m}{\epsilon}\right)$ queries respectively, as we prove in Corollary 18.

For context, we compare our results with previous classical and quantum results in Table 1 and Table 2. (Note that all of our results are gate efficient, because they are based on singular value transformation and amplitude estimation, both of which have gate-efficient implementations.)

[^2]Table 1 Summary of sample and query complexity results. Our new bounds are printed in bold. For classical distributions with quantum query-access ${ }^{5}$ we prove (almost) matching upper and lower bounds for $\ell^{2}$-testing, and improve the previous best complexity $\widetilde{\mathcal{O}}\left(\sqrt{n} / \epsilon^{2.5}\right)$ for $\ell^{1}$-testing by [29] and $\widetilde{\mathcal{O}}\left(\sqrt{n} / \epsilon^{2}\right)$ for Shannon entropy estimation by [27]. We are not aware of prior work on testing quantum distributions with purified query-access.

| problem | $\ell^{1}$-closeness testing | (tolerant) $\ell^{2}$-closeness testing | Shannon / von Neumann entropy |
| :---: | :---: | :---: | :---: |
| model | Classical distribution sampling | $\Theta\left(\max \left\{\frac{n^{2 / 3}}{\epsilon^{4 / 3}}, \frac{n^{1 / 2}}{\epsilon^{2}}\right\}\right)[19]$ | $\Theta\left(\frac{1}{\epsilon^{2}}\right)[19]$ |
| Classical distribution with <br> purified query-access | $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon}\right)$ | $\Theta\left(\frac{n}{\epsilon \log n}+\frac{\log ^{2} n}{\epsilon^{2}}\right)[25,42]$ |  |
| Quantum state with <br> purified query-access | $\mathcal{O}\left(\frac{n}{\epsilon}\right)$ | $\tilde{\mathcal{\Theta}}\left(\frac{1}{\epsilon}\right)$ | $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon^{1 / 5}}\right) ; \tilde{\Omega}(\sqrt{n})[15]$ |
| Quantum state sampling | $\Theta\left(\frac{n}{\epsilon^{2}}\right)[7]$ | $\left.\min \left(\frac{\sqrt{n}}{\epsilon}, \frac{1}{\epsilon^{2}}\right)\right)$ | $\widetilde{\mathcal{O}}\left(\frac{n}{\epsilon^{1 / 5}}\right)$ |

As we show our quantum algorithms for classical distributional property testing problems with purified access can be naturally lifted to the case of quantum distributions, incurring an overhead of $\approx \sqrt{n}$, which is manifested in the complexities of Table 1.

Table 2 Complexities of Shannon / von Neumann entropy estimation with constant precision. It seems that the $n$-dependence is roughly quadratically higher for quantum distributions, while coherent quantum access gives a quadratic advantage for both classical and quantum distributions. This suggests that our entropy estimation algorithm has essentially optimal $n$-dependence for density operators with purified access, however we do not have a matching lower bound yet.

|  | Sample complexity | (Purified) Query complexity |
| :---: | :---: | :---: |
| Classical | $\Theta\left(\frac{n}{\log n}\right)[40]$ | $\widetilde{\Theta}(\sqrt{n})[27,15]$ |
| Quantum | $\Theta\left(n^{2}\right)[3]$ | $\widetilde{\mathcal{O}}(n)$ |

### 1.3 New techniques

The motivating idea behind our approach is that if we can prepare a purification of a quantum distribution / density operator $\rho$, then we can construct a unitary $U$, which has this density operator in the top-left corner, using only two queries to $U_{\rho}$. This observation is due to [28]. We call such a unitary a block-encoding of $\rho$ :

$$
U=\left[\begin{array}{cc}
\rho & \cdot \\
\cdot & \cdot
\end{array}\right] \quad \Longleftrightarrow \quad \rho=\left(\left\langle\left. 0\right|^{\otimes a} \otimes I\right) U\left(|0\rangle^{\otimes a} \otimes I\right)\right.
$$

One can think of a block-encoding as a post-selective implementation of the linear map $\rho$ : given an input state $|\psi\rangle$, applying the unitary $U$ to the state $|0\rangle^{\otimes a}|\psi\rangle$, measuring the first $a$-qubit register and post-selecting on the $|0\rangle^{\otimes a}$ outcome, we get a state $\propto \rho|\psi\rangle$ in the second register. Block-encodings are easy to work with, for example given a block-encoding of $\rho$ and $\sigma$ we can easily construct a block-encoding of $(\rho-\sigma) / 2$, see for example in the work of [17].

Example application to $\ell^{3}$-testing. The problem is to decide whether $\rho=\sigma$ or $\|\rho-\sigma\|_{3} \geq \epsilon$, with query complexity $\mathcal{O}\left(\epsilon^{-\frac{3}{2}}\right)$. The first idea is that if we can prepare a purification of $\rho$ and $\sigma$, then we can also prepare a purification of $(\rho+\sigma) / 2$ by setting a qubit to the state
$(|0\rangle+|1\rangle) / \sqrt{2}$, and then controlled on the $|0\rangle$ or $|1\rangle$ value of the qubit run the process that samples from $\rho$ or $\sigma$, respectively. The second idea is to combine the block-encodings of $\rho$ and $\sigma$ to apply the map $\frac{\rho-\sigma}{2}$ to the purification of $(\rho+\sigma) / 2$, to get

$$
\left|\frac{\rho+\sigma}{2}\right\rangle \mapsto\left(\frac{\rho-\sigma}{2} \otimes I\right)\left|\frac{\rho+\sigma}{2}\right\rangle|0\rangle+\ldots|1\rangle .
$$

Finally, apply amplitude estimation with setting $M=\Theta\left(\epsilon^{-\frac{3}{2}}\right)$. This works since if $\|\rho-\sigma\|_{3} \geq$ $\epsilon$, then the $|0\rangle$ ancilla state has probability $\operatorname{Tr}\left[(\rho-\sigma)^{2}(\rho+\sigma)\right] / 8 \geq \operatorname{Tr}\left[|\rho-\sigma|^{3}\right] / 8 \geq \epsilon^{3} / 8$.

Working with singular values. The above is a promising approach because it directly makes the density operator in question operationally accessible. However, it turns out that using this simple block-encodings is often suboptimal for distribution testing, because a query in some sense gives access to the square-root of $\rho$, whereas this unitary has $\rho$ itself in the top-left corner. Since the problems often heavily depend on smaller eigenvalues of $\rho$, the square root of $\rho$ is more desirable since it has quadratically larger singular/eigenvalues.

One of our main technical contributions is to use a new type of block-encoding, which is a unitary matrix having a certain block proportional to a matrix $A$ such that $A^{\dagger} A=\rho$, i.e., we use a "square-root" of the (quantum) distribution $\rho$ (in the case of classical distributions rho is a diagonal matrix with the probabilities as diagonal entries). This new technique allows us to develop a unified approach for distributional property testing, which we consider one of our major contributions. It is this new perspective that enables us to derive several results in a relatively short paper. Once we establish this methodology the results are relatively easy to derive in a systematic way, both for classical and quantum distributions.

Therefore, we show how to efficiently construct a unitary matrix whose top-left corner contains a matrix with singular values $\sqrt{p_{1}}, \ldots, \sqrt{p_{n}}$, given purified access to a classical distribution $p$. To be more precise, we define a slight generalization of block-encodings called projected unitary encodings, which represent a matrix $A$ in the form of $\Pi U \widetilde{\Pi}$, where $\Pi, \widetilde{\Pi}$ are orthogonal projectors and $U$ is a unitary matrix. One can think about $U$ in a projected unitary encoding as a post-selective implementation of the map $A: \operatorname{img}(\widetilde{\Pi}) \rightarrow \operatorname{img}(\Pi)$. Take for example $U:=\left(U_{p} \otimes I\right), \Pi:=\left(\sum_{i=1}^{n} I \otimes|i\rangle\langle i| \otimes|i\rangle\langle i|\right)$, and $\widetilde{\Pi}:=(|0\rangle\langle 0| \otimes|0\rangle\langle 0| \otimes I)$. As we show in Appendix A these operators form a projected unitary encoding of

$$
\begin{equation*}
A=\Pi U \widetilde{\Pi}=\sum_{i=1}^{n} \sqrt{p_{i}}\left|\phi_{i}\right\rangle\langle 0| \otimes|i\rangle\langle 0| \otimes|i\rangle\langle i| . \tag{1}
\end{equation*}
$$

We can use a similar trick for a general density operator $\rho$ too. However, there is a major difficulty which arises from the fact that we do not a prioiri know the diagonalizing basis of $\rho$. Therefore we use slightly different operators. Let $W$ be a unitary, ${ }^{6}$ mapping $|0\rangle|0\rangle \mapsto \sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$. Let $U^{\prime}:=\left(I \otimes U_{\rho}^{\dagger}\right)\left(W^{\dagger} \otimes I\right), \Pi^{\prime}:=(I \otimes|0\rangle\langle 0| \otimes|0\rangle\langle 0|)$ and $\widetilde{\Pi}$ as above. As we show in Appendix A these operators form a projected unitary encoding of

$$
\begin{equation*}
A^{\prime}=\Pi^{\prime} U^{\prime} \widetilde{\Pi}=\sum_{i=1}^{n} \sqrt{\frac{p_{i}}{n}}\left|\phi_{i}^{\prime}\right\rangle\langle 0| \otimes|0\rangle\langle 0| \otimes|0\rangle\left\langle\psi_{i}\right| \tag{2}
\end{equation*}
$$

where $\sum_{j=1}^{n} \frac{\left|\phi_{j}^{\prime}\right|\left|\phi_{j}\right\rangle}{\sqrt{n}}=\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$ is the Schmidt decomposition of the maximally entangled state under the basis $\left(\left|\phi_{1}\right\rangle, \ldots,\left|\phi_{n}\right\rangle\right)$.

[^3]As we can see, the case of general density operators is less efficient, it only gives operational access to the "square root" of $\rho / n$. We note that for (approximately) transforming a blockencoding of $A / \sqrt{n}$ to a block-encoding of $A / \mathcal{O}(1)$ it is necessary and sufficient to use the block-encoding of $A / \sqrt{n}$ about $\sqrt{n}$ times [21, Theorems $3 \& 17$ ]. This is essentially the reason for the $\approx \sqrt{n}$ overhead in our quantum algorithms for quantum distributions in Table 1. If the $1 / \sqrt{n}$ factor could be directly improved, that would speed up our von Neumann entropy estimation algorithm Theorem 13, which seems unlikely, cf. Table 2. This suggests that it is impossible to obtain a more efficient block-encoding in the general case.

General recipe. We summarize our recipe to distributional property testing as follows.

1. Construct quantum circuit / unitary matrix operationally representing the distribution.
2. Transform the singular values of the corresponding matrix according to a desired function.
3. Apply the resulting map to the purification of the distribution, or another suitable state.
4. Estimate the amplitude of the flagged output state and conclude.

The above general scheme describes our approach to the problems we discuss in this paper. Sometimes it is useful to divide the probabilities / singular values into bins, and fine-tune the algorithm by using the approximate knowledge of the size of the singular values. This divide-and-conquer strategy is at the core of our improved tolerant $\ell^{2}$-closeness tester of Theorem 14.

### 1.4 Related works on distributional property testing

Classical algorithms. Many distributional property testing problems fall into the category of closeness testing, where we are given the ability to take independent samples from two unknown distributions $p$ and $q$ with cardinality $n$, and the goal is to determine whether they are the same versus significantly different. For $\ell^{1}$-closeness testing, which is about testing whether $p=q$ or $\|p-q\|_{1} \geq \epsilon,[10]$ first gave a sublinear algorithm using $\tilde{O}\left(n^{2 / 3} / \epsilon^{8 / 3}\right)$ samples to $p$ and $q$. The follow-up work by [19] determined the optimal sample complexity as $\Theta\left(\max \left\{\frac{n^{2 / 3}}{\epsilon^{4 / 3}}, \frac{n^{1 / 2}}{\epsilon^{2}}\right\}\right)$; the same paper also gave a tight bound $\Theta\left(\frac{1}{\epsilon^{2}}\right)$ for $\ell^{2}$-closeness testing.

Besides closeness testing, a similar problem is identity testing where one of the distributions, say $q$, is known and we are given independent samples from the other distribution $p$. For $\ell^{1}$ identity testing, it is known that the sample complexity can be smaller than that of $\ell^{1}$-closeness testing, which was proved by [9] to be $\tilde{O}\left(\sqrt{n} / \epsilon^{4}\right)$ and then [37] gave the tight bound $\Theta\left(\sqrt{n} / \epsilon^{2}\right)$. More recently, Ref. [20] proposed a modular reduction-based approach for distributional property testing problems, which recovered all closeness and identity testing results above. Furthermore, they also studied independence testing (see also the previous studies by $[9,26,2]$ ), i.e., whether a distribution on $[n] \times[m](n \geq m)$ is a product distribution or at least $\epsilon$-far in $\ell^{1}$-distance from any product distribution, and determined the optimal bound $\Theta\left(\max \left\{\frac{n^{2 / 3} m^{1 / 3}}{\epsilon^{4 / 3}}, \frac{(n m)^{1 / 2}}{\epsilon^{2}}\right\}\right)$.

Apart from the relationship between distributions, properties of a single distribution also have been extensively studied. One of the most important properties is Shannon entropy [39] because it measures for example compressibility. The sample complexity of estimating $H(p)$ within additive error $\epsilon$ has been intensively studied $[8,35,36]$; in particular, [40, 41] gave an explicit algorithm for entropy estimation using $\Theta\left(\frac{n}{\epsilon \log n}\right)$ samples when $\epsilon=\Omega\left(n^{-0.03}\right)$ and $\epsilon=O(1)$; for the general case [25] and [42] gave the optimal estimator with $\Theta\left(\frac{n}{\epsilon \log n}+\frac{(\log n)^{2}}{\epsilon^{2}}\right)$ samples.

Quantum algorithms. The first paper on distributional property testing by quantum algorithms was by [13], which considered classical distributions with discrete quantum query-access (see Definition 3); it gives a quantum query complexity upper bound $O\left(\sqrt{n} / \epsilon^{6}\right)$ for $\ell^{1}$-closeness testing and $O\left(n^{1 / 3} / \epsilon^{4 / 3}\right)$ for identity testing to the uniform distribution on $[n]$. Subsequently, [18] gave an algorithm for identity testing (to an arbitrary known distribution) with $\widetilde{\mathcal{O}}\left(n^{1 / 3} / \epsilon^{5}\right)$ queries, and [29] improved the $\epsilon$-dependence of $\ell^{1}$-closeness testing to $\widetilde{\mathcal{O}}\left(\sqrt{n} / \epsilon^{2.5}\right)$. More recently, [27] studied entropy estimation under this model, and gave a quantum algorithm for Shannon entropy estimation with $\widetilde{\mathcal{O}}\left(\sqrt{n} / \epsilon^{2}\right)$ queries and also sublinear quantum algorithms for estimating Rényi entropies ([38]).

Another type of quantum property testing results ([32, 33, 34, 3, 7, 23]) concern density matrices, where the $\ell^{1}$-distance becomes the trace distance and the Shannon entropy becomes the von Neumann entropy. To be more specific, for $n$-dimensional density matrices, the number of samples needed for $\ell^{1}$ and $\ell^{2}$-closeness testing are $\Theta\left(n / \epsilon^{2}\right)$ and $\Theta\left(1 / \epsilon^{2}\right)$ ([7]), respectively. In addition [3] gave upper and lower bounds $\mathcal{O}\left(n^{2} / \epsilon^{2}\right), \Omega\left(n^{2} / \epsilon\right)$ for estimating the von Neumann entropy of an $n$-dimensional density matrix with accuracy $\epsilon$.

### 1.5 Organization of the paper

The rest of the paper is organized as follows. In Section 2 we introduce two important quantum algorithmic techniques, amplitude estimation and singular value transformation. We give entropy estimators of classical and quantum distributions in Section 3. In Section 4 we give an (essentially) optimal quantum algorithm for tolerantly testing $\ell^{2}$-closeness of classical distributions, and another efficient tolerant $\ell^{2}$-closeness tester for quantum distributions. Proof details of projected encodings, polynomial approximations for singular value transformation, and corollaries about $\ell^{1}$-closeness and independence testing are deferred to Appendix A, B, and C respectively.

## 2 Preliminaries

### 2.1 Amplitude estimation

Classically, given i.i.d. samples of a Bernoulli random variable $X$ with $\mathbb{E}[X]=p$, it takes $\Theta\left(1 / \epsilon^{2}\right)$ samples to estimate $p$ within $\epsilon$ with high success probability. Quantumly, if we are given a unitary $U$ such that

$$
\begin{equation*}
U|0\rangle|0\rangle=\sqrt{p}|0\rangle|\phi\rangle+\left|0^{\perp}\right\rangle, \quad \text { where } \||\phi\rangle \|=1 \text { and }(\langle 0| \otimes I)\left|0^{\perp}\right\rangle=0 \tag{3}
\end{equation*}
$$

then if measure the output state, we get 0 in the first register with probability $p$. Given access to $U$ we can estimate the value of $p$ quadratically more efficiently than what is possible by sampling:

- Theorem 8 ([12, Theorem 12]). Given U satisfying (3), the amplitude estimation algorithm outputs $\tilde{p}$ such that $\tilde{p} \in[0,1]$ and

$$
\begin{equation*}
|\tilde{p}-p| \leq \frac{2 \pi \sqrt{p(1-p)}}{M}+\frac{\pi^{2}}{M^{2}} \tag{4}
\end{equation*}
$$

with success probability at least $8 / \pi^{2}$, using $M$ calls to $U$ and $U^{\dagger}$.
In particular, if we take $M=\left\lceil 2 \pi\left(\frac{2 \sqrt{p}}{\epsilon}+\frac{1}{\sqrt{\epsilon}}\right)\right\rceil=\Theta\left(\frac{\sqrt{p}}{\epsilon}+\frac{1}{\sqrt{\epsilon}}\right)$ in (4), we have

$$
|\tilde{p}-p| \leq \frac{2 \pi \sqrt{p(1-p)}}{2 \pi} \epsilon+\frac{\pi^{2}}{4 \pi^{2}} \epsilon^{2} \leq \frac{\epsilon}{2}+\frac{\epsilon}{4} \leq \epsilon
$$

Therefore, using only $\Theta(1 / \epsilon)$ implementations of $U$ and $U^{\dagger}$, we could get an $\epsilon$-additive approximation of $p$ with success probability at least $8 / \pi^{2}$, which is a quadratic speed-up compared to the classical sample complexity $\Theta\left(1 / \epsilon^{2}\right)$. The success probability can be boosted to $1-\nu$ by executing the algorithm for $\Theta(\log 1 / \nu)$ times and taking the median of the estimates.

### 2.2 Quantum singular value transformation

Singular value decomposition (SVD) is one of the most important tools in linear algebra, generalizing eigen-decomposition of Hermitian matrices. Recently, [21] proposed quantum singular value transformation which turns out to be very useful for property testing. Mathematically, it is defined as follows:

- Definition 9 (Singular value transformation). Let $f: \mathbb{R} \rightarrow \mathbb{C}$ be an even or odd function. Let $A \in \mathbb{C}^{\tilde{d} \times d}$ have the following singular value decomposition

$$
A=\sum_{i=1}^{d_{\min }} \varsigma_{i}\left|\tilde{\psi}_{i}\right\rangle\left\langle\psi_{i}\right|
$$

where $d_{\min }:=\min (d, \tilde{d})$. For the function $f$ we define the singular value transform of $A$ as

$$
f^{(S V)}(A):= \begin{cases}\sum_{i=1}^{d_{\min }} f\left(\varsigma_{i}\right)\left|\tilde{\psi}_{i}\right\rangle\left\langle\psi_{i}\right| & \text { if } f \text { is odd, and } \\ \sum_{i=1}^{d} f\left(\varsigma_{i}\right)\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right| & \text { if } f \text { is even, where for } i \in[d] \backslash\left[d_{\min }\right] \text { we define } \varsigma_{i}:=0 .\end{cases}
$$

Quantum singular value transformation by real polynomials can be efficiently implemented on a quantum computer as follows:

Theorem 10 ([21, Corollary 18]). Let $\mathcal{H}_{U}$ be a finite-dimensional Hilbert space and let $U, \Pi, \widetilde{\Pi} \in \operatorname{End}\left(\mathcal{H}_{U}\right)$ be linear operators on $\mathcal{H}_{U}$ such that $U$ is a unitary, and $\Pi, \widetilde{\Pi}$ are orthogonal projectors. Suppose that $P=\sum_{k=0}^{n} a_{k} x^{k} \in \mathbb{R}[x]$ is a degree-n polynomial such that

- $a_{k} \neq 0$ only if $k \equiv n \bmod 2$, and
- for all $x \in[-1,1]:|P(x)| \leq 1$.

Then there exist $\Phi \in \mathbb{R}^{n}$, such that

$$
P^{(S V)}(\widetilde{\Pi} U \Pi)= \begin{cases}(\langle+| \otimes \widetilde{\Pi})\left(|0\rangle\langle 0| \otimes U_{\Phi}+|1\rangle\langle 1| \otimes U_{-\Phi}\right)(|+\rangle \otimes \Pi) & \text { if } n \text { is odd, and } \\ (\langle+| \otimes \Pi)\left(|0\rangle\langle 0| \otimes U_{\Phi}+|1\rangle\langle 1| \otimes U_{-\Phi}\right)(|+\rangle \otimes \Pi) & \text { if } n \text { is even }\end{cases}
$$

where $U_{\Phi}=e^{i \phi_{1}(2 \widetilde{\Pi}-I)} U \prod_{j=1}^{(n-1) / 2}\left(e^{i \phi_{2 j}(2 \Pi-I)} U^{\dagger} e^{i \phi_{2 j+1}(2 \widetilde{\Pi}-I)} U\right) .{ }^{7}$
Thus for an even or odd polynomial $P$ of degree $n$, we can apply singular value transformation of the matrix $\widetilde{\Pi} U \Pi$ with $n$ uses of $U, U^{\dagger}$ and the same number of controlled reflections $I-2 \Pi, I-2 \widetilde{\Pi}$.

To apply singular value transformation corresponding to our problems, we need low-degree polynomial approximations to the following functions, which we construct in Appendix B.

[^4]- Lemma 11. (Polynomial approximations) Let $\beta \in(0,1], \eta \in\left(0, \frac{1}{2}\right]$ and $t \geq 1$. There exists polynomials $\tilde{P}, \tilde{Q}, \tilde{S}$ such that
- $\forall x \in\left[\frac{1}{t}, 1\right]:\left|\tilde{P}(x)-\frac{1}{2 t x}\right| \leq \eta$, and $\forall x \in[-1,1]:-1 \leq \tilde{P}(x)=\tilde{P}(-x) \leq 1$,
- $\forall x \in\left[-\frac{1-\beta}{t}, \frac{1-\beta}{t}\right]:|\tilde{Q}(x)-t x| \leq \eta \cdot(t x)$, and $\forall x \in[-1,1]: \tilde{Q}(x)=-\tilde{Q}(-x) \leq 1$,
- $\forall x \in[\beta, 1]:\left|\tilde{S}(x)-\frac{\ln (1 / x)}{2 \ln (2 / \beta)}\right| \leq \eta$, and $\forall x \in[-1,1]:-1 \leq \tilde{S}(x)=\tilde{S}(-x) \leq 1$,
moreover $\operatorname{deg}(\tilde{P})=\mathcal{O}\left(t \log \left(\frac{1}{\eta}\right)\right), \operatorname{deg}(\tilde{Q})=\mathcal{O}\left(\frac{t}{\beta} \log \left(\frac{1}{\eta}\right)\right)$, and $\operatorname{deg}(\tilde{S})=\mathcal{O}\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$.


## 3 Entropy estimation

### 3.1 Classical distributions with purified quantum query-access

Recall that we introduced purified quantum query-access in Definition 2. In particular, for a classical distribution $p$ on $[n]$, we are given a unitary $U_{p}$ acting on $\mathbb{C}^{n \times n}$ such that

$$
\begin{equation*}
U_{p}|0\rangle_{A}|0\rangle_{B}=\left|\psi_{p}\right\rangle=\sum_{i=1}^{n} \sqrt{p_{i}}\left|\phi_{i}\right\rangle_{A}|i\rangle_{B} . \tag{5}
\end{equation*}
$$

We use $U_{p}$ and $U_{p}^{\dagger}$ to estimate the Shannon entropy $H(p)$ :

- Theorem 12. For any $0<\epsilon<1$, we can estimate $H(p)$ with accuracy $\epsilon$ with success probability at least $2 / 3$ using $\mathcal{O}\left(\frac{\sqrt{n}}{\epsilon^{1.5}} \log ^{1.5}\left(\frac{n}{\epsilon}\right) \log \left(\frac{\log n}{\epsilon}\right)\right)$ calls to $U_{p}$ and $U_{p}^{\dagger}$.
Proof. The general idea is to first construct a unitary matrix that has a specific matrix block with singular values $\sqrt{p_{1}}, \ldots, \sqrt{p_{n}}$. We use the construction of Eq. (1) and apply singular value transformation (Theorem 10) by a polynomial $\tilde{S}$ constructed in Lemma 11, setting $\eta=\frac{\epsilon}{24 \ln (2 / \beta)}$ and $\beta=\sqrt{\Delta}$ for $\Delta=\frac{\epsilon}{12 n \ln (n / \epsilon)}$. Notice that this $\Delta$ satisfies

$$
\begin{equation*}
\Delta\left(\ln \left(\frac{1}{\Delta}\right)+4 \ln \left(\frac{2}{\beta}\right)\right)=\frac{\epsilon}{12 n \ln (n / \epsilon)} \cdot \ln \frac{16\left(4 n \ln \frac{n}{\epsilon}\right)^{3}}{\epsilon^{3}} \leq \frac{\epsilon}{12 n \ln (n / \epsilon)} \cdot \ln \frac{n^{6}}{\epsilon^{6}}=\frac{\epsilon}{2 n}, \tag{6}
\end{equation*}
$$

provided that $\frac{n}{\epsilon} \geq 152$. Note that the polynomial $\tilde{S}$ satisfies both conditions in Theorem 10 . Applying the singular value transformed version of the operator (1) to the state $\left|\psi_{p}\right\rangle$ gives

$$
\begin{equation*}
\left|\widetilde{\Psi_{p}}\right\rangle=\sum_{i=1}^{n} \sqrt{p_{i}} \tilde{S}\left(\sqrt{p_{i}}\right)\left|\phi_{i}\right\rangle_{A}|i\rangle_{B}|0\rangle+\ldots|1\rangle . \tag{7}
\end{equation*}
$$

Preparing $\left|\widetilde{\Psi_{p}}\right\rangle$ costs $\operatorname{deg} \tilde{S}=\mathcal{O}\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)=\mathcal{O}\left(\sqrt{\frac{n}{\epsilon} \log \left(\frac{n}{\epsilon}\right)} \log \left(\frac{\log n}{\epsilon}\right)\right)$ uses of $U_{p}$ and $U_{p}^{\dagger}$ and the same number of controlled reflections through $\Pi, \widetilde{\Pi}$. Furthermore, Lemma 11 implies that for all $i$ such that $p_{i} \geq \Delta$,

$$
\begin{equation*}
\left|\frac{p_{i} \ln \left(1 / p_{i}\right)}{4 \ln (2 / \beta)}-p_{i} \tilde{S}\left(\sqrt{p_{i}}\right)\right|=p_{i} \cdot\left|\frac{\ln \left(1 / \sqrt{p_{i}}\right)}{2 \ln (2 / \beta)}-\tilde{S}\left(\sqrt{p_{i}}\right)\right| \leq \eta p_{i} . \tag{8}
\end{equation*}
$$

For all $i$ such that $p_{i}<\Delta$, we have

$$
\begin{equation*}
\left|\frac{p_{i} \ln \left(1 / p_{i}\right)}{4 \ln (2 / \beta)}-p_{i} \tilde{S}\left(\sqrt{p_{i}}\right)\right| \leq \frac{p_{i} \ln \left(1 / p_{i}\right)}{4 \ln (2 / \beta)}+p_{i} \leq \frac{\Delta\left(\ln \left(\frac{1}{\Delta}\right)+4 \ln (2 / \beta)\right)}{4 \ln (2 / \beta)} \leq \frac{\epsilon}{8 n \ln (2 / \beta)}, \tag{9}
\end{equation*}
$$

where the first inequality comes from the fact that $|\tilde{S}(x)| \leq 1$ for all $x \in[-1,1]$, the second inequality comes from the monotonicity of $x(\ln (1 / x)+4 \ln (2 / \beta))$ on $\left(0, \frac{1}{\Delta}\right]$, and the third inequality comes from (6). As a result of (5), (8), and (9), we have

$$
\begin{aligned}
\left.\left\lvert\,\left(\left\langle\psi_{p}\right| \otimes\langle 0|\right)\left|\widetilde{\Psi_{p}}\right\rangle-\frac{H(p)}{4 \ln (2 / \beta)}\right. \right\rvert\, & =\left|p_{i} \tilde{S}\left(\sqrt{p_{i}}\right)-\sum_{i=1}^{n} \frac{p_{i} \log \left(1 / p_{i}\right)}{4 \ln (2 / \beta)}\right| \\
& \leq \sum_{i: p_{i}<\Delta} \frac{\epsilon}{8 n \ln (2 / \beta)}+\sum_{i: p_{i} \geq \Delta} \eta p_{i} \\
& \leq \frac{\epsilon}{8 \ln (2 / \beta)}+\frac{\epsilon}{24 \ln (2 / \beta)}=\frac{\epsilon}{6 \ln (2 / \beta)} .
\end{aligned}
$$

Therefore, $\mid 4 \ln (2 / \beta)\left(\left\langle\psi_{p}\right| \otimes\langle 0|\right)\left|\widetilde{\Psi_{p}}\right\rangle-H(p) \mid \leq 2 \epsilon / 3$. By Theorem 8, we can use $\Theta(\ln (1 / \beta) / \epsilon)$ applications of the unitaries (and their inverses) that implement $\left|\psi_{p}\right\rangle$ and $\left|\widetilde{\Psi_{p}}\right\rangle$ to estimate $\left(\left\langle\psi_{p}\right| \otimes\langle 0|\right)\left|\widetilde{\Psi_{p}}\right\rangle$ within additive error $\frac{\epsilon}{12 \ln (2 / \beta)}$. In total, this estimates $H(p)$ within additive error $\frac{\epsilon}{12 \ln (2 / \beta)} \cdot 4 \ln (2 / \beta)+\frac{2 \epsilon}{3}=\epsilon$ with success probability at least $8 / \pi^{2}$. The total complexity of the algorithm is

$$
\mathcal{O}\left(\frac{\ln (1 / \beta)}{\epsilon}\right) \cdot \mathcal{O}\left(\sqrt{\frac{n}{\epsilon} \log \left(\frac{n}{\epsilon}\right)} \log \left(\frac{\log n}{\epsilon}\right)\right)=\mathcal{O}\left(\frac{\sqrt{n}}{\epsilon^{1.5}} \log ^{1.5}\left(\frac{n}{\epsilon}\right) \log \left(\frac{\log n}{\epsilon}\right)\right)
$$

### 3.2 Density matrices with purified quantum query-access

For a density matrix $\rho$, we also assume the purified quantum query-access in Definition 2, i.e., a unitary oracle $U_{\rho}$ acting as $U_{\rho}|0\rangle_{A}|0\rangle_{B}=|\rho\rangle=\sum_{i=1}^{n} \sqrt{p_{i}}\left|\phi_{i}\right\rangle_{A}\left|\psi_{i}\right\rangle_{B}$. We use $U_{\rho}$ and $U_{\rho}^{\dagger}$ to estimate the von-Neumann entropy $H(\rho)=-\operatorname{Tr}[\rho \log \rho]$ :

- Theorem 13. For any $0<\epsilon<1$, we can estimate $H(p)$ with accuracy $\epsilon$ with success probability at least $2 / 3$ using $\widetilde{\mathcal{O}}\left(\frac{n}{\epsilon^{1.5}}\right)$ calls to $U_{\rho}$ and $U_{\rho}^{\dagger}$.

Proof. We use the construction of Eq. (2). The proof is essentially the same as that of Theorem 12 proceeding by constructing singular value transformation via Theorem 10, with the only difference that all probabilities are rescaled by a factor of $1 / \sqrt{n}$ in (2); as a result, the number of calls to $U_{\rho}$ and $U_{\rho}^{\dagger}$ is blown up to $\widetilde{\mathcal{O}}\left(\sqrt{n} \cdot \frac{\sqrt{n}}{\epsilon^{1.5}}\right)=\widetilde{\mathcal{O}}\left(\frac{n}{\epsilon^{1.5}}\right)$.

## 4 Tolerant testers for $\ell^{2}$-closeness with purified query-access

First we give an $\ell^{2}$-closeness tester for unknown classical distributions $p, q$.

- Theorem 14. Given purified quantum query-access for classical distributions $p, q$ as in Definition 2, for any $\nu, \epsilon \in(0,1)$ the quantum query complexity of distinguishing the cases $\|p-q\|_{2} \geq \epsilon$ and $\|p-q\|_{2} \leq(1-\nu) \epsilon$ with success probability at least $2 / 3$ is

$$
\mathcal{O}\left(\frac{1}{\nu \epsilon} \log ^{3}\left(\frac{1}{\nu \epsilon}\right) \log \log \left(\frac{1}{\nu \epsilon}\right)\right)
$$

Proof. The main idea is to first bin the $x$ elements based on the approximate value of $p(x)+q(x)$, then apply fine-tuned algorithms exploiting the knowledge of the approximate value of $p(x)+q(x)$.

Using amplitude estimation for any $k \in \mathbb{N}$ we can construct an algorithm $\mathcal{A}_{k}$ that for any input $x$ with $p(x)+q(x) \geq 2^{-k}$ outputs "greater" with probability at least $2 / 3$, and for any $x$ with $p(x)+q(x) \leq 2^{-k-1}$ outputs "smaller" and uses $\mathcal{O}\left(2^{\frac{k}{2}}\right)$ queries to $U_{p}$ and $U_{q}$. Using $\left.\mathcal{O}\left(\log \left(\frac{1}{\nu \epsilon}\right)\right)\right)$ repetitions we can boost the success probability to $1-\mathcal{O}(\operatorname{poly}(\nu \epsilon))$. Since our
algorithm only needs to succeed with constant probability, and will use these subroutines at most $\frac{1}{\operatorname{poly}(\nu \epsilon)}$ times, we can ignore the small failure probability. Therefore in the rest of the proof we assume without loss of generality, that $\mathcal{A}_{k}$ that solves perfectly the above question with (query) complexity $\left.\mathcal{O}\left(2^{\frac{k}{2}} \log \left(\frac{1}{\nu \epsilon}\right)\right)\right)$.

## Algorithm 1 Estimating $\log _{2}(p(x)+q(x))$.

$$
\text { input } x \in[n], \theta \in(0,1)
$$

for $k \in K:=\left\{-1,0,1,2, \ldots,\left\lceil\log _{2}\left(\frac{1}{\theta}\right)\right\rceil\right\}$ do
Run algorithm $\mathcal{A}_{k}$ on $|x\rangle$ if output is "greater" then return $k$
return "less than $\theta$ "

For any $x$ with $p(x)+q(x) \geq \theta$, Algorithm 1 outputs a $k$ such that $p(x)+q(x) \in\left(2^{-k-1}, 2^{-k+1}\right)$. However, note that this labeling is probabilistic; let us denote by $s_{k}(x)$ the probability that $x$ is labeled by $k$. Observe that $s_{k}(x)=0$ unless $k \in\left\{\left\lfloor\log _{2}\left(\frac{1}{p(x)+q(x)}\right)\right\rfloor,\left\lceil\log _{2}\left(\frac{1}{p(x)+q(x)}\right)\right\rceil\right\}$ (otherwise the return is either "greater" or "less than"). Now let us express $\|p-q\|_{2}^{2}$ in terms of this "soft-selection" function $s(x)$.

$$
\begin{align*}
\|p-q\|_{2}^{2} & =\sum_{x}|p(x)-q(x)|^{2} \\
& =\sum_{x} \sum_{k \in K} s_{k}(x)|p(x)-q(x)|^{2}+\eta \\
& =\sum_{k \in K} 2^{9-k} \sum_{x} s_{k}(x) \frac{p(x)+q(x)}{2} \frac{2^{-k-2}}{p(x)+q(x)}\left(\frac{p(x)-q(x)}{2^{-k+3}}\right)^{2}+\eta \tag{10}
\end{align*}
$$

where the bound on $\eta$ follows from the observation that

$$
\eta \leq \sum_{x: p(x)+q(x)<\theta}|p(x)-q(x)|^{2} \leq \sum_{x: p(x)+q(x)<\theta}(p(x)+q(x))^{2}<\theta \sum_{x: p(x)+q(x)<\theta} p(x)+q(x)<2 \theta .
$$

If for all $k \in K$ we have a $2^{k-9} \frac{\theta}{|K|}$-precise estimate of

$$
\begin{equation*}
\sum_{x} s_{k}(x) \frac{p(x)+q(x)}{2} \frac{2^{-k-2}}{p(x)+q(x)}\left(\frac{p(x)-q(x)}{2^{-k+3}}\right)^{2} \tag{11}
\end{equation*}
$$

then we get a $3 \theta$-precise estimate of $\|p-q\|_{2}^{2}$. In particular setting $\theta:=\nu \epsilon^{2} / 6$, this solves the tolerant testing problem, since if $\|p-q\| \geq \epsilon$ then $\|p-q\|^{2} \geq \epsilon^{2}$, on the other hand if $\|p-q\| \leq(1-\nu) \epsilon$ then $\|p-q\|^{2} \leq(1-\nu)^{2} \epsilon^{2} \leq(1-\nu) \epsilon^{2}=\epsilon^{2}-\nu \epsilon^{2}$.

Now we describe how to construct a quantum algorithm that sets the first output qubit to $|0\rangle$ with probability (11). Start with preparing a purification of the distribution of $\frac{p(x)+q(x)}{2}$, then set the label of $x$ to $k$ with probability $s_{k}(x)$ using Algorithm 1 terminating it after using $\mathcal{A}_{k}$. Then separately apply the maps $\sqrt{\frac{2^{-k-2}}{p(x)+q(x)}}$ and $\frac{p(x)-q(x)}{2^{-k-3}}$ to the state.

Note that we do not need to apply the above transformations exactly, it is enough if apply them with precision say $2^{k-11} \frac{\theta}{|K|}$. We analyze the complexity of (approximately) implementing the above sketched algorithm. To implement the map $\sqrt{\frac{2^{-k-2}}{p(x)+q(x)}}$, we use the unitary of Eq. (1), and transform the singular values by the polynomial $\tilde{P}$ from Lemma 11 using Theorem 10. In order to implement the map $\frac{p(x)-q(x)}{2^{-k-2}}$, we again use the unitary of Eq. (1), but now separately for $p$ and $q$. We amplify both the singular values $\sqrt{p(x)}$ and $\sqrt{q(x)}$
by a factor $\sqrt{2^{k-2}}$ using the polynomial $\tilde{Q}$ from Lemma 11 in Theorem 10. Then we create a block-encoding ${ }^{8}$ of both and $2^{k-2} p(x)$ and $2^{k-2} q(x)$ and then combine them to get a blockencoding of $\frac{p(x)-q(x)}{2^{-k-3}}$. In both cases the query complexity of $\mathcal{O}(\theta /|K|)$-precisely implementing the transformations is $\mathcal{O}\left(2^{k / 2} \log (|K| / \theta)\right)=\mathcal{O}\left(2^{k / 2} \log (1 / \theta)\right)$. Since computing the label $k$ also costs $\mathcal{O}\left(2^{k / 2} \log (1 /(\nu \epsilon))\right)$, this is the overall complexity so far. Finally we estimate the probability of the first qubit being set to $|0\rangle$ with setting $M=\mathcal{O}\left(|K| 2^{-k / 2} /(\nu \epsilon)\right)$ in Theorem 8 , and boost the success probability to $1-\mathcal{O}(1 /|K|)$ with $\mathcal{O}(\log (|K|))$ repetitions. Thus for any $k \in K$ the overall complexity of estimating Eq. (11) with sufficient precision has (query) complexity $\mathcal{O}\left(\frac{|K|}{\nu \epsilon} \log \left(\frac{1}{\nu \epsilon}\right) \log (|K|)\right)=\mathcal{O}\left(\frac{1}{\nu \epsilon} \log ^{2}\left(\frac{1}{\nu \epsilon}\right) \log \log \left(\frac{1}{\nu \epsilon}\right)\right)$. Therefore estimating $\|p-q\|_{2}^{2}$ to precision $\nu \epsilon^{2} / 6$ with high probability has (query) complexity

$$
\mathcal{O}\left(\frac{1}{\nu \epsilon} \log ^{3}\left(\frac{1}{\nu \epsilon}\right) \log \log \left(\frac{1}{\nu \epsilon}\right)\right)
$$

It is easy to see an $\Omega\left(\frac{1}{\epsilon}\right)$ lower bound on the above problem even in the strongest quantum pure state input model Definition 4. Indeed, consider the case $n=2, q=\left(\frac{1}{2}, \frac{1}{2}\right)$ (the uniform distribution on $\{1,2\}$ ) and we want to test whether $p=q$ or $\|p-q\|_{2} \geq \epsilon$. This is equivalent to test whether $p_{1}=\frac{1}{2}$ or $\left|p_{1}-\frac{1}{2}\right| \geq \frac{\epsilon}{\sqrt{2}}$; due to the optimality of amplitude estimation in Theorem 8 , this task requires $\Omega\left(\frac{1}{\epsilon}\right)$ quantum queries to the unitary $U$ preparing the state $\sqrt{p_{1}}|1\rangle+\sqrt{p_{2}}|2\rangle$.

Now we prove the result below on (tolerant) $\ell^{2}$-closeness testing for quantum distributions:

- Theorem 15. Given $\epsilon, \nu \in(0,1)$ and two density operators $\rho, \sigma \in \mathbb{C}^{n \times n}$ with purified quantum query-access to $U_{\rho}$ and $U_{\sigma}$ as in Definition 2, it takes $\mathcal{O}\left(\min \left(\frac{\sqrt{n}}{\epsilon}, \frac{1}{\epsilon^{2}}\right) \frac{1}{\nu}\right)$ queries to $U_{\rho}, U_{\rho}^{\dagger}, U_{\sigma}, U_{\sigma}^{\dagger}$ to decide whether $\|\rho-\sigma\|_{2} \geq \epsilon$ or $\|\rho-\sigma\|_{2} \leq(1-\nu) \epsilon$, with success probability at least $2 / 3$.
Proof. We can combine the block-encodings of $\rho$ and $\sigma$ to apply the map $\frac{\rho-\sigma}{2}$ to the maximally entangled state $\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$, which gives

$$
\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}} \rightarrow\left(\frac{\rho-\sigma}{2} \otimes I\right) \sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}|0\rangle+\ldots|1\rangle .
$$

The probability of measuring the $|0\rangle$ ancilla state is

$$
\sum_{i, j=1}^{n} \frac{\langle i|\langle i|}{\sqrt{n}}\left(\frac{(\rho-\sigma)^{2}}{4} \otimes I\right) \frac{|j\rangle|j\rangle}{\sqrt{n}}=\frac{1}{4 n} \sum_{i=1}^{n}\langle i|(\rho-\sigma)^{2}|i\rangle=\frac{1}{4 n} \operatorname{Tr}\left[(\rho-\sigma)^{2}\right]
$$

Thus it suffices to apply amplitude estimation with $M=\Theta\left(\frac{\sqrt{n}}{\nu \epsilon}\right)$ calls to $U_{\rho}, U_{\rho}^{\dagger}, U_{\sigma}, U_{\sigma}^{\dagger}$.
On the other hand, we can estimate $\|\rho-\sigma\|_{2}^{2}$ by observing that $\|\rho-\sigma\|_{2}^{2}=\operatorname{Tr}\left[(\rho-\sigma)^{2}\right]$ $=\operatorname{Tr}\left[\rho^{2}\right]-2 \operatorname{Tr}[\rho \sigma]+\operatorname{Tr}\left[\sigma^{2}\right]$. Since the success probability of the SWAP test ([14]) on input states $\rho, \sigma$ is $\frac{1}{2}(1+\operatorname{Tr}[\rho \sigma])$, we can individually estimate the latter quantities with precision $\mathcal{O}\left(\nu \epsilon^{2}\right)$ using amplitude estimation (Theorem 8) with $\mathcal{O}\left(\frac{1}{\nu \epsilon^{2}}\right)$ queries to $U_{\rho}, U_{\rho}^{\dagger}, U_{\sigma}, U_{\sigma}^{\dagger}$. As a result, we could decide whether $\|\rho-\sigma\|_{2} \geq \epsilon$ or $\|\rho-\sigma\|_{2} \leq(1-\nu) \epsilon$ using $\mathcal{O}\left(\frac{1}{\nu \epsilon^{2}}\right)$ queries.

The result of Theorem 15 hence follows by taking the minimum of the two complexities.

[^5]
## 5 Future work and open questions

Our paper raises a couple of natural open questions for future work, including:

- For which other distributional property testing problems can we get faster and simpler quantum algorithms using the presented methodology?
- Can we prove quantum lower bounds that match our upper bounds? For instance, can we prove an $\Omega\left(\frac{n}{\epsilon}\right)$ lower bound on estimating the von Neumann entropy in the purified quantum query-access model for density operators?
- Is there a lower bound technique which naturally fits our purified quantum query input model?
- Can we prove the conjecture that the purified and discrete query input models are equivalent for classical distributions, with respect to the query complexity of (distributional) property testing problems? For some recent progress in this direction see [11].
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## A Projected unitary encodings used for singular value transformation

First we handle the case of classical distributions. Let $U_{p}$ be a purified quantum oracle of a classical distribution $p$ as in Definition 2, and let $U:=\left(U_{p} \otimes I\right)$, also let $\Pi:=$ $\left(\sum_{i=1}^{n} I \otimes|i\rangle\langle i| \otimes|i\rangle\langle i|\right), \widetilde{\Pi}:=(|0\rangle\langle 0| \otimes|0\rangle\langle 0| \otimes I)$, then

$$
\begin{aligned}
\Pi U \widetilde{\Pi}=\Pi\left(U_{p} \otimes I\right) \widetilde{\Pi} & =\left(\sum_{i=1}^{n} I \otimes|i\rangle\langle i| \otimes|i\rangle\langle i|\right)\left(U_{p} \otimes I\right)(|0\rangle\langle 0| \otimes|0\rangle\langle 0| \otimes I) \\
& =\sum_{i=1}^{n}\left((I \otimes|i\rangle\langle i|) U_{p}(|0\rangle\langle 0| \otimes|0\rangle\langle 0|)\right) \otimes|i\rangle\langle i|
\end{aligned}
$$

$$
\begin{aligned}
\ldots & =\sum_{i=1}^{n}\left((I \otimes|i\rangle\langle i|) \sum_{j=1}^{n} \sqrt{p_{j}}\left|\phi_{j}\right\rangle|j\rangle\langle 0|\langle 0|\right) \otimes|i\rangle\langle i| \\
& =\sum_{i=1}^{n} \sqrt{p_{i}}\left|\phi_{i}\right\rangle\langle 0| \otimes|i\rangle\langle 0| \otimes|i\rangle\langle i|
\end{aligned}
$$

Now we turn to quantum distributions where we do not know the diagonalizing basis of the density operator $\rho$. Let $U_{\rho}$ be a purified quantum oracle of a quantum distribution $\rho$ as in Definition 2, and $W$ a unitary, mapping $|0\rangle|0\rangle \mapsto \sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$. Let $U^{\prime}:=\left(I \otimes U_{\rho}^{\dagger}\right)\left(W^{\dagger} \otimes I\right)$, $\Pi^{\prime}:=(I \otimes|0\rangle\langle 0| \otimes|0\rangle\langle 0|)$ and $\widetilde{\Pi}$ as above, then

$$
\begin{aligned}
\Pi^{\prime} U^{\prime} \widetilde{\Pi} & =\Pi^{\prime}\left(I \otimes U_{\rho}^{\dagger}\right)\left(W^{\dagger} \otimes I\right) \widetilde{\Pi} \\
& =\left(I \otimes\left(|0\rangle\langle 0| \otimes|0\rangle\langle 0| U_{\rho}^{\dagger}\right)\right)\left(\left(\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}\right)\langle 0|\langle 0| \otimes I\right) \\
& =\left(I \otimes \sum_{i=1}^{n} \sqrt{p_{i}}|0\rangle|0\rangle\left\langle\phi_{i}\right|\left\langle\psi_{i}\right|\right)\left(\left(\sum_{j=1}^{n} \frac{\left|\phi_{j}^{\prime}\right\rangle\left|\phi_{j}\right\rangle}{\sqrt{n}}\right)\langle 0|\langle 0| \otimes I\right) \\
& =\sum_{i=1}^{n} \sqrt{\frac{p_{i}}{n}}\left|\phi_{i}^{\prime}\right\rangle|0\rangle|0\rangle\langle 0|\langle 0|\left\langle\psi_{i}\right|,
\end{aligned}
$$

where $\sum_{j=1}^{n} \frac{\left|\phi_{j}^{\prime}\right\rangle\left|\phi_{j}\right\rangle}{\sqrt{n}}=\sum_{j=1}^{n} \frac{|j\rangle|j\rangle}{\sqrt{n}}$ is the Schmidt decomposition of the maximally entangled state under the basis $\left(\left|\phi_{1}\right\rangle, \ldots,\left|\phi_{n}\right\rangle\right)$.

## B Polynomial approximations for singular value transformation

We use the following result based on local Taylor series:

- Lemma 16 ([21, Corollary 66]). Let $x_{0} \in[-1,1], r \in(0,2], \nu \in(0, r]$ and let $f:\left[-x_{0}-\right.$ $\left.r-\nu, x_{0}+r+\nu\right] \rightarrow \mathbb{C}$ and be such that $f\left(x_{0}+x\right)=\sum_{\ell=0}^{\infty} a_{\ell} x^{\ell}$ for all $x \in[-r-\nu, r+\nu]$. Suppose $B>0$ is such that $\sum_{\ell=0}^{\infty}(r+\nu)^{\ell}\left|a_{\ell}\right| \leq B$. Let $\epsilon \in\left(0, \frac{1}{2 B}\right]$, then there is an efficiently computable polynomial $P \in \mathbb{C}[x]$ of degree $\mathcal{O}\left(\frac{1}{\nu} \log \left(\frac{B}{\epsilon}\right)\right)$ such that ${ }^{9}$

$$
\begin{aligned}
\|f(x)-P(x)\|_{\left[x_{0}-r, x_{0}+r\right]} & \leq \epsilon \\
\|P(x)\|_{[-1,1]} & \leq \epsilon+\|f(x)\|_{\left[x_{0}-r-\nu / 2, x_{0}+r+\nu / 2\right]} \leq \epsilon+B \\
\|P(x)\|_{[-1,1] \backslash\left[x_{0}-r-\nu / 2, x_{0}+r+\nu / 2\right]} & \leq \epsilon .
\end{aligned}
$$

We can use the above result to construct the following useful polynomial approximations.

- Lemma 11. (Polynomial approximations) Let $\beta \in(0,1], \eta \in\left(0, \frac{1}{2}\right]$ and $t \geq 1$. There exists polynomials $\tilde{P}, \tilde{Q}, \tilde{S}$ such that
- $\forall x \in\left[\frac{1}{t}, 1\right]:\left|\tilde{P}(x)-\frac{1}{2 t x}\right| \leq \eta$, and $\forall x \in[-1,1]:-1 \leq \tilde{P}(x)=\tilde{P}(-x) \leq 1$,
- $\forall x \in\left[-\frac{1-\beta}{t}, \frac{1-\beta}{t}\right]:|\tilde{Q}(x)-t x| \leq \eta \cdot(t x)$, and $\forall x \in[-1,1]: \tilde{Q}(x)=-\tilde{Q}(-x) \leq 1$,
- $\forall x \in[\beta, 1]:\left|\tilde{S}(x)-\frac{\ln (1 / x)}{2 \ln (2 / \beta)}\right| \leq \eta$, and $\forall x \in[-1,1]:-1 \leq \tilde{S}(x)=\tilde{S}(-x) \leq 1$,
moreover $\operatorname{deg}(\tilde{P})=\mathcal{O}\left(t \log \left(\frac{1}{\eta}\right)\right), \operatorname{deg}(\tilde{Q})=\mathcal{O}\left(\frac{t}{\beta} \log \left(\frac{1}{\eta}\right)\right)$, and $\operatorname{deg}(\tilde{S})=\mathcal{O}\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$.

[^6]Proof. For the construction of the $\tilde{P}$ and $\tilde{Q}$ polynomials see Corollary 67 and Theorem 30 of [21], respectively. It remains to construct the polynomial $\tilde{S}$ above.

Denote $f(x)=\frac{\ln (1 / x)}{2 \ln (2 / \beta)}$; by taking $\epsilon=\eta / 2, x_{0}=1, r=1-\beta, \nu=\frac{\beta}{2}$, and $B=\frac{1}{2}$ in Corollary 16 , we have a polynomial $S \in \mathbb{C}[x]$ of degree $\mathcal{O}\left(\frac{1}{\nu} \log \left(\frac{B}{\epsilon}\right)\right)=\mathcal{O}\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$ such that

$$
\begin{align*}
\|f(x)-S(x)\|_{[\beta, 2-\beta]} & \leq \eta / 2  \tag{12}\\
\|S(x)\|_{[-1,1]} & \leq B+\eta / 2 \leq(1+\eta) / 2  \tag{13}\\
\|S(x)\|_{\left[-1, \frac{\beta}{2}\right]} & \leq \eta / 2 . \tag{14}
\end{align*}
$$

Note that $B=\frac{1}{2}$ is valid because the Taylor series of $f(x)$ at $x=1$ is $\frac{1}{2 \ln (2 / \beta)} \sum_{l=1}^{\infty} \frac{(-1)^{l} x^{l}}{l}$, and as a result we could take

$$
\begin{aligned}
B=\frac{1}{2 \ln (2 / \beta)} \sum_{l=1}^{\infty} \frac{(1-\beta / 2)^{l}}{l} & =-\frac{1}{2 \ln (2 / \beta)} \sum_{l=1}^{\infty} \frac{(-1)^{l-1}}{l}(-1+\beta / 2)^{l} \\
& =-\frac{1}{2 \ln (2 / \beta)} \ln \frac{\beta}{2}=\frac{1}{2}
\end{aligned}
$$

However, $S$ is not an even polynomial in general; we instead take $\tilde{S}(x)=S(x)+S(-x)$ for all $x \in[-1,1]$. Then by (12) and (14) we have

$$
\begin{equation*}
\|f(x)-\tilde{S}(x)\|_{[\beta, 1]} \leq\|f(x)-\tilde{S}(x)\|_{[\beta, 1]}+\|\tilde{S}(-x)\|_{[\beta, 1]} \leq \frac{\eta}{2}+\frac{\eta}{2}=\eta . \tag{15}
\end{equation*}
$$

Furthermore, $\tilde{S}$ is an even polynomial such that $\operatorname{deg}(\tilde{S})=\mathcal{O}\left(\frac{1}{\beta} \log \left(\frac{1}{\eta}\right)\right)$; hence (13) and (14) imply

$$
\|\tilde{S}(x)\|_{[-1,1]}=\|\tilde{S}(x)\|_{[0,1]} \leq\|S(x)\|_{[0,1]}+\|S(x)\|_{[-1,0]} \leq \frac{1+\eta}{2}+\frac{\eta}{2} \leq 1
$$

given $\eta \leq 1 / 2$. (Finally we can take the real part of $\tilde{S}(x)$ if it has some complex coefficients.)

## C Corollaries of our $\ell^{2}$-closeness testing results

## C. $1 \quad \ell^{1}$-closeness testing with purified query-access

- Corollary 17. Given $\epsilon>0$ and two distributions $p, q$ on the domain $[n]$ with purified quantum query-access via $U_{p}$ and $U_{q}$ as in Definition 2, it takes $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n}}{\epsilon}\right)$ queries to $U_{p}, U_{p}^{\dagger}, U_{q}, U_{q}^{\dagger}$ to decide whether $p=q$ or $\|p-q\|_{1} \geq \epsilon$ with success probability at least $2 / 3$. Similarly for density operators $\rho, \sigma \in \mathbb{C}^{n \times n}$ with purified quantum query-access via $U_{\rho}$ and $U_{\sigma}$, it takes $\mathcal{O}\left(\frac{n}{\epsilon}\right)$ queries to $U_{\rho}, U_{\rho}^{\dagger}, U_{\sigma}, U_{\sigma}^{\dagger}$ to decide whether $\rho=\sigma$ or $\|\rho-\sigma\|_{1} \geq \epsilon$ with success probability at least $2 / 3$.

Proof. By the Cauchy-Schwartz inequality we have $\|p-q\|_{2} \geq \frac{1}{\sqrt{n}}\|p-q\|_{1}$, therefore Theorem 14 implies our claim by taking $\epsilon \leftarrow \epsilon / \sqrt{n}$ therein. Similarly, Theorem 15 implies our claim for quantum distributions $\rho$ and $\sigma$.

## C. 2 Independence testing with purified query-access

- Corollary 18. Given $\epsilon>0$ and a classical distribution $p$ on $[n] \times[m]$ with the purified quantum query-access via $U_{p}$ as in Definition 2, it takes $\widetilde{\mathcal{O}}\left(\frac{\sqrt{n m}}{\epsilon}\right)$ queries to $U_{p}, U_{p}^{\dagger}$ to decide whether $p$ is a product distribution on $[n] \times[m]$ or $p$ is $\epsilon$-far in $\ell^{1}$-norm from any product distribution on $[n] \times[m]$ with success probability at least $2 / 3$.

Proof. We define $p_{A}$ to be the margin of $p$ on the first marginal space, i.e., $p_{A}(i)=$ $\sum_{j=1}^{m} p(i, j)$ for all $i \in[n]$. We similarly define $p_{B}$ to be the margin of $p$ on the second marginal space, i.e., $p_{B}(j)=\sum_{i=1}^{n} p(i, j)$ for all $j \in[m]$. Assume the quantum oracle $U_{p}$ from Definition 2 acts as

$$
U_{p}|0\rangle_{A}|0\rangle_{B}|0\rangle_{C}=\sum_{i=1}^{n} \sum_{j=1}^{m} \sqrt{p(i, j)}|i\rangle_{A}|j\rangle_{B}\left|\psi_{i, j}\right\rangle_{C}
$$

if we denote $\left|\phi_{i}\right\rangle=\sum_{j=1}^{m} \frac{\sqrt{p(i, j)}}{\sqrt{p_{A}(i)}}|j\rangle\left|\psi_{i, j}\right\rangle$ for all $i \in[n]$ and $\left|\varphi_{j}\right\rangle=\sum_{i=1}^{n} \frac{\sqrt{p(i, j)}}{\sqrt{p_{B}(j)}}|i\rangle\left|\psi_{i, j}\right\rangle$ for all $j \in[m]$, then we have

$$
U_{p}|0\rangle_{A}|0\rangle_{B}|0\rangle_{C}=\sum_{i=1}^{n} \sqrt{p_{A}(i)}|i\rangle_{A}\left|\phi_{i}\right\rangle_{B, C}=\sum_{j=1}^{m} \sqrt{p_{B}(j)}|j\rangle_{B}\left|\varphi_{j}\right\rangle_{A, C}
$$

As a result,

$$
\left(U_{p} \otimes U_{p}\right)\left(|0\rangle^{\otimes 6}\right)=\sum_{i=1}^{n} \sum_{j=1}^{m} \sqrt{p_{A}(i)} \sqrt{p_{B}(j)}|i\rangle|j\rangle\left|\phi_{i}\right\rangle\left|\varphi_{j}\right\rangle
$$

in other words, one purified quantum query to the distribution $p_{A} \times p_{B}$ can be implemented by two queries to $U_{p}$.

If $p$ is a product distribution on $[n] \times[m]$, then $p=p_{A} \times p_{B}$; if $p$ is $\epsilon$-far in $\ell^{1}$-norm from any product distribution on $[n] \times[m]$, then $\left\|p-p_{A} \times p_{B}\right\|_{1} \geq \epsilon$. Therefore, the problem of independence testing reduces to $\ell^{1}$-closeness testing for distributions on $[n] \times[m]$, and hence Corollary 18 follows from Corollary 17.

Similarly, Corollary 17 implies that the quantum query complexity of testing independence of quantum distributions is $\mathcal{O}\left(\frac{n m}{\epsilon}\right)$.


[^0]:    ${ }^{1}$ For readers less familiar with quantum computing, a density operator (=quantum distribution) $\rho \in \mathbb{C}^{n \times n}$ is a positive semidefinite matrix with $\operatorname{Tr}[\rho]=1$. Please refer to the textbook [31] for more information.

[^1]:    ${ }^{2}|\psi\rangle \in \mathbb{C}^{n}$ denotes a "ket" vector and $\langle\psi|=(|\psi\rangle)^{\dagger}$ stands for its conjugate transpose, called "bra" in Dirac notation; $|i\rangle=\vec{e}_{i}$ is the $i^{\text {th }}$ basis vector. An $\ell^{2}$-normalized $|\psi\rangle$ is called a pure state, and corresponds to density operator $|\psi\rangle\langle\psi|$. For $A=\mathbb{C}^{k}, B=\mathbb{C}^{n}$ and $|\phi\rangle \in A \otimes B$ we denote by $\operatorname{Tr}[|\phi\rangle\langle\phi|]_{A} \in B \otimes B^{*}=\mathbb{C}^{n \times n}$ the partial trace over $A$.
    3 This can be seen in various ways. We give an argument in the spirit of distributional property testing. Closeness of two unknown distributions $p, q$ can be tolerantly tested in the squared Hellinger distance $H(p, q)^{2}=\frac{1}{2}\|\sqrt{p}-\sqrt{q}\|_{2}^{2}$ to precision $\epsilon$ in query complexity $\mathcal{O}(1 / \sqrt{\epsilon})$ in the model of Definition 4 using amplitude estimation. On the other hand the classical sample complexity of testing equality to $\epsilon$ precision in this metric is $\widetilde{\Theta}\left(\min \left(n^{2 / 3} / \epsilon^{4 / 3}, n^{3 / 4} / \epsilon\right)\right)$, as shown in [20]. The results of Chailloux [16] imply that this query complexity improves at most cubically in the model of Definition 2 , showing that the input model of Definition 4 is strictly stronger.

[^2]:    ${ }_{5}^{4}$ Throughout the paper, we use $\widetilde{\mathcal{O}}$ to omit poly-logarithmic factors in $\mathcal{O}$, i.e., $\widetilde{\mathcal{O}}(T)=\mathcal{O}(T \operatorname{poly}(\log T))$.
    5 Recent results of [16] imply that in this model quantum speed-ups are at most cubic.

[^3]:    6 This unitary is easy to implement, e.g., by using a few Hadamard and CNOT gates.

[^4]:    ${ }^{7}$ This is the mathematical form for odd $n$; even $n$ is defined similarly.

[^5]:    ${ }^{8}$ If we have a projected unitary encoding of $\Pi U \widetilde{\Pi}=A=\sum_{i} \varsigma_{i}\left|\psi_{i}\right\rangle\langle 0, i|$ with $\widetilde{\Pi}=|0\rangle\langle 0| \otimes I$, we can immediately turn it into a block-encoding of $A^{\dagger} A=\sum_{i} \varsigma_{i}^{2}|i\rangle\langle i|$ by e.g. applying Theorem 10 with the polynomial $x^{2}$.

[^6]:    ${ }^{9}$ For a function $g: \mathbb{R} \rightarrow \mathbb{C}$, and an interval $[a, b] \subseteq \mathbb{R}$, we define $\|g\|_{[a, b]}:=\max _{x \in[a, b]}|g(x)|$.

